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Preface

During the 22 years of the International Conference on Business Information Systems,
it has grown to be a well-renowned event of the scientific community. Every year the
conference joins international researchers for scientific discussions on modeling,
development, implementation, and application of business information systems based
on innovative ideas and computational intelligence methods. The 22nd edition of the
BIS conference was jointly organized by the University of Seville, Spain, and Poznań
University of Economics and Business, Department of Information Systems, Poland,
and was held in Seville, Spain.

The exponential increase in the amount of data that is generated every day and an
ever-growing interest in exploiting this data in an intelligent way has led to a situation
in which companies need to use big data solutions in a smart way. It is no longer
sufficient to focus solely on data storage and data analysis. A more interdisciplinary
approach allowing one to extract valuable knowledge from data is required for
companies to make profits, to be more competitive, and to survive in the even more
dynamic and fast-changing environment. Therefore, the concept of data science has
emerged and gained the attention of scientists and business analysts alike.

Data science is the profession of the present and the future, as it seeks to provide
meaningful information from processing, analyzing, and interpreting vast amounts of
complex and heterogeneous data. It combines different fields of work, such as
mathematics, statistics, economics, and information systems and uses various scientific
and practical methods, tools, and systems. The key objective is to extract valuable
information and infer knowledge from data that then may be used for multiple
purposes, starting from decision-making, through product development, up to trend
analysis and forecasting. The extracted knowledge allows also for a better
understanding of actual phenomena and can be applied to improve business processes.
Therefore, enterprises in different domains want to benefit from data science, which
entails technological, industrial, and economic advances for our entire society.
Following this trend, the focus of the BIS conference has also migrated toward data
science.

The BIS 2019 conference fostered the multidisciplinary discussion about data
science from both scientific and practical sides, and its impact on current enterprises.
Thus, the theme of BIS 2019 was “Data Science for Business Information Systems.”
Our goal was to inspire researchers to share theoretical and practical knowledge of the
different aspects related to data science, and to help them transform their ideas into the
innovations of tomorrow.

The first part of the BIS 2018 proceedings is dedicated to Big Data, Data Science,
and Artificial Intelligence. This is followed by other research directions that were
discussed during the conference, including ICT Project Management, Smart
Infrastructures, and Social Media and Web-based Systems. Finally, the proceedings



end with Applications, Evaluations, and Experiences of the newest research trends in
various domains.

The Program Committee of BIS 2018 consisted of 78 members who carefully
evaluated all the submitted papers. Based on their extensive reviews, 67 papers were
selected.

We would like to thank everyone who helped to build an active community around
the BIS conference. First of all, we want to express our appreciation to the reviewers
for taking the time and effort to provide insightful comments. We wish to thank all the
keynote speakers who delivered enlightening and interesting speeches. Last but not
least, we would like to thank all the authors who submitted their papers as well as all
the participants of BIS 2019.

June 2019 Witold Abramowicz
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Trends in CyberTurfing in the Era of Big Data

Hsiao-Wei Hu1(&), Chia-Ning Wu1(&), and Yun Tseng2

1 School of Big Data Management, Soochow University, Taipei, Taiwan
camihu@gmail.com, grace9796@gmail.com

2 Deloitte & Touche, Taiwan, Taipei, Taiwan
christitseng@deloitte.com.tw

Abstract. Previous research on CyberTurfing has been scattered and frag-
mented in terms of methods and terminology. This paper presents a review of
published research related to CyberTurfing in the era of big data. Our objectives
were to identify the important terms in this domain and extract essential
knowledge from previous studies. We also sought to gain an overview of the
trends in CyberTurfing to provide guidance for subsequent research in this field.

Keywords: CyberTurfing � AstroTurfing � Fake review � Fake account �
Term rectification � Opinion manipulation

1 Introduction

Product information is increasingly being accessed on virtual platforms (e.g., Face-
book, LinkedIn, Amazon, TripAdvisor, Yelp) rather than conventional channels (e.g.,
TV commercials). According to the Marketing Intelligence & Consulting Institute [1],
the channels most commonly used to obtain product-related information are portal
websites and Facebook. Social network sites (SNS) provide a forum on which to share
experiences with other customers. Bloggers and KOLs (key opinion leaders) also have
considerable influence, as shown in Fig. 1.

Previous research [2–4] has shown that customers are accustomed to checking
reviews on-line before making purchasing decisions. This has made electronic word-of-
mouth (eWOM) an important target for companies seeking to enhance social
marketing.

Regardless of whether is positive or negative, eWOM has a greater influence on the
propagation of information than does traditional WOM [5]. Most potential customers
are willing to believe that eWOM is shared without any bias with regard to malice or
profit [6]. Positive e-WOM can help to develop the visibility and/or reputation of a
company [7]. Negative eWOM can destroy a competitor. In the era of big data, the
analysis of user-generated content is essential to eWOM marketing strategies.

Changes in consumption habits and marketing trends have rendered celebrity
endorsements obsolete, and the shift from brick-and-mortar establishments to virtual
spaces has had a profound effect on conventional business models. The internet has
opened up a plethora of business opportunities; however, there is a dark side to these
developments as well. Fake reviews, fake accounts, and spamming are a growing
problem in virtual marketplaces. In 2018, the data analytics company, Cambridge

© Springer Nature Switzerland AG 2019
W. Abramowicz and R. Corchuelo (Eds.): BIS 2019, LNBIP 354, pp. 3–13, 2019.
https://doi.org/10.1007/978-3-030-20482-2_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20482-2_1&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20482-2_1&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20482-2_1&amp;domain=pdf
https://doi.org/10.1007/978-3-030-20482-2_1


Analytica, revealed that it had collected personally identifiable information from as
many as 87 million Facebook users, and used this information to influence the US
presidential election via psychographic modeling.

In March of 2018, scholars from MIT, Harvard, Yale and Columbia University
jointly published a research paper in Science, called “The science of fake news [8]”.
They described efforts to detect false news items and other types of fakery. The term
CyberTurfing (CT) is growing in popularity as a catchword covering a range of topics
including spam, faked content, and the operations that underlie these phenomena. One
common example of CT is the hiring of a large number of writers to compose positive
comments and coders to disseminate them to target audiences. The terminology is new;
however, this issue can be traced back to the birth of the internet in the 1990s [9].

The issue of CT has received relatively little attention in the literature. In this study,
we conducted a review of previous publications pertaining to the nature of CT and the
trends in its development. We adopted a big data approach to identify 14,750 papers
recently published in journals and conferences. Our objective was to gain an overview
of existing research on CT. In this literature review, we focused on current trends as
well as the terminology most commonly used in articles addressing the various aspects
of CT.

The term Astroturfing refers to the practice of masking the sponsors of a message or
organization to make it appear as though it originates from and is supported by
grassroots participants. CT is essentially the online equivalent of AstroTurfing, par-
ticularly on social network sites (SNS) [10]. In [11] and [12], the authors defined CT as
the artificial advocacy of a product, service, or political viewpoint, aimed at giving the
appearance of a grassroots movement.

The emergence of the internet has made it possible to expand the scope to
AstroTurfing in the form of CT. By connecting millions of people, the internet facil-
itates the transmission of information with no constraints in terms of borders,
authentication mechanisms, or traceability. However, this has also made it far easier to
create false identities and fabricate falsehoods [13, 14].

The objective underlying all forms of CT is to give a false impression of wide-
spread support for or against a given agenda. The CT scenarios that writers/spammers
present their target audiences differ according to their motives. One example is the
presentation of advertisements on webpages or group forums aimed at luring users into
clicking on links that lead to webpages prepared by the writers/spammers.

Fig. 1. Channels for people to obtain information before shopping
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A group or organization hires people as writers of fake content and coders for its
dissemination (hereafter referred to as spammers).

1. Spammers register multiple accounts on multiple platforms.
2. Spammers use the accounts collaboratively to publish comments and/or

responses aimed at misleading the public (e.g., consumers, voters) in order to
gain competitive advantage.

CT can be divided into three basic aspects: fake behavior, fake accounts, and fake
content (Fig. 2).

2 CT: Related Examples

In April 2013, Samsung was revealed that its subsidiary in Taiwan hired a consulting
company called Pentai to conduct e-WOM marketing on the internet. That company
hired students who pretended to be Samsung mobile phone users sharing positive
experiences in order to gain competitive advantage over their competitors [15].

A local web forum (known as Mobile01) is considered the best 3C forum for Alexa
in Taiwan [16]. Members share their experience with electronic products on this forum,
and most of them believe in the authenticity of the posts and comments.

According to [17], the three smartphone brands that are most commonly discussed
are hTC, Samsung, and Sony (Fig. 3). hTC is seen as a direct competitor of Samsung in
Taiwan, due to similarities between the brands in terms of marketing position and
brand awareness.

Fig. 2. Example scenario of CT
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TaiwanSamsungLeaks.org listed several confidential documents from Pentai
describing the hiring of individuals to write disingenuous reviews on the forum
[18, 19]. Taiwan’s Fair Trade Commission (FTC) fined Samsung $340,000 for mis-
leading advertising.

This case closely follows the 3-step implementation described earlier. 1. Samsung
hired people to write negative reviews about HTC (a rival). 2. Samsung paid people to
open multiple on social media platforms. 3. Samsung paid spammers to publish mis-
leading comments in order to mislead consumers for profit.

For instance, world-renowned corporations have used CT strategies to produce
vaporware around new products or services. Walmart was allegedly behind a fake
YouTube video post aimed at gaining publicity. It has also been alleged that Walmart
developed a fake blog called Our Community - Our Choice to gain publicity for new
store openings [20]. Ask.com tried to initiate an information revolution against Google
on the London Underground [21].

3 Methods

3.1 Systematic Literature Review

There has been considerable research into the detection of CT, including work on
spammer detection, authorship identification, plagiarism detection, cyborgs, and
clickbait. In this paper, we provide a systematic review of the literature to identify,
evaluate, and interpret research relevant to CT based on a research method that is
reliable, accurate, and applicable to auditing.

3.2 Sources

Automated searches were conducted on the electronic database, Semantic Scholar, to
obtain papers relevant to this topic. To expand the keywords related to CT, we first
defined a set of basic keywords based on the three aspects mentioned in the previous
section (behavior, accounts, content), and “Overall”, as shown in Table 1.

Fig. 3. Number of posts and reviews per 3C brands
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The field of CT is changing rapidly; therefore, we recursively expanded the terms
and classified them according to aspects, as shown in Table 2.

Table 1. Terms used in online search

Aspects Terms

Behavior Clickbait
Account Fake Accounts

Spammer
Content Fake Reviews

Fake News
Spam Reviews
Opinion Spam Detection

Overall AstroTurfing
CT

Table 2. Terms used in online search

Aspects Terms

Behavior Clickbait
Software Forensics
Plagiarism
Smear Campaign

Account Fake Account
Authorship Identification
Spammer
Authorship Attribution
Cyborg
Stylometry

Content Deceptive Reviews
Deception Reviews
Fake Reviews
Fake News
Online Review Spam
Spam Review
Opinion Spam Detection
Flogging
Splogging

Overall AstroTurfing
AstroTurfer
CT
CyberTurfer
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The final keywords in Table 2 were then used in a search on Semantic Scholar to
find representative journal articles. The search resulted in 14,750 papers published in
English since 1990.

3.3 Selection of Articles

Two criteria were used in the selection of articles representative of the published
literature addressing our research questions.

The first criterion was whether the article discussed to the detection of CT via fake
news, reviews, or opinions. This criterion also helped to identify papers describing the
techniques or algorithms used to identify CT.

The second criterion was whether the article discussed actual instances of CT.
Papers in this category could provide insight into the manner by which organizations
manipulate consumers for profit. Papers dealing with algorithms and other technical
issues were excluded from this category.

4 Findings

In the age of technological advances, online platforms provide easy access points for
the dissemination of false information.

We discovered that the number of keywords and categories pertaining to CT has
been increasing over time. We sought to determine the extent to which disinformation is
disseminated, how rapidly it is spread, and the target audiences. We first categorized the
existing articles according to the four approaches used in the detection of CT, as follows:

• Behavior: detection of activities by spammers
• Account: detection of fake accounts
• Content: detection of content aimed at misleading consumers or belonging to a fake

account
• Overall: detection of all three aspects of CT (behavior, accounts, and content)

In Fig. 4, the X-axis indicates annual growth in the number of papers pertaining to
CT. The Y-axis indicates the number of keywords used by researchers in articles on
this topic. The size of the donut indicates the number of papers pertaining to CT, after
normalization. Different colors denote different aspects.

Fig. 4. Trend of relevant articles on CT with different aspects
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We found that before 2003, most of the research on this topic focused on the
behavior aspect of CT. The other aspects have received more attention in recent years.
Since 2000, there has been a general increase in the number of papers pertaining to CT,
as shown in Fig. 5.

4.1 Behavior

Our searches identified many terms pertaining to CT behavior. The ease with which
information can be copied and pasted on the internet has prompted considerable interest
in the issue of plagiarism [22]. The display of ads that can be accessed by clicking on a
link (Clickbait) have also attracted interest [23].

As shown in Fig. 6, the issue of clickbait has recently been growing in popularity;
however, the issue of plagiarism has always and continues to attract the most attention.

The Video Game Voters Network (VGVN) is a grassroots organization of voting-
age gamers who organize, defend against threats, and take action in support of com-
puter and video games. Since its creation in 2006, more than 500,000 activists have

Fig. 5. Number of published articles on CT

Fig. 6. Trends in the publishing of articles on CT behavior
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joined. In 2009, the gaming industry sought to gain the support of gamers in countering
efforts by lawmakers to implement controls on gaming content [24]. VGVN members
sent thousands of letters to Capitol Hill and state legislative offices, which resulted in
the overturning of an anti-video gaming bill in Utah [25, 26]. In this case, it is obvious
that the members who highly engaged in video game industry made their voices heard
in government and advocating for policy issues. However, considering the simple
process of signing up, what incentive is there to drop out or join in of the organization.
It is crucial to detect the participant of speaking up activities is spammers or those who
really matter about the issue.

4.2 Accounts

CyberTurfers try to increase their influence by creating a large number of fake accounts
or using robots to disseminate misinformation. It has been reported that in 2010, as
many as 1.5 million Facebook accounts were available for purchase for use in mis-
information campaigns [27]. Numerous applications have been developed to assist in
the creation of maintenance of fake accounts or the compromising of real accounts in
order to increase the number of subscribers and/or the number of votes for a particular
post [28]. The platform SMOService uses the accounts of real users and robots to add
large numbers of likes or dislikes in order to boost a YouTube video or Instagram post
[29]. The strategy preferred on Twitter is to make a story appear as if it were spread by
many users. The ranking of Twitter posts is based on the number of reposts, quotes, and
likes. Twitter cyborgs are often used to retweet and reference Twitter posts. In other
cases, Twitter cyborgs post the same message with slight changes in the text, which
means that the same text can be used in all tweets. By increasing traffic, they are able to
increase their influence [30]. Above, it’s all related to practical application of fake
accounts to reach influence diffusion.

As shown in Fig. 7, all of the terms pertaining to accounts are appearing with
greater frequency, particularly those dealing with spammer detection and fake accounts.

Fig. 7. Trends in the publishing of articles on CT accounts
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4.3 Content

Social networks and community platforms have made it possible for people with
similar interests to connect. Advancements in analysis techniques have also made it
possible to target specific audiences based on the collection of user data [31]. Most of
the large websites that depend on user recommendations (e.g., Amazon, Booking.com,
Yelp) have been accused of deploying fake reviews [32]. In 2006, Sony launched a PS2
marketing campaign called “All I want for Xmas”, which was meant to look like a fan
blog, but was actually just a crass attempt to sway teenagers by creating false video-
and-blogging content [33].

The lifestyle and food writer Oobah Bulter used to write fake reviews on
TripAdvisor for a price of £10 with the aim of enhancing the ranking of restaurants.
However, it was later revealed that he had never even visited most of the establish-
ments. The situation shifted from nefarious to ridiculous in April 2017, when Bulter
reviewed a fake restaurant called the Shed at Dulwich. He listed the street name, phone
number, website, and menu as well as a few photos of the dishes, some of which were
not food at all. The posting of fake reviews pushed the restaurant to the top of the
TripAdvisor rankings. Bulter even received calls for reservations, before revealing that
the entire story was a hoax [34]. As mentioned cases above, non-existent could be
echoed by those who follow with interests; however, the fact is that they are misled by
deliberate fake content.

As shown in Fig. 8, the issue of fake content did not attract the attention of
researchers until 2005; however, it has been gaining attention in recent years.

4.4 Overall

In 1985, US Senator Lloyd Bentsen coined the term AstroTurfing, in reference to a
“mountain of cards and letters” sent to his office to promote the interests of the
insurance industry [35]. Today, misinformation is disseminated using anonymous
online reviews, stories, or websites [36]. The term refers to the methods used by
organizations when seeking to give potential customers the impression that ordinary
online users are recommending their products and services [37].

Fig. 8. Trends in the publishing of articles on CT content
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The shift from the political perspective to online markets demonstrates the multi-
dimensionality of this phenomenon.

5 Conclusions

This paper presents a comprehensive review of publications dealing with the detection
of CT. The number of papers in this domain increased from just 6 in 1990 to 4,106 in
2017, giving a basis for future studies concerning CyberTurfung.

In the past, this topic was addressed by researchers from a variety of fields using a
variety of methods; however, it appears that the topic of CT is being taken more
seriously today. This review paper is meant to provide researchers seeking to enter this
field with an overview of the developments and trends in CT. We believe that there is
considerable room for further research on this topic.

The contributions of the paper are as follows: We first identified the terms that are
important in this domain. Second, we sought to extract essential knowledge from
previous studies. Third, also sought to gain an overview of the trends in CT to provide
guidance in subsequent research in this field.
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Abstract. People are increasingly sharing posts on social media (e.g., Face-
book, Twitter, Instagram) that include references to their moods/feelings per-
taining to their daily lives. In this study, we used sentiment analysis to explore
social media messages for hidden indicators of depression. In cooperation with
domain experts, we defined a tendency towards depression as evidenced in
social media messages based on DSM-5, a standard classification of mental
disorders widely used in the U.S. We also developed three data engineering
procedures for the extraction of keywords from posts presenting a depressive
tendency. Finally, we created a keyword-driven depressive tendency model by
which to detect indications of depression in posts on a major social media
platform in Taiwan (PTT). The performance of the proposed model was eval-
uated using three keyword extraction procedures. The DSM-5-based procedure
with manual filtering resulted in the highest accuracy (0.74).

Keywords: Big data � Social media � Depression � NLP � Sentiment analysis

1 Introduction

People are increasingly sharing posts on social media (e.g., Facebook, Twitter,
Instagram) that include references to their moods/feelings pertaining to their daily lives.

Social media is restructuring communication and interactions between individuals,
communities, and businesses. Researchers are engaged in investigating with the pro-
found impact that the rapid evolution of social media exerts on user-generated content,
due to its effects on purchasing behavior as well as the way it shapes the perceptions
and emotional well-being of users [1].

The World Health Organization [2] has predicted that the prevalence of depression
will increase over the next 20 years. Depressive disorders can affect one’s general
health and habits, including sleep patterns and eating behavior. They can also affect
one’s interpersonal relationships as well as work and school life. A number of useful
self-diagnosis tools have been developed, DSM-IV-TR is one the well-known as shown

© Springer Nature Switzerland AG 2019
W. Abramowicz and R. Corchuelo (Eds.): BIS 2019, LNBIP 354, pp. 14–22, 2019.
https://doi.org/10.1007/978-3-030-20482-2_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20482-2_2&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20482-2_2&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20482-2_2&amp;domain=pdf
https://doi.org/10.1007/978-3-030-20482-2_2


in Table 1, such as the Chinese depression inventories, developed by the John Tung
Foundation [3].

In one survey by the John Tung Foundation, it was revealed that approximately one
million people in Taiwan suffer from depression. A 2005 survey revealed that nearly one
in four students is affected by depression that may require professional assistance [4].

In this study, we worked with domain experts on the labeling and scoring of ele-
ments in articles dealing with depression. We then applied text-mining technology to
analyze messages indicative of depression. A tendency towards depression in web posts
was defined using the DSM-5, a standard classification scheme of mental disorders
widely used by mental health professionals in the U.S. We developed four data engi-
neering methods to enable the automatic extraction of terms related to a tendency
towards depression. We believe that depressive expression is related to emotion with
native languages, so it is crucial to analyze depressive tendency in Chinese. Therefore,
we also developed a keyword-driven depressive tendency model to detect indications of
depression in Chinese articles posted on a major social media platform in Taiwan, PTT.

PTT is a web forum in which threads are categorized according to topic. It includes
a Prozac board for individuals suffering from depression, which functions as a platform
on which to express one’s self and provide mutual comfort. As shown in Fig. 1, PTT is
a culturally-specific social media outlet.

Table 1. DSM-5 diagnostic criteria pertaining to major depressive disorders

Criteria Description Manual
Labeling

1 Depressed, sad, hopeless, discouraged most of the 
day

2 Loss of interest or pleasure in previously enjoyed 
activities

3 Impaired ability to think, concentrate, or make 
decisions

4 Increased or reduced appetite

5 Loss or gain in weight

6 Common sleep disturbance (insomnia/hypersomnia)

7 Psychomotor changes include agitation or retardation

8 Decreased energy, tiredness and fatigue

9 A sense of worthlessness or guilt, frequent thoughts 
of death, suicidal ideation, or suicide attempts
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The remainder of this paper is organized as follows: Sect. 2 summarizes previous
works on methods for dealing with the exhibition of depressive tendencies in web
posts. Section 3 describes the proposed model and methodology. Section 3 presents
experiment results. Section 4 concludes the paper.

2 Related Work

In this study, major depressive disorders were identified using the DSM-IV-TR based
on nine criteria. In this study, we developed a system to assist domain experts in
labeling posts according to whether they present indications of depression, as outlined
in Table 1. Domain experts input (in the text field) a sentence or corpus from a given
post that they feel pertains to one of the diagnostic criteria, such as physiological
information (e.g., headache, depressed, sad, hopeless, decreased energy).

2.1 Sentiment Analysis

Sentiment analysis of text involves the extraction of information pertaining to the
opinions, sentiments, and emotions conveyed by writers within a topic of interest. This
process is often equated to opinion mining; however, it also encompasses emotion
mining. Opinion mining uses natural language processing (NLP) and machine learning
(ML) to determine the attitude of a writer towards a given subject. Emotion mining
uses similar procedures; however, the focus is on the detection and classification of the
emotional response of the writer toward events or topics [5].

In [5], the authors provide a clear framework by which to perform sentiment
analysis and/or opinion mining. They categorized sentiment analysis into opinion
mining (expression of opinions) and emotion mining (the articulation of emotions).
Opinion mining deals with the intellectual assessment of a given issue, which can be
expressed as positive, negative, or neutral. Emotion mining deals with the emotional
state of the writer at the time of writing a piece of text. Figure 2 illustrates the cate-
gorization of sentiment analysis, including subtasks.

Fig. 1. Social media platforms in Taiwan listed in order of the number of accounts
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In this study, we sought to identify signals of depressive tendencies in social media
posts using sentiment analysis based on the framework proposed in [5]. Our focus was
on emotion mining and the underlying data engineering methods.

Nearly all existing emotion-mining schemes rely on lexical information, which
provides a priori information concerning the type and strength of emotions carried by a
word or phrase.

Table 2 presents some lexicons useful in emotion-mining tasks and their
characteristics.

Most previous work on textual emotion mining has dealt with English language
forms. Despite previous efforts [10] to detect emotions in the messages posted on Weibo
(a Chinese microblog similar to Twitter), there remains a great deal of work to be done in
this area. To the best of our knowledge, no emotion lexicons have been developed for the
identification of depression. In this study, we developed three data engineering methods
for the extraction of keywords from posts presenting a tendency toward depression (based
onDSM-5 indicators) with the aim of compiling a depression-related lexicon.We believe
this lexical framework represents a valuable tool for subsequent research in this field.

Fig. 2. Taxonomy of tasks involved in sentiment analysis [5]

Table 2. Summary of emotion-related lexicons [5]

Name Author Year Size
(words)

Set of emotions

Wordnet
affect

Strapparava [6] 2004 4,787 hierarchy of emotions

LIWC Pennebaker [7] 2007 5,000 affective or not, positive, negative, anxiety,
anger, sadness

NRC Mohammad [8] 2010 14,182 anger, fear, anticipation, trust, surprise, sadness,
joy, disgust

NRC
hashtag

Mohammad [9] 2013 32,400 anger, fear, anticipation, trust, surprise, sadness,
joy, disgust

CBET Gholipour
Shahraki [5]

2015 24,000 anger, fear, joy, love, sadness, surprise,
thankfulness, disgust, guilt
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2.2 Word2vec

Word2vec is a tool based on deep learning and released by Google in 2013. This tool
adopts two main model architectures, continuous bag-of-words (CBOW) model and
continuous skipgram model, to learn the vector representations of words. The CBOW
architecture predicts the current word based on the context, and the skip-gram predicts
surrounding words given the current word [11]. The algorithms are described in detail
in Mikolov et al. There are two main learning algorithms, continuous bag-of-words and
continuous skip-gram. [12] With continuous bag-of-words, the order of the words in
the history does not influence the projection. It predicts the current word based on the
context. Skip-gram predicts the surrounding words given the current word. Unlike the
standard bag-of-words model, continuous bag-of-words uses a distributed representa-
tion of the context. It’s also important to state that the weight matrix between input and
the projection layer is shared for all word positions [11].

3 Methods and Experiment Results

In this study, we applied techniques used in natural language processing and emotion
mining in order to apply the knowledge of experts in establishing lexicons pertaining to
depression. We then developed a keyword-driven depressive tendency model to enable
the detection of signals of depression in comments posted on a major social media
platform Taiwan (commonly called PTT).

PTT is a bulletin board system covering a wide range of topics, including gossip,
sports, politics, literature, travel, online shopping, and even the military. PTT has more
than 1.5 million registered users, who generate more than 20,000 articles every day.
During peak times, more than 150,000 members are online simultaneously.

In this study, we collected approximately 19,000 posts on the PTT Prozac board for
the period from October, 2012 to January, 2017 (http://www.ptt.cc/man/prozac/).
An API tool was used to request raw data from PTT to be stored in our database. We
then conducted data preprocessing in Python, wherein it was divided into training data

Fig. 3. Framework used in keyword-driven depressive tendency model
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and testing data, as outlined in Fig. 3. Three data engineering methods were developed
for the extraction of depression-related keywords, which were then labeled as follows:
Depression Lexicon 1, Depression Lexicon 2, and Depression Lexicon 3.

We sought to facilitate the labeling procedure through establishment of a DSM-5-
based manual labeling system. A screenshot of this system is presented in Table 1.

We built each lexicon as follows:
The first procedure involved obtaining 100 samples from 19,000 articles using jieba

(a package of python) for word segmentation via NLP to obtain keywords for Depression
Lexicon 1. We then used 26 keywords from Depression Lexicon 1 to identify indications
of depression in 500 test samples; this resulted in accuracy of 66%. When using 25
keywords in conjunction with physiological information (e.g., headache, depressed, sad,
hopeless, decreased energy), the accuracy dropped to 64%, as shown in Fig. 4.

The second procedure was similar to the first, except that word2vec was used to
expand the keywords to establish Depression Lexicon 2. Using 31 keywords from
Depression Lexicon 2 to identify indications of depression in 500 test samples, we
achieved accuracy of 61%. When using 15 keywords in conjunction with physiological
information, the accuracy increased to 63%, as shown in Fig. 5.

Fig. 4. Result obtained using Depression Lexicon 1

Fig. 5. Results using Depression Lexicon 2
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The third procedure was the same as the second procedure but with 1,990 original
keywords. We manually ameliorated the previous erroneous word segmentations and
set stop words before re-running jieba for word segmentation. We annotated 469
keywords corresponding to the indicators from DSM-5 after determining whether the
article indicated a state of depression. We then used word2vec to establish Depression
Lexicon 3. Using 4 keywords, we achieved accuracy of 74%, as shown in Fig. 7. When
using 4 keywords in conjunction with physiological information, the accuracy dropped
slightly to 73%, as shown in Fig. 6.

Note that the proposed DSM-5-based Manual Labeling System includes an infor-
mation dashboard for use by domain experts in assessing the posting behavior of a
client and identifying important messages. A screenshot of the proposed system is
presented in Fig. 7.

As shown in Fig. 7, the pie-charts at the top of the dashboard indicates the month in
which the largest number of posts were published (left side) and the weekdays in which
the user was most active (right side).

The middle section of the interface indicates patterns of moods shifting along a
timeline. Different moods are indicated by different colors; for example, the green
blocks represent life-sharing, whereas the yellow blocks indicate expressions of mood.
This timeline is meant to assist social workers in tracking patterns in the shifting moods
of their clients.

The bottom section of the interface indicates the frequency with which the client
published posts year by year. In the figure, we can see that the client was not very
active at the beginning of 2015, began expressing himself/herself in June, and con-
tinued this level of activity until the end of the year.

‘

Fig. 6. Results obtained using Depression Lexicon 3
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4 Conclusions

Our primary objective in this study was to establish a depression lexicon using big-data
analysis techniques. The proposed depression lexicon complements a decision support
system by detecting indications of depression in posts on social media. This can be
used to assist social workers in tracking the emotional fluctuations exhibited by their
clients. We used sentiment analysis to explore social media messages for hidden
indicators of depression. In cooperation with domain experts, we defined a tendency
towards depression as evidenced by social media messages based on DSM-5, a stan-
dard classification of mental disorders widely used in the U.S. We also developed three
data engineering procedures for the extraction of keywords from posts presenting a
depressive tendency. Finally, we created a keyword-driven depressive tendency model
by which to detect indications of depression in posts on a major social media platform
in Taiwan (PTT).

The performance of the proposed model was evaluated using three keyword
extraction procedures. The DSM-5-based procedure with manual filtering resulted in
the highest accuracy (0.74). Considerable work remains to create a depressive tendency
detection model that does not rely heavily on human input. Thus, future work in this
area will focus on reducing dependence on manual labeling tasks.

Monthly charts Weekly charts 

Dec 7.0%

Nov 11.0%

Sep 9.5%

Oct 19.0%

Aug 11.0%

Jul 14.0%

Jun 9.5%

May 3.0%

Apr 2.0%

Mar 6.0%

Jan 4.0%

Feb 4.0% Sun 13.0% Mon 18.0%

Tue 18.0%

Wed 14.0%Thu 17.0%

Fri 14.0%

Sat 14.0%

life

life, mood

life. mood, asking

Time points of depression articles of user A

Fig. 7. Screenshot of depressive tendency information dashboard
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Abstract. Today’s social networks allow users to react to new contents
such as images, posts and messages in numerous ways. For example, a
user, impressed by another user’s post, might react to it by liking it
and then sharing it forward to her friends. Therefore, a successful esti-
mation of the influence between users requires models to be expressive
enough to fully describe various reactions. In this article, we aim to uti-
lize those direct reactive activities, in order to calculate users impact on
others. Hence, we propose a flexible method that considers type, quality,
quantity and time of reactions and, as a result, the method assesses the
influence dependencies within the social network. The experiments con-
ducted using two different real-world datasets of Facebook and Pinterest
show the adequacy and flexibility of the proposed model that is adaptive
to data having different features.

Keywords: Influence · Influencers · Social scoring ·
Social network analysis

1 Introduction

Nowadays, due to the increasing number of people using social network sites,
the number of careers created using networking sites such as Youtube has risen
as well. The majority of such businesses made via social networking are involved
with creators generating content for their audiences, i.e. youtubers, bloggers,
instagrammers, earning fame and influence, as well as revenue from advertise-
ment. However, one of the concerns of both creators and advertising companies
that collaborate with Internet creators is how to measure, prove and sustain
their influence on audiences. To illustrate the problem, let us consider the net-
work that consists of different users - proactive and reactive ones, having different
interests, and having various numbers of connections to others. Now, we want
to target the social campaign to people, using limited resources. The question is
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how to select creators to share the event, which not only have (possibly large)
audiences, but also the audience that would be involved in the campaign?

The topic of Influence Maximization [4] is not new in the literature, however,
the proposed methods focus more on the spread of the information in the net-
work already assumed to be indicating influence. Hence, such works suppose to
have users influencing others, basing on “friend” relations on Facebook, sharing
posts or even calling each other. While these approaches focus on expanding
the reach of information within the network (i.e. the possibility of user seeing
some content), none of them actually guarantees that we have actual influence
between users (that is engaging with the message). However, while only the pair-
wise relation between two users seems to be insufficient to immediately implicate
the impact, analyzing and evaluating the engagement and reactions concerning
a particular user seem to be good basis for evaluating the influence.

In this paper, we present a simple, general model, which we called ARIM
(Action-Reaction Influence Model), for evaluating influence between users using
one (any) on-line social network platform. In the model, we base on the users’
proactive and reactive behaviors, that can be found on basically any social net-
working site. We concentrate on data flexibility aspect of the model, so that it
can be used with different datasets. Our focus is to create a model which uses
data features that are possible to obtain for research, and in which each of the
properties is connected to its overall expressiveness. Our contributions are as
follows:

– We analyze characteristics of different social network sites, establish the key
influence-related terms and present the simple social network sites interac-
tions schema (Sect. 2).

– We propose a simple, general influence model ARIM, that focuses on three
influence aspects important for model expressiveness namely intensity of
users’ reactions, spread and engagement and time dependency (Sect. 2).

– We built a framework based on the proposed model and test it using two
real-world datasets, that allow us to validate ARIM (Sect. 3).

2 Description of Action-Reaction Influence Model

In this section, we firstly define the basic notions and the core of our idea. Then,
we describe three components of ARIM model, explain their importance for the
model expressiveness, and provide descriptions of methods for their calculation.

The aim of our work is to create a general model for evaluating influence, that
is independent of the data platform on which it is applied on. On top of that,
we focus on the simplicity of the model on both abstraction and data levels, for
two reasons: to be compatible with the intuitive understanding of influence, and
to be able to operate on the minimum features expressive enough to evaluate
influence.

We define the influence from the perspective of Actions and Reactions on
social network sites, which goes with the intuitive understanding of influence,
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and the way we tend to evaluate influence in real world. The core of the Action-
Reaction Influence Model (ARIM) consists in the simple schema of information
exchange on social network sites, depicted in Fig. 1. We base on the situation in
which one user is performing an Action by generating the content, i.e positing
photo or post. The second user, being (a part of) audience, is performing Reac-
tion1) to the content. We follow the categorization of the relation from social
networks that distinguishes upvotes, comments, etc. (see Sect. 2.1). We aim to
measure the influence between Action generating user – the Subject of Influence
– and the reacting user – the Object of Influence. In the following, we formally
define the notions of influence and other related to it.

Preliminaries 1. Let us assume a social network SN =< E,L, T >, where E
is the set of entities, such as users, companies, or conferences, L is the set of
links being Actions and Reactions (defined below), and T is a considered time
interval.

Definition 1 Action. An action ai ∈ A performed by a source entity ei ∈ E at
time ti ∈ T is represented as a triple ai = {pi, ei, ti}, where pi is the type of the
action ai. Action a generates reactions on the other entities as an effect. A is the
set of all actions, each can be of one of the types {PostingText, PostingPhoto,
PostingVideo}.
Definition 2 Reaction. A reaction rj ∈ R is performed by an entity ej ∈ E
at time tj. The reaction is after and as a response to an action ai = {pi, ei, t}
(ei �= ej), and is represented as a quadruple rj = {qj , ej , tj , s}, where qj is type
of reaction, tj ∈ T and tj > ti.

R is the set of all reactions, each can be one of type {Upvoting, Commenting,
Sharing}.
Definition 3 Influence. The relation of influence between two entities es and
et (es, et ∈ E) occurs iff es performed at time ti at least one action a ∈ A,
on which et performed one or more reactions {r1, .., rn} ∈ R in a particular
considered interval of time T , where the start tj of the time interval T is after
action time ti (tj > ti). We say that es influences et. The entity es is a Subject
of Influence or an influencer. The entity et is an Object of Influence, or an
influencee.

Proposition: The relation of influence is asymmetric, time-dependent and ori-
ented. It involves actions generating content (proactive) and reactions (reacting
on content).

Remark : Importantly, we do not assume that the Subject and Object of Influence
have a relation between each other, i.e. follow, friendship, etc. Obviously, the
actions of the Subject of Influence must be visible by the Object of Influence

1 In the Action-Reaction schema, we refer to an Action as a self-activity of user u,
while Reactions symbolize activities overtaken by other users in response to the user
u Action.
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in order for the Object to be able to react. However, this assumption implies
only the visibility of the actions performed by the Subject, and represents more
flexible approach in terms of the data requirements and applicability to various
social network platforms without a notion of direct relation between users.

Subject of

influence (u1)

Object of

influence (u2)
Action

Reaction 1

Reaction n

Fig. 1. The Action-Reaction schema. The subject generates content visible to the
Object who reacts to the content, possibly by using multiple types of reactions several
times.

The presented general influence definitions and schema aim to cover three
degrees of expressiveness, namely: intensity of influence depending on the reac-
tions, influence spread and engagement and influence time dependency, which
we discuss and detail in what follows.

2.1 Intensity of Influence Depending on Reactions

The fact that our model is based on the Action-Reaction schema (Fig. 1) implies
the flexibility in terms of the number of features the data can include. Obviously,
by minimum, the data is required to have the users and reactions of one kind
(e.g. comments). Considering the existing to-date potential sources of data, we
enlisted most of major social network sites in order to gather all the similar
features categorized to Action and Reaction. The results are presented in Table 1.
From this comparison, it can be seen that most omnipresent reactions available
to the users to perform upon the generated content are upvotes (also named likes,
claps, hearts, etc. – in this work, all one-click reactions that imply appreciation
of the content will be called by the general name upvote), and comments, and
then shares (the action of sharing the content originally posted by other user).
In this article, without loss of generality, we concentrate on these three reactions
due to their ubiquity.

In particular, we want to focus on the implications that different types of
reactions have on the influence strength. Indeed, upvotes, comments and shares
have various functions and meanings within social networks. According to [10],
the upvote is treated as a lightweight reaction, easy to perform to acknowl-
edge the posted content, similar to “wordless nod”. In comparison, comments
are regarded as “more satisfying to receivers” [10]. Moreover, because of the
quickness and easiness of upvoting, it may also be regarded as less meaning-
ful than other reactions. Clearly, reacting using comment involves both effort
(writing comment content in comparison to “default” value of upvote) and time
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Table 1. Social Network Aspects depending on the type and/or site

Social network type Action Reaction

Social network sites

Facebook posts, photos comments, likes (≈upvotes), shares,
mentions

LinkedIn posts, updates comments, likes (≈upvotes), shares

G+ posts, photos comments, +1 (≈upvotes), shares

Content-sharing

Microblogging

Twitter tweets (≈posts) replies (≈comments), likes (≈upvotes),
retweets (≈shares), mentions

Weibo posts replies (≈comments), likes (≈upvotes),
retweets (≈shares), mentions

Blogging

Medium posts comments, claps (≈upvotes), shares to
outside platform, e.g. twitter/fb, bookmark

Politico posts comments, shares to outside platform, e.g.
twitter/fb/g+

Creative content

Youtube videos comments, likes (≈upvotes), dislikes, shares,
views

Instagram photos, stories comments, hearts (≈upvotes)

Collaborative sites

Yelp reviews upvote review, upvote profile

(writing and answering versus just one-click). Furthermore, a study [1] has shown
that the majority of people share content due to its value – 94% of subjects share
“valuable or entertaining content with others”, 84% share to support causes and
issues they care about. This means that when we see content that is highly
impacting we are more willing to share it. This phenomenon is much different to
the “casual” upvoting. It was also observed that receiving more complex reac-
tions from acquaintances is corresponding to increase of relationship strength
and closeness, as opposed to getting upvotes where no such association was
noticed [2].

Taking all the above into consideration, we assumed the hierarchy of the
reactions, in which the reaction of sharing is regarded as better descriptor of
influence than comments and comments implying higher influence than upvotes.
To illustrate, let us consider the following example: user u1 created the post.
User u2 liked the post, while user u3 commented on the post. The hierarchy
aims to evaluate influence according to the importance of the reactions, in this
case evaluating the influence of user u3 higher than user u2. Moreover, for each
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generated influencer content, we can specify several combinations of reactions of
the influencee – user can only upvote, comment or share the content, can upvote
and comment, upvote and share, comment and share, and obviously, all three at
the same time, meaning the user is upvoting, commenting and sharing the same
content.

We do notice that one might argue that the importance of combinations could
be modeled by using the linear combination of weights and vector of reactions.
However, we aim to put different importance to each of the reactions (and their
possible combinations) by not only using weights vector but also by utilizing
non-linear multiplications corresponding to reaction combination, so that the
importance of the existence of two or three reactions at the same time can be
stressed, and have greater value on the final score. In order to achieve this, we
need to model reactions with the use of a non-linear function.

Considering all of the above, first, in order to deal with distinction of different
types of reactions, we propose a ReactionsIntensity function that combines all
reactions done by particular reacting user et to a particular action a in time
interval T , using the following formula:

ReactionsIntensity(a, et, T ) = w1 ∗ |Ru(et, T )| + w2 ∗ |Rc(et, T )|+
w3 ∗ |Rs(et, T )| + w4 ∗ |Ru(et, T )| ∗ |Rc(et, T )|+

w5 ∗ |Ru(et, T )| ∗ |Rs(et, T )| + w6 ∗ |Rc(et, T ) ∗ |Rs(et, T )|+
w7 ∗ |Ru(et, T )| ∗ |Rc(et, T )| ∗ |Rs(et, T )|

(1)

In Formula 1, Ru(et, T ), Rc(et, T ), and Rs(et, T ) are sets returned by function
Rtype(ei, T ). This function returns the set of reactions of one type performed by
entity ei within time interval T . As mentioned previously, we assume type being
one of {Upvoting, Commenting, Sharing}, which results in three functions –
Ru(ei, T ), Rc(ei, T ), Rs(ei, T ) – returning the set of all reactions performed by
entity ei of type upvoting, commenting or sharing, respectively. Weights w1, .., w7

in Formula 1 signify the degree of the importance of each reaction combination.
The weights should be tuned to emphasize each reaction combination (lower
weight – less emphasis). The number of possible reactions can obviously be
higher or lower depending on the types of reactions in the dataset. The function
includes the multiplication of each pair of the reactions, so that in the case
in which there is a combination of reactions the overall value of the measure
increases. Inclusion of these combinations – cases when two or three reactions
were done by one reacting user concurrently – reflects the fact that Reaction
Strength is considered per Reacting user.

Above-mentioned ReactionsIntensity function returns the information about
the intensity of reactions per particular reacting entity. Using this function, we
can specify ActionAvgIntensity function which specifies how much appraisal on
average action a performed by entity es received, in the form of reactions, from
its audience within time interval T . In order to do that, we first define function
Audience(ei, a, T ) that returns the set of all entities (i.e. audience) that reacted
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to action a performed by entity ei within time interval T . Accordingly, we can
define ActionAvgIntensity function as:

ActionAvgIntensity(a, T ) =

∑
ei∈Audience(es,a,T ) ReactionsIntensity(a, ei, T )

|Audience(es, a, T )| (2)

where ReactionsIntensity(a, ei, T ) is the defined above ReactionsIntensity func-
tion, and Audience(es, a, T ) is the set returned by Audience function of all enti-
ties that reacted to action a performed by entity es within time interval T .

2.2 Spread and Engagement

The reaction schema presented in Fig. 1 is a simple, but important generalization
of interactions on social networks sites. However, further consideration involves
the case of multiple reactions to the same user’s content.

•u1

• u2

•u1

• u2

•u1

• u2

• u3 •u1

• u2

• u3

A B C D
1 2 1

1

1

2

Fig. 2. Examples of different scenarios of users u2 and u3 reacting of the content gen-
erated by user u1. The arrow symbolizes the reaction (e.g. comment) and the number
signifies the number of reactions

Let us imagine a user u1 performs an action – creates a post. Users u2, u3 can
react differently, as pictured in Fig. 2. In two cases (Fig. 2A and B), only user
u2 reacted to the post. Intuitively, the comparison of these two situations leads
to the conclusion that the influence of user u1 should be higher in the Fig. 2B,
as user u2 has stronger response in this case. In other two cases (Fig. 2C and
D), both users u2 and u3 reacted. We can say that the overall influence of user
u1 in Fig. 2D should be higher, because of more reactions obtained. While it is
fairly easy to compare these pairs of situations, the A and B or C and D, the
issue starts to be complicated when we want to order influence from highest to
lowest in all the presented situations. Intuitively, without any particular model
we can state that influence in case A will be the lowest, while influence in case
D the highest. However, it is not that obvious in case of B and C. Is the fact
that user u gets reaction from two separate users important enough to evaluate
influence of u in situation B higher? Or is the strength of particular reaction
more important than the spread of the audience?

In order to tackle this problem, we propose to differentiate two components of
influence, namely influence spread and engagement. Intuitively, in the example
above, user u1 in situation C would have higher spread, while in situation B
would obtain higher audience engagement value.

Definition 4 Spread. Property of influence relation determining the number
of audience members per action performed by an influencer i.e. the number of
users affected by influencer action.
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The idea behind the spread is to calculate the active audience (meaning the one
that is reacting to the initial activity), in order to determine the actual overall
broadcast range. We define spread as the number of users that made reaction at
least once, i.e. general audience cardinality. Thus, using Formulas presented in
Sect. 2.1, the formula for spread calculation is as follows:

Spread(es, T ) =
∑

ai∈A

|Audience(es, ai, T )| (3)

where A is the set of all actions performed by entity es within time interval
T and Audience(es, A, T ) is the set, returned by function Audience defined in
Sect. 2.1, of entities who reacted to multiple actions (defined by set A) performed
by entity es within time interval T .

Definition 5 Engagement. Property of influence relation determining the
strength of the audience reactions per action performed by an influencer.

The engagement notion aims to conceptualize how powerful is the user’s influ-
ence, therefore evaluates the overall involvement of already active users reacting
to the content. Consequently, we propose to calculate engagement using the
following formula:

Engagement(es, T ) =

∑
ai∈AllActions(es,T ) ActionAvgIntensity(ai, T )

|AllActions(es, T )| (4)

where AllActions(es, T ) is the set returned by the function AllActions, which
returns all actions performed by entity es within time interval T .

2.3 Time Dependency

The third crucial factor we consider as an influence component is time. As it was
mentioned in the influence definition, we acknowledge that influence is occurring
in time, hence it is necessary to examine and include different aspects of time in
the influence estimation process. Here, we present the approach to include time
dependency within ARIM.

Gaining the influence is a long-term and continuous process. Therefore, in
many cases, considering the whole available dataset gives the best estimation of
users influence to-date. However, while considering the whole data time period
for calculation, including time aspects connected to actions occurring within this
time is still valid.

To illustrate, let us consider two situations, in which users u1 and u2 are
posting content for time period (t1, t10), and content is visible to the same num-
ber of users (audience). In the first situation, user u1 is posting in each of the
time points t1, ..., t10. In the second, user u2 has posted only two times, in t1 and
t10. Additionally, both users u1, u2 received during this time the same amount
and type of reactions. While evaluating influence, the question is whether user u1

posting much more (“constantly”) should have equal value of the influence (as we
count only the reactions that both users received), or should user u2 indeed have
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higher influence? We propose to tackle this issue by introducing the component
that favors lower frequency of performing actions. This is in accordance with
the fact that we tend to appreciate more users with less posts but with higher
quality and possible maximum gain for reactions. The presented idea aims to
incorporate time-dependency aspect into ARIM without the need to divide the
data according to the time.

Consequently, we introduce the abovementioned time component,
ActionFreq, defined as:

ActionFreq(es, T ) = e
1

|A| (5)
where A is the set of all actions performed by entity es within time interval
T . Using ActionFreq function, we penalize the entities with larger number of
actions, e.g. for two entities with equal spread and engagement, we favor the
entity that performs less actions.

2.4 Influence Calculation

Finally, all the previous influence components are combined together, in order
to calculate final influence value:

Influence(es, T ) = Engagement(es, T ) × Spread(es, T ) × ActionFreq(es, T ) (6)

The formula calculating the final value of influence is using the whole avail-
able data, in order to achieve the best estimate. Formula 6 binds all the mea-
sures presented before using the multiplication. Thanks to this, the contribution
of spread and engagement to the final influence score depends on their value.
Therefore, the user with high engagement and low spread will have the same
influence as the user with low engagement and high spread, assuming that they
have equal amount of posts. This is important, as being the better spreader
does not straightforwardly implies being more influential (as shown in e.g. [5]).
Additionally, the fc component penalizes the users with bigger number of posts,
which means that for two users with equal spread and engagement, we prefer
the user that posts less.

3 Evaluation

This section describes experiments conducted in order to validate and check the
proposed model ARIM.

In order to evaluate our proposed approach, we performed the experiments
using two real datasets. The first one consists of data from Facebook [11] con-
taining information about posts and their comments (without the text content)
with precise information about the time of each of action/reaction. The second
dataset includes data from Pinterest [13], that contains repins (shares) and likes
(upvotes). Table 2 presents the basic statistics about both used datasets.

We conducted two sets of experiments, resulting in general influence score
using ARIM model, utilizing datasets of Facebook and Pinterest.

The implementation was done using PostgreSQL ver 9.6 and R language
ver 3.3.1.
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Table 2. Statistics about used Facebook [11] and Pinterest [13] datasets

Parameter Number

Facebook Number of acting users 1 067 026

Number of users that reacted 23 426 682

Number of posts 25 937 525

Number of comments 104 364 591

Time span of data 15/10/14–11/02/15

Pinterest Number of acting users 1 307 527

Number of users that reacted 8 314 067

Number of posts 2 362 006

Number of shares 37 087 685

Number of upvotes 19 332 254

Time span of data 03/01/13–21/01/13

Facebook. The experiments performed on Facebook dataset, due to the nature
of the data that contained one type of relation - comments, were done using all
weights equal to 1. Table 3 shows the Top 10 ranking of the most influential users.
It can be observed that the user in the first place, while having low (relatively to
other top 10 users) engagement rate, is having exceptionally high spread. At the
same time, this person has created 96 posts, which is also relatively low. Despite
the fact that the audience is not very reactive, i.e. commenting only once, and not
entering into discussions, the user is considered very influential due to the user’s
huge spread for very few actions. Complementary to Table 3, Fig. 3 presents a
comparison of Top 3 users in terms of influence score, engagement and spread

Table 3. Top 10 Influential users from Facebook [11]

# Engagement Spread #Actions Influence score

1 1.039 66181 96 69478

2 1.216 19793 549 24116

3 1.208 18093 148 22012

4 1.204 17030 103 20701

5 1.071 17817 200 19183

6 1.097 17040 941 18717

7 1.092 16087 263 17637

8 1.413 11086 67 15899

9 1.053 14185 998 14953

10 1.066 12678 34 13924
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rate, and number of posts. The high spread rate of top 1 user relative to two
other top users can be easily noticed.

Another interesting case can be observed on the 8th position in the rank-
ing, with the person having the lowest spread rate in the ranking, significantly
lower than both users on 9th and 10th position. Interestingly though, this person
engagement rate is very high (highest value in the ranking), with additionally
small number of posts. Therefore, this user higher place can be explained with
the fact that ARIM is not only focused on both engagement and spread equally,
but also it favors the smaller number of posts (see Sect. 2). Hence, the user
on the 8th position in the ranking surpasses the next user (9th position) that
although having high spread, he/she has also lower engagement and very high
(998) number of posts (the biggest number of posts in the whole ranking).

Pinterest. The second set of experiments was conducted on Pinterest database,
containing two types of reactions, namely shares (called on the site “repins”) and
upvotes (“likes”). In order to show the difference of the results when considering
shares to be of more significant value than upvotes, we used ARIM model with:
(1) equal weights for all reactions, w1 = w2 = w3 = 1 (see Eq. 1 in Sect. 2),
and (2) higher weight for shares, w1 = w3 = 1, w2 = 2. Tables 4 and 5 present
the obtained results from both runs. Additionally, the complementary Table 6
presents the detailed information about the users, containing the aggregated
sums of upvotes and shares (2th and 3th column) and the number of times that
both of the reactions occurred simultaneously (for the same post and from the
same user). The information about the latter number (4th column) is impor-
tant, as the Eq. 1 (Sect. 2) in ARIM model includes an addition component in
the formula regarding cases of simultaneous occurrence of the reactions (as was
described in Sect. 2.1).

Going back to the Top 10 rankings (Tables 4 and 5), it can be seen that
for both experiment executions, the first three positions are unchanged. This
can be explained by a very high spread value of each of the users, which is
the predominant component for their high influence. Figure 4 shows in detail
the ratios of spread, engagement and post number for each of the top 3 users.

Fig. 3. Detailed comparison of top three users from influence score using Facebook
dataset
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Table 4. Top 10 Influential users from Pinterest dataset obtained using ARIM with
equal weights (all reactions considered equal)

# UID Engagement Spread #Actions Influence score

1 2777 1.314 23386 1282 30743

2 20703 1.249 19777 566 24747

3 2367 1.367 13512 1025 18487

4 5656 1.314 9843 535 12958

5 4000 1.286 9908 360 12778

6 1731 1.442 8553 328 12372

7 5074 1.389 8876 465 12358

8 820 1.262 9735 615 12304

9 4968 1.301 9013 569 11742

10 993 1.344 8580 387 11559

Table 5. Top 10 Influential users from Pinterest dataset obtained using ARIM with
weight emphasis on share reactions

# UID Engagement Spread #Actions Influence score

1 2777 2.263 23386 1282 52961

2 20703 1.935 19777 566 38329

3 2367 2.283 13512 1025 30877

4 820 2.224 9735 615 21690

5 4000 2.133 9908 360 21196

6 5656 2.133 9843 535 21032

7 4968 2.262 9013 569 20422

8 1731 2.360 8553 328 20245

9 5074 2.256 8876 465 20067

10 993 2.258 8580 387 19427

Moreover, from Table 6 we can see that all of the top 3 users have a very high
“combination” number, which means that they were apprised by other users
simultaneously using upvotes and shares.

The use of the emphasis on the shares can be clearly seen by the example
of user 820. In the first rank with equal weights, this person position is low
(8th). However, the stress by using the higher weight for share reactions results
in the increase of the position of user 820 to 4th, jumping ahead of users like
5656 who, while having higher spread value, have less shares in total. Similarly,
user 4968, who also has a high number of shares, is promoted from 9th to 7th

position. Interestingly, in the case of second rank (Table 5), the emphasis on the
shares also resulted in the top user 2777 having much higher influence score
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Table 6. Additional information about users gained reactions from two ranks using
Pinterest dataset

UID Shares sum Upvotes sum #Shares and
upvotes
oncurrently

20703 15944 11467 1066

820 12617 4184 219

993 9251 4159 583

5074 8897 4816 694

2777 28920 10863 1358

1731 9242 4665 829

2367 19404 9028 1203

5656 10695 5786 885

4000 10729 5245 618

4968 10709 3621 466

in comparison to all other users. Indeed, the gap between users 2777 (1st) and
20703 (2nd) significantly rose (two fold), while the gap between users on second
and third position (20703 and 2367) stayed similar. This is due to the fact that
user 2777 has significantly higher share sum (28920 versus 15944 and 19404 for
users 20703 and 2367 respectively), along with the high spread rate.

Fig. 4. Detailed comparison of top three users: 2777 (u1 – red), 20703 (u2 – green),
2367 (u3 – blue) from both influence scores using Pinterest dataset (Color figure online)

4 Related Work

Much of the current research is focused on the problem of Influence Maximiza-
tion, in which the aim is to find the group of nodes in the social network for
which the information spread will be maximal. The systems, e.g. [3,4], target-
ing influence maximization problem are focused on selecting a subset of users
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basing on the graph, where users are already connected via influence relations.
In comparison, in this work we target evaluating the influence between the users
and establishing a rank for them.

There are several works proposing various influence metrics for ranking influ-
ential users in social networks. Many of them are platform specific, for example
operating on Twitter [6], or job portals [8], as opposed to this work, which aims
to propose the general approach that can be tuned to any social network site.
Few of the well-known, well-established influence metrics base their model only
on the typology of the network, i.e. PageRank [7], or centrality measures [12].
However, these methods do not consider deeper network characteristics, such as
differences between types of reactions between the users, or the aspect of time
dependency.

To the best of our knowledge, the work of Rao et al. [9,11] is the closest to
our approach. However, there are several key differences between the methods.
Rao et al. system called Klout focuses on being multi-platform, while our ARIM
model is build for single platform, targeting a platform-specific influencers’ anal-
ysis. This means that ARIM not only needs less data, but also it can be more
helpful to use it in practice, i.e. for small advertiser companies. On top of that,
probably due to the company privacy, none of the articles published by Klout
reveals enough details about the metric to really have insight into their work,
e.g. in their article they mention using both weights and more than 3 thousand
features to calculate the final score, however, they do not include any details
about them.

In comparison to above-mentioned state-of-the-art methods, our approach
includes several important differences that make ARIM better than other
approaches. Firstly, ARIM is general, in the sense that it can be applied to
various types of social networks. Furthermore, while we do consider topology of
the influence (in the form of spread), we also target other influence aspects, such
as reaction intensity, engagement and time-dependency. Moreover, our proposed
model is also flexible as for the consideration of different reaction types, whose
degree of importance can be easily tuned according to particular application
requirements and needs. Finally, as mentioned, we targeted single-platform use,
thanks to which it does not require many sources of data to work on.

5 Conclusion

In this paper, we presented the Action Reaction Influence Model that evaluates
influence for each user basing on the proactive (actions) and reactive (reactions)
behaviors of social network participants. The model targets three aspects of
influence, namely intensity of influence, spread and engagement in the context
of influence value, and time. Importantly, the model is flexible in terms of features
that may or may not be available for particular social network site. Moreover,
it also embraces the fact that different reactions types should be differently
considered and should have various significance for the final influence score of
a particular user. We have performed experiments on two real-world datasets
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including data from two well-known social network sites, namely Facebook and
Pinterest. The results present interesting discoveries about the users influence
and indicate the adequacy of the proposed ARIM model. They also show how
different emphasis on various types of reactions can change the overall influence
rank.

As future work, we intend to deepen further analysis of influence trends.
In particular, we want to focus on users that, while not being at the highest
positions in influence ranks, show the potential to gain the influence with time.
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Abstract. The use of social media is part of everyday life in both private and
professional environments. Social media is used for communication, data
exchange and the distribution of news and advertisements. Social Media Ana-
lytics (SMA) help to collect and interpret unstructured data. The measurement of
user behavior serves to form opinions and evaluate the influence of individual
actors. This results in a multitude of application areas for SMA. On the basis of a
literature search, our aim is to determine the main application areas and sum-
marize the current state of research. We describe these areas, show current
findings from the literature and uncover gaps in research. The main application
areas of SMA investigated in research are healthcare, tourism and natural dis-
aster control.

Keywords: Social media analytics � Application areas � Review

1 Introduction

Social media (SM) have become indispensable in today’s digital age. Facebook,
Twitter and Co. are the main media for private communication, advertising and the
dissemination of news. The term SM encompasses various interactive, collaborative,
web-based applications and platforms [1]. They have become particularly popular for
private persons. The main drivers of this development were technological simplicity,
low costs and the increasing use of mobile devices [2]. The higher use of SM and the
associated shift of communication to partially (public) virtual spaces also increases
relevance in the entrepreneurial and organizational sector [3, 4]. The implementation of
new technologies in the area of corporate communications and public relations pro-
motes cooperation and the exchange of knowledge among employees within the
company and maintains contact with customers, business partners and other stake-
holders outside the company [5].

The added value of SM is not only a support of communication, but useful
information can be drawn and analyzed from the generated data [2]. However, different
data formats of the platforms lead to a more difficult analysis, because (semi-) struc-
tured and unstructured data sets are created [6]. For this reason, the research area Social
Media Analytics (SMA) has gained enormous importance in recent years. SMA
comprises the development and evaluation of “[…] informatics tools and frameworks
to collect, monitor, analyze, summarize, and visualize social media data, usually driven
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by specific requirements from a target application.” [7, p. 14]. The measurement of user
behavior and participation serves to record moods and opinions and to assess the
influence of individual actors [8, 9]. The fundamental difference between SMA and
traditional business analytics methods is that it uses real-time data rather than exclu-
sively structured and historical data to gain insights into current issues while supporting
effective decision making [10]. SMA are used in a variety of scenarios and are used and
developed independently in various disciplines. The aim of this article is therefore to
provide an overview of previously researched areas of application of SMA. The
research question is therefore: Which are the main application areas of social media
analytics from a research perspective?

For this purpose, a structured literature review will be conducted. In the following,
an overview of existing reviews on SMA is given to differentiate our approach from
these. Moreover, the procedure will be shown in order to ensure traceability. After-
ward, the results are described and discussed in the form of the application areas of
SMA.

2 Reviews on Social Media Analytics

In addition to a large number of empirical studies, a few reviews on SMA already exist
in literature. Benefits that can be generated by the analysis of SM data as well as
challenges can be found [11]. A review by Rathore et al. (2017) aims at SMA-
supported decision making. The authors present analytical approaches that are used in
different scenarios for better decision making. In addition, they take up methods that
are rarely used but have a high potential for better decision making [12]. Moreover,
reviews on explicit application areas can be found in literature. A review on SMA in
healthcare shows the usefulness of data analysis in this area [13]. On the other hand
Wang and Ye (2018) discuss the possibilities of using SMA as a means of managing
disaster situations. For the categorization of the literature, they propose a framework
that refers to the four most relevant dimensions in disaster management [14].

Furthermore, there are reviews which show how the challenges in the field of SMA
can be overcome through the application of Big Data technologies. Sahatiya (2018)
identifies analysis techniques and tools from the area of Big Data [15]. A collection of
the challenges faced by researchers in this field of studies can be found in the article by
Stieglitz et al. (2018). The results highlight that the primary challenges arise in the
discovery, collection and preparation of SM data. They use their results to extend an
existing framework model for SMA [16]. A similar goal is pursued by Sebei et al.
(2018). In an initial analysis they find that there is a lack of clearly defined processing
steps for SM data analysis. They take this as an opportunity to identify technologies in
the advanced research field of Big Data that can be used for the analysis of SM data [17].

The existing reviews show the topicality, but above all the complexity, of the
research needs in the field of SMA. There are publications that refer to individual
application areas (healthcare, natural disaster) or that point out certain methods in
specific application areas. However, to the best of our knowledge, there is a lack of a
general overview of the application areas of SMA.
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3 Method

The aim of this article is to provide a systematic overview of application areas of SMA
that are discussed in research. In a first step, relevant contributions in the field of
business informatics were sought [18]. Table 1 provides an overview of search terms,
databases and search fields used. In addition to the databases used, the search was
extended by the Basket of Eight of the Association for Information Systems (AIS) as
well as conference proceedings of the European Conference on Information Systems
(ECIS), International Conference on Information Systems (ICIS), Hawaii International
Conference On System Sciences (HICSS) and Americas Conference on Information
Systems (AMCIS). Furthermore, contributions from related research disciplines were
examined. The systematic literature search was followed by a forward and backward
search. The time span was set for the years 2008 to 2018 because the term SMA has
been represented in Google Trends since 2008 [19].

A total of 1,782 articles were found in the selected databases, whereby some
duplicates could be shortened directly. Articles without a clear reference to SMA and
non-scientific documents or working reports were excluded. We only looked for arti-
cles clearly highlighting an application domain. This leads to 65 relevant publications.
In order to be able to classify the articles, research topics, results, sources, authors, and
the year of publication were first considered in order to carry out a pre-identification of
the areas. Furthermore, an evaluation of the abstracts and keywords was carried out so
that areas could be formulated. These were unified within the research team in several
discussion rounds. Information on application domains, SM platforms and SMA
analysis methods are the base for the following comparative analysis.

4 Application Areas

In total 8 application areas were identified which are currently very present in research.
These could further be divided in public domains as well as private domains. Healthcare,
natural disaster control and politics are application areas of public domains. Tourism,
finance, industry, media and services were identified as private domains. A large part of
the literature describes use cases in marketing activities like reputation management or
competitor analysis. Table 2 provides an overview of the publications assigned to each
area. The first articles found were published in 2009, after which the number increased

Table 1. Searching criteria

Search terms Databases Search fields

Social Media Analytics
OR
Social Big Data Analytics

Science Direct
AIS Electronic Library
IEEE Xplore
Web of Science
Springer Link

Titels, Topics, Abstracts
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steadily up to a maximum of 13 articles in 2016. 10 publications were found in 2017.
The authors Stieglitz and Yang stand out with multiple publications.

Even though SMA pursues different analysis goals in the different domains, there is
a high degree of overlap with regard to the methods used for data analysis. Text
Mining, in the form of Sentiment Analysis and Topic Modeling, is the most commonly
used analytical approach. Social Network Analysis (SNA) is often used to determine
the influence of users and their connections. For analysis, automatic methods such as
Natural Language Processing (NLP) and Machine Learning are increasingly being
implemented. Data from the SM platforms Twitter and Facebook are often used.
Researchers probably primarily used data from both SM platforms due to the
uncomplicated data retrieval or because these are most promising due to a high number
of users. In the following, the main topics of the application areas are presented.

4.1 Public Domains

Healthcare. In the health sector, SM platforms are widely used, but the quality of the
information varies with the chosen channel. For example, 40% of shared content is
fault [20]. The use of applications that warn users of potential misinformation is
recommended [32]. The acceptance of contributions is mainly influenced by quality,
emotionality and credibility [27]. Case studies already show the benefit of SMA for the
forecast of disease outbreaks in infectious diseases [21, 30]. In addition, text mining
methods can be used to develop early warning systems, e.g. for potential addiction risks
[26]. SMA research in the field of drug safety is of high interest. In particular, the
monitoring of adverse drug reactions (ADR) is often studied in research. Via SM,
patients can exchange their experiences in the use of certain drugs [22, 31]. Akhtya-
mova et al. [23] give an overview of methods and techniques for the use of SMA for
ADR, which call for an intensification of research in the field of NLP. The fact that
patients’ terminology does not correspond to medical jargon reduces the functionality
of mechanical procedures [20].

Table 2. Application areas

Domain Application area Publications No.

Public domains Healthcare [20–35] 15
Natural disaster control [36–47] 12
Politics [48–55] 8
Total articles in public domains 35

Private domains Tourism [27, 56–63] 9
Finance [64–71] 8
Services [72–76] 6
Industry [77–81] 5
Media [82, 83] 2
Total articles in private domains 30

Total 65
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Natural Disaster Control. In the field of disaster control, SMA can support the timely
collection and analysis of information. Natural events such as earthquakes are recog-
nized and localized in real time by analyzing data from SM [36, 37]. Information
diffusion in times of crisis can also be supported [38]. A stronger use of SM as a
communication instrument is therefore demanded [39]. Machine learning and algo-
rithms for word processing on platforms can capture public opinion [40]. Crisis-related
messages are in most cases formulated in objective, informal language [41] although
emotional messages spread faster than non-emotional ones [42]. User behavior in crisis
situations with regard to false reports is basically no different from that in normal
situations [43]. An important field in this area is situational awareness during crisis [44,
45]. A framework for the extraction of important and disaster-relevant information to
increase situational awareness is presented in research [46].

Politics. The research focuses on the analysis of political moods and the possibilities
of election result prediction by SMA. Sentiment Analysis [48–50] is used above all.
The number of tweets over a party correlates with the election result. A dominance of
specific users is recognizable, since 40% of the tweets come from only 4% of the users
[51]. Different data tracking approaches and explicit analysis methods are combined to
identify characteristic terms in the political contributions and to identify them in pre-
viously unknown posts [52]. In this way parties can target selected groups of voters
with appropriately coded posts [53]. In addition to articles on voting behavior, the
automatic identification of racist text content is also important [54]. The influence of
misinformation (fake news) from social bots or paid SM users is meaningful [84]. Here,
SMA research faces the challenge of developing systems for identifying
misinformation.

4.2 Private Domains

Tourism. SMA can primarily assist in obtaining information about customers and
using it for marketing purposes in the tourism sector. Doing so, customer-generated
information about popular travel destinations and attitudes to specific travel policies
can be determined [56, 57]. The external impact of a destination perceived by tourists
can be identified using SMA [58]. Furthermore, a connection between customer
experience and satisfaction is established in online reviews [59]. Using a text mining
analysis of reviews of hotels on online evaluation platforms (TripAdvisor, Expedia and
Yelp). Xiang et al. [85] found significant differences in the presentation of hotels
depending on the platform. SM data, in addition to the analysis of customer prefer-
ences, are helpful in investigating the movement of tourists and understanding their
travel preferences [60, 61].

Finance. In the financial sector, SMA is used for mood analysis in order to forecast the
development of stock market prices [64]. The aim is to support decision-makers in
valuing financial investments. A correlation between sentiment on SM and stock
market indices was found [65]. Emotional tweets have a negative effect on price
performance [66]. Valid stock price forecasts are made possible by SMA in about 75%
of cases [67].

42 K. Liere-Netheler et al.



Services. Besides the identified areas of application, some articles were summarized
under services. These include for example sports talent management [72], small
companies like pizzerias [73, 74], as well as large companies like an airline [75].

Case studies show the possibility for companies to better monitor their competitive
environment and achieve competitive advantages [76]. Moreover, text mining of praise
and complaint contributions on SM platforms improves customer loyalty as well as
development and innovation processes [73]. Customer reactions before and after the
introduction of a new product can also be analyzed with the help of SMA [74].
Observation and analysis of Twitter data are used to identify both positive and negative
customer perceptions [75].

Industry. For industrial companies SMA can enable the development of innovative
product ideas. Market opportunities can be identified based on the analysis of
customer-generated data on evaluation portals [77]. Furthermore, suggestions for
product improvement can be derived from social contributions [78]. Case studies were
carried out regarding communication via SM after the Volkswagen “Dieselgate”
emissions scandal became known. While customers mainly identified irony as a
communication strategy [79], the company acted more passively which had a negative
impact on its reputation [80].

Media. We identified only two articles dealing with the media industry. These
examine the usefulness of SMA for TV marketing campaigns. SMA is used to
investigate the impact of a TV channel’s SM activities on the audience ratings of a TV
program. A strong engagement in SM correlates positively with the ratings [82]. SNA
and sentiment analysis can also be used to determine viewers’ opinions about television
programs and the commercials shown [83].

5 Discussion and Conclusion

The present article has shown areas of application of SMA in public and private
domains. SMA is used in many ways, especially for the interpretation of opinions and
knowledge, as well as for the identification of moods and the development of forecasts.
In sum, three major goals of SMA use can be identified: (1) disseminate information,
(2) forecasting, and (3) monitoring.

Some hints for future research could be found. There is a growing lack of focus on
ethical and data protection challenges in the application of SMA. None of the contri-
butions found deals with this topic. Only one article examines the dissemination of
content through spam and fake profiles [86]. Few of the articles deal with the repre-
sentativeness and reliability of SM data although the society is constituted biased
because young and old people are differently represented in SM [1]. Systems for the
identification of misinformation are very important and thus need to be further
investigated. In addition, the validity of data and SM platforms should be investigated
[43], especially the differences between opinions in SM and public opinion. Other SM
platforms need more attention like Instagram or Flickr. It became clear that most
methods use semantic and syntactic characteristics. It would be interesting to include
demographic characteristics such as age, gender and place of residence more strongly
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in the future. Besides text analysis, further dimensions could be added in the future
(e.g. image and video), for example to analyze reaction on natural disasters. In addition,
systems should be developed that combine SM data with conventional data (e.g. sensor
data). Most of the SMA approaches found were developed for English text sources.
They are unsuitable for many other languages. SMA approaches are also usually unable
to detect irony or sarcasm in text contributions which can falsify results [52]. Sentiment
analyses are often executed in short time intervals. The causality of the relationships
should be investigated in long-term studies in the future. In sum, new questions arise
from the listed results which could be solved in the future by interdisciplinary research
in (business) computer science, statistics, networking, economics and social sciences.
Other areas of application which need to be further investigated in research include
terrorism, general event management, as well as supply chain management and
logistics.

Even though, the review was carefully conducted, we have to admit some limita-
tions. Due to the large number of reports, it was not possible to cover the entire
literature. The list of areas of application is not an ultimate list. Moreover, due to a
rising number of research, articles in other domains might already be in the making.
Another aspect that could not be covered due to the novelty of the topic is the use of
SMA to analyze data from internal enterprise SM platforms. In conclusion, SMA is an
emerging interdisciplinary research discipline. Fields of research such as data protec-
tion, legal issues and ethics can be discussed and researched under various aspects in
the future.
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Abstract. Online cloud service reviews have recently gained an increas-
ing attention since they can have a significant impact on cloud user’ pur-
chasing decision. A large number of cloud users consult these reviews
before choosing cloud services. Therefore, identifying the most-helpful
reviews is an important task for online retailers. The helpfulness of
product/service reviews has been widely investigated in the marketing
domain. However, these works do not pay attention to the following sig-
nificant points: (1) the heterogeneity problem when extracting informa-
tion from different Social Media Platforms (SMP), (2) the uncertainty
judgment of review helpfulness and (3) the personalizing of review rank-
ing by considering the context of the review. To tackle these three points
we propose a new approach that relies on probabilistic ontology, called
Context-aware Review Helpfulness Probabilistic Ontology (C-RHPO),
to cope with the heterogeneity and uncertainty issues. In addition, the
approach uses a personalized online review ranking method based on the
end-user context. The herein reported experimental results proved the
effectiveness and the performance of the approach.

Keywords: Online cloud service reviews · Helpfulness ·
Probabilistic ontology · Context

1 Introduction

With the advent of Internet in particular social media, consumers have been
strongly influenced by electronic word-of-mouth (eWOM) from blogs, forums,
and other social media websites. Business.com (2017) highlights that 77% of
people read online reviews before buying as much as personal recommenda-
tions. However, the overwhelming amount of reviews can incur difficulty for
consumers to filter relevant information. Hence, the listing of reviews plays an
important role. Putting most relevant reviews on the top can minimize users’
time because they can get their information from few relevant reviews. In general,
online review platforms sorted consumer reviews based on newness or helpful-
ness. Helpful reviews are those that have obtained positive votes from other
users [7]. Meanwhile, the most recent reviews are reviews that are sorted based
c© Springer Nature Switzerland AG 2019
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on the time at which the review was posted [8]. Helpful review identification has
also attracted many researchers in the literature [7–9]. They have proposed sev-
eral features, which are based on review content [7,11], review meta-data [9] and
reviewer characteristics [8], considered as clues to recognize helpful reviews. In
addition, they generally relied on classification [11] or regression [9] techniques
to evaluate helpful reviews. However, previous studies did not pay attention
to the following points: (1) the heterogeneity problem, for example the “pro-
file” concept in Facebook is the same as the “account” concept in the review
sites, where the “review” concept is similar to “feedback” concept in Facebook.
Since the social media environment is open, distributed, and semantically active,
there is no need not only to have helpful review prediction techniques but also
to empower these techniques with semantics to facilitate the quality access and
the retrieval of helpful reviews from any social media plateform; (2) the uncer-
tainty judgment, helpfulness judgment is subjective and uncertain in nature. For
example, if a review has some features showing that it is a helpful review, while
others indicate that it is a not helpful one, which leads to a confusing situation;
and (3) the personalized prediction, the relevance of a particular review is rela-
tive, and depends on the preferences, the needs and the context of a particular
user. Especially in the cloud field where the user’s context affects the service
quality and the user requirements. For example, the availability of cloud service
depends on the user location and the user requirements which differ according
to their industries and use cases. In order to tackle the mentioned points, this
paper presents a new approach that aims to rank online reviews based on their
quality and the context of the end-user. To do this, we propose to rely on ontol-
ogy to resolve the heterogeneity problem of social media platforms. However,
traditional ontology does not support the uncertainty reasoning [6]. In fact, the
probabilistic ontology has the merit of supporting uncertainty, which could be
used to assess the helpfulness of reviews in SMPs. Besides, we rely on learning
based method to generate the probability distribution of the review helpfulness.
In order to personalize the review ranking, we promote reviews that evolve in
similar contexts to that of the end-user.

The rest of the paper is organized as follows. Section 2 discusses the related
works. Section 3 presents helpfulness features used in this paper as clues of help-
fulness. The proposed C-RHPO based approach is depicted in Sect. 4. Section 5
presents experimental evaluations before drawing some conclusions and dis-
cussing future work in Sect. 6.

2 Related Work

Online cloud service reviews have become very popular because of their sig-
nificant impact on cloud users’ choice of cloud services. For this reason, several
research studies have asserted the important role of cloud service reviews as they
can provide cloud users and cloud providers with valuable information that can
help the first one to make decisions for choosing the best cloud service [3,4] and to
let the second one to be aware of consumers’ perception in the market [10,15].
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Due to the important role of online cloud service reviews, it is important to
ensure their helpfulness for cloud users. However, most existing literature has
focused on studying the helpfulness of online product reviews or other services
such as hotels [9], restaurants [8]. Many researchers have investigated different
factors that can affect the helpfulness of e-WOM in the business and market-
ing domain. Helpfulness of reviews is determined by different set of factors.
Krishnamoorthy [11] examined the factors influencing the helpfulness of online
reviews and built a predictive model. Their proposed predictive model extracts
linguistic features such as adjectives, state verbs, action verb features and accu-
mulates them to make linguistic feature (LF) value. They also used review meta-
data (review extremity and review age.), subjectivity (positive and negative
opinion words) and readability (Automated Readability Index, SMOG, Flesch–
Kincaid Grade Level, Gunning Fog Index, and Coleman–Liau Index) related
features in their model for helpfulness prediction. Authors in [7] have analyzed
many characteristics of review text such as spelling errors, readability, subjec-
tivity, etc. and examine its impact on sales. Linguistic correctness was found to
be vital factor of effecting sales. The intuition that reviews of medium length
with less spelling errors are more helpful to the naive buyers as compared to the
reviews of very short or very large in length and having spelling errors. Consid-
ering these points, [7] has made three taxonomy for the characteristics of review
text, which are: easiness to read a review, spelling mistakes in the review and
subjectivity level. Hu and Chen in [9] have analyzed hotel review helpfulness
based on four categories of input variables: review content, sentiment, author,
and visibility. They have affirmed the interaction effect between hotel star rat-
ing and review rating on review helpfulness. They also proved the strong effect
of review visibility features on review helpfulness. Three prediction techniques,
including linear regression, model tree (M5), and support vector regression were
selected to develop review helpfulness prediction models. The authors in [8] found
an inconsistency between review-based helpfulness features and reviewer-based
helpfulness features on how they influence on perceived review helpfulness. For
that, they conducted a meta-analysis to reconcile the contradictory findings. The
results proved the positive influence of review depth, review age, reviewer infor-
mation disclosure, and reviewer expertise on the review helpfulness. While, it
confirm the weak influence of review readability and review rating on the review
helpfulness.

3 Helpfulness Features

To infer the degree of helpfulness of a review, this paper relies on helpfulness fea-
tures (depicted in Table 1). We categorize helpfulness features on three categories
according to their types:

– Review Readability: denotes the ease of reviews understanding and it is based
on the review itself and extracted directly from review text.

– Review meta-data: This category is based on meta-data and not the review
text itself.
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– Review semantic richness: In which the reviewers give a very personal descrip-
tion of the item, and give information that typically does not appear in the
official description of the item.

– Reviewer expertise: Besides the categories depicted above, we propose in this
work a new category, named Reviewer expertise. Usually, the reviewer with
high expertise is an experienced one that provides a concise, helpful informa-
tion meanwhile the inexperienced one provides long but less useful content.

Table 1. Features for users and reviews in four defined categories (The calculated
values are based on [7,12,14] and Figs. 1 and 4)

Feature category Feature name Feature description Source

Review readability Gunning’s Fog Index
(GFI)

The lower the measure,
the more readable the
text is

[7]

Automated Readability
Index (ARI)

Coleman-Liau Index

Review meta-data Review Age (RA) The difference between
review publication date
and item release date

[12]

Review Extremity (RE) The difference between
review valence (or
rating) and mean item
rating

[7]

Review semantic
richness

Sentiment Score (SS) # of subjective
sentences/Number of
sentences

[14]

CHaracteristic Score
(CHS)

# of sentences
containing item
characteristic/Number
of sentences

This study

Reviewer expertise R CR Reviewer Career level
(Manager, Engineer,
C-level executive, etc.)

This study

R JT Reviewer JobType
(Software Engineer,
Web Developer, etc.)

R Skl Reviewer Skill (Java,
HTML 5, etc.)

R ETR Reviewer Enterprise

R IND Reviewer Industry
domain (Internet,
Health-care, etc.)
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Indeed, we evaluate the expertise state by the reviewer career level, Job type,
skills, enterprise and the reviewer industry domain to infer the degree of
expertise of each reviewer.

4 Approach for Ranking Cloud Service Reviews

The main objective of the current research is to rank cloud service reviews
according to their quality. Review quality is identified by evaluating the review
helpfulness and computing the similarity between the reviewer context and
that of the end-user. To do this, we define a probabilistic ontology, named C-
RHPO. The helpfulness evaluation is performed using probabilistic reasoning,
while semantic similarity is used to compute the context similarities. A detailed
description of the C-RHPO and the ranking approach will be described in what
follows.

4.1 C-RHPO Description

The C-RHPO is created using the Uncertainty Model for the Semantic
Web (UMP-SW) [6] presented in our previous work [5]. The C-RHPO
presents the conceptualization of context-aware review helpfulness evaluation
domain. The proposed ontology encompasses three interrelated parts: (1) the
review part which includes all necessary concepts and relations for model-
ing the review posted on social media platform (such as review, reviewer,
Social Media Platform, etc.), (2) the helpfulness part, which depicts the main
concepts and relations for describing the review helpfulness domain, and finally,
the context part (see Fig. 2) which conceptualizes the main concepts and rela-
tions to design the reviewer’s context (also called cloud user’s context). In fact,
the review is written by a cloud user which has a particular context. The con-
text includes two categories of profiles: the Service Profile which describes how
the cloud user used/will use the service (the functional and non-functional
requirements adopted/desired and the use case) and the User profile which
describes the professional characteristics of the cloud user, such as his career
Level, his job position, the enterprise that belongs to and his geographic loca-
tion. The review has a list of Helpfulness Features (already presented in Sect. 3).
As illustrated in Fig. 1 using the red color, the probabilistic part consists of
five probabilistic data properties: helpfulness Level, readability Level, semanti-
cRichnessLevel Level,reviewMeta-Data Level and expertise Level. The structure
of these data properties is described by the MTheory presented in Fig. 3 whose
objective is to answer the following question (query): What is the probability of
a given review to be helpful? The answer is provided by the resident node help-
fulnessLevel(r) which means: “may be the review has a high helpfulness level”.
This resident node was chosen to mention the uncertainty level associated with
the relationship between the helpfulness level and high/low values.

An MTheory is a repeatable structure from which Situation-Specific Bayesian
Networks (SSBNs) are generated according to the review and reviewer features
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Fig. 1. The C-RHPO model with zoom on the probabilistic part

Fig. 2. Context model

Fig. 3. MTheory for reasoning over uncertainty of review helpfulness.
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of a given review. Thus, at run time, when there is a need to generate an SSBN
to predict the reviews’ helpfulness, i.e., when the end-user put his request, the
network structure is generated dynamically according to MTheory. The pro-
posed MTheory is composed of 15 fragments. As depicted in the Fig. 3, the
main five fragments are SemanticRichnessLevel, MetadataStateLevel, Readabil-
ityLevel, ExpertLevel and HelpfulnessLevel MFrags.

Probability Distribution Learning: In order to generate the structure of the
SSBNs, according to the MTheory, each resident node of an MFrag must also
implement its own local probability distribution, whose values can be reported
by a domain expert or can be generated through machine learning algorithms. In
this paper, MetadataStateLevel’s LPD and ExpertLevel’s LPD are defined by a
domain expert. Meanwhile, other resident nodes such as, SemanticRichnessLevel,
ReadabilityLevel and HelpfulnessLevel, are defined automatically using machine
learning method, named MEBN learning method [13]. Figure 4 presents an
extract of each residents’ LPDs to predict the level of helpfulness of a given
review.

Fig. 4. LPDs for a given review

4.2 C-RHPO Based Personalized Review Ranking Approach

In order to personalize review ranking, this paper promotes reviews that have
been written by users sharing context and interests similar to that of the end-
user. Once the end-user introduces his context, including his profile as well as his
interests about the cloud services, as the service capabilities (such as response
time and performance) and the use case (such as web site, video games), we
propose an algorithm that rank online reviews according to their helpfulness
levels as well as their similarities with the end-user context. We present below
the semantic-based context similarity as well as the personalized review raking
algorithm.
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1. Semantic-based context similarity: Two users are considered similar if they
share a similar context. Context similarity is measured using the C-RHPO
ontology where two contexts contextu and contextv are similar if they have
maximum of equivalent relations’ values. Assuming that a Context instance
contextu has a list of relations’ values Ru = {ru1, ru2, ..., rum} in the ontol-
ogy such as “databases” instance in the “ServiceUseCase” relation and a
Context instance contextv has Rv = {rv1, rv2, ..., rvn}, the similarity between
the contexts contextu and contextv is computed as follows:

Sim(contextu, contextv) =
min(n,m)∑

i=1

exp wi × Eq(rui, rvi) (1)

Where exp wi is the importance degree given by a cloud expert for each
context element. In fact, we believe that the context elements have not the
same impact on the quality of service. For example, the use case has the
greatest importance compared to the others and the enterprise size has the
least one according to the expert judgment. Eq(rui, rvi) is equal to 1 if rui and
rvi have relation with the same instance of the class of the context element i.

2. Review ranking: The proposed Algorithm 1 provides a method to sort online
reviews according to their helpfulness levels as well as their similarities
with the end-user context. Its inputs are online reviews collected from dif-
ferent SMPs such as Facebook [2] and Trustradius [1], reviewers and the
end-user related context. The algorithm firstly sorts online reviews based
on their helpfulness level. Second, it computes the context similarity score
between the end-user and each reviewer. Then, based on the obtained
context similarity score, the algorithm re-sorts the reviews with high
helpfulness level (reviews HL) and reviews with low helpfulness level
(reviews LL) based on their context similarity scores. Indeed, online reviews
are ranked as follows: reviews HL with high context similarity score >
reviews HL with low context similarity score > reviews LL with high con-
text similarity score > reviews LL with low context similarity score.

5 Experiments and Results

This section presents the experimental evaluation part of this study including
the dataset description, the evaluation metrics and the experimental results.
The main purpose of the experiments is to analyze the impact of helpfulness
features as well as to examine the contribution of considering the context and
personalizing the review ranking in the performance results.
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Algorithm 1. Personalized-Review-Ranking
Input: List reviews, reviewers and the end-user
Output: List ranked reviews

1: sort reviews by Pr(helpfulnessLevel=High)
2: foreach reviwer rv ∈ reviwers do
3: context similarity scorerv ←− Sim(contextend−user, contextrv)
4: end foreach
5: fill in List reviews HL = reviews with Pr(helpfulnessLevel=High)>=0.5
6: sort reviews HL by context similarity score
7: fill in List reviews LL = reviews with Pr(helpfulnessLevel=High)< 0.5
8: sort reviews LL by context similarity score
9: ranked reviews ←− reviews HL + reviews LL

10: return ranked reviews

Table 2. Review dataset

Dataset Train Test

#(Helpful) 4000 1000

#(Not helpful) 4000 1000

#Review with contextual information 5840 730

#Sentence 59297 14824

#(Avg. L/Sen) 22.66 22.68

5.1 Cloud Service Review Dataset

We collect cloud service reviews from different SMP categories, such as social
media network (Facebook) and online review platforms like Trustradius and
G2Crowd. More detail about the collected reviews is depicted in our previous
work [5]. Table 2 includes a summary of the used dataset and its characteristics.
It includes the reviewers’ impressions and comments about the quality of cloud
services. As shown in Table 2, the dataset contains 8000 reviews for training and
2000 reviews for testing, considered as balanced, i.e., half reviews are helpful and
the others are not helpful. Due to the lack of annotated cloud service reviews, the
annotation of the dataset is conducted in conjunction with cloud instructors from
the IT department of the University of Sfax (considered as experts). The goal was
to annotate the collected cloud service reviews with helpful reviews or not. To
this end, the instructors organized themselves into four groups, where each group
examined around 1000 reviews to decide if each review is helpful or not according
to their expertise on the field of cloud computing. Afterwards, they conducted
a cross-validation process among the different groups. In order to evaluate the
impact of considering the context, we apply the proposed approach using 50
different contexts where the experts execute each time a query containing each
context and then judge the result and decide if they are satisfied or not.

The prediction results performance was evaluated using four evaluation mea-
sures: recall, precision, accuracy and F-measure. Recall measures the percent-
age of helpful online reviews that have been correctly identified, and precision
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Fig. 5. Helpful review detection performance with and without considering the context.
Read: Review Readability; MD: Review Meta-Data; Rich: Review Richness; Exp:
User Expertise;Main: All helpfulness features.

measures the degree to which the predicted helpful reviews are indeed helpful.
Accuracy is defined as the percentage of online cloud service reviews that were
correctly classified as helpful or unhelpful reviews. F-measure is defined as the
mean between precision and recall.

5.2 Experimental Results

This section demonstrates the C-RHPO based approach effectiveness and perfor-
mance. We observe the positive impact of the review semantic richness (around
80% of accuracy). This can be explained by the fact that the sentiments and the
service characteristics description have a high influence on the customer satisfac-
tion. In our study, the service characteristics are presented by the functional and
non-functional cloud service properties and the sentiment polarity describes the
consumption emotion of customers and the emotions expressed through their
textual reviews which highly influence customer satisfaction. We also observe
that the review age feature (around 82.1% of accuracy) has an impact on online
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review helpfulness in the field of cloud computing. This can be explained by the
fact that the cloud providers regularly lunch new cloud service releases. Indeed,
cloud consumers consider the old reviews as not helpful ones. Consistent with
other previous studies, we observe the negative influence of review extremity
as well as the positive impact of the readability on the review helpfulness. The
experiments also examine the impact of personalizing the review ranking by
considering the reviewer’s context in the performance of the C-RHPO based
approach. It can be concluded from the Fig. 5 that the C-RHPO based app-
roach (when considering the reviewer context) outperformed the RHPO based
approach (without considering the reviewer context) by a precision rate and an
F1-measure rate of about 10%.

6 Conclusion

Online cloud service reviews have become very popular recently since they can
highly influence cloud user’s choice of a particular cloud provider. While it is
important to ensure the helpfulness of these reviews, existing literature has
focused on analyzing the helpfulness of online product reviews. However, little is
known about the helpfulness of cloud service reviews. In addition, previous works
did not pay attention to the following issues: (1) the heterogeneity description
of different SMPs, (2) the uncertainty judgment of review helpfulness evalu-
ation, (3) the consideration of the reviewer context when ranking the helpful
reviews. The present paper aims at tackling these points by introducing a prob-
abilistic semantic model, named C-RHPO, which describes relevant concepts for
context-aware helpful reviews identification. In addition, the C-RHPO can infer
the degree of helpfulness given incomplete information about helpfulness fea-
tures thanks to the machine learning based probabilistic reasoning. In order to
personalize the review ranking, the C-RHPO based approach promotes helpful
reviews existing in a similar context as the end-user. The experiments demon-
strated the performance and the effectiveness of the C-RHPO based approach
for the helpful review prediction from real cloud service reviews extracted from
different SMPs. This study can be further extended in several ways. First, we
could examine the validity of our model on larger dataset. Second, we could inte-
grate an importance degree to each helpfulness feature to improve the accuracy
of helpfulness evaluation.
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Abstract. The influence maximization problem aims to identify influ-
ential nodes allowing to reach the viral marketing objectives on social
networks. Previous researches are mainly concerned with the static social
network analysis and the development of algorithms in this context. How-
ever, when network changes, those algorithms must be updated. In this
paper, we offer a new interesting approach to study the influential nodes
detection problem in changing social networks. This approach can be con-
sidered to be an extension of a previous static algorithm SND (Semantic
and structural influential Nodes Detection). Experimental results prove
the effectiveness of SNDUpdate to detect influential nodes in dynamic
social networks.

Keywords: Dynamic social networks · Influence maximization ·
Influence propagation · Influential nodes

1 Introduction

In recent years, with the increasing popularity of social networks like Facebook
and Twitter, more and more scientists who study the influence maximization
problem pay their attention to this field. Indeed this problem has drawn much
attention and many researches have proposed various algorithms to detect influ-
ential nodes, most of these methods are based on static social networks. However,
real social networks keep changing during time. New connections between users
are created and some other users lose contact. Since many influential nodes can
be detected by carefully studying the relationships among the links, these ones
play an important role in dynamic social network analysis.

A social network looks like a graph structure consisting of nodes and edges,
where nodes represent users and edges represent the interactions between the
connected users. Users develop their connections to each other, while interac-
tions between them vary over time. A changing social network consists of social
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networks observations at different time stamps {G1, G2, ..., Gn} and contains
not only a set of relationships between nodes, but also information on how these
relationships change in each time stamp.

To resolve the above drawbacks, we propose an extension of SND to tackle
the problem of important nodes detection under changing social networks. The
remainder of this paper is organized as follows. The related works are reviewed in
Sect. 2. In Sects. 3 and 4, the proposed extension SNDUpdate for maximizing the
influence propagation is described. The details of the experiments are presented
in Sect. 5. Finally, the paper is concluded in Sect. 6.

2 Related Work

This section discusses the review of different researches done on dynamic social
networks. In this paper, we concentrate on the problem of influential nodes
detection in edges changing social networks.

2.1 Methods Based on a Non-linear Model

Aggarwal et al. proposed [7] the first paper which deals with the problem of infor-
mation flow authority determination in dynamic networks based on temporary
interactions. Moreover, this paper studies both the problem of influence propa-
gation, and that of tracking back from a given pattern of spread the influential
nodes. They considered how to discover a set of nodes having the highest influence
within a time. They modelled the influence spread as a non-linear system which is
very different from triggering models like the Linear Threshold model or the Inde-
pendent Cascade model. The algorithm in [7] is heuristic and the produced results
have not any provable quality guarantee. There are only a few papers focusing on
Influence Maximization under changing networks. Aggarwal et al. [7] focuses on
finding a seed set at time t, that maximizes the influence spread at some [t + Δ]
given the dynamics of the evolution of networks over interval time [t, t + Δ]. In
this paper we consider to maximize the influence under a serie of snapshots taken
from a social network. Zhuang et al. [18] study the influence maximization problem
under dynamic networks where the changes can be only detected by occasionally
probing some nodes. The main idea of their paper is how to choose a subset of nodes
so that the actual influence propagation is improved.

2.2 Methods Based on Metrics

During the years, some centrality metrics have been proposed to estimate node
importance. It is well-known that degree centrality, betweenness centrality and
closeness centrality are three basic centrality measures to identify influential
nodes. However, all of these centrality measures are designed for static networks
and they looked over the feature that networks are usually dynamic. Motivated
by this deficiency, to apply those metrics in changing networks we added infor-
mation about the time of edges evolution.
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Kitsak et al. [1] proposed k-shell decomposition and they discover that the
influential nodes are those positioned in the core of the network. The k-shell
decomposition assigns many nodes in the same K-shell. Basaras et al. [6] pro-
posed an alternative measure, the μ-power community index, that is an combi-
nation of coreness and betweenness centrality, μ-PCI is calculated in a totally
localized manner and thus is appropriated for any type of networks ignoring its
size or dynamicity. Wei et al. [15] proposed two classes of dynamic metrics to
estimate temporal evolution of agents with regard to persistence and emergence.
Here, the network activities are measured per time stamp using static network
metrics such as degree centrality, authority centrality or clustering coefficients.
Ren et al. [14] proposed a new approach to identify influential nodes in a complex
network called Evidential K-shell centrality based on edge weight. The authors
study only undirected networks, while many surveys could be done on identify-
ing influential nodes in directed networks. As reported by Wang et al. [5], nodes
in the network can be evaluated by centrality metrics. Therefore, they defined
influential nodes in a dynamic community as nodes which have the most impor-
tant centrality scores higher than the other nodes and have comparatively long
life in this community.

2.3 Methods Based on a Diffusion Model

Chen et al. [8], included time in the influence diffusion model to track influential
nodes in changing social networks. The main idea is to choose a budgeted sub-
set to maximize the influence propagation ϕ time stamps later. However, they
assume that the dynamic network is completely observed. This is impossible in
many real situations. Ohsaka et al. [16] studied a related problem, maintaining
some RR sets over a stream of networks updates under the IC model such that
approximation influence maximization can be completed with a fixed probabil-
ity. Tong et al. [13] proposed the Dynamic Independent Cascade (DIC) model by
extending the classic IC model, DIC is able to better take control of the dynamic
aspects of real social networks. Liu et al. [4] proposed an incremental approach,
IncInf, which can efficiently locate the top-k influential nodes in changing social
networks based on previous information. Song et al. [3] proposed Upper Bound
Interchange Greedy (UBI) algorithm for the Influential Nodes Tracking (INT)
problem, in which they found the seed set that augments the influence under
Gt+1 based on the seed set St that they have effectively found in Gt. Then
they proposed UBI+ algorithm that enhances the computation of the upper
bound and achieves better influence propagation. The authors in [9] modelled a
changing network as a stream of edge weight updates. In [10], the authors have
systematically tackle two essential tasks of tracking top − k influential nodes.
Their goal is to control the error incurred in their algorithm [9], so that even
without prior knowledge about the data, they can still obtain meaningful results
by setting a relative error threshold.
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3 Preliminaries and Problem Statement

In this section, we first introduce the previous diffusion model for static networks.
We then present our extension algorithm as a generalization of the influential
nodes detection problem to dynamic social networks.

3.1 Problem Statement

The previous algorithm SND aims to detect influential nodes for only static
social networks. However, real social networks are dynamic so both the struc-
ture and also the influence propagation associated with the edges are constantly
changing. As a result, according to the evolution of the network structure and
the influence propagation, the leader nodes that maximizes the influence prop-
agation should be changed. In this paper, we model the dynamic social network
as a group of snapshot graphs where nodes remain the same while the edges in
each snapshot graph change over different time intervals. We denote the snap-
shot graph as Gt = (V,Et), where V = {v1, ..., vi, ..., vn} represents nodes and
E represents edges appearing during time intervals. Notation Gt, t = 0, ..., T
defines the snapshot graph over time. Our main idea is to identify a set of lead-
ing nodes, denoted as NLt; t = 1, ..., T , that maximizes the influence propagation
in each of the snapshot graph Gt. Each user is represented by an attributes vector
Xi = (xi1, ..., xij), where xij is the value taken by the attribute j of the vertex
vi. In SND this value is binary, either 1 (if the user likes a center of interest)
otherwise 0. This approach exploits, on the one hand, the relations between the
vertices of the network and, on the other hand, the attributes that character-
ize them. Table 1 lists the notations to be used extensively in the sequel of this
paper.

Table 1. Notation explanation

Notations Descriptions

Gt = (V,Et) The snapshot graph
V The nodes in Gt

Et The edges in Gt

Δt The distance between two consecutive snapshots
b The number of Et in Gt

Ci The community in Gt

M Number of communities
NLt The leaders nodes in Gt

NAt The active nodes in Gt

N t
inf The influential nodes in Gt

Av The active nodes
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4 Proposed Algorithm

The main objective of SNDUpdate is to detect the most influential nodes in a
dynamic social network. It exploits the structural and semantic aspects of the
network. For this reason, the main idea is to propose an approach that contains
two phases. Indeed, the first phase of SNDUpdate explores the structural aspect
of the network and the second phase concentrates on the semantic aspect. In
the sequel of this paper, each user is described by a set of interests that are
represented as an attributes vector. In the previous work, the influential nodes
are detected in a static social network and thus the weight of the link between
two nodes remains unchangeable. In this paper, the network is dynamic so the
structure of the network changes and thus the link between two nodes belonging
to a snapshot graph Gt can be removed in the snapshot graph Gt+1 which
generates a modification in the value of the semantic similarity between two
nodes as well as a modification in the set of leader nodes.

4.1 Phase 1: Community Detection

In this phase, we propose to use Combo [11]. This algorithm handles the com-
munity detection problem which is able to deal with various objective functions.
The majority of search strategies take one of the next steps to improve the
quality of partition: merging two communities, splitting a community into two
and moving nodes between two distinct communities. Combo covers all these
possibilities.

4.2 Phase 2: Influential Nodes Detection

The first part of the phase 2 enables to generate a set of leader nodes. A node
is a leader if its degree centrality is greater or equal then its neighbors. The
degree centrality enables to measure the total of the node connections with its
neighbors. In this paper, we model the dynamic social network as a group of
snapshot graphs while the edges in each snapshot graph change over different
time intervals and thus the leader nodes change in each snapshot graph. This
equation is used to calculate the degree centrality of a node v of a given snapshot
graph Gt = (V,Et):

dc(v) =
deg(v)
|V | − 1

(1)

In the second part of this phase, we use the diffusion model in [2] to define
the inactive nodes that can be activated. In Gt, the link between two nodes is
associated with a weight which is defined by the semantic similarity of their
information. The semantic similarity related to each snapshot graph Gt is given
by following equation:

simt
u,v =

Common(u, v)
long(u) + long(v)

(2)
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Every node v in a partition P = {C1, ..., Cr} is related to a degree of centrality.
Taking into consideration the degree of centrality of each node in Gt and a set
of active nodes, a node v becomes active if the total of the similarity or the total
weight of its active neighbors overrides the threshold value dc(v) associated with
a node v. Our diffusion model is defined as follows:

∑

u∈Av

wt
v,u > dc(v) (3)

When we apply our diffusion model in each snapshot Gt, we can get a set of
active nodes NA

t which allows us to identify the set of influential nodes. Our
main objective is to identify from the active nodes those that maximize the
influence propagation. In each community, we determine its influence degree
which is given by the Eq. 4 and is equal to the number of active nodes in each
community (Vactive) divided by the sum of nodes in the graph G(V ).

R(Cr) = Vactive/V (4)

Firstly, the proposed approach determines influential nodes from the community
that contains the value of the highest influence degree. Secondly, our objective
is to calculate for each active node its closeness centrality given by the Eq. 5. It
represents the total of the length of the shortest paths between the node and
all other nodes in the graph. The closeness centrality is defined by the following
equation:

CCenter(vi) =
1∑

vjεV |ShortPath(vi, vj)| (5)

Once we have calculated the closeness centrality of every leader node, we classify
these nodes according to an increasing order. The influential node is that admits
the highest closeness centrality. The algorithm of SNDUpdate is described in
Algorithm 1. Firstly, it detects communities using Combo algorithm. Secondly,
on each snapshot graph Gt, it generates a set of nodes playing the role of a
leading nodes. Once we have generated the set of the leader nodes that are the
initiators, we apply our diffusion model. Finally, we apply our diffusion model
to determine the set of active nodes and then identify the influential nodes.
In the proposed algorithm we find the set of the active nodes that maximizes
the influence within each snapshot graph Gt with updating b (Update b) the
function which allow us to update the value of edges over each time stamp t.
About the SNDUpdate time complexity, because it is difficult to analyse the
complexity of dynamic edges update operations [16], we will only analyze each
step in a static snapshot. SNDUpdate consists of T snapshots consisting each
one of two phases. The first phase admits a complexity of O(V 2 log M) as we
used the Combo algorithm. The second phase is composed of two steps. The
first generates leader nodes and admits a complexity of O(MV 2). The second
calculates the temporary shortest path of active nodes and corresponds to a
complexity of O(Et(NAt) log(NAt)).
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Algorithm 1. SNDUpdate
Data: An initial snapshot graph Gt =(V,Et), T, b, Δ t: the distance

between two consecutive snapshots;
Result: A set N t

inf of influential nodes at t = 1, ..., T ;
1 N t

inf ← ∅;
2 NLt ← ∅;
3 NAt ← ∅;
4 Begin
5 for t=0 to T do
6 for b edges in Gt do
7 Apply Combo to detect communities;
8 foreach community C in Gt do
9 Determine the degree centrality of each node in G applying

the equation 1 ;
10 foreach node v ∈ V of a community C do
11 if isLeader(v) then
12 NLt ← NLt ∪ {v};
13 end
14 end
15 end
16 foreach Node u in C do
17 Allocate a weight for each node that represents the degree

of centrality;
18 end
19 foreach Edge (u, v) in C do
20 Determine the similarity sim (u, v) using equation 2;
21 wt

u,v ← simt
u,v;

22 if
(∑

u∈Av
wt

v,u > dc(v)
)

then
23 NAt ← NAt ∪ {u};
24 end
25 end
26 end
27 M = |C|;
28 while M �= ∅ do
29 Determine the degree of influence of each community applying

the equation 4;
30 ACmax

← {active nodes in Cmax };
31 while (Cmax �= ∅)et (ACmax

�= ∅) do
32 Calculate the closeness centrality of each node in ACmax

using equation 5;
33 Classify these nodes in an ascending order of closeness

centrality;
34 vmax ← the node having the highest closeness centrality;
35 N t

inf ← N t
inf ∪ {vmax};

36 end
37 end
38 return N t

inf ;
39 end
40 t ← t+ Δt;
41 Update b;
42 End
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5 Experiments

In this section, we estimate the effectiveness and efficiency of our proposed
SNDUpdate to identify the influential nodes in dynamic social networks on three
real networks. The experimental results demonstrate that our algorithm is both
efficient and effective.

5.1 Experiment Settings

In our experiments, we use three real social networks as shown in Table 2. For
each data set, we used 3 different social networks, updated edges, and thus exe-
cuted the experiments 3 times. For the 3 examples, however the original networks
and updated edges are different, the combination of the 3 groups snapshots is
similar to the data set itself. Let b denote the number of edges in each snapshot
graph, using different parameters, b and Δt, we can create a family of snapshots
with many properties for our next experiments. In Table 2, to simulate dynamic
networks, we partitioned all edges into 3 time stamps: 25% of edges in time
stamp t = 5, 50% of edges in time stamp t = 10 and 85% of edges in time stamp
t = 15. The evolution of edges can reflect that the real-world social networks
change rapidly during the considered time periods.

Table 2. Datasets and edge information

Networks Nodes Edges Edge information

Flixster 99,825 978,265 t = 5 t = 10 t = 15
1,222,831 1,467,398 1,809,790

NetHept 15,634 62,836 78,545 94,254 116,247
CA-HEP-PH 12,008 237,010 296,263 355,515 438,469

Table 2 shows the number of edges in each snapshot graph created from
networks. We make a group of snapshot graphs from three networks by changing
the number of edges with a constant time difference Δt = 5 min. The metrics
applied in this paper to evaluate the performance of our algorithm are: influence
propagation and running time. Influence propagation is the total number of
influenced nodes activated by leader nodes and the running time is the time to
identify the most influential nodes.

5.2 Experiment Results

In this paper, we compare our algorithm with two static influence maximization
algorithm IMM, Degree and one dynamic algorithm DIM [19]. As shown in
Figs. 1 and 2, the influence propagation of SNDUpdate algorithm outperforms
that of IMM and DIM algorithms on Flixster and NetHept datasets. Varying
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the network size, Degree algorithm can not detect influential nodes anymore,
while SNDUpdate finds better values of the influence propagation than those of
both IMM and DIM. According to the results of this evaluation, while increasing
the size of the network and updating the number of edges at each time stamp,
SNDUpdate is still able to have a better influence propagation. Thus, it covers a
large number of influential nodes in any type of networks. As conclusion, on the
Flixster and NetHept networks, SNDUpdate is more efficient since the diffusion
strategy based on edges change can narrow the search space of influential nodes.

Fig. 1. Detecting influential nodes under NetHept network

Fig. 2. Detecting influential nodes under Flixster network
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5.3 Comparison with Methods Based on Metrics

We compared our algorithm SNDUpdate with three algorithms based on met-
rics which are: K-shell, MDD [17] and CN [12]. Our study is based on metrics
to detect influential nodes in dynamic social networks. In the K-shell method,
some nodes with large degree are not under consideration. When examining the
exhausted degree in the network decomposition, the ranking of these nodes are
ameliorated by the MDD algorithm. That is the reason why MDD method out-
performs the K-shell method. In spite of the fact that the MDD method can
improve the K-shell method in running time, it is still not the best way to deal
with the problem of identifying influential nodes. According to this evaluation,
when updating the size of the network SNDUpdate still has a better running
time than the three other algorithms K-shell, CN and MDD. We explain this
result by the fact that our method covers a considerable number of influential
nodes in any type of networks. As indicated in Table 3, SNDUpdate is the best
one regarding to the running time.

Table 3. Evaluation of the running time in different algorithms

Networks K-shell CN MDD SNDUpdate

CA-HEP-PH 2037 3003 8772 100
NetHept 4048 5929 16,195 120
Flixster 8110 10,269 32,442 1000

5.4 Comparison with Methods Based on a Diffusion Model

To detect influential nodes, all the algorithms are running under a diffusion
model: Independent Cascade model (IC), Linear Threshold model (LT) and the
Weighted Cascade (WC). Our diffusion model is based on the semantic similarity
between nodes. We evaluate the running time of SNDUpdate, DIM and IMM
algorithms on NetHept and Flixster networks in three snapshots. As illustrated
in Figs. 3 and 4, the running time of SNDUpdate is better than the other two
algorithms on the two networks. Among the three compared algorithms, we can
easily find that IMM is very slow, while SNDUpdate performs well in terms of
running time on the two networks. The reason is that IMM is a static algorithm
so, when the network changes, DIM and SNDUpdate which are two dynamic
algorithms run faster than the static algorithm IMM on the two networks. On
Flixster network, the SNDUpdate running time increases, but is still better than
the running time of DIM algorithm on large dynamic network. On NetHept and
Flixster networks, SNDUpdate is faster than DIM algorithm. As conclusion, we
can see that SNDUpdate has the best running times. The reason is that we use
a diffusion model that improves the influence propagation as well as the running
time of SNDUpdate. Note that IMM and DIM cannot detect influential nodes
behind any diffusion model because they do not know the influence propagation
of each node.
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Fig. 3. Running time on NetHEPT Fig. 4. Running time on Flixster

6 Conclusion

In this paper, we study the problem of identifying influential nodes in a chang-
ing social networks. We propose an approach called SNDUpdate algorithm and
describe how to integrate it into a classical SND algorithm. The goal of this
method is to detect influential nodes in dynamic social networks where edges
are evolving over time. To prove the performance of the proposed approach,
we compare it with approaches based on metrics and diffusion model in three
real networks. Experimental studies carried out on the selected networks shown
how it is possible to obtain good results in the detection of nodes that maxi-
mize the influence propagation. Empirical studies show that our algorithm has
great improvement on the influence propagation compared with IMM, Degree
and DIM algorithms. In the future, we plan to predict the change of influential
nodes where both nodes and edges evolve in dynamic social networks.
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Abstract. Social networks have been commonly used, people use social
networks with various purposes, such as, enjoying time, making busi-
ness, and contacting their friends. All these activities are mainly based
on sharing data. In social networks, making decision on data sharing
process has become one of the main challenge because it involves peo-
ple who have different opinions on the same problem. Diversified opin-
ions cause uncertainties in decision making process. Fuzzy logic is used
to overcome uncertainties’ situations. In this work, we provide a fuzzy
logic based decision making framework for SNs. The proposed fuzzy logic
based framework uses data sensitivity value and trust value (confidence
value) to make the group decision. Users express their opinions on data
security features to obtain aggregated decision. Facebook data sharing
process is chosen as a case study.

Keywords: Aggregated group decision making · Social network ·
Fuzzy systems

1 Introduction

Social networks (SNs) enable users to communicate with each other via data
sharing [1]. The common issue for SNs is to make decision on data which is
related to more than one user [2–4], the reason is to reach aggregated decision
on the data sharing process.

To obtain aggregated decision, group decision making (GDM) is proposed.
GDM is a process that involves a group of people who state their opinions on
different options in order to chose the best option [5–7]. In the traditional group
decision making, decisions are made by administrators or experts even if the
case related to different people. This case is still seen in many organisations
where important decisions are made by restricted board of people. Urena et al.
[9] compares the traditional group decision making, in which the experts have
just right to express their opinions on alternative situations, with social network.
Based on their comparison, SNs bring the global group decision making which
means all people can give their opinions on a case which is related to them.
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Even though group decision making is possible in SNs, it is still a problem in
many SNs especially in online social network (OSN) while data is shared. People
either use the traditional decision making process even if the data is owned by
different users. These confusions are because of the data is owned more than
one user (data is called co-owned data), and having different decision criteria to
share the data in OSNs. They also cause vagueness on decision making process.
To overcome uncertainty situations fuzzy logic was introduced by Zadeh [8], the
fuzzy logic resolves the uncertainties particularly in decision making process.

We introduce an aggregated group decision making system for SNs data
sharing process, and introduce a fuzzy logic approach to deal with uncertainty
situations while the decision is made. Two factors are important when the sharing
decision is made on data. The first factor is the data sensitivity value and second
one is the trust in the group of people who will have access the shared data. The
proposed system provides alternatives to co-owners on the data security features
which have effects on the data sensitivity value. Based on co-owners’ choices the
proposed fuzzy logic based system makes the final decision.

The rest of the paper is organised as follows. Section 2 gives similar research
papers. Section 3 presents the proposed work’s framework and its mathematical
expressions. We introduce our fuzzy system in Sect. 4 with the experimental
results. We finalise the work in Sect. 5.

2 Related Work

Group decision making is an important and challenging process, because it
includes decision makers’ doubts, problems, and uncertainties [10]. Therefore,
finding appropriate ways to help decision makers is one of the key and critical
point. The consensus-reaching process, which is an approach to get aggregated
decision on final decision in group decision making problems, has been provided
by researcher to help decision makers in social networks [5,11,12]. Wu and Chi-
clana [11] propose a trust based consensus approach to tackle group decision
making problem. In work [12] consistency is used as an approach to control
consensus-reaching process. Liang et al. [10] introduces an approach in which
social connections of decision makers effect to get final aggregated decision in
social networks. This work supports Liang et al. [10] on the point that shows
users’ relations have effects to make decision in SNs. Beside the users’ relations,
we also introduce the data sensitivity value has effect on decision making in SNs.

Fuzzy logic is an approach to tackle within ability of binary logic which
is underlying on modern computer. Fuzzy logic is used to describe fuzziness,
therefore, it can easily be applied to decision making. Fuzzy logic approach has
been commonly used to tackle decision making problems with different alter-
natives in different areas such as education [13], health [14], Internet of Things
[15], social networks [5,9,16,17]. Due to fuzzy logic the effectiveness in decision
making, it has also been applied to solve group decision making issues. Thiru-
malai and Senthilkumar [18] propose a fuzzy model to resolve the group decision
making problems in business area, the proposed approach uses membership and
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non-membership attributes to make the group decision. Similarly, Kahraman
et al. [19] used the fuzzy logic to overcome group decision problems in facility
location selection. This paper uses the fuzzy logic approach to remove uncer-
tainties in group decision making process for SNs.

3 Background

This section introduces the models and the framework of this work.

3.1 CIAPP Security Model

To ensure the protection of data security; Confidentiality, Integrity, and Avail-
ability (CIA) model was developed, which is the model to guide policies to
ensure the information security [20]. In CIA model, confidentiality is a bound-
ary to limit access to information, integrity is a guarantee of limited access to
the information, and availability is assured that the information is only accessed
by authorised people [20,21]. The information security is also needed in SNs in
order to protect users’ sensitive data [22]. The data sensitivity is a measurement
that is calculated with the number of authorised people, however, Akkuzu et al.
proposed a model in which Privacy and Possession features are added to extend
CIA model [4]. The proposed model is CIAPP model in which Privacy and Pos-
session are added to CIA model. Hence Privacy and Possession features are used
to control information and network security. In SNs, users are asked directly to
set the data sensitivity value [23] to define the level of data privacy. However,
users may not be enough knowledgeable to set the data sensitivity value. It might
be easier to ask their choices on the data security features, with their choices on
the data security features the data sensitivity value can be calculated. To do so,
we provide a model the CIAPP data security features are used to calculate the
data sensitivity value. Table 1 indicates the related features to data sensitivity
in OSNs. Table 1’s features are deduced from [21], the information security sub-
jects are divided into five circles based on the goals and disciplines. Deduced five
features are combined to measure the data sensitivity in OSNs.

Table 1. Related information security features to SNs

Subject of protection Discipline

Confidentiality, Integrity, Availability, Privacy Information

Possession Information and Network
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3.2 Framework

Figure 1 introduces simply the structure of the framework for group decision.
First, the data is uploaded by owner (the person who starts sharing process),
he decides the targeted group for the data, and lastly the owner notifies the co-
owners to get their opinions on the data sharing process. Then, the process which
is given in Fig. 1 starts, co-owners are notified with the data and the targeted
group which the data will be available for them. Once co-owners know which
data is intended to be shared with whom, they select individually data security
features (CIAPP) [21] that are seen as a threat for their privacy if the data is
shared.

Fig. 1. The framework for group decision making with fuzzy system

3.3 Collective Measures for Decision Making

Collective measures are the models that are the main requirements for making
decision, this is because they are used input values for fuzzy system.

Sd =
∑m

i=1(Pi ∗ (wi))
f

(1)

Sd represents the data sensitivity, it ranges between [0, 1]. The numerator
gives the summation of the data Confidentiality, Integrity, Availability, Privacy,
and Possession (CIAPP) [21] probabilities, in which Pi indicates the probability
of CIAPP concerns that is chosen by co-owners and wi is the weight of the
properties. The denominator f indicates the total number of the features. Model
1 clearly indicates that the more worried users on the data sharing the higher
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sensitivity value. Also, more worrying data security features cause the higher
data sensitivity value.

We model confidence value with the owner trust relation in the targeted
group, co-owner trust relation in the targeted group, and the sensitivity value.
We first show the calculation of trust relation;

Ro : f(ro1, ro2, ....., rosi) =

∑si
j=1(roj)
si

(2)

Ro represents the owner’s trust in each member of the targeted group and si
represents the size of the targeted group. f(ro1, ro2, ro3, ...., rosi) represents the
relation value between the data owner and each member in the targeted group.

Rci : f(rc1, rc2, ....., rcsi) =

∑si
j=1(rcj)
si

(3)

Rci represents the co-owner’s trust in each member of targeted group and
si represents the size of the targeted group. From Eqs. 2 and 3, we finalise the
trust relation with the following formula;

R =
c∏

l=1

Rli ∗
c∏

k=1

Rki (4)

R is the trust in the targeted group with the owner’s trust in the group i Roi,
also with the each co-owner’s trust in group i Rci. Roi, Rci and R range ∈ [0, 1].

With the Eqs. 1, 2 and 3 we can now calculate the Confidence value (Cf ∈
[0, 1]) in targeted group as follows;

Cf = 1 − Sd ∗ (1 − R) (5)

3.4 Proposed System’s Social Network Analysis for GDM

A social network is a platform in which users communicate with each other
via data. It is represented with a graph G(V,E), with nodes V representing
users V = V1, V2, ...., Vn and E = E1, E2, ...., En are edges indicating the rela-
tions between users [24]. Social networks are classified into two classes, namely
directed social network and undirected social network [25]. While the direction
of edges is important in directed social network, the edges do not have direction
in undirected network. This work includes an undirected social network dataset.
We use the Stanford University Facebook large network dataset [26], which has
4039 nodes, 88234 undirected edges, and average clustering coefficient 0.6. The
representation of dataset’s nodes and edges is shown in Fig. 2.

In the dataset, nodes represent the users and edges represent the relation
between nodes. Let us assume that User 0 wants to share the data (dataid = d1)
with his friends (346 people, in this case the network depth is 1), the data is
related to User 1 and User 2. User 0 notifies the User 1 and User 2 by giving
them the data id and the targeted group.
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Fig. 2. The SNAP Facebook dataset network representation

User 1 and User 2 now need to choose which data security features are wor-
rying them if the d1 is shared with User 0’ friends. Their choices are used to
get the data sensitivity value (see Eq. 1) which is one of the input variable for
our fuzzy system to make group decision. Table 2 represents users’ choices on
CIAPP features of d1.

Table 2. User 1 and User 2 relation values

User id Confidentiality Integrity Availability Privacy Possession

User 1 � X X X �
User 2 � � � � �

With CIAPP security features selections (the weights of features are set 1)
on Table 2 and Eq. 1, the d1’s sensitivity value becomes 0, 7.

The relation values calculation is computed with 3. Table 3 indicates the
relation values for each user.

Table 3. User’s choices on CIAPP features for d1

User id Relation value with targeted group

User 1 0,04

User 2 0,02

Si is 347 since User 0 has 347 friends, therefore, the targeted group size is
equal to the number of User 0’s friends. User 1 has connection with 16 people
from User 0’ friends. Similarly, User 2 has connections with 9 people from User 0’
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friend group. Table 4 represents the numbers of known people for each user.
The dataset’s (Facebook dataset) relations between nodes and targeted group
representations are given in Figs. 3, 4 and 5.

Table 4. User’s choices on CIAPP features for d1

User id Ui The number of known people by Ui

User 0 346

User 1 16

User 2 9

Fig. 3. User 0’s relations: Targeted group for data

Fig. 4. Exist relations User 1’s in targeted group

User 0’s relation with the targeted group is equal to 1. We now can use Eq. 4
to find the relation value that is used to find out the confidence value (Eq. 5). The
relation value becomes R = 1 ∗ 0, 06 = 0, 06. The last calculation is confidence
value, which is the second input variable for our fuzzy system. It is computed
with the data sensitivity value and the relation value (see Eq. 5). This confidence
value is calculated as Cf = 1−Sd(1−R) = 0, 65. The input values for the fuzzy
system to make decision are 0, 7 and 0, 65. The decision out of these two input
values are given in Sect. 4.1 (see Fig. 7).
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Fig. 5. Exist relations User 2’s in targeted group

4 Our Fuzzy-Based Group Decision Making Model

We start with defining the key components for determining the data sensitivity
value and the trust (we use confidence in this paper) in targeted group. For our
problem, there are five data security features that have effects to calculate the
data sensitivity value. We use five data security features from Cherdanseva et
al.’ s work [21], these are namely, confidentiality, integrity, availability, privacy,
and possession (CIAPP) (see Eq. 1). For example, a user can be worried about
his data’s confidentiality if the data is viewed by people who may cause a threat
for him. The second key component is confidence value in targeted group, we
calculate the confidence value by using relations between user and targeted group
(see Eq. 5).

As we mentioned earlier, our fuzzy system has two inputs and one output,
data sensitivity and confidence in targeted group are inputs and decision is out-
put variables. In the fuzzy set, there is no predefined boundary between objects,
therefore, each element of the set is associated with a value which indicates to
what degree the element is a member of the set. Fuzzy decision is based on the
fuzzy logic in which the decision values range [0, 1] rather than binary values (0
or 1). Table 5 lists the input and output variables and their ranges.

Table 5. Membership database

Linguistic variables Type Membership functions
(Linguistic)

Membership values
(Python values)

Sensitivity value &
Confidence value

Inputs Low Range [0, .2, .3, .4]

Sensitivity value &
Confidence value

Inputs Medium Range [.4, .5, .6, .7]

Sensitivity value &
Confidence value

Inputs High Range [.6, .8, .9, 1]

Decision Output No Ranges [0, 0, .2, .4]

Decision Output Maybe Ranges [.2, .4, .5, .7]

Decision Output Yes Ranges [.6, .8, 1, 1]
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The next step is to define the fuzzy sets and their membership function val-
ues, the membership function returns the degree of membership for a given value
within a fuzzy set. Fuzzy sets can have different shapes such as trapezoidal, trian-
gular, gaussian, and rectangle. We choose the trapezoidal, we use the clustering
method to define the membership functions’ ranges (Fuzzy c-means clustering
technique is used). Figure 6 represents the input and output variables’ member-
ship function values.

Fig. 6. Fuzzy input-output membership functions

We can now the define the our system’s fuzzy rules, we use the expert knowl-
edge to define the fuzzy rules. In our system, there are two input variables and
each input variable have three different membership value, therefore we have
maximum nine rules (3 * 3). Table 6 indicates the rules.

4.1 Using the Proposed Fuzzy System to Make Group Decision

The fuzzy system, which is represented in Sect. 4, has fuzzification, rule evalua-
tion, aggregation of the rules, output, and defuzzification steps.

• Fuzzification: Obtains membership values from crisp values.
• Rule evaluation: Obtains the consequence of each rule, then combines output

of each rule into a single fuzzy set with fuzzy aggregation operator.
• Aggregation: is the process to unify the outputs of all rules.
• Defuzzification: Converts fuzzy quantities into crisp numbers as the output.
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Table 6. Fuzzy system decision making rules

Rule number Rules

1 If x1 is low AND x2 is low then decision=maybe

2 If x1 is low AND x2 is medium then decision=maybe

3 If x1 is low AND x2 is full then decision=yes

4 If x1 is medium AND x2 is low then decision=maybe

5 If x1 is medium AND x2 is medium then decision=maybe

6 If x1 is medium AND x2 is full then decision=yes

7 If x1 is high AND x2 is low then decision=no

8 If x1 is high AND x2 is medium then decision=maybe

9 If x1 is high AND x2 is full then decision=yes

We give a sample output of our fuzzy system in Fig. 7. Given decision output
value is obtained with the sensitivity variable value = 0.7 and the confidence
variable value = 0.65. The output value is Maybe with its degree = 0.45.

Fig. 7. Decision value

5 Conclusion

Making decision on a co-owned data in SNs has been a problem, SNs’ users
(data owners) either ignore other users’ (co-owners, also known decision mak-
ers) opinions on co-owned data or have difficulties to decide which co-owners’
decisions are more important than others. Therefore, it is necessary to develop
a system which can give co-owners’ aggregated opinions on co-owned data to
help data owners to make decision. To do so, in this contribution we develop
a framework in which co-owners’ express their opinions on co-owned data secu-
rity features, co-owners’ relations with the targeted group are calculated. We
represent the aggregation of the co-owners’ choices on CIAPP features. With
co-owners’ choices and their relation values, the developed fuzzy system gives
the final decision.
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In the future work, we aim to extend the work with adding the trust values
between users to show whose decision is more important than the others on
decision making process. Then, see the effects of trust values on final group
decision. And, also use the consensus reaching techniques to extend the work.
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System Modeling by Representing
Information Systems as Hypergraphs
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Abstract. Hypergraph as a formal model offers a sound foundation for
representing information systems. There are several issues that are worth
observing during analysis, design, and operation of information systems
such as consistency, integrity, soundness of control and security mecha-
nisms. The improvement and advancement of machine learning and data
science algorithms provide the opportunity to spot patterns, to predict
and to prescript some activities within complex environments that can
depict huge sets of data. Our proposal is that the available algorithms
can be applied on hypergraphs through profound customization whereby
the capability of algorithms can be exploited for Business Information
Systems.

Keywords: Information system · Set systems · Hypergraph theory ·
Hypergraph algorithms · Graph representation

1 Introduction

The proposal that we want to present is to use hypergraphs in information
systems modeling to support various viewpoints and perspectives of Information
Systems Architecture. We think that hypergraphs yield a unified and uniform
framework to handle the complexity and variety of models employed during the
analysis, design, and operation of information systems. From formal viewpoints,
hypergraphs can give better insight into the architecture of information systems,
and their structuring principles. In practice, this approach may provide clues for
principles of designing and operating information systems; furthermore, it takes
care of controlling and security mechanisms of information systems.

2 Mathematical Background

There are several conceptual formalizations that are mentioned in other papers
[1,8] which can be described by a set of relationships from individual models
(like UML-based class-diagram, work-flows, etc.).
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2.1 Hypergraphs in Information Systems

The before-mentioned models are representing different facets of perception of
IS, and they represent a complex system through a set of complex, heterogeneous
relationships. This set of relationships can be described by directed hypergraphs;
the directed hypergraph applies the same basic notions as the generalized hyper-
graphs with the extension of direction. In this set we can separate the elements
in two subsets:

1. hierarchical
2. network-like relationships.

Hypergraphs can be used because of their versatility to represent complex
data models, views and also their relationships [4,5]. A detailed description of
the definitions and opportunities about the generalized hypergraphs and their
usage as Architecture Describing Hypergraphs can be found in [3,8–10].

2.2 Verification and Validation of the Model for Information
Systems

We have analyzed in previous papers the document-centric modeling of informa-
tion systems on the basis of hypergraphs [2,10,12]. We follow the hypergraph
definition by Bretto [3], and we use the homomorphism and morphism definition
by Bretto and Voloshin [14].

The main goal of the research dedicated to modeling of information systems
and architecture and to look for adequate algorithms is to aid in the model check-
ing, verification and validation of information systems model in all “seasons” of
the analysis and development [11]. One of the major issues is the consistency
checking and consistency enforcement among the elements of the model and
architecture. Coercing consistency can happen through compelling constraints
on elements of representation. The question is how the requirement for constraint
satisfaction can be formulated mathematically in hypergraphs. The advantage
of hypergraphs can be grasped in their capabilities to describe heterogeneous
finite structures, in our case various models and relationships by exploiting the
flexibility of generalized hypergraphs. Thereby keeping up the consistency of
the whole model means maintaining a sound set of relationships among models
with heterogeneous structures. We can formulate this phenomenon mathemati-
cally that isomorphism between sub-hypergraphs is not sufficient for represent-
ing and enforcing constraints on various model elements and their relationships.
However, there is a mathematical concept for mapping between mathematical
structures that save the significant properties of the structures, and besides sim-
plifies the investigation; this mathematical mapping is called homomorphism.
Our following task is to define the notion of homomorphism in our Architecture
Describing Hypergraph environment for model verification and validation [2].
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As the Architecture Describing Hypergraph contains by definition sev-
eral well-defined, and disparate sub-hypergraphs, we define the homomorphism
between hypergraphs as it follows:

Definition 1. Homomorphism between two simple hypergraphs is a map f from
V1 to V2 for ∀e1 ∈ E1 =⇒ f(e1) = {f(x)|x ∈ e1} ⊆ e2 ∈ E2 where H1 =
(V1;E1),H2 = (V2;E2) two simple hypergraphs, Vj is the finite set of vertices,
Ej are the set of hyperedges.

Ej = {ei ⊆ ℘(Vj)|i ∈ Ij} (1)

where ℘(Vj) is the power set of Vj.

Definition 2. Architecture Describing Hypergraph is a generalized hypergraph
that can be extended by some functions and operations:

labelnode : V → Lnode, where L is a set of labels, it is a vertex labeling
function;
labeledge : E → Ledge, where L is a set of labels, it is a edge labeling function;
sourceE : E → V , targetE : E → V ; these functions return the source and
target vertices of an edge E in case of a directed hypergraph;
attrV : Attr → V attribute assignment function, Attr = {T1, . . . , Tn} that
consist of the attribute types;
The finite set of domains is DOMSET = {D1, . . . , Dk} that contains the
domain of each single type, Ti, i.e. dom(Ti) = Di [13];
sourceattr : Attr → V ; The vertex that owns the attribute returned;
targetattr : Attr → D; The data values of attributes that are yielded, where
D ∈ DOMSET represents the set of data;

D can be grasped again as vertices (efficiency of the representation is left out
of the investigation) within the hypergraph and it can be interpreted as variables.

Over D as the data value of a set of variables, set of operations (OP) can be
defined that can be used to describe constraints and rules within formulas.

Definition 3. A directed hypergraph is an ordered pair

−→
H = (V ;

−→
E = {−→ei |i ∈ I}) (2)

Where V is a finite set of vertices and
−→
E is a set of hyperarcs with finite

index set I. Every hyperarc −→ei can be perceived as an ordered pair

−→ei = (
−→
e+i = (e+i ; i);

−→
e−
i = (e−

i ; i)) (3)

Where e+i ⊆ V is the set of vertices of
−→
e+i and e−

i ⊆ V is the set of vertices−→
e−
i . The elements of

−→
e+i (hyperarcs and/or vertices) are called tail of −→ei , while

elements of
−→
e−
i are called head [3]. We may use as shorthand notation for ordered

pairs, e.g. a vertex and a directed hyperarc as ordered pair 〈vi, ej〉.
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Definition 4. We can formulate the definition of directed hypergraph the fol-
lowing way:−→
H = (V ;

−→
E = {−→ei |i ∈ I}; tail, head) is a four-tuple where tail, head :

−→
E → V

are two maps that give back the set of vertices in the
−→
e+i = (e+i ; i), i.e. in the tail

and
−→
e−
i = (e−

i ; i), i.e. in the head, respectively.

Definition 5. Total hypergraph homomorphism is between two directed hyper-
graphs (for short dirhypergraphs):−→
H1 = (V1;

−→
E1 = {−→ei )|i ∈ I1}; tail1, head1) and

−→
H2 = (V2;

−→
E2 = {−→ei )|i ∈

I2}; tail2, head2).
f :

−→
H1 → −→

H2 is a total hypergraph homomorphism, f
∣
∣
V

= fV : V1 → V2

and f
∣
∣
E

= fE : E1 → E2; then tail2 ◦ fE = fV ◦ tail1 : E1 → V2 and
head2 ◦ fE = fV ◦ head1 : E1 → V2, i.e. the direction of hyperarcs and tar-
get set of vertices are saved.

Definition 6. Partial hypergraph homomorphism, f is between two dirhyper-
graphs: f :

−→
H1 → −→

H2, if f
∣
∣−−→
H1f

= f ′ :
−−→
H1f → −→

H2 is a total hypergraph homomor-

phism, where
−−→
H1f ⊂ −→

H1.

There are many alternative ways to formalize paths in directed hypergraphs [5].
Here we only use one of them, the so called simple path.

Definition 7. A simple hyperpath, is a s = v0,
−→e0 , v1,−→e1 , . . . ,−→ekvk+1 = t

sequence, where s ∈ tail(−→e0), t ∈ head(−→ek) and vi ∈ head(−−→ei−1) ∩ tail(−→ei ), j =
2, . . . , k.

3 Representing Information Systems by Hypergraphs

Information Systems modeling is a challenging task, thereby several modeling
frameworks were proposed to address it. Enterprise Architecture frameworks
offer deep insight into the inherently complex nature of it, such as the Zachman
and TOGAF methods [4,7]. Blokdijk’s Four Models in Three Views of informa-
tion systems depicting approaches for analyses and design of information sys-
tems [6]. Modeling process should consider some reasonable guidelines so that
the complexity of the whole activity can be handled: (1) graphical modeling
languages provide the most interpretable description of applications in practical
use; (2) the model instances should be transformed into refined model instances.
The documents in the form of XML should be joined to some model instances
that represent the significant business processes that use the documents as input
and output for transformation. A unification of Zachman Enterprise Architec-
ture, the axiomatic design, document object model (DOM) and UML as visual
language give a solution that can be used for modeling IS [18–20] (Table 1).

Document-centric approaches give a natural way to transform information
systems into hypergraphs. Both individual and complex elements of information
systems can be represented by a vertex. This leads to the fact that those vertices
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Table 1. Mapping the concepts of information systems onto the notion of hypergraph.

Information
system (IS)

We create an abstraction of IS in the form of a generalized
hypergraph that consists of vertices, hyperedges, hyperarcs

Vertex in a
hypergraph

Each vertex corresponds to an element within an IS, e.g.
documents, elements of documents (constituting a tree
structure), data items, data collections (i.e. collection of
data items), business processes, processes in scenarios and
scenes, workflows, layers of workflows, web services,
networks of web services, etc.

Arc in a
hypergraph

Arc is a specific hyperarc with cardinality equal to two.
Arc denotes binary relationships between two nodes, as e.g.
free documents (with unbounded variables) is consumed by
a certain business process (e.g. function/Web service), a
generic document is the ancestor of an intensional
documents, a free-document resulted in a ground-document
after binding, after valuating of variables etc.

Hyperarc A Hyperarcs depict some kind of containment relation let
that be a Web services belonging to a specific workflow,
business process containing workflows, nodes of a
document tree structure composing a document etc.

System graph A hypergraph that includes a disjoint node dedicated to
the modeling environment of the system, plus all the nodes,
hyperarcs along with the generalized hyperarcs of the IS

Sub-system A subset of nodes and their incident hyperarcs, generalized
hyperarcs. A vertex is an incident to a hyperarc if the
hyperarc contains the vertex. A sub-system may be
composed of documents, Web services, and related entities
out of data model etc. These components are represented
by vertices and their grouping into hyperarcs describes the
relationships among them. Subsystem - that may be
created by operations -, that conforms with graph
theoretical concepts as: (1) Induced subhypergraph; (2)
Subhypergraph; (3) Partial hypergraph

Interconnecting
sub-systems

It is composed of hyperarcs of the generalized hypergraph.
A graph consisting of all the vertices in sub-systems and all
hyperarcs connecting together subsystems along with the
disjoint, environment node

describe items on different levels of abstraction, but they each represent easily
comprehensible concepts. Hyperarcs can then be applied to the model so that
the model describes relations between sets of vertices.

The hypergraph representation provides some benefits such as:

1. using different levels of abstraction in the same model, and similarly handling
whole sets of concepts during modeling, can aid the overall design process,
the consistency check and human apprehension of the model
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2. Hypergraph algorithms can be directly applied in the model. Specifically,
homomorphism operators now consider the whole set relations

3. Several existing hyperpath definitions can be used for addressing different
kinds of requirements (Here we only investigate the properties of simple hyper-
paths).

4 Handling Hypergraphs Computationally

Storing and handling set systems in an efficient and meaningful manner imposes
a lot of difficulties. One way to produce an easy-to-use, redundancy-free repre-
sentation is to transform the hypergraph into a directed graph. This is achieved
by the so-called Bipartite Incidence Structure (BPIS). This particular model
uses the G(A,B) bipartite graph to store the set relations of H = (VH ,

−→
EH),

where ∀v ∈ A : v ∈ VH , |V | = |VH |, ∀v ∈ B : v ∈ EH , |E| = |EH |, and there is
a directed arc (u, v), u ∈ A, v ∈ B in G if and only if the corresponding u ∈ VH

vertex is in the tail set of the corresponding v ∈ EH hyperarc, while the direction
is in the other way around if it is in the head set.

The BPIS not only provides a container type for hypergraphs but infers useful
generations of graph algorithms to the notion of simple hyperpaths. Although -
to the best of our knowledge - the underlying graph data structures have not been
used to create a consistently built up algorithmic framework. To achieve this,
we used the arguably most prominent graph algorithms (BFS, DFS, Tarjan’s
connected components, and maximum flow algorithms) as a starting point and
tried to generalize those for the hypergraph setting. Of course, it is paramount
that the generalized version of an algorithm yields the same result on the original
problem too (i.e. when the hypergraph is a graph).

Traversing a hypergraph is the same as running BFS or DFS on the BPIS
and emitting every “hyperarc” vertex. Since these vertices are all in the B set of
G(A,B), we can run the traversal and discard every other item (when started
from v ∈ A). The algorithms have the same properties as their graph counter-
parts because BPIS only changes every direct connection between hypergraph
vertices to a two-long path (where the intermediate node is representing the
hyperarc). Simply omitting this middle vertex, not from the result but the graph,
and changing the path going through it to an arc yields a graph with the same
traversal.

Tarjan’s algorithm returns the strongly connected components in a graph.
One can think of a strongly connected component of a graph as a subgraph in
which there is a path from any node to any other. This definition can be used
without any modifications on a hypergraph too. Running Tarjan’s algorithm
on the BPIS gives us exactly those components in which there is a directed
simple hyperpath between any two vertices which is just what we wanted. The
resulting components contain hyperarc vertices too, so we have to filter those
out at the end. Since Tarjan’s algorithm uses the DFS as a subroutine to label
vertices, we can use those assigned the DFS labels and our observations about
the distribution of hyperarc vertices during the DFS algorithm for the filtering.
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The generalization is also correct, as changing an arc to a two long path does
not change the reachability of any vertices.

For maximum flow algorithms, we started off with two possible generaliza-
tions. The only difference between them was that in one version the capacity of
a hyperarc was bounding the flow between the set of tail and head, while in the
other, it was only bounding the flow between any two vertices of the hyperarc.
Since the second version can be - easily and without much overhead - modeled
using the first, we decided to adopt that one. (Consider the hypergraph in which
instead of a given directed hyperarc from vertex set A′ to vertex set B′ with a
capacity of c there is an auxiliary hyperarc from each individual item of A′ to each
individual item of B′ with the same capacity.) In the BPIS representation, it only
requires to introduce another type of pseudo vertex a′ which we insert between
each hyperarc vertex a and its outgoing neighbors, i.e. for a given a and a′:
EG(A,B) = EG(A,B) ∪ (a, a′)∪{(a′, v)|(a, v) ∈ G(A, b)} \ {(a, v)|(a, v) ∈ G(A, b)}.
Assigning the capacity of hyperarc a to the arc (a, a′) while infinity to the incom-
ing arcs of a and outgoing arcs of a′. In fact, since the cost of the (a, a′) arc is an
upper boundary (or a possible min cut for the subgraph), we can use the same
capacity on any incoming/outgoing arcs too. One can see right away that this
way we capped the flow on every hyperarc by its capacity which is exactly what
we wanted to do. The same line of thoughts can be extended to the minimal
circulation problem too.

One important remark is that for the maximum flow problem we generalized
the whole problem setting, instead of an existing graph algorithm. Some of these
algorithms require special prerequisites (such as acyclicity or the use of specific
data structures) which we did not deal with. In spite of that, there are algorithms
that do not require any further considerations, such as Edmonds-Karp or preflow-
push [16], same for the minimal circulation [17].

There is one exception among the algorithms we wanted to generalize for
directed hypergraphs. Up till now, we have looked at algorithms that have a
corresponding graph algorithm too, in contrast, GYO reduction [15] is a process
for undirected hypergraphs.

Input: undirectedHypergraph H(V,E)
Output: boolean isAcyclic
Result: Decides whether an undirected hypergraph is acyclic or not
for vertex v exists that is only in one hyperarc do

Remove any such v from H (in one batch);
Remove any hyperarc that is contianed in another;

end
if |EH | > 0 then

set isAcyclic to false;
else

set isAcyclic to true;
end

Algorithm 1. GYO reduction for undirected hypergraphs
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We can similarly detach sink and source vertices in directed hypergraphs too.

Input: directedHypergraph H(V,A)
Output: boolean isAcyclic
Result: Decides whether a directed hypergraph is acyclic or not
for vertex v exists that only occurs in tail sets do

Remove any such v from H (in one batch);
Remove any hyperarc that has an empty tail set;

end
if |AH | > 0 then

set isAcyclic to false;
else

set isAcyclic to true;
end

Algorithm 2. GYO reduction for directed hypergraphs

One important side note is that while the original GYO provides a cycle in
the end (if one exists), the directed GYO yields a cycle and all branches that are
starting from that cycle. To fix this problem - when it is needed - after removing
the tail sets we can also run the directed GYO for removing the head sets. Also
- in most implementations - removing the vertices that are not in any hyperarcs
(or tail/head sets) can speed up the computation.

It is clear that the given algorithm tries to create a topological ordering of all
vertices which is a possible generalization for acyclicity and it is in accordance
with the undirected case.

Based on this observation we conclude that the generalized GYO does not
have any advantage over the topological ordering of the BPIS, at least not for
the simple path definition.

5 Optimizing for Resource Restrictions on Hypergraphs

The listed algorithms are generalized in a manner that makes it possible to
use them as powerful modeling and optimization tools for the used IS model.
Since the model does not depend on n-ary relations, the proposed - relatively
simple - algorithms can meaningfully operate in the conceptually easy-to-handle
hypergraph setting, once the necessary problem formulations are in order.

Cycles in the hypergraphs (equivalently in the BPIS) are circular dependen-
cies in the document model. This can either be a modeling error or an episodic
process. For example let us think about an ID renewal process, during which we
use our old ID card or alternatively about Scrum sprint. These circular depen-
dencies turn up as strongly connected components (i.e. cycles) in the BPIS. It
is important to note that episodic processes have a specific starting point which
does not explicitly appear in the model. Topological ordering answers whether
there are any such cycles in the hypergraph, while Tarjan’s can identify the indi-
vidual episodes too, with little overhead. When the overhead is negligible or we
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want to run Tarjan’s way we can check the number of strongly connected com-
ponents as a means to check full acyclicity. If they are equal to the number of
vertices (and we did not allow loops) then the hypergraph is acyclic. During mod-
eling the strongly connected components have to be handled with special care
to incorporate any episodic starting point in the model too. Using the episodic
starting points we can unroll any such cycle in sufficient depth, creating a fully
acyclic hypergraph model.

Because hyperarcs express dependencies, acyclic hypergraphs can be used
for planning with PERT models. Any subhypergraph i.e. subsystem can have
associated resources such as time, money or other implications. Using the PERT
method we can find the cumulative need for a specific resource and find the
critical paths on which it can be reduced. To use PERT we need a topological
ordering on BPIS and the acyclicity of the graph as a prerequisite, both which
have been ensured earlier.

Network flow and circulation algorithms can be used for solving a great many
problems, here we only venture to describe one such possibility. Circulations can
be used to explore both the sufficiency and the excess of specific regenerative
resources (i.e. resources that do not deplete when used but are finite or infinite
in quantity). Taking a subsystem and using the necessary resource consumption
of specific processes both as their upper and lower boundary we can identify
where the excess of resources occur. If the circulation is infeasible, then we do
not have sufficient resources, whilst the difference of available resources to the
value of the circulation is the excess we can freely reallocate.

6 Conclusion

While the hypergraph representation for information systems make it easier for
the modeling process, the BPIS representation of hypergraphs provides a natural
way to generalize graph algorithms to (directed) hypergraphs when we use simple
path definitions. Using these algorithms on existing information system models
utilizing hypergraphs, several useful structural information can be extracted.
These pieces of information then can be used for both transforming the under-
lying model to adhere to stricter structural constraints and to support resource
allocations of enterprises.
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12. Molnár, B., Benczúr, A.: Modeling information systems from the viewpoint of
active documents. Vietnam J. Comput. Sci. 2(4), 229–241 (2015)

13. Mitchell, J.C.: Type systems for programming languages. In: Formal Models and
Semantics, pp. 365–458 (1990)

14. Voloshin, V.I.: Introduction to Graph and Hypergraph Theory. Nova Science Publ.,
New York (2009)

15. Goodman, N., Shmueli, O., Tay, Y.C.: GYO reductions, canonical connections,
tree and cyclic schemas and tree projections. In: Proceedings of the 2nd ACM
SIGACT-SIGMOD Symposium on Principles of Database Systems (PODS 1983),
pp. 267–278. ACM, New York (1983). https://doi.org/10.1145/588058.588089

16. Goldberg, A.V., Tarjan, R.E.: A new approach to the maximum-flow problem. J.
ACM 35(4), 921–940 (1988). https://doi.org/10.1145/48014.61051
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Abstract. Logistics service providers (LSPs) conduct their business in an
environment of steadily changing stakeholders and business models. Social
media (SM) has become an important communication tool and source for new
business models for LSPs. Nevertheless, a lot of LSPs struggle with the utilization
of SM. In this paper, we develop an SMmaturity model (MM) for LSPs. By doing
so, our research sheds light on the use of SM at LSPs and reveals impediments.
Thus, the developed MMwill help researchers better understand the utilization of
SM at LSPs and practitioners to improve their business processes.

Keywords: Social media � Web 2.0 �
Logistics service providers � Organizational adoption � Maturity model

1 Introduction

The digitization of society and the economy is progressing steadily [1]. The logistics
service industry is one of the most affected sectors. Although it has always been
influenced by new technological developments and a competition-induced need for
cost-effectiveness [2, 3], new internet-based business concepts such as crowd logistics
[4], blockchain technology [5] or Uber-inspired platforms for decentralized logistics [6]
seem to affect the industry disruptively. In order to face these developments, LSPs seek
to enforce existing cooperations [2, 3] and include crowd concepts themselves. SM
seems to be a promising technology to achieve these goals. However, there is a lack of
understanding with regards to how LSPs apply SM in a way that it strategically benefits
the organization.

Therefore, this paper aims to address this lack of research pertinent to academics
and practitioners, by developing an SM MM for LSPs that helps to improve the current
use of SM at LSPs. Furthermore, the MM may be used as a typology for classifying
organizations based on the potential of their use of SM.

By doing so, we also respond to calls from Aral et al. [7] to research on (a) how
companies should organize, govern, fund, and evolve their SM capabilities; (b) which
skill and culture changes are needed to best adapt to a social world; (c) which skills,
talent, or human resources companies should develop; and (d) how companies should
create incentives to guide SM activities.
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The remainder of the paper is structured as follows. With the help of a literature
review, Sect. 2 lays the theoretical foundation for assessing SM maturity and under-
standing the importance of SM, especially for LSPs. Subsequently, in Sect. 3, the
research methodology and the data sample are explained. The findings of our study are
presented in Sect. 4. These are discussed and summarized in propositions in Sect. 5. In
the final section, we summarize the contributions of our study and address implications
for further research.

2 Theoretical Background

2.1 Social Media in Logistics Services

Following Kaplan and Haenlein [8], “social media is a group of Internet-based
applications” such as collaborative projects, blogs, content communities, social net-
working sites, virtual game worlds, and virtual social worlds that allow the creation and
exchange of user-generated content and that are built on the foundations of web 2.0,
which is described as a participatory and collaborative use of the internet and a con-
tinuously modification of content and applications by all users. SM applications are
used in different fields, such as the tourism industry, medicine, and public relations and
can be classified by their purposes: marketing, managing customer relationship,
knowledge sharing, collaborative activities, organizational communication, education
and learning [9]. In this paper, we follow the aforementioned definition of SM for
explaining how LSPs make use of SM.

LSPs perform all or part of the logistics functions of a client, such as managing and
operating transportation and warehousing, inventory management, information-related
services (e.g. tracking and tracing), value-added services (e.g. pre-assembly), and order
processing [10]. SM can provide advantages for LSPs in two different ways. First, as a
source for big data analytics and second, as a communication tool [11]. Furthermore, it
can be applied in the B2C context as well as in the B2B context [12]. Gunasekaran
et al. [13] mention for example SM-based big data analytics as a future possibility to
determine critical success factors for greening supply chains. Daugherty et al. [11] as
well as Bhattacharjya et al. [14] describe SM as an important communication tool for
LSPs that helps to create a positive consumer experience in online retail. Likewise,
Neaga et al. [15] provide a framework for the analysis of SM data in order to align
logistics services. Daugherty et al. [11] also explain that SM can enforce the com-
munication between LSPs and shippers and by doing so, reach a deeper understanding
of each other’s processes, which may lead to an improvement of the services. Ding
et al. [16] specify this idea and provide a framework for an SM-based system for the
coordination of an integrated production and transportation. Another significant
influencing factor of SM on the business models of LSPs derives from the linkage of
SM and crowd logistics. Crowd logistics is considered to be of high importance for
LSPs [4, 17]. SM capabilities are an important antecedent for the integration of people
into crowd logistics concepts [18]. Thus, the ability to create, improve, and develop SM
activities might be a key capability for LSPs in the near future.
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However, the aforementioned examples are more conceptual than empirical and the
practical use of SM at LSPs is in general rather low [12] and sometimes less successful
[14]. Therefore, it is helpful for researchers and practitioners to understand how LSPs
successfully apply SM. The development of an SM MM is reasonable in this case,
since no comparable studies on the problems described have been conducted so far.
An SM MM can help academics and practitioners in different ways. First, it can be used
to classify companies regarding its SM capabilities. This is relevant for academics who
seek to understand how companies deal with SM, but it is also important for practi-
tioners in order to rank their own companies as well as competitors regarding their SM
capabilities. Second, in the case that existing SM capabilities are perceived to be
insufficient, especially practitioners can use SM MM to evaluate, improve, and
benchmark existing SM capabilities. Third, an SM MM can help to derive courses of
action for the development of the capabilities. Thus, referring to the aforementioned
shortcomings with regards to the current use of SM at LSPs and the upcoming chal-
lenges, especially in the case of crowd logistics, an SM MM for LSPs will be very
beneficial for researchers and practitioners.

2.2 Social Media Maturity

MMs gained a lot of attention in information systems research and practice [19]. With
the help of MMs, the development of organizational capabilities are described as a
typical sequence of stages that depict a predictable, desired, or logical development
path from an initial to a desired level of maturity [20]. Thus, MMs can be used for the
following purposes: (a) the classification of the current capabilities, (b) the evaluation,
continuous improvement, and benchmark of the capabilities, and (c) as a roadmap for
the development of the capabilities [21]. Wang et al. [22] provide the most recent
overview of the literature on SM capability to our knowledge. Following them,
organizational SM capabilities can generally be categorized in four dynamical levels
(technological, operational, managed and strategic).

To our knowledge, there is no MM in the field of logistics and LSPs that focuses on
SM. However, a specific MM is necessary because of the versatile character of the
LSPs industry. LSPs offer widely varying services to a high number of very different
and changing customers and compete with a high number of changing competitors [3].
The integration into existing (information) systems and the alignment with other parties
in the supply chain are inevitable, despite the organizational boundaries between the
different parties of such a supply chain. Fast and direct communication is a key
competence in such an environment and SM can act as a boundary spanner in such
inter-organizational networks [23]. Other existing SM MMs (cf. Sect. 4.1) do not
capture this specific nature of the LSPs industry. Thus, the development of a specific
SM MM for LSPs is reasonable. In view of the aforementioned importance of SM in
the logistics service industry, such an SM MM overcomes a research deficit and
provides a comprehensive description of the development stages of LSPs with regard to
their SM capabilities.
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3 Research Process

3.1 Methodological Approach

In order to be able to understand the SM capabilities of LSPs, we developed an MM as
proposed by de Bruin et al. [24] and Becker et al. [25]. For the development of our
MM, we first carried out a structured literature review [26] and then conducted a
qualitative-explorative study in which the fields of application of SM technologies at
German LSPs were analyzed by means of expert interviews. A qualitative-explorative
approach is appropriate in this case, since no comparable studies on the problem
described have been available so far and qualitative-explorative studies are therefore
particularly suitable [27].

3.2 Sample Description

The interviewees are experts who hold managerial positions at German LSPs and have
expertise in operational logistics activities. The respondents were named by the com-
panies themselves after they had been randomly selected from a ranking of German
LSPs [28]. Of a total of 17 companies contacted, seven agreed to participate. The
interviewees were informed about the intentions of the study before the start of the
interviews and the interviews were conducted on the basis of a guideline which was
made available to the interviewees one week before the interview. The interviews took
place in July 2017. They were recorded on tape and later transcribed. Within the scope
of a qualitative content analysis, the statements of the interviewees were manually
paraphrased and coded [29]. Table 1 gives an overview of the interviewed experts and
the companies.

3.3 Development of the Maturity Model

The analysis of the related MMs substantiates the need for a specific MM [25]. Fol-
lowing de Bruin et al. [24] the nature of MMs can be (a) descriptive, (b) prescriptive or
(c) comparative. Descriptive MMs capture the current state of the art of a domain,
prescriptive MMs also correlate the domain to business performance and indicate
possible improvements, and comparative MMs enable benchmarking across industries

Table 1. Descriptive details on the seven semi-structured expert interviews.

No. Role of the interviewee Duration of employment in years Employees

1 Factory Manager 7 7,500
2 Commercial Director 2 680
3 General Manager 2 11,000
4 Head of Key Account Management 2 11,000
5 Key Account Manager 2.5 12,500
6 Head of Marketing 2.5 800
7 Head of Online Marketing 4 16,000
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[24]. In this paper, we develop a prescriptive MM that explains the current state of SM
maturity at LSPs and enables the development of a roadmap for improvement.

Furthermore, de Bruin et al. [24] propose six phases for the development of an
MM: (a) scope, (b) design, (c) populate, (d) test, (e) deploy, and (f) maintain. Although
the order of the phases is important, the progression through some phases may be
iterative [25]. The scope of our MM focuses on the SM capabilities of LSPs, based on
reviewed literature and the experience of practitioners. Within the design phase, the
audience and the main architecture of the MM are determined. The audience of our
MM are academics and practitioners. A deeper understanding of the development
stages of SM capabilities will help them to advance SM-based business processes and
business models as well as to improve business performance. In order to keep our MM
robust, comprehensive, and explanatory, we interviewed specialized managers at seven
German LSPs and defined five development stages in a top-down procedure [24]. In the
populate phase we then identified attributes for each development stage. Afterwards,
we tested the drafted MM for relevance and rigor [24] and refined it iteratively [25].
The phases of deployment and maintenance are not completed with this paper.

4 Findings

4.1 Levels of Social Media Maturity for Logistics Service Providers

Following Webster and Watson [26], we first identified the relevant literature in leading
journals and recognized conferences in the categories business administration; logis-
tics; service management; technology, innovation & entrepreneurship and business
information systems according to VHB-JOURQUAL3 ranking [30]. In the second step,
we conducted a search in the reference section of studies identified, in order to find
further relevant studies. Finally, we conducted a forward search based on the studies
identified in the previous two steps.

As there are numerous MMs for SM maturity in general but none in the field of
logistics services, we confined to the most relevant and most cited MMs and identified
four studies that focus on SM maturity in business literature. Jussila et al. [31] were the
first who provided a preliminary MM for SM adoption. This model basically consists of
two defined maturity levels. Besides, three intermediate levels, which are not described
in detail, indicate that maturity does not emerge in a dichotomy. Duane and O’Reilly
[32] offer a conceptual stages-of-growth model for managing an organization’s SM
business profile, which was empirically validated by Chung et al. [33]. The MM of
Lehmkuhl [34] consists of five maturity stages that are defined by the dimensions
strategy, processes, IT systems, culture, and governance. Geyer and Krumay [35]
propose that SM maturity is in a wider sense determined by the demographics of an
organization, the organizational readiness and the SM maturity as such, which consists
of six specific dimensions. Table 2 gives an overview of related MMs.

All described MMs consist of five or six levels, which define the maturity stage.
The bottom levels stand (a) for no SM activities or (b) for an initial state that can be
characterized by an organization having little SM capabilities. In contrast, the highest
levels represent a conception of full maturity. The levels between the two extremes
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involve a continuous progression regarding an organization’s SM capabilities [25]. We
used these theoretical insights and combined them with an initial desk research on the
companies of the interviewees in the sense of a goal-oriented procedure [36]. Conse-
quently, we decided to follow this pattern and defined five stages of maturity:
1. Beginner; 2. Explorer; 3. Utilizer; 4. Enabler; 5. Forerunner.

4.2 Dimensions of a Social Media Maturity Model for Logistics Service
Providers

The different levels represent evolutionary development stages. Each level consists of a
set of attributes of different dimensions that are characteristic but not mandatory for a
company, which achieved a certain level. LSPs can use this set of attributes to (a) define
their current maturity level; (b) evaluate, continuously improve, and benchmark their
capabilities; and (c) identify the attributes that must be met to reach a new maturity level.
In the following, we present a brief description of the five maturity-influencing
dimensions and their attributes, which we evaluated descriptively in our MM.

Table 2. Overview of related maturity models.

Authors Year Levels/dimensions

Jussila et al. [31] 2011 1. Initial (non-existing/ad-hoc)
2.-4. [not defined]
5. Fully mature

Duane and O’Reilly [32] 2012 1. Experimentation and learning
2. Rapid growth
3. Formalization
4. Consolidation and integration
5. Institutional absorption

Lehmkuhl et al. [34] 2013 0. No degree of maturity
1. Low degree of maturity
2. Rather low degree of maturity
3. Medium degree of maturity
4. Rather high degree of maturity
5. High degree of maturity

Geyer and Krumay [35] 2015 1. Demographics
2.Organizational Readiness
3. Maturity
3.1. Operational social media maturity
3.2. Human resource management
3.3. Social listening and monitoring
3.4. Social media integration
3.5. Social media strategy
3.6. Guidelines for responsible behavior
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Corporate Culture. In general, the corporate culture plays an important role in the
digital maturity of a company [37]. With regards to the use of SM, the main aspects of
corporate culture are (a) the attitude towards change; (b) the acceptance by employees
and decision-makers; and (c) a responsible use of the tools. A positive attitude towards
change is fundamental for the development and thus for the sustainable growth of any
organization [38]. Likewise, the acceptance by employees and decision-makers is
crucial for the successful adoption of any new technology [39]. The characteristic
“responsible use of the tools” describes the assumption to what extent SM distract the
employees and interfere the work performance.

Know-How. The ability to choose the right SM and to apply it in a fruitful way
requires a distinct know-how [8]. Likewise, a procedural know-how is necessary [33].
In order to evaluate the ability of a company with regards to its SM know-how, we
distinguish between (a) fragmentary; (b) incomplete; (c) purposeful; (d) broad; and
(e) comprehensive know-how.

Resource Allocation. This dimension refers to the degree of the assignation of per-
sonnel and capital. The allocation of resources is substantive for the adoption and
further use of any technology [40]. To our mind, companies may (a) assign no
resources (“none”); (b) assign randomly occurring slack resources; (c) extend existing
resources; (d) specialize existing resources; and (e) provide new resources.

Integration into Systems and Processes. SM can influence the business processes of
a company in different ways [33]. In order to achieve a positive influence, SM has to be
integrated into the system of value creation and the related processes [37]. We use the
attributes (a) ad hoc; (b) additional; (c) aligned; (d) partially integrated; and (e) fully
integrated to describe the intensity of the integration. “Ad hoc” means that SM is not
integrated and only used in very few instances. If SM is not integrated but used
repeatedly in addition to the normal business processes, we call it “additional”. The
attribute “aligned” represents a frequent use of SM in order to support business pro-
cesses. If specific tasks of a business process are designed to be fulfilled by the use of
SM, we use the term “partially integrated”. Consequently, business processes that are
based on SM refer to the attribute “fully integrated”.

Scope. This dimension describes the use of SM by the participants involved. The
participants may be internal or external stakeholders of a company [33]. However, this
differentiation does not influence our MM, as the structure of the communication
partners is more significant, whether they are internal or external. During our research,
we found evidence that the use of SM may (a) be restricted to certain individuals
(“isolated”); (b) take place in a group with changing members; (c) be an accepted
communication tool in a formal unit (e.g. department or company); (d) be used as an
accepted communication tool in a company and its environment; and (e) be used as an
accepted communication tool in supply chains and its environments.
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Figure 1 shows our final MM with its levels and dimensions.

5 Discussion

5.1 Social Media Maturity of Logistics Service Providers

Our MM gives an overview of the current state of art regarding the use of SM at LSPs.
In the following, we will first discuss the MM itself, and then address the stages of
maturity. For the development of our prescriptive MM, we have applied the process
proposed by de Bruin et al. [24] and Becker et al. [25]. During the design and iterative
populate phases we relied on a systematic literature review [26] and qualitative expert
interviews. Thus, we consider our MM to be robust, comprehensive, and explanatory.
Nevertheless, it could be even more robust and rigorous, if we had applied more
elaborated tools for the determination of the maturity levels and the dimensions with its
attributes, e.g. a set theoretical approach [41]. However, we still consider our MM to be
meaningful as it is to our knowledge the first study that sheds light on the SM maturity
at LSPs, which cannot be described with already existing MMs.

The first maturity level (“beginner”) describes a LSP in its typical initial state. The
corporate culture of these LSPs in the context of digitization can be described as rather
reluctant. The handling of social web tools and the associated changes is characterized
by mistrust. Behavior of the LSP is reactive, i.e. changes are triggered by external
requirements. Accordingly, the know-how in the area of SM is fragmentary and no
resources are allocated for the development of SM capabilities. If SM is already in use,
it will be ad hoc between certain users in addition to the normal business activities and
therefore not embedded in systems or processes.

The second maturity level describes explorers. This means that LSPs discover the
benefits of SM. At this stage of maturity, the culture of the company begins with a

Fig. 1. Social media maturity model for LSPs.
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gradual opening towards SM and companies are rather in an experimental phase. This
means that LSPs are approaching the topic, but are still hesitant in their behavior. The
interest in SM is growing and consequently the LSPs begin to use slack resources, e.g.
by participating in workshops for the acquisition of know-how, which is still incom-
plete. The use of SM takes place in varying groups parallel to existing processes.

The corporate culture of utilizers is much more open-minded and thus enables them
to act actively, generate new ideas and integrate them into the operational environment.
The interest in SM is pronounced and results in an increasing use of resources for the
acquisition of the required know-how and the purposeful application of SM. The LSPs
begin to use SM to support processes efficiently. The processes may concern different
departments in the company. Resulting feedback is used and processed as part of an
improvement process.

At the enabler phase, the implementation of SM in processes has already taken
place and the focus is on its continuous further development. The corporate culture of
the LSP is very open and motivates the employees to generate new application pos-
sibilities of SM. The know-how of the LSP with regard to SM is thus continuously
increasing. Through the partial integration of SM into processes that may also concern
customers and partners, they gain in efficiency and can generate cost advantages.

As a forerunner, the company has a proactive, innovative corporate culture. The
company is seeking for new uses of SM. This challenging attitude can be found at all
levels of the company and depicts the curiosity and interest of employees in the
continuous development of professional SM usage in the company. The LSP has
comprehensive know-how about SM and continue to invest in the development of
expertise. SM is fully integrated into the processes and in some cases are even the core
element of the business processes. The use of SM refers to the company, but also to the
interactions of the LSP within supply chains and their environments.

5.2 Fields of Application of Social Media at Logistics Service Providers

During our research, we identified a gap between the fields of application described in
the literature and the practical use of SM. In practice, the internal applications include
knowledge management or e-learning and the handling of administrative processes
such as personnel deployment planning using web applications. This kind of usage
goes along with the literature [9]. However, we could not find cases where SM is used
for formal internal communication, as it is proposed by the research of others [12].
Nevertheless, one expert reported that some informal groups exist in SM.

In the area of external applications, SM is frequently used for public relations,
networking and recruiting, as described in the literature [35]. Data exchange with
customers and partners takes place in practice primarily via standardized interfaces
(usually via EDI). Only in a few cases, process-relevant information is exchanged via
SM, as described by Daugherty et al. [11], for example. Likewise, the external
application of SM includes the operation of collaborative wikis with customers in
several cases. These insights lead us to the following propositions:

Proposition 1: The internal and external use of SM in support activities is common
among LSPs.
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Proposition 2: In Practice, only very few LSPs make use of SM in primary activities,
as proposed in theory.

In contrast to the halting development regarding the application of SM, LSPs
attribute a high beneficial effect to SM. Reasons for this contradiction can be found in
different impediments. First, necessary investments and resources as well as the
acquisition of knowledge represent obstacles. Following Culnan et al. [42], we argue
that these inhibiting factors can be overcome with moderate efforts. Thus, our third
proposition is:

Proposition 3: The resource requirements in respect of knowledgeable labor and
finance induced by SM is a minor inhibitor for LSPs.

Second, a perceived lack of data security and privacy hinders the application in
primary processes. Interestingly, some interviewees also stated that they fear a too
transparent company, which reveals inefficiencies or problems and thus has a negative
impact on customers and partners. Following Ngai et al. [9], the attitude towards data
security and privacy are part of the corporate culture. In most LSPs the corporate
culture seems to be hesitant or even reluctant. We base this assumption on statements
of most of the interviewees who made the point that the rather high average age of
employees in the companies leads to a low acceptance and a slower adoption of new
technologies. Furthermore, they fear a non-professional use of SM, which reduces
productivity and thus leads to inefficiencies. Referring to Ngai et al. [9] and Venkatesh
[39], we draw our fourth proposition:

Proposition 4: A hesitant corporate culture and leadership are major impediments for
beneficiary use of SM at LSPs.

Finally, with regards to the aforementioned tremendous future influence of SM on
LSPs [11, 12] we come to the last proposition:

Proposition 5: Most LSPs are inappropriately prepared for the arising challenges due
to internet-based business concepts.

6 Conclusion

In our study, we examined the contemporary phenomenon of SM maturity in the real-
life context of German LSPs. We developed an MM with five levels and five
dimensions, which characterize the different levels. By doing so, we shed light on how
companies organize, fund, and evolve their SM capabilities, which culture changes are
needed to make use of SM [7]. Furthermore, we revealed a need for a higher
engagement of LSPs in SM.

However, our study as presented in this paper has certain limitations. Our sample is
rather small and confined to German LSPs. As the use of SM varies in different cultures
[9], additional research is necessary to prove our findings in other cultural settings.
With regards to the proposed development process of de Bruin et al. [24], we were only
able to conduct the phases “scope”, “design”, “populate”, and “test”. The phases
“deployment” and “maintenance” were not part of this study and have to be addressed
in future. Furthermore, we did not evaluate the levels and the dimensions of our MM
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empirically with the help of specific measurements, which would improve the value of
our MM [25, 41]. This matter should also be addressed in future. Further research could
examine the potential of SM in depth for new business models of LSPs, e.g. in the
context of crowd logistics. Future research could also investigate which types of SM
are most beneficial for LSPs and if the use of SM is related to the size of an LSP.
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Abstract. This study examines the potential benefits of new approaches in
online or digital marketing. In the course of this study, the research design and
the new approaches in online marketing are considered. In a specially prepared
quantitative study, experts were questioned about the individual approaches by
means of a questionnaire. The questionnaire is based on derived hypotheses
from the literature. The study focuses on the analysis of the survey results using
the SmartPLS software. After data analysis using structural equation modeling,
the results show that Mobile and Data-driven Marketing as well as Program-
matic Advertising do have a significant influence on the potential of the new
approaches in online marketing. The results are used to recommend actions for
enterprises.

Keywords: Marketing 4.0 � Online marketing � Quantitative study �
Expert survey

1 Introduction

Online or digital marketing can be defined as an umbrella term for all marketing
activities done through the World Wide Web. In addition, the internet is the differ-
entiator to traditional marketing activities, which are considered offline [1]. The
objective of online marketing is getting prospects to perform the desired action such as
purchasing a product or service through online channels. Twenty years ago, online
marketing experts handled everything by themselves. However, this rapidly changed
through advances in the technologies of the broadband internet and other technological
advances. Due to those technological advances, the internet became accessible to a
broader mass with ease [2]. As a result, online marketing grew and became more
sophisticated through its ability to reach a wider audience. Driven by growth, several
new areas developed such as SEO, SEA, affiliate marketing and more. Each one of
these newly developed areas requires significant and detailed expertise [3]. A further
considerable impact came through the development and introduction of the smartphone
in 2010 [31].
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By the year 2015, the individual sections are barely visible. The topics in each area
blurred, and marketing experts are speaking of marketing automation and cross-channel
strategies [3]. With today’s fast-growing digitization, new approaches have emerged in
online marketing. This study identifies six determinants and examines them. Enter-
prises can select from a wide range of potential marketing approaches. It takes time to
determine all of them and their potential benefits. The study attempts to identify critical
procedures and their potential benefits. The intent is to generate recommendations for
actions for enterprises. Furthermore, the study aims to enhance the exciting research on
the new online marketing approaches.

The following chapter specifies the Study Design, Research Method and Data
Collection. It is followed by the Results of the survey, and ends with the Conclusion of
the paper.

2 Research Design and Method

In the first step relevant hypotheses will be derived from a literary review. The pro-
posed hypotheses are introduced and different items which lead to the hypotheses. At
last, the authors introduces the research method and the data collection process.

2.1 Study Design

This study is based on an extensive literary review that identified several approaches of
online marketing and their potential benefits. This was sought from international
journals, papers and empirical studies. The selected approaches are reflected in six
determinants (Table 1).

Table 1. Overview of literature review and determinants with selected items

Derterminant [References]

Artificial Intelligence [3–5]
Data-driven Marketing [6–9]
Dynamic Pricing [10–14]
Mobile Marketing [15]
– enables improved pre-purchase Information
– strengthens viral marketing effects in social media
– enables time-independent usability
– enables a spatially independent usability
New Google Services [16–19]
– improve market research
– such as Google My Business increases the online visibility of companies
– enable an increase in customer lifetime value
Programmatic Advertising [20–23]
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The first hypothesis is Artificial Intelligence (AI). Artificial Intelligence is (sepa-
rated from data driven marketing) connected to methods of Data Mining (also Text and
Image Mining), such as decision trees or clustering and machine learning. The methods
allow the replication of human cognitions by certain algorithms. The literature review
showed that AI might help to provide more value to customers through discovering of
meaningful patterns among the data available to enterprises [5]. As a result, the
advertising could become more meaningful to the customers. Furthermore, a study
indicates that AI will outperform statistical-based supporting tools. The systems are
applied to various issues that companies face and improve the decision-making process
[4]. Moreover, AI could even develop a true relationship with customers [5]. Voice
assistance such as Amazon Echo, Siri use AI. The more the customers communicate
with such devices the better it gets in identifying their abilities, beliefs, and intentions
[5]. The key advantage here is that the machine does not forget the past conversations
and becomes more individualized to the customers’ need that might lead in a higher
usage of the product. This leads to the first hypothesis:

H1: Artificial Intelligence has a positive influence on the potential benefits of new
online marketing approaches.

The second hypothesis is grounded on Data-driven Marketing. Data-driven Mar-
keting deals with the collection, analysis and interpretation of data in order to use it
strategically for marketing purposes. For analyzing mainly methods of Web-Analytics
are used. Marketing used to be a field, which was based on intuition and the gut feeling
of marketers [6]. New approaches of Data-driven Marketing enable companies to track
and measure campaign performance. Therefore marketing activities will change [7]. As
a result, Data-driven Marketing strengthens the position of marketers [8]. In addition,
sales and revenues can be increased through the knowledge that channels perform well
and which do not. This helps companies to find the most lucrative way to advertise
their products and services [9]. The information available to companies combined with
Data-driven Marketing can increase the personalization of the advertising campaigns
[9]. All of the aspects lead to the second hypothesis:

H2: Data-driven Marketing has a positive influence on the potential benefits of new
online marketing approaches.

The third proposed hypothesis reflects the following findings of the literature
review. First, a study revealed that Dynamic Pricing helps to discover the demand of a
product [10]. Another study discovered that Dynamic Pricing strategies lead to an
increase in sales compared to static pricing strategies [11, 12]. This finding is confirmed
by a different study that indicates that an advanced pricing strategy combined with
performance measurements increases financial results [13]. Nevertheless, enterprises
have to take the different fair price zones in consideration. If they ignore it and cus-
tomers recognize the strategy, it can damage the satisfaction of the customers [14].
Hence, the following hypothesis is developed:

H3: Dynamic Pricing has a positive influence on the potential benefits of new
Online marketing approaches.
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Another promising approach is Mobile Marketing which could have potentially a
positive influence. Pre-purchase information is important in the purchasing process.
Mobile marketing can increase the amount of available information for customers [15].
Furthermore, Mobile Marketing opens up extended services. For instance, enterprises
can provide the customers apps and provide more services such as the product infor-
mation, reservation handling, ticket purchasing, and follow up mails [15]. Researchers
found out that the consumer loyalty increases if Mobile Marketing and mobile store-
front applications are applied. Especially, when it is perceived as convenient and does
not require a lot of search or cognition [15]. Further it simplifies the post purchase
interactions with the customers. Viral effects can be reinforced through Mobile Mar-
keting [15]. The consumers are communicating over the phones that makes them
receptive for marketing messages [15] leading to hypothesis four:

H4: Mobile marketing has a positive influence on the potential benefits of new
online marketing approaches.

The fifth selected proposed hypothesis is based on the approach of selected New
Google Services (e.g. Google Now, Google MyBusiness or Trends), which are
focusing on the business transactions. An earlier study about Google Trends concluded
that search for equipment features are a reliable indicator of future car sales [30].
Enterprises can utilize this knowledge to emphasize these features in their campaign
[16, 17]. It can be implied that these features are important factors to the customers and
should be considered in the product development and future marketing campaigns. The
researches from the study “Forecasting German Car Sales Using Google Data and
Multivariate Models” used Google Trend data and the car sales to check and compared
it to other multivariate models. They found out that Google was the most accurate
model to forecast car sales [18]. Enterprises can improve their visibility through Google
My Business. For instance, they can announce new promotions, increase the visibility
of upcoming events and so on [19]. Further, the study found out that the customer
lifetime value is higher for customers that are acquired through Google search
advertising compared to conventional methods [19]. This leads to the hypothesis:

H5: New Google Services (e.g. Google MyBusiness) has a positive influence on the
potential benefits of new online marketing approaches.

The last hypothesis examines if programmatic advertising has a positive impact.
The hypothesis consists of several different aspects. A conducted study reveals that
programmatic advertising is more effective, when no ad-blocker is used [20, 21]. Ad-
blockers give the users the power to harm the performance of ad campaigns [21]. Past
studies indicate that the effectiveness of advertising campaigns increase by program-
matic advertising. The authors derived from the finding that the competitiveness
increases for enterprises that apply programmatic advertising [22]. Moreover, the
importance of the individuals increases. The data-growth helps companies to under-
stand their customer on an individual level [21]. Through programmatic advertising, a
more individual approach is possible. In programmatic advertising look-a-like, tar-
geting can be applied to identify similar customers and exclude already existing ones.
As a result, programmatic advertising increases the amount of people that can be
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targeted, which is beneficial for the business [23]. Programmatic advertising saves time
by delivering automated online advertising through reduction of the obsolete buying
process [24]. Therefore, the following hypothesis is formulated:

H6: Programmatic Advertising has a positive influence on the potential benefits of
new online marketing approaches.

2.2 Research Method and Data Collection

A survey based on the introduced hypotheses builds the starting point of data collection
process. To carry out the survey the open source Lime Survey was used, and experts
were targeted. The authors predetermined the experts as people that have experience in
the field of digital marketing for at least one year or have a leadership position in
marketing. The experts were convened through different channels such as online
marketing groups on Facebook, XING, LinkedIn or via direct mail. A pretest with
almost 100 experts ensured the quality of the survey and its comprehensibility.

A total number of 102 experts participated and fully completed the sur-
vey (n = 102). All the other ones were removed in the data cleaning process. To
identify the impact of the selected determinants a Likert scale of five was applied
starting from 1 totally agree, 2 somewhat agree, 3 undecided, 4 somewhat disagree to 5
totally disagree.

The authors choose structural equation modeling (SEM) with Partial Least Squares
(PLS) out of the available options to analyze the survey. These analyzation methods
visualize the relationships among the variables [25]. Through this method, the effects
of the clusters or hypotheses on the dependent variable can be shown and ana-
lyzed. The path significance is measured by Bootstrapping. This type of analyzation is
especially useful for small data sets and it does not require making any assumptions
upfront [26, 27]. The causal model includes single items as well as multi items.
Therefore, the typical quality criteria Cronbach´s Alpha (CA), Average Variance
Extracted (AVE), and Composite Reliability (CR) are applied [28].

3 Results

This chapter will give an overview over the results discovered through the survey and
the analyzation method structural equation modeling. The following figure (Fig. 1)
shows the model and the impact of each cluster on the dependent variable.

The value of R square for this model is 0,382, which indicates a sufficient model
according to the requirements of Chin [26].

The result show that Artificial Intelligence negatively affects (−0,122) the potential
benefits of new online marketing approaches. However, this result is not significant
which means that it has no proven relationship between both variables. Thus, the
hypothesis is rejected.

Data-driven Marketing clearly shows a positive (+0,526) and highly significant
(p = 0,000 < 0,01) influence on the potential benefits of new online marketing
approaches. It indicates the increasing importance of data in the decision-making
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process of marketing actions. This promising approach has the potential to deliver
better results for businesses and marketing campaigns. The second hypothesis is
confirmed.

Dynamic Pricing on the other hand shows that it has a positive influence
(+0,144) but is not significant (p = 0,125 > 0,1). Therefore, the approach must
be rejected to have a positive relationship. It might come from the risks that come with
using this approach. Customers could discover the strategy and withdraw from buying
from a business.

The construct Mobile Marketing shows a positive (+0,230) and significant
(p = 0,039 < 0,05) influence. This confirms the increasing importance of Mobile
Marketing and that enterprises can have influence on the pre-purchase information
available to customers. Enterprises can strengthen viral effects and make use of the
time and spatially independent usability of mobile devices.

The authors cannot confirm hypothesis 5 regarding the construct New Google
Services. The analyzation revealed a positive (0,035) with no significance (p = 0,742 >
0,1). Google tools do not seem to play a big role in online marketing as might expected.
Through the results of the analyzation, the hypothesis is rejected.

The last determinant Programmatic Advertising indicates a negative relationship to
the potential benefits of new online marketing approaches with a value of −0,147.
Moreover, the relationship is weak significant with a p-value of 0,077. However, the
authors expected initially a positive relationship so that the hypothesis has to be
rejected as well.

The results of the structural equation model are detailed in Table 2. The potential
benefits of new online marketing approaches have been abbreviated to PB. The results
show that all SEM paths with multi-item measurements exceed the thresholds defined
by literature of .70 for CA, .60 for CR and .50 for AVE [29].

1,081 

5,611*** 

1,785* 

0,33

1,549 

2,096**

H1: Artificial Intelligence 

H2: Data-driven Marketing 

Potential benefits of new online 
marketing approaches 

H3: Dynamic Pricing 

H4: Mobile Marketing 

H5: New Google Services 

H6: Programmatic Advertising 

*p < 0,1 
**p < 0,05 

*** p < 0,01 

Fig. 1. Structural equation model with coefficients
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4 Conclusion

As this research and previous works show, online marketing becomes an increasingly
important topic to enterprises. New approaches have a wide range of potential benefits
for businesses. Given the growing dynamics of the market over the past decade and the
increasing complexity of new digital marketing strategies, many companies face the
challenge of how to increase their profitability by using these new marketing tools.
Therefore, enterprises will have to find appropriate approaches to their activities. This
paper gives an overview of the different new available methods and their potential
benefits.

The focus of the enterprises should be on the two approaches of Data-driven
Marketing and Mobile Marketing. Both of these approaches are promising and have a
positive and significant influence on the benefits of new online marketing approaches.
Data-driven marketing might strengthen the position of the marketers in the business
because the marketing campaigns are based on data and its impact be analyzed.
Moreover, this approach increases sales and personalization of the campaigns. It is
recommended for enterprises to get an overview over the topic of Data-driven Mar-
keting and to start with new applications step by step. It will lead to enhanced mar-
keting, and enterprises can make use of all potential benefits that the approach provides.
The second approach Mobile Marketing can increase the available information, ser-
vices extend the offered services, simplifies the past purchase communication and so
on. It has many benefits and enterprises should start with a goal in mind what they want
to achieve.

The study has its limitation. First, it was only carried out in German-speaking
countries. Further research could be carried out internationally and compare its out-
come with the results on hand. Furthermore, the survey period and the sample size
could be increased to ensure the correctness of the results. Alternatively, another lit-
erature review could find more items that describe the different approaches and used to

Table 2. Results of the structural equation model

SEM-Path Path
coefficient

T
statistics

P
values

CA AVE CR

H1 Artificial
Intelligence ! PB

−0,122 1,081 0,282 1,0 1,0 1,0

H2 Data-driven
Marketing ! PB

0,526 5,611 0,000 1,0 1,0 1,0

H3 Dynamic Pricing !
PB

0,144 1,549 0,125 1,0 1,0 1,0

H4 Mobile Marketing
! PB

0,230 2,096 0,039 0,816 0,641 0,877

H5 New Google
Services ! PB

0,035 0,330 0,742 0,701 0,625 0,833

H6 Programmatic
Advertising ! PB

−0,147 1,785 0,077 1,0 1,0 1,0
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come up with new questions to measure the influence of the method on the potential
benefits of new online marketing approaches. Moreover, further studies could extend
the period to check if this changes the outcome. If researchers research the potential
benefits of new online marketing approaches in other countries, they can use the data to
examine variations among them. New items and questions could enlarge the existing
research. These items and questions could possibly lead to a greater understanding of
why the experts prefer specific approaches to other ones.

Online marketing will enhance even more in the future. New procedures will
emerge and change the way of digital marketing entirely. Other approaches available
today will improve and become more sophisticated. It is necessary for enterprises to
stay up to date on these developments. If they do, they might increase the personal-
ization of their marketing campaigns, improve their product developments, and base
their decisions mostly on data.
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Abstract. Business processes in companies lead to an enormous number of
event logs in their IT systems. Evaluating these event logs using data mining can
provide companies with valuable process analysis information which can
uncover process improvement potentials. However, media breaks frequently
occur in these processes, so that there is a risk of optimizing isolated sub-
processes only. Blockchain technology may avoid these media breaks and thus
create the basis for complete event log analysis. The focus of our paper is to
investigate existing requirements and to identify a blockchain based solution
scenario evaluated by experts.

Keywords: Blockchain � Process mining � Data science � Process analytics

1 Introduction

Multinational companies (MNEs) have increased their global trade significantly in
recent years [1]. A multinational (MNE) is characterized by distributed value creation
in factories outside the home country [2]. Due to highly-developed division of labour,
value creation in a multinational corporation takes place in various decentralized units.
There are numerous intercompany supply relationships within a multinational company
in the production of goods, semi-finished goods and intermediates. The transport of
goods around the globe today requires a great deal of time and money and is therefore
the subject of a continual search for opportunities to reduce both time and costs. Data
that can help with this can be found in the intercompany business processes of the
various ERP and IT systems of the group. Process mining is where this data is col-
lected, analysed, weaknesses identified and optimization potentials determined. The
challenge today is that heterogeneity in ERP and IT systems, common in multinational
corporations, makes consistent process analysis by a central authority much more
difficult [3]. In such cases, weak points in processes can be determined by means of
process mining carried out on results from data science coupled with the real-time data
of the blockchain [3]. The blockchain is the gateway to connect the processes and
deliver the relevant data for the process mining. It has against traditional databases the
advantage, that in additional to internal units, external parties like customers or sup-
pliers can be integrated, without the development of a further technology. All the
process participants are equal partners and can therefore trust the neutral blockchain
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technology. At the end, after the integration of all participants of the process, the end-
to-end process analysis with process mining is possible and brings all the participants a
competitive advantage.

The purpose of this paper is to examine whether blockchain technology is a
solution to the challenge of transparency of multinational companies’ intercompany
business processes. Our research question is therefore:

How can blockchain technology be used for Cross-Organizational Process Mining
in a multinational corporation to meet the challenge of transparency of intercompany
processes?

In order to answer our research question, we design and develop an artifact, fol-
lowing the design science research paradigm of Gregor et al. [4]. We therefore adapt
existing knowledge about the blockchain to new operational problems. We develop the
artifact in a case study based on a real-world problem at a multinational company in the
commercial vehicle industry and evaluate it by interviewing experts.

2 Theoretical Background

2.1 Process Mining

The analysis of processes based on their event data is a process mining technique used
for checking compliance, identifying and analysing bottlenecks, comparing process
variants within a benchmark and identifying potentials for improvement [3]. Process
mining closes the gap between data mining and process analysis and describes activ-
ities related to searching large amounts of data for relevant or significant information
[5]. The idea behind data mining is that companies create huge amounts of automat-
ically generated homogeneous data every day, which can generate decision support
issues for decision makers [6]. Process analysis, on the other hand, deals with the
course of a business process [7] and consists of a series of functions in a specific order,
ultimately providing value for an internal or external customer [8]. Cross-functional
end-to-end processes within a multinational company should be considered as a whole
to avoid improving only isolated sub-processes. Process analysis is based on event logs
that are generated during process execution and is thus adapted to the real-word sit-
uation [8]. Currently, process analysis is mostly based on data available within orga-
nizations [9]. For cross-organizational process mining, for example, in the analysis of
supply chains, data can even be spread across multiple organizations [3]. Today’s
information systems log enormous amounts of events, but such information is usually
unstructured, for example, event data in SAP R/3 is spread across many tables or must
be retrieved from subsystems that exchange messages. In such cases, event files are
present, but some effort is required to extract the data. Data extraction is an integral part
of all process mining efforts and is not possible without corresponding event logs [3]
which allow process-level process analysis to be performed and the setting up and
calculation of indicators based on process execution traces [8]. However, dependency
on the event logs limits the process mining techniques to identifying activities that are
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not included in the event logs, such as manual activities performed in the process [10].
The reality is that event data is typically distributed across different data sources, and
often some effort is required to gather the relevant data [3]. The blockchain keeps
records of executed processes and can provide valuable information to assess case load,
duration, frequency of paths, parties involved, and the correlation between unencrypted
data elements. This information can be used to detect processes, detect deviations, and
conduct root cause analysis [3], ranging from small business groups to an entire
industry.

Process Mining, with its combination of event data and process models, enables
both a data-driven and process-oriented view. It can be used to answer numerous
compliance and performance questions. Control of conformity is achieved by com-
paring observed behaviour with modelled behaviour [3]. In this way, compliance
violations can be identified as well as detected for other inconsistencies in the processes
[11]. The investigation of weaknesses and the detection of bottlenecks belong to
performance questions about processes in a company [3].

Basic Process Mining begins with the transfer and extraction of event data from the
various IT systems into an event log database. Then this data is adapted to the company
needs and to take into account both syntactic and semantic requirements. Finally, the
data is loaded into a data warehouse system [3] and is available for analysis [12]. The
knowledge gained can be used to adapt and improve processes.

2.2 Blockchain Technology

Blockchain technology became popular with the introduction of the crypto-currency
Bitcoin 10 years ago and is now used in numerous use cases. A blockchain as dis-
tributed ledger is a concatenation of data based on transactions between subscribers that
are aggregated into individual blocks and stored on all users’ computers in a peer-to-
peer network. The data is concatenated using cryptographic methods, creating a
chronological chain of immutable data. The inclusion of a new record in the blockchain

Fig. 1. The basic process of Process Mining, based on Hof (2018) [27].
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requires the passage of a so-called consensus mechanism that runs across the network
of all subscribers and is used to reach an agreement between all members of the
blockchain network about the correct status of the data. This ensures that the data is the
same on all nodes in the network [13]. The best-known consensus mechanism is a
proof-of-work method that requires the computer to perform a complicated mathe-
matical algorithm at great expense. Only after successful execution, a new data block
can be generated in the blockchain, which must be checked by the other computers in
the peer-to-peer network before being included in the blockchain [14]. In addition to
the data, each block contains a timestamp as well as the hash value of the previous
block. The blocks are protected by cryptographic methods against subsequent changes,
so that a coherent chain of linked data blocks forms over time [14]. The data exchange
between a blockchain and an ERP system could, for example, be done via the Unib-
right Connector. The Unibright Connector (UBC) is based on a Microsoft .NET class
library and establishes a connection between the blockchain and external systems [15].
The Unibright Framework cross-blockchain and cross-system connections provide a
blockchain-based business integration process [16].

2.3 Methodical Approach

To answer our research question, we first use the results of a qualitative content
analysis of interviews that we carried out a year ago as part of our research into the
blockchain for business processes in purchasing. Qualitative content analysis allows
words to be classified into content categories [17]. We have developed a case study
based on current problems and challenges as well as the advantages of using block-
chain. This case study addresses real-world company problems and challenges and
attempts to solve them using blockchain technology. The evaluation is carried out by
interviewing experts using a standardized questionnaire.

2.4 Related Works

We were able to find related studies based on a previous review of the literature.
Mendling et al. (2018) suggest that blockchain technology has the potential to dras-
tically change inter-organizational processes. The need for drastic change arises, among
other things, from the lack of a global view of processes today. The fragmentation of
processes across countries and their systems leads to misunderstandings and blame if
there is a conflict. The reason is that companies often use systems for the implemen-
tation and execution of processes only for intra-organizational processes [7]. Rbigui
and Cho (2018) perform performance analysis on a process mining process and come
to the conclusion that process mining yields good results only where processes are
complete [18]. In our work we develop a concept to integrate the blockchain tech-
nology with existing IT-systems in firms as the basis for a inter-organizational process
mining. The concept sees the blockchain as the bridge to close the gap between
different steps in a process. Therefore, the process mining is able to analyse the whole
process.
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3 Analysis of Interviews

It was important for our concept to record the existing challenges in logistics processes
of multinational enterprises (current situation) as well as recording the possible results
of improvements by the integration of a blockchain into the logistics process (target
situation). For the assessment of the current situation, we entered the search string
“Blockchain” and “Interview” and “Supply chain” or “Logistics *” in Google for the
period 01.01.2017 to 31.01.2018 and received 35,400 results. Based on our assumption
that the results of the first pages reflect the relevance of Google’s search algorithms
[19], we used the titles and short texts to analyse the results in order to filter out the
interviews relevant to our research question.

The data from the first 20 interviews was transferred to an Excel file and analysed
on the basis of the following questions:

• What problems or challenges are seen in logistics or in supply chain management?
• What are the advantages of using the blockchain in the logistics industry?

Due to the fact that not all analysed interviews were able to provide the necessary
information to answer our questions, we then transferred and analysed further inter-
views from our Google search results.

We were able to evaluate 35 interviews about current challenges and future
expectations and analyse them against the classes shown in Table 1. In a second step,
we categorised the answers according to the relevance of process mining as either
“performance questions” or “conformance questions”. The results show that the pro-
cesses are very important in this context, both in terms of the current challenges and
future expectations. The current problem definition of the interviewees’ processes
shows a clear focus on the performance of the processes. In addition to the high
demands of documenting process steps, the interviewees also mentioned the numerous
participants in a process with the associated media disruptions as well as the associated

Table 1. Results of the interviews with classification.

Problems/Challenges
(current situation)

C P Advantages (target
situation)

C P

Class No No No Class No No No

Process 9 2 7 Process 36 13 23
Trust 5 2 3 Transparency 28 10 18
Conditions 4 2 2 Fraud 8 7 1
Data 2 2 0 Costs 5 0 5
IT-Security 2 2 0 Organization 4 2 2
Fraud 1 1 0 IT-Security 4 3 1
Costs 1 0 1 Collaboration 3 0 3
Standards 1 0 1 Trust 3 2 1

C = Conformance questions; P = Performance questions
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lengthy waiting and idle times. With regard to the future expectations of blockchain-
based solutions, the requirements for the processes also predominate. Time plays an
important role in the Processes class. The perceived benefits of using blockchain
technology are the timely processing of process steps.

4 Case Study

To answer our research questions as defined above, we conduct a case study that,
according to Ridder (2017), offers the advantage of detailed description and detailed
analysis so that the questions “how” and “why” can be answered more easily [20]. Our
case study is suitable for our research topic because a current phenomenon (blockchain)
is examined in a real and practical context (MNE) [21]. According to Brüsemeister
(2008), a case-by-case study is also helpful if it provides information about a previ-
ously under-researched social area aimed at using process mining of blockchain data to
improve cross-organizational processes [22].

The company in our case study is Europe’s leading manufacturer of semi-trailers
and trailers for temperature-controlled freight, general cargo and bulk goods and has an
annual production of around 61,000 vehicles with around 6,400 employees. In the
2017/2018 financial year, sales reached over € 2.17 billion [23].

In addition to several production sites in Germany, the MNE also has factories in
Lithuania, Turkey, China, Russia and Spain. Sales in Europe are made through the
company’s own distribution companies in almost every country [24]. Since 2004, the
production facility in Germany has produced their own axles with an annual output of
approx. 150,000 units [25]. The procurement volume for raw materials, consumables
and supplies, for purchased goods and services, amounted to € 1,460.6 million in the
financial year [26].

Fig. 2. Supply relationships in the case study.
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Figure 2 shows an example of part of the complex performance relationships within
the multinational company for five different countries. The headquarters of the
multinational is in Country A.

The previous picture shows the factories for the production of components of a
trailer (Components Production) and the logistics center (Logistic Center) as a central
warehouse for the supply of factories in the group, for example with the Axle from
Components Production A. Furthermore, the Factories producing Trailers (Trailer
Production) are essential components of value creation. For reasons of customs law,
Country C has only a trailer assembly for the assembly of components and kits for
trailers. The trade in spare parts at workshops takes place via the spare parts trade
(spare parts). In addition to the companies, the IT system used for processing supply
relationships is listed.

Table 2 shows the example supply relationships between the companies in the
multinational group. The Process column indicates whether the business process
between the supplier and recipient IT systems is integrated into a system (I) or whether
a media break occurs between the systems (S).

Table 2. Supply relationships between the entities in the group

No. Supplying unit Received unit IT-System
supplier

IT-System
receiver

Process

(1) Components
Production A

Logistic
Center

SAP-R/3 SAP-R/3 I

(2) Components
Production B

Logistic
Center

SAP-R/3 SAP-R/3 S

(3) Components
Production C

Logistic
Center

1C SAP-R/3 S

(4) Components
Production B

Trailer
Production B

SAP-R/3 SAP-R/3 S

(5) Trailer
Production A

Sales
Company A

SAP-R/3 Navision S

(6) Sales Company A Customer Navision Unknown S
(7) Logistic Center Trailer

Assembly C
SAP-R/3 1C S

(8) Logistic Center Spare Parts D SAP-R/3 SAP-R/3 S
(9) Spare Parts D Customer SAP-R/3 Unknown S
(10) Trailer

Production B
Sales
Company B

SAP-R/3 Navision S

(11) Sales Company B Customer Navision Unknown S
(12) Trailer Assembly C Customer 1C Unknown S
(13) Logistic Center Trailer

Production A
SAP-R/3 SAP-R/3 I

No.: shows the process step from the Fig. 2/Process: I = Integration; S = Segregation
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Real integration can only be seen today in the companies with SAP-R/3 in
Country A, because this is where the headquarters of the Group is located and where
integration efforts are the most advanced. Crossing a border usually results in segre-
gation of processes, even if both companies work with the same SAP R/3 system.
Between different IT systems, such as e.g. SAP R/3 and Navision, there is no process
integration with interfaces.

Based on the current situation in our case study and the requirements of the
analysed interviews, we design a solution based on blockchain technology. Blockchain
technology connects the processes that were previously segregated in our solution (see
Fig. 3). For example, in the case of a delivery from the SAP R/3 system, the data record
is written to the blockchain via a connector and forwarded via a smart contract to the
receiving company. The connector then picks up the record and translates it into the
local IT system, e.g. Navision. Due to the real-time processing of the blockchain, both
the supplying company and the receiving company are always able to provide infor-
mation about the status of the process.

The blockchain technology can connect processes that were previously separated
by media breaks, so that the event logs can be used as part of a data mining process to
analyse the processes (see Fig. 4). The blockchain is based on the concept in Fig. 1
applied to the processes in decentralized IT systems such as e.g. SAP R/3 and Navision
and database event log implemented. The acceptance of the blockchain solution for all
the process participants can reach with a permissioned blockchain. All the process
relevant data are secure and can only viewed from the participants with the concrete
rights. A permissioned blockchain runs without a consensus algorithms.

Fig. 3. The blockchain connects the cross-organizational processes.
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5 Discussion of the Results

Our solution is based on blockchain technology and generates event data based on the
integration of cross-system processes. It would also be possible to use a relational and
distributed database solution. This could take up data from the processes of the dis-
tributed systems via interfaces and consolidate it into an overall process. Technically,
process mining is also possible using a relational database. However, it should be
remembered that in some industries, such as the food industry, pharmaceutical industry
and the chemical industry higher requirements of traceability for deliveries is necessary
and must be provable. For these increased requirements, the blockchain, because of its
immutability, decentralization, and cryptography, could offer a tremendous advantage
over a traditional database. In addition, concerns about the integration of third parties,
such as easier to clean out suppliers with the blockchain because all parties have access
to the same data.

We interviewed experts from industrial practice and process consulting and asked
them to complete a standardized questionnaire in order to evaluate our concept. The
selection of participants took place via social media contacts in Xing, Linkedin and
Facebook with the requirement that the participants have appropriate professional
knowledge as well as occupational status. We invited 60 participants to complete the
survey in November/December 2018 and received 56 responses by the end of
December 2018 - a response rate of 93,3%. Participants are divided into 32 from
industry (62,75%), 10 from consulting (19,61%) and nine from other (17,65%). Out of
these 56 responses, 35 belonged to a multinational firm. When asked if they could
confirm the problem described in our case study regarding process breaks in transitions
between different IT systems, 83,67% answered yes. Furthermore, we wanted to know
from the participants on the basis of a Likert scale from 1 to 5, how far they regarded
our concept as realistic for overcoming the process breaks. The arithmetic mean of the
responses is 2,72 with a standard deviation of 0,94. This indicates some uncertainty
about a successful implementation. The participants see, among other things, the
maturity level of blockchain technology as a hindrance to implementation as well as
deficits in the performance of mass data processing. Furthermore, the participants
mentioned a lack of risk-taking and the courage to invest in new technologies as a
hindrance.

Fig. 4. The integration of the blockchain into process mining, based on Klinger (2018) [28].
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6 Summary and Outlook

Process Mining requires the seamless event data of processes in a multinational
company, so as not to improve weak points only at partial process steps in the part of
the process in which, for example, due to an SAP system, complete event data is
available. Blockchain technology could bridge the gap between different IT systems,
closing the existing process gap and generating event data through the use of smart
contracts. This event data, which is analysed using data mining techniques because of
the high volume of procurement in our case study of more than € 1 billion, could thus
serve as the basis for the analysis of cross-company processes. Because of the
immutability of the data in the blockchain, this event data could be used for processes
in industries with increased requirements for transparency and traceability. By using
blockchain technology, the involvement of third parties such as suppliers and down-
stream value creation stages could succeed. Furthermore, auditors and inspectors could
gain access to the blockchain. In the case of cross-border supplies between companies
within the group, the tax authority has an important role to play because of transfer
pricing rules. The substantive over form principle in tax auditing means an assessment
is based on real processes, not on the basis of contracts or agreements. The
immutability, cryptography, and chronological order of the data make the blockchain
ideal for process mining to control compliance.
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Abstract. The sharing economy has been widely concerned since its inception
and bike sharing is one of the most representative examples. The paper attempts
to investigate the cashflow management strategy of bike sharing companies to
optimize the overall financial return. The framework of our model is based on
the assumption that bike sharing companies may invest operation income in
financial market for long-term and short-term earnings. Optimal reserve pool is
modeled and estimated using double parameterized compound Poisson distri-
butions. Empirical examples and Monte Carlo analysis are provided for model
validation.

Keywords: Sharing economy � Reserve pool � Retention rate � Cashflow �
Compound poisson model � Monte Carlo simulation

1 Introduction

In recent decades, the “sharing economy” has grown at an incredible pace, attracting
broad attention on a global scale. The success and diffusion of the business model
represented by Airbnb and Uber has not only opened up various resources for sharing,
but also announced the rise of the sharing economy. It has brought new modes of
production, consumption patterns and business operation, which may become the
future trend in global economic. Bicycle-sharing, currently the most popular business
model in the sharing economy, are one of the most representative examples. The
common business practice is that bike-sharing firms charge users a certain amount of
guarantee deposit for the bike sharing services to be granted. The deposits, together
with other rental service incomes, constitute the main cash inflow for the company to
manage as well as to reinvest in various financial instruments and securities, as long as
relevant policies and regulations allow. The most important compliance and pledge for
the company to fulfill is to make timely refunds of deposits upon customer request.
Leading companies in the industry like Mobike usually promise to refund within 2 to 7
days after such application is received, but normally the funds would be transferred to
the client instantly, if only for best customer satisfaction. In order to achieve timely
refunds, companies normally set up a refund reserve (reserve pool) which is under-
going strict monitoring in accordance with the database of existing customers and the
expected number and amount of the refund requests. If investment is allowed, the

© Springer Nature Switzerland AG 2019
W. Abramowicz and R. Corchuelo (Eds.): BIS 2019, LNBIP 354, pp. 132–146, 2019.
https://doi.org/10.1007/978-3-030-20482-2_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20482-2_12&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20482-2_12&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20482-2_12&amp;domain=pdf
https://doi.org/10.1007/978-3-030-20482-2_12


investment made on the reserve fund is usually for short term monetary and security
market to maintain high liquidity. However, the company may also desire to invest the
balance to the reserve account in the long-term capital market expecting to earn a
higher return.

The main contribution of this article is to provide a mathematical model to best
estimate the monthly amount dedicated to the reserve pool for optimally ensuring quick
refunds and maximize the financial returns to the company on the basis that the refund
requirement is met. Literature reviews to the field is provided in the following Sect. 2.
Our models and methodologies to the problem are presented in Sect. 3. Empirical
analysis using historical dataset is given in Sect. 4. Together with Monte Carlo sim-
ulation of reserve pool and investment return, this section validates the usefulness of
our model. Section 5 summarizes the current work with a discussion on limitations and
suggestions for future study.

2 Literature Review

Botsman [2] states that “sharing economy” is an umbrella term with a range of
meanings and cannot be given an exact definition. However, some commentators argue
that the term is valid to describe normally more democratized marketplaces, even when
it’s applied to a broader spectrum of services [5]. For example, bike sharing is rep-
resentative but not an orthodox form of sharing economy according to Schor [14].

Lan et al. [9] points out that sharing economy is of great significance for reflecting
the great potential of various social innovations in some important areas to promote the
sustainable development of citizens. For instance, bike sharing has numerous perceived
benefits such as promoting economic development, improving the urban landscape and
enhancing the quality of life [15]. Some studies on business models lend indirect support
to the idea that this newly emerging e-business mode will become stably profitable in the
future [12]. However, the development of bicycle sharing still encounters many
obstacles in China. For example, the high rate of equipment loss caused by moral hazard
[1] and management difficulties brought on by the large fleets involved [3] are crucial
factors. A few researchers have made rough estimates of the earnings of bike-sharing
companies. Ge [7] established a profit model for the Sharing-Bicycle value network
model, though the prediction of the deposit investment project only includes two
parameters. In contrast, Feng and Ma [6] argue that there are more factors affecting
income. Another issue is that the previous studies typically do not include a systematic
model to explain the financial sustainability and optimization of bike sharing industry.

In sum, these studies demonstrate the feasibility of this new business model.
Existing researches mainly focus on the impact of the sharing economy system in terms
of macroscopic social environment and relations. What is lacking is a rigorous math-
ematical model to explore the financial management of bike-sharing companies in
China. The classical compound Poisson risk process (or Cramér – Lundberg model)
provides a theoretical layout for companies which have two opposing cash flows:
incoming premiums and outgoing claims. The main idea of the model is to find out the
probability of bankrupt when the surplus level is less than zero [4]. Value at Risk
(VaR) constitutes also a method to measure the risk of investment losses based on
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probability theory and mathematical statistics [8]. However, VaR only focuses on the
statistical characteristics of risk instead of the whole of system risk management.
What’s more, VaR models are not applicable to scenarios where the data are not
stationary [13]. Maasoumi and Racine [11] suggest that information entropy is an
appropriate method to measure uncertainty when the probability distribution of the
financial market is not clear other than variance. Based on this, Li et al. [10] proposed
an information-based risk measurement model. Although this model may measure risk
of different investors with less computation, to some extent, the authors did not give
any data to prove the effectiveness of the model. Furthermore, an information entropy
model of commercial banks was presented to calculate the optimal risk reserve [16].

3 Methodology

3.1 The Reserve Pool Model

Most financial firms would have two dynamic cash flows with opposite directions, cash
inflow and outflow, respectively. For simplicity, let D(t) and W(t) be the two random
processes representing such two cashflows in a period (0, t), and R be the size of
reserve pool. Assume that the frequencies of these two cash flows, {M(t); t � 0} and
{N(t); t � 0}, follow the Poisson processes. All these random variables are indepen-
dent identically distributed, and independent of other random processes. Then the
general risk model for the firms can be formulated as

U tð Þ ¼ RþD tð Þ �W tð Þ ð1Þ

One primary cash outflow is the reimbursement of customers’ guarantee while the
opposite cash flow includes the increase in guarantee and customers’ service con-
sumption. Note that a prudent financial management of the firm would imply the real
time adjustment in the size of reserve pool according to the actual business condition.
Now set the unit time of adjustment as one day. If the company does not complete all
refund request on any particular day, then it fails to comply with its promise. Let
Ts � 1 stands for the shortest time duration needed to accumulate sufficient fund to
meet the refund request, then the fail probability of firm in time period (0; TS) can be
written as: u Rð Þ ¼ Pr T\TSð Þ. The surplus of firm is then written as

U TSð Þ ¼ RþD TSð Þ �W TSð Þ:

To simply the problem, we first set the TS = 1. Then the risk surplus model
becomes

U 1ð Þ ¼ RþD 1ð Þ �W 1ð Þ
D 1ð Þ ¼ M 1ð Þgþ bI
W 1ð Þ ¼ N 1ð Þg

� ð2Þ

where g is the amount of guarantee, and I is the daily income and it is reasonable to
assume that some daily operating income will be added to the reserve, if revolving fund
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is not sufficient (R + M(1)g < N(1)g). Considering all refund request should be com-
pleted in one day, the probability of failure is given by uðuÞ� a, which can be
transformed to P(U(1) � 0) � a, expanding to

P RþM 1ð Þgþ bI � N 1ð Þgð Þ\0ð Þ� a ð3Þ

Because {N(t); t � 0} and {M(t); t � 0} both follows a Poisson distribution
respectively, M(t)g and N(t)g also follows a Poisson distribution. Therefore, [M(1) − N
(1)] follows a Skellam distribution. And the probability mass function of the Skellam
distribution: S = [M(1) − N(1)] between two independent Poisson random variables
with parameters k1 and k2 is given by

p s; k1; k2ð Þ ¼ PrfS ¼ sg ¼ e� k1 þ k2ð ÞIK 2
ffiffiffiffiffiffiffiffiffi
k1k2

p� �
:

Then the limiting condition equation can be transformed into

P S\� bIþRð Þ½ � � a ð4Þ

where a satisfies the equation P(S < sa) = a, i.e.,

sa ¼ � bIþRð Þ ð5Þ

However, Skellam distribution is a dynamical distribution, implying that its a%
value of the bound cannot be found directly. Monte Carlo method can be used to
simulate the distribution to estimate sa (Zhigljavsky, 2004). Generating W random
numbers M1, M2, …, MW and N1, N2, …, NW, the structural probability is reliable as
W goes to infinity. We let W = 100000 in our simulations. The second step is com-
bining these data to simulate the Skellam distribution S:

si ¼ Mi � Ni; i ¼ 1; 2 � � �P ð6Þ

Then we sort these data from small to large, and choose the (100000 � a)th one as
the sa. Then R can be recovered by changing sa= −(bI + R) into

R ¼ maxð0;� sa þ bIð ÞÞ ð7Þ

Reserve Pool Parameters. The expectation of daily refund frequency k j
1 for the

current month includes two parts. One is the refund to old users. Let the monthly
retention rate of old users ðp j

kÞ be P1, which is the ratio of the remaining old customers
to the total number of customers. Correspondingly, the percentage of departure is
ð1� Pj

1Þ. Let F j
1 represent the number of this kind of old users, and U j

1 be the number
of total old users in this month, then

F j
1 ¼ U j

1 1� Pj
1

� � ð8Þ
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The other type of refund corresponds to those made by new users in the current
month. Similarly, the total refund frequency of this part would be calculated by the
retention rate of new users denoted as P2 and the number of new users (U j

2) in this
month:

F j
2 ¼ U j

2 1� Pj
2

� � ð9Þ

Combining these two, we obtain the total frequency of refund in one month.
Finally, assume that the amount of deposit and withdrawal with respect to one trans-
action per customer are the same. The parameter k1 in this month is then given by

k j
1 ¼

U j
1� 1�Pj

1ð ÞþU j
2� 1�P2ð Þf gg

30
ð10Þ

The total deposit frequency is the number of new users (U j
2) in this month.

Therefore, the mean daily frequency of deposit k2 is

k j
2 ¼ U j

2�g
30

ð11Þ

It is noted that the parameter P2 can be obtained from online research report, while
P1 cannot. In the previous section, the total refund frequency of new users is considered
as a variable following the Poisson distribution, which means the duration of new users
follows the exponential distribution. The cumulative distribution function is then given
by

F tdð Þ ¼ 1� e�k3td td � 0
0 td � 0

; td 2 N

�
ð12Þ

Here k3 > 0 is the parameter of the distribution or the so-called rate parameter. F(td)
could be considered as the probability that users would stop using firm’s service in td
days, so 1 − F(td) is the retention rate of users who began using the service td days ago.

However, because the property of the exponential distribution, the retention rate
1 − F(td) would be zero, or equivalently all users would stop using the company’s
services, when the duration time td approaches infinity, which is not a desired property
from industry perspective. One alternative distribution is the conditional exponential
cumulative distribution function, which makes the ultimate retention rate equals to h
(0 < h < 1). Then the new adjusted function is:

FðtdÞadj ¼ 1� hð ÞF tdð Þ ¼ 1� hð Þþ 1� hð Þe�k3td

0
td � 0
td � 0

�

by where td 2 N. h is a parameter defining the ultimate retention rate parameter. When
h = 0, F(td)adj = F(td). And 1 − F(td)adj would approach h when td approaches infinity.

Then we should figure out the parameter k3. Let Ei (i = 1, 2, 3…30) stands for the
number of customers whose entry time is the ith day of the month, and then these
parameters must satisfy
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E1 þE2 þ � � � þE30 ¼ U2

From this we estimate that the number of retained users whose entry time is the ith
day of the month ago is (1 − F(30 − i + 1)adj)Ei. Notice that the total number of
retained costumers in one month is the sum of the amount of 30 days in that month, we
have that

ð1� F 30Þadj
� �

E1 þ � � � þ ð1� F 1Þadj
� �

E30 ¼ P2U2 ð14Þ

To simply, with loss of generality, we may think that E1 = E2 = … = E30. We
could deduce the following equation and then taking h = e−k3, we have

30hþ 1� hð Þe�k3ð1� e�k3Þ29
� �

= 1� e�k3
� � ¼ 30P2

k3 ¼ �lnðhÞ:

We are now in a position to show the retention rate of the old customers (p j
k) in this

month. Denote the number of users who entered in kth month and did not leave as Bkj,
then

Bkj ¼ ð1� F 30 j� k � 1ð Þþ 15Þadj
� �

U2; 0\k\j: ð15Þ

By the theorem of conditional probability, we have

p j
k ¼ P td [ 30 j� kð Þþ 15jtd [ 30 j� k � 1ð Þþ 15ð Þ; k\j

¼ P td [ 30 j� kð Þþ 15ð Þ
P td [ 30 j� k � 1ð Þþ 15ð Þ¼

1� Fð30 j� kð Þþ 15Þadj
1� Fð30 j� k � 1ð Þþ 15Þadj

¼ hþ 1� hð Þe�k3 30 j�kð Þþ 15ð Þ

hþ 1� hð Þe�k3 30 j�k�1ð Þþ 15ð Þ

ð16Þ

The total number of retained costumers by this month (Pj
1U

j
1) is the sum of retained

customers for those who entered in the past several months respectively:

B1jp
j
1 þB2jp

j
2 þ � � � þB j�1ð ÞjP2 ¼ Pj

1U
j
1 ð17Þ

U j
1 ¼ Uj�1

2 P2 þUj�1
1 Pj

1 ð18Þ

Combining these two equations, we could obtain:

U j
1 ¼

P2U
j�1
2 j ¼ 2

P2U
j�1
2 þ Pj�2

i¼1
Ui

2 1� F 30 j� i� 1ð Þþ 15ð Þð Þ j[ 2
; j[ 1

8<
: ð19Þ
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It follows that

Pj
1 ¼ Ujþ 1

1 �U j
2P2

U j
1

; j[ 1 ð20Þ

At this point, we have obtained all parameters needed to calculate k1 and k2.

3.2 Bike-Sharing Company Deposit Benefit

Daily Operation Income. We need first estimate the total usage frequency of rental
service in a given month (MUFj). It is reasonable to approximate the number of
monthly active users (MAUj) to MUFj. The ratio between the average number of daily
unlocking users (N j

0) and monthly active users is assumed as a proportion of unlocking
users denoted by C. That is, if the MAFj is 100 and C is 0.2, then the average number
of daily unlocking users is 20 in this month approximately. In this logic, one can get an
effective estimation for MUFj as

MUFj ¼ 30N j
0 � C ð21Þ

where 30 means there are 30 days in one month. Let p0 represents the price of a single
service set by the company. Then estimation of the daily operation income of the firm is
given by

Ij ¼ N j
0 � C � p0 ð22Þ

As a common business practice, bike sharing companies may provide coupons,
special offers, or other kinds of promotions, resulting that p0 needs to be discounted by a
rate of 0 < O < 1, then a more accurate daily operation income estimation is obtained by

I ¼ N0C � p0 1� Oð Þ ð23Þ

Revenue Reinvestment. We start with the total expected deposit in the current month
(Dj

0) which includes deposit from new users (Dj
1) and old users (Dj

2) with the following
relation

E Dj
0

� 	 ¼ E Dj
2

� 	þE Dj
1

� 	 ð24Þ

Since new users in the month can be divided into retained new users and new users
who started but stopped using the firm’s service within the same month, we may
expand the Dj

1 into

E Dj
1

� 	 ¼ E d j
1

� 	þE d j
2

� 	 ð25Þ

Here, d j
1 and d j

2 stand for the expected amount of daily deposits for such two types
of new users respectively. Same logic applies to the old users to obtain
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E Dj
2

� 	 ¼ E d j
3

� 	þE d j
4

� 	 ð26Þ

where d j
3 defines the expected amount of daily deposit of the retained old users in the

month and d j
4 of the old users not retained in the same month. In order calculate D0, it is

necessary to have the expectations of deposit contributions of d j
i (for i = 1, 2, 3, 4) by

their corresponding service durations (T j
i ) and number of users (n j

i ) in this month.

E d j
i

� 	 ¼ E T j
i

� 	
E n j

i

� 	
g ð27Þ

Assume that the entry time of new users (T′) follows uniform distribution, i.e.,

P T 0 ¼ 1ð Þ ¼ P T 0 ¼ 2ð Þ ¼ � � �P T 0 ¼ 30ð Þ ¼ 1
30 ð28Þ

E T 0½ � ¼ 15 ð29Þ

So, the number of customers whose entry time is the ith day of the month Ei can be
estimated by

Ei ¼ P T 0 ¼ ið ÞU2; i ¼ 1; 2; 3. . .30: ð30Þ

Therefore, the new retained users’ service duration is (30 − T′) * U(0, 30). Since
the number of retained new users in this month is P2 � U2

j , the expectation of d1
j could

be obtained by

E d j
1

� 	 ¼ E 30�T 0½ ��P2�U j
2ð Þg

30 ¼ 15�P2�U j
2ð Þg

30 ¼ P2�U j
2ð Þg

2
ð31Þ

And the duration of old retained users is 30 because their deposit is with the firm in
the whole month. Similarly, we could get the expectation of d3:

E d j
3

� 	 ¼ 30�P j
1�U j

1ð Þg
30 ¼ Pj

1 � U j
1

� �
g ð32Þ

In addition, it is easy the find the n j
2 and n j

4 by

E n j
2

� 	 ¼ 1� P2ð ÞU j
2

E n j
4

� 	 ¼ 1� Pj
1

� �
U j

1

(
ð33Þ

The estimation of d j
4 and d j

2 are more complex, since their distributions are adjusted
exponential distributions. For old exited users, we could only consider their departure
time. So, E[T j

4] can be achieved

E T j
4

� 	 ¼ P30
i¼0

P T j
4 ¼ i

� �� i ð34Þ
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Here P( T j
4 = i) could be written as:

T j
4 ¼ i

� � ¼ P iþ 1[ T j
4 [ i

� �
i ¼ 0; 1; 2 � � � 29

P T j
4 � 30

� �
i ¼ 30

(

¼ P 30jþ iþ 1[ td [ 30jþ ijtd [ 30jð Þ i ¼ 0; 1; 2; � � � 29
P T j

4 � 30
� �

i ¼ 30

�

And the expansion of it is

P T j
4 ¼ i

� � ¼
Pj�1

k¼1
ððHþ 1Þadj�F Hþ 1Þadjð ÞBkj

H�iadjð ÞU j
1

i ¼ 0; 1 � � � 29
1� P 0\T j

4\30
� �

i ¼ 30

8<
: ð35Þ

Here H is defined as

H ¼ 30 j� k � 1ð ÞþE T 0½ � þ i:

Combining these equations, we obtain

E T j
4

� 	 ¼ X29
i¼0

P T j
4 ¼ i

� �� iþ 1� P 0\T j
4\30

� �� �� 30:

With respect to d j
2, both entry time and departure time should be considered.

Denote the entry time of new users as Ti
2. For i = 1, …,30, we could deduce E[Ti

2] and
E[T2] as

E Ti
2

� 	 ¼ Pi�1

j¼2
ððF jÞadj � F j� 1Þadj

� �
j� 1ð Þ

� �
þð1� F jÞadj

� �
� i:

E T2½ � ¼ P30
i¼1

E Ti
2

� 	
P T 0 ¼ ið Þ ¼

P30

i¼1
E Ti

2½ �
30

ð36Þ

Now we obtain a preliminary estimation of Dj
0 as

E Dj
0

� 	 ¼ E d j
1

� 	þE d j
2

� 	þE d j
3

� 	þE d j
4

� 	 ð37Þ

However, considering the various promotions and third-party allowances, the total
deposit Dj

T needs to be discounted by 0 < A < 1:

Dj
T ¼ 1� Að ÞDj

0 ð38Þ
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Finally, let Kj be the monthly investment revenue. Assuming that monthly interest
rates of monetary fund and long-term investment be r1 and r2, respectively, the
expectation of Kj is given by

Kj ¼ Rj � r1 þ Dj
T � Rj

1

� �� r2:

4 Empirical Results

This model would be tested through a case study ofMobike using the data ranging from
July 2016 to June 2017. Most of the data used are from publicly accessible internet data
platforms, such as Quest mobile, Trust Data and I-Research. As sampling estimations
were typically used in the data reporting process, most of the available data, including
MAUj and U2, are not perfectly accurate. To mitigate such bias, official statistical
database from China Internet Network Information Center are used for calibration. By
comparison, those indirect data, such as ratio data, are more precise. The following
Table 1 provides a summary of the monthly operating data of Mobike used in the test.

It should be noted that certain variables such as the discount ratio (O) and the level
of risk (a) are not publicly available. In addition, the values may be various for different
firms. Therefore, we appeal to the Monte-Carlo approaches to explore the financial
significance of the variables.

4.1 Daily Income

The following Table 2 simulates the average daily operating income for the company
Mobike in jth month based on different size of O.

The table shows that the average daily operating income has increased dramatically
in 2017, far exceeding that of the previous year. In addition, increasing sales promotion
has a significant positive impact on daily income. On the contrary, the amount of
monthly active users and the unlocking rate will decrease correspondingly, which may
have a negative impact on income.

Table 1. Mobike operating data

Time 16-Jul 16-Aug 16-Sep 16-Oct 16-Nov 16-Dec
U2 193.55 683.63 1474.72 1921.57 2395.48 4170.24 

MAU 384.5 832.05 2190.449 3696.39 5686.81 9793.224 
17-Jan 17-Feb 17-Mar 17-Apr 17-May 17-Jun

U2 3859.24 7300.89 10451.53 12690.2 9720.23 8451.45
MAU 11519.36 19196.53 32957.10 45330.36 48329.08 47446.52 

Mobike Ratio Data
P2 0.7 C 0.5 P1 1

The unit of measurement for these data is number of people reduced by factor of 1,000. The data in red 
shows the progress of its order of magnitudes. Purple highlights indicate data affected by cooperation 
between Mobike and Wechat.
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4.2 Reserve Pool Parameters

The number of old users and the retention rate of old users per month are estimated
based on the size of in the corresponding month and the results are presented by
Table 3.

We observe that the size of h and the number of old users is positively correlated.
This implies that the company can increase the number of their customers by increasing
the parameter h. It is also shown that the company obtains more loyal customers as time

Table 2. Average daily income

Time 16-Jul 16-Aug 16-Sep 16-Oct 16-Nov 16-Dec
[0.4] 55368 119816 315424 532281 818901 1410244
[0.3] 64596 139785 367995 620994 955385 1645261
[0.2] 73824 159754 420566 709708 1091868 1880299

17-Jan 17-Feb 17-Mar 17-Apr 17-May 17-Jun
[0.4] 1658788 2764300 4745823 6527572 6959388 6832299
[0.3] 1935253 3225017 5536793 7615501 8119286 7971015
[0.2] 2211718 3685734 6327764 8703430 9279184 9109732

The values in “[]” represent the size of the special offers discount rate. Red highlights show the progress of 
its order of magnitudes.

Table 3. Old user data

Number of Old Users
Time 16-Jul 16-Aug 16-Sep 16-Oct 16-Nov 16-Dec
[0.45] 154.46 557.40 1303.37 2211.06 3310.48 5202.05
[0.55] 161.57 615.54 1494.02 2586.04 3921.11 6226.99
[0.65] 168.67 673.69 1684.66 2961.03 4531.74 7251.93 

17-Jan 17-Feb 17-Mar 17-Apr 17-May 17-Jun
[0.45] 6944.26 10233.86 14939.46 20651.13 25025.49 28828.57
[0.55] 8354.11 12373.04 18123.36 25103.82 30450.11 35098.26 
[0.65] 9763.97 14512.22 21307.26 29556.50 35874.73 41367.96

Retention Rate of Old Users
Time 16-Jul 16-Aug 16-Sep 16-Oct 16-Nov 16-Dec
[0.45] 0 0.5105 0.4863 0.6643 0.7388 0.6895
[0.55] 0 0.8479 0.7500 0.8306 0.8678 0.8435 
[0.65] 0 1.1569 0.9683 0.9592 0.9641 0.9560

17-Jan 17-Feb 17-Mar 17-Apr 17-May 17-Jun
[0.45] 0.8155 0.7377 0.7449 0.7877 0.8823 0.9155
[0.55] 0.9077 0.8693 0.8734 0.8950 0.9419 0.9583
[0.65] 0.9738 0.9628 0.9649 0.9702 0.9835 0.9882

The unit of measurement for U1
j is number of people reduced by factor of 1,000. The values in “[]” repre-

sent the size of θ. Green highlights signify unreasonable data.
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goes on, and the growth of loyal old customers could increase the retention rate of old
users. In addition, some simulated results are unreasonable when unreasonable values
are chosen for the parameter h. In actuality, the retention rate of old users in any given
month should be smaller than 1 and larger than the retention rate of new users, since the
retention rate always increases as time goes on. Therefore, we assume that h = 0.55 for
the purposes of calculating other variables in the next subsection (Fig. 1).

4.3 Reserve Pool and Investment Return Simulation

As an example of Monte Carlo simulation, one million random numbers are created
(for visualization purposes, the unit of k reduced by factor 1,000) after input of the two
parameters, k1 (70 thousand times) and k2 (125 thousand times) of the Poisson dis-
tribution. Then the risk that the reserve pool is not enough to cover the refund requests
is graphically shown by the simulated graphics of Skellam distributions. As the
company’s risk level parameter and the capital turnover coefficient b are not publicly
known, the results of R are based on simulated values of a, b.

From the Table 4, we observe that if b is big enough, R will be zero. This suggests
that if a company has a large enough daily income and fast enough fund turnover, it
would have no need of a reserve pool. With regards to a, a smaller value of it would
bring a larger size of reserve pool. The financial interpretation of this result is that a
company has more available income for high return projects should predict a lower
risk. The predicted monthly expected amount of the total deposit (DT) of the firm and
the funds invested in long-term projects are given by Table 5.

Fig. 1. The Figure shows that k1 and k2 increase from July 2016 to April 2017, and peak in
April 2017, after which they begin to decrease. From business perspective, k1 predicts the
number of exited users and k2 the added users. As such, k2 is always larger than k1 implies that
the number of the customers increases indefinitely in time.
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5 Conclusion

This article analyzes the cashflow management of bike-sharing firms. The main rev-
enue source of bike sharing companies is service charge and returnable deposits from
customers. In order to put forward a reasonable and effective model to analyze the
financial returns of the bike sharing companies, risk models following compounded
Poisson distributions are proposed and empirically tested. Assuming that the accu-
mulated deposit and service revenue can be divided into refund reserve part and the
part possible for long term investment, the key idea of the model is comprised of the
size estimation of the reserve pool, the optimal solution of which has been achieved via
Monte Carlo methods. To our best knowledge, this article provides the first systematic
framework to mathematically model the cashflow management of bike sharing
industry.

Table 4. Reserve pool

Time 16-Jul 16-Aug 16-Sep 16-Oct 16-Nov 16-Dec

[5%] 2287272 6302340 10557028 11666783 12566843 19617113
672362 2807704 1357140 0 0 0

[1%] 3184272 7498340 12351028 13759783 14958843 22607113
1569362 4003704 3151140 0 0 0

[0.5%] 3782272 8993340 14444028 15852783 17350843 25896113
2167362 5498704 5244140 327917 0 0
17-Jan 17-Feb 17-Mar 17-Apr 17-May 17-Jun

[5%] 15711664 29178641 33866040 34030115 13240457 6393151
0 0 0 0 0 0

[1%] 18701664 33065641.8 38650040 39412115.3 17725457 10579151
0 0 0 0 0 0

[0.5%] 21990664 37550641 44032040 44794115 22808457 15064151
0 0 0 0 0 0

Data in bold signifies β=0.5 and non-bold signifies β=0.1. The values in “[]” stand for the risk level α. Red 
highlights show the progress of its order of magnitudes and blue ones indicate the rate has become zero.

Table 5. Mobike’s total deposit

Time 16-Jul 16-Aug 16-Sep 16-Oct 16-Nov 16-Dec
[0.5] 255 241 210 292 382 647

[0.55] 257 250 213 297 390 660
[0.6] 261 301 291 443 597 1036

17-Jan 17-Feb 17-Mar 17-Apr 17-May 17-Jun
[0.5] 1321 2871 3386 4533 5750 5439

[0.55] 1935 3225 5536 7615 811 7971
[0.6] 2211 3685 6327 8703 927 9109

The values in “[]” represent θ. 
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In addition, the innovative approaches contained in the current paper are applicable
to other similar situations. For instance, the special form of the compound Poisson
distribution in this article can be used to determine the optimal size of the business
reserve for other similar industries. Furthermore, an adjusted exponential cumulative
distribution function, shown as effective for the current study, could be used to estimate
the retention rate for other industries also.

The model has some limitations and a number of aspects could be further improved.
The first limitation arises from the lack of raw data from the industry. Second, the
mathematical methods used to process the data seem rather complex at this stage.
Moreover, the estimates of long-term investments in our analysis may be over-
conservative, and industry specific knowledge may be helpful to provide even well-
founded forecasts. All such limitations are hopefully to be addressed in future studies.
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Abstract. Advanced capabilities in artificial intelligence pave the way for
improving the prediction of material requirements in automotive industry
applications. Due to uncertainty of demand, it is essential to understand how
historical data on customer orders can effectively be used to predict the quan-
tities of parts with long lead times. For determining the accuracy of these
predications, we propose a novel data mining technique. Our experimental
evaluation uses a unique, real-world data set. Throughout the experiments, the
proposed technique achieves high accuracy of up to 98%. Our research con-
tributes to the emerging field of data-driven decision support in the automotive
industry.

Keywords: Predictive manufacturing � Material requirements planning �
Data mining � Artificial intelligence � Automotive industry

1 Introduction

Predictive manufacturing has become a major challenge to the industrial production
sector [1]. Manufacturers integrate business information systems into their production
environment to create competitive advantages and to enhance efficiency and produc-
tivity [2]. These information systems increasingly use artificial intelligence for planning
and controlling manufacturing operations [3]. In particular, the automotive industry is
progressively adopting methods from artificial intelligence research in a wide range of
industrial applications. For instance, Audi has developed intelligent Big Data capa-
bilities to optimize their production and sales processes [4].

Cars are subject of increasing individualization, which exemplifies in the high
number of possible variants. This complexity puts a burden on supply chain manage-
ment in the automotive industry and calls for intelligent business information systems,
which integrate supply and demand [5, 6]. For instance, BMW offers more than 1032 car
variants, out of which several thousands are in fact ordered by customers [7]. Due to the
high variance in products given globally distributed production plants, car manufac-
turers use planned orders based on forecasts to optimize their material requirements
planning. As manufacturers transit from build-to-stock to build-to-order strategies,
planning processes are reorganized by implementing advanced planning systems such as
predictive manufacturing. In particular, quantities of car parts with long lead times must
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be predicted accurately to prevent shortages and excess stock, respectively. Predictive
manufacturing systems provide tools and methods to process historical data about
customized orders into information that can explain planning uncertainties and support
managers in making more informed decisions. These decisions typically concern
strategies for planning material requirements along the entire supply chain.

To facilitate an efficient production in the presence of long lead time suppliers,
manufacturers depend on accurate estimates about the material requirements for pro-
duction. The increasing number of available options and option combinations for vehicle
equipment entails highly complex and interdependent parts requirements lists (PRL) that
are necessary to build a vehicle. Due to uncertainties emerging from suppliers with long
lead times, however, manufacturers do not know in advance the exact quantity of the
parts and components needed at each production plant [8]. While manufacturers use
historical customer orders to estimate future sales and analytical high-level models for
production planning, they have not yet exploited the full potential of their data to predict
fine-grained material requirements. Therefore, we contribute a technique that exploits a
unique dataset of fully specified vehicle orders with all product options and required
material parts for predicting the material requirements of parts with long lead times.

Given the incomplete vehicle specifications of estimated future customer orders, it
is essential to understand how historical orders can be used more effectively to improve
the prediction for parts with potentially long lead times. We aim to enhance this
understanding by proposing a data mining technique for predicting the quantities of
parts with long lead times. These parts must be ordered at a time where the associated
customer orders are not yet available. Therefore, we base our prediction on historical
customer orders. We represent these orders as vectors in which each element corre-
sponds to the frequency of a product option ordered by a set of customers. First, we
exploit the concept of cosine similarity for quantifying the similarity between orders of
different customer sets [9]. Then, we select the most similar set of customer orders and
use the associated set of known required parts as predicted parts for the estimated set of
future orders. Finally, we quantify the prediction quality of our approach using accu-
racy defined as the ratio between the predicted quantity and the actual quantity of parts.

To validate our proposed technique, we carried out a set of experiments using a
unique data set, covering real-world purchase orders placed at an international auto-
mobile manufacturer during a fixed period of time. These orders contain information
about the specific combinations of product options ordered by customers and associ-
ated required material parts during a fixed production cycle.

We calculated the accuracy of the prediction for customer order groups of varying
sizes and uncertainty levels. We find that larger customer order groups yield higher
accuracy across different uncertainty levels. Specifically, we find that our proposed
technique achieves an accuracy between 88% and 98% throughout all experiments.
This finding is consistent with the growing trend toward modularization in the auto-
motive production industry [10]. As digital technology platforms emerge in smart
production environments, car manufacturers can begin exploiting digitalized infras-
tructures to design and control innovative components of higher levels of standard-
ization [11]. Our findings help explain to what degree the increasing modularization
and standardization of components impact the prediction of the requirements for parts
with long lead times.
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The remainder of this paper is organized as follows. The next section discusses
prior research. In Sect. 3, we present the proposed data mining technique for predicting
material requirements. In Sect. 4, we report on the experimental evaluation and discuss
our findings. Finally, we provide our conclusion in Sect. 5.

2 Prior Research

We discuss prior research on (1) predicting material requirements in industrial pro-
duction under demand uncertainty, and (2) data mining approaches for estimating the
similarity between different sets of product orders.

2.1 Predicting Material Requirements

Manufacturing industries use material requirements planning (MRP) systems for
inventory management and for planning and forecasting the quantities of parts and
components required for production. Since their first implementation in the 1960s,
MRP systems evolved into MRP II and later into enterprise resource planning
(ERP) systems. MRP systems use master and transaction data as input. While master
data include information about structure and variants of each component, transaction
data are created when a customer places an order [12]. In the presence of demand
uncertainty, planning systems typically follow either a supply-oriented or a demand-
oriented approach.

First, in supply-oriented approaches, manufacturers estimate the required quanti-
ties by optimizing a given objective function subject to production capacity, storage, and
market constraints [12]. Gupta and Maranas [13] develop a stochastic model for mini-
mizing the total cost of a multi-product and multi-site supply chain under uncertain
demand. They solve the objective function using optimization methods in two stages.
First, all manufacturing decisions are made before the demand is known. Second,
inventory levels, supply policies, safety stock deficits and customer shortages are
determined after the demand is already knownwhile taking the quantities produced in the
first stage into account. The main difference to our approach is that Gupta and Maranas
analytically solve a model on the level of different products while we use a fully data-
based approach for predicting material parts requirements of products. Whereas Gupta
and Maranas focus on total production and logistics cost, we implicitly optimize cost by
predicting material requirements for reducing potential over- or underproduction.

Second, demand-oriented approaches for production planning focus on fore-
casting future demand and adjusting the production accordingly. Common techniques
used for this purpose include moving averages and exponential smoothing based on
historical customer orders [12]. Zorgdrager et al. [14] compare various regression and
statistical models to forecast the material demand for aircraft non-routine maintenance.
They find that the exponential moving average model offers the best tradeoff between
forecast errors and robustness over time.

Lee et al. [15] model uncertain demand using fuzzy logic theory. They integrate
triangular fuzzy numbers in a part-period balancing lot-sizing algorithm to determine
the optimal lot size under uncertain demand. Chih-Ting Du and Wolfe [16] propose a
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decision support system to determine the optimal ordering quantity for materials and
the safety stock. The system utilizes fuzzy logic controllers and neural networks and
takes variables such as the ordering costs, inventory carry costs and uncertainty into
account. The role of the neural networks is to increase the fault tolerance of the system
and increase rule evaluation performance by learning and replacing imprecise and
complicated fuzzy if-then rules. In contrast to Lee et al., we model uncertainty of
demand in terms of ordered vehicle configurations in a simpler way by randomly
removing product options from individual orders in our dataset.

Steuer et al. [17] predict the total demand for new automotive spare parts in three
steps. First, they cluster automotive parts with similar product life cycle curves using k-
medoids clustering and chi-square distances. The optimal number of clusters is
determined by calculating the Dunn index and the silhouette width of the clusters for
various number of clusters. Second, their approach identifies common features that
products in the same cluster share. Third, they use a classification model to match new
parts to clusters by estimating the feature similarity between them. They find that
among all evaluated algorithms, support vector machines achieve the highest accuracy
of 68.4%. We extend the cluster method of Steuer et al. by integrating the different
option combinations of the vehicles ordered by customers. Whereas Steuer et al.
focuses on spare parts only, we consider the material requirements for the complete
production process.

In summary, existing approaches do not internalize real-world customer orders that
include all possible option configurations. We contribute a novel data mining technique
for predicting fine-grained material parts requirements given uncertain demand about
vehicle option configurations. To this end, our approach can be used to complement
existing approaches for fine-tuning the prediction of material parts.

2.2 Data Mining Approaches

Data-based prediction of required material parts in a production supply chain relates to
analyzing historical parts requirements in transaction data for a certain product demand
pattern. As such, predicting parts requirements involves comparing imprecisely spec-
ified current demand with closest known demand pattern for which the required parts
are known. Thus, we face two problems: (1) forming clusters in historical transaction
data (containing product options and required parts) to model potential product demand
with respect to certain product options, and (2) measuring closeness of imprecise
current demand vs. historical demand patterns. Because we tackle both problems on the
basis of the vector space model, we first motivate and review the model and specific
approaches for the two outlined problems.

The vector space model is a well-established model in the fields of data mining and
text mining [18]. This model has been widely used for pattern matching and in par-
ticular for text retrieval and text classification [19]. In the scope of this work, we are
interested in comparing and matching patterns of imprecise current demand with fully
specified historical demand, for which required parts are known. Thus, the quantities of
order details (e.g., ten times product type A, five times product option B) are used as
elements of a vector. While the vector-based approach received little attention for
predicting parts requirements in prior research, we contribute to existing literature by
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transferring previous findings from using the vector space model in text mining to
demand prediction for car production.

A major challenge in interpreting demand patterns as vectors in vector space is the
assumption of linear independence of the dimensions of a vector space. It seems
obvious that the dimensions offered by product types and product options are not fully
independent. However, the quantification of text as vectors by interpreting the words of
the vocabulary as dimensions and counting word occurrences in a vector’s elements
also clearly violates the independence assumption. The reason is that words in a
sentence or a full text depend on each other. The same is true for product options, when
cars are configured by customers (e.g., demand for certain luxury product options
might be correlated). Despite the obvious violation of independence, text mining
research has shown that text classification approaches still achieve high accuracy [20].
These findings also apply to our research as reported in Sect. 4.2 and discussed in
Sect. 4.3.

Another challenge includes the imprecise formulation of demand patterns that must
be represented as vectors. Imprecise or uncertain knowledge means that some quantities
might not be known exactly. Furthermore, the quantities for some options might be
completely unknown. Thus, the corresponding vector elements are zero, which leads to
sparsity in the vector. To this respect, text classification research provides evidence for
high performance despite sparse vectors, referring to the application of Support Vector
Machines [21]. Our data mining technique is different because it is based on cosine
similarities at its core. However, our results indicate high predictive performance.

Several clustering approaches are available for addressing the problem of forming
clusters of historical transactions to create synthetic demand patterns. A possible
approach consists in selecting transaction data randomly to form a cluster. Another
option is choosing transactions based on similarity. In this case clustering algorithms
from the field of unsupervised machine learning can be used. A prominent example for
such an algorithm is k-means clustering [22]. K-means clustering partitions transaction
data in the vector space by iteratively forming k clusters around centroid vectors with a
minimum sum of squared distances of all other vectors with respect to the centroid
cluster. Apart from this algorithm, research in data mining examines approaches based
on hierarchy, fuzzy theory, distribution, density, graph theory, grids, fractal theory, and
other models [23].

A number of approaches for addressing the problem of closeness of vectors have
been proposed. Examples include the Minkowski distance, Euclidian distance, cosine
similarity, Pearson correlation distance, and the Mahalanobis distance [23]. In the
context of text mining, the most common approach is the cosine similarity. Cosine
similarity measures the angle between two vectors in the same vector space. Uncertain
demand, represented as vector with elements counting product options, is compared to
fully specified demand vectors by the angles between the vectors. It is then assumed
that the demand vector with the smallest angle is the most similar to the uncertain
demand vector.

We address both problems in vector space, i.e., forming clusters and measuring
closeness. Thus, we evaluate the suitability and performance (i.e., prediction quality) of
our approach and contribute to the transfer of knowledge in text-related research in
information systems (e.g., [24]) for predicting material requirements.
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3 Data Mining Technique

We describe our data mining technique for predicting material parts by providing
formal notations, illustrating its use in an example, and defining an accuracy measure.
The proposed technique predicts quantities for parts with long times based on historical
customer orders.

3.1 Measuring Similarity of Customer Order Groups

A single customer order describes a fully customized vehicle as ordered by a customer
(e.g., through a web-based car configurator). A typical customer order includes a car
configuration such as car model, engine type, navigation system, electric exterior
mirrors, sunroof, and so on. Each customer order is accompanied by a parts require-
ments list (PRL). This list is used by the production plant to assemble the vehicle.

Now suppose the manufacturer wants to predict the quantity of parts required to
produce a set of cars X given a basic configuration of product options. To achieve this,
all historical customer orders are divided into groups randomly. All groups are sized
equally by a pre-determined size. Let G ¼ fg1; . . .; gng be the set of all customer order
groups. Further, let O ¼ fo1; . . .; omg be the set of distinct options present in G and X.
Each group and also X are then represented by an m-dimensional vector og!. Further, let
f g; oð Þ denote the frequency of option o 2 O in group g 2 G. Then, the vector rep-
resentation is given by

og
!¼ f g; o1ð Þ; . . .; f g; omð Þð Þ ð1Þ

The vector representation assumes linear independence of the dimensions, which
may not hold, but still the approach has achieved good results in other fields [20]. Once
the vectors for all groups are formed, we measure the similarity between the set X of
cars to produce and a historic group of cars g 2 G by calculating the cosine of the
associated angles. We use cosine similarity because of its simplicity and effectiveness
to get an initial validation of our data mining technique. The cosine similarity between
vectors og! and oX

�! can be derived using the Euclidean dot product formula,

S og
!; oX

�!� �
:= cosðhÞ ¼ og

!� oX�!
og
!� oX�!

ð2Þ

Because each dimension within the vectors og
! and oX

�! equals the frequency of a
distinct option in the corresponding groups and these frequencies cannot be negative,
the cosine similarity is bounded in the interval 0; 1½ �. Thus, the closer S gets to 1, the
more similar are X and g. If S ¼ 1, X and g are said to be identical. In other words, we
use the required parts to produce cars in group g 2 G with highest associated similarity
value regarding X as prediction for required parts in X.
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3.2 Illustrative Example

We provide a simple example to illustrate our data mining technique for estimating the
parts requirements based on historical customer orders. Suppose a manufacturer seeks
to forecast the number of parts required for producing a set X of 10 cars out of which 8
will have option o1 (e.g., navigation system) and 4 will have option o2 (e.g., sunroof).
All other options are unknown to the manufacturer at this point in time. Implicitly, the
frequency of unknown options is assumed to be zero. Hence, the vector representation
for set X is given by

oX
�! ¼ f X; o1ð Þ; f X; o2ð Þð Þ ¼ 8; 4ð Þ ð3Þ

To predict the number of parts in the presence of uncertainty about the final
configuration, we divide the complete set of customer orders into 10 random groups of
size 10 respectively; that is, G ¼ fg1; . . .; g10g. Each of these groups contain a set of
distinct options. For instance, suppose customer order group g1 consists of 10 cars out
of which 9 are configured with option o1 (i.e., navigation system), 7 are configured
with option o2 (i.e., sunroof), and 3 are configured with option o3 (e.g., electric exterior
mirrors). The vector representation of this group is then given by

og1
�! ¼ f g1; o1ð Þ; f g1; o2ð Þ; f g1; o3ð Þð Þ ¼ 9; 7; 3ð Þ ð4Þ

Likewise, all other groups fg2; . . .; g10g are represented by vectors containing the
frequency of product options over all orders of a group. Using cosine similarity, our
data mining technique now discovers the group that is most similar to set X:

S og1
�!; oX

�!� � ¼ 9; 7; 3ð Þ � 8; 4; 0ð Þ
9; 7; 3ð Þ � 8; 4; 0ð Þ � 0:9483 ð5Þ

The cosine similarity between set X and the remaining groups fg2; . . .; g10g is
calculated analogously. Suppose group g1 is closest to X according to cosine similarity;
that is, among all cosine similarities, 0:9483 is closest to 1. Thus, we use PRL of group
g1 as prediction for the PRL of set X.

3.3 Measuring the Accuracy of Predictions of Parts Requirements

Each individual customer order is associated with a unique parts requirements list
PRL ¼ fi1; i2; . . .; iNg, where N is the number of unique parts required to produce the
vehicle, and il2f1;...;Ng denotes the quantity of each part. For example, PRL ¼ f12; 3; 5g
means that part 1 is required twelve times, part 2 three times, and part 3 five times.

We use an accuracy measure to quantify the quality of our prediction of required
parts as follows. First, we subtract the quantity of each part in the predicted PRL from
the respective quantity of that part in the benchmark PRL. Then, we aggregate the
absolute differences in quantities and divide the resulting value by the total quantity of
parts occurring in the benchmark PRL. Let PRLBenchmark ¼ fI1; I2; . . .; IKg and
PRLPrediction ¼ fJ1; J2; . . .; JKg denote the benchmark PRL and the predicted PRL,
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respectively, where K is the total number of unique parts in the union of both lists.
Then, the difference between PRLBenchmark and PRLPrediction is given by

D :¼ PRLBenchmark � PRLPrediction ¼
XK

k¼1

Ik � Jkj j ð6Þ

Given this notation, the accuracy A is

A ¼ 1� DPK
k¼1 Ik

ð7Þ

Accuracy A gives the percentage of correctly predicted quantities within the
benchmark PRL. For instance, if A ¼ 0:97, the predicted PRL deviates by 3% from the
benchmark PRL in the quantities of parts.

4 Evaluation

This section reports an experimental evaluation of the proposed data mining technique.
We describe the setup, report the empirical results, and discuss the findings.

4.1 Experimental Setup

Our experiments used a unique data set of 47,499 actual orders received by a car
manufacturer within a given time period. These orders contain fully customized car
orders (i.e., including all configured options), associated with the specific PRL for each
vehicle. For instance, in a random group of 20 orders, 9 vehicles were ordered with
rear-view camera, 11 with active parking assist, 10 with cruise control, 2 with traffic
sign recognition, and so on. The complete data set contained 55 different options for
customers to choose from. Figure 1 shows an excerpt of the frequency of the config-
ured options in this group taken from our unique data set.

We consider a scenario where the manufacturer does not know the exact option
configurations for future orders. For example, the manufacturer estimates that from
within 20 future orders, 5 orders contain a rear-view camera, 10 an active parking
assist, and 12 a cruise control. At this point in time, the manufacturer does not have
more information concerning all other potential options. In the presence of incomplete
information, the manufacturer now wants to predict the quantities of those parts with
long lead times that are required to produce these 20 vehicles.

To predict the PRL in this scenario, we randomly selected groups of varying sizes
from {20, 100, 200, 500} as benchmark groups. Then, we systematically removed
varying sets of options from these groups. By removing these sets of options, we mimic
the incomplete option estimate provided by the sales manager. Next, we applied our
data mining technique to identify the group in the historic order data set that is most
similar to the benchmark group. Finally, we compared the aggregated PRL of the most
similar group to that of the benchmark group. Figure 2 depicts the flow chart of the
proposed data mining technique for predicting the PRL.
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In step 1, we randomly select group X as the benchmark group, for which the PRL
is known. Then, the historic order set is randomly divided into n distinct groups of
equal size (step 2). Group X and groups 1 to n are then vectorized using the frequency
of each option in the associated group (steps 3 and 4). In step 5, we define three
uncertainty levels of the ordered vehicle configuration: low, medium, and high. For this
purpose, we randomly remove a varying number of options from group X by setting the
associated frequency to zero. When 13 out of 55 total options are removed, the level of
uncertainty is said to be low (i.e., 23.6%). When 26 of 55 options are removed, the
level of uncertainty is said to be medium (i.e., 47.3%). Finally, when 39 of 55 options
are removed, the level of uncertainty is said to be high (i.e., 70.9%). In steps 6 and 7,

Fig. 1. Frequency of configured options in a random group of 20 orders (excerpt).

Fig. 2. Flow chart of the proposed data mining technique.
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we determine the cosine similarity between group X and groups 1 to n to identify the
group that is most similar to the “stripped” group X. Once the most similar group has
been found, we compare the associated PRL to the PRL of the original group X to
estimate the accuracy of the predicted part requirements.

4.2 Results

To validate our data mining technique, we calculated the accuracy of our prediction (of
required parts) as a function of the associated cosine similarity. We divided the 47,499
orders into 475 groups of group size 100. One group was randomly selected as the
benchmark group. Then, we calculated all angles between the benchmark group and the
remaining groups. Next, we determined the accuracy of each group’s PRL compared to
the original PRL of the benchmark group. Figure 3 depicts the accuracy obtained for all
475 groups. Each point in the diagram corresponds to the accuracy obtained for a single
group. The red line illustrates the trend line based on linear regression. As shown in
Fig. 3, the accuracy of the prediction increases as the cosine similarity increases.
Notice that increasing cosine similarities result in decreasing angles between vectors.
This result implies that our data mining technique is valid and can be applied to the
problem studied in this work.

After having successfully validated our approach, we now report on the results
obtained in our simulation study. Table 1 presents the results of the simulation. For

Fig. 3. Accuracy as a function of cosine similarity and linear regression trend line (red) (Color
figure online).
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each group size 20, 100, 200, and 500, we calculated the accuracy of the PRL for the
scenarios “none”, “low”, “medium”, and “high.” Here, scenario “none” corresponds to
a benchmark group that contains all options (no uncertainty). Thus, if that exact group
were contained in the data set, the accuracy would be 100%.

Figure 4 depicts the results graphically. For group size 20 (blue line), the accuracy
is decreasing for increasing uncertainty level, reaching 88.14% at uncertainty level
medium. Then, the accuracy increases up to 88.91% for uncertainty level high. When a
group contains 100 orders (yellow line), the accuracy decreases for all uncertainty
levels with its highest value of 93.02% down to its lowest value of 91.27%. For group
size 200 (green line), the accuracy decreases from 97.3% to 96.18% for all uncertainty
levels. Finally, when 500 orders are grouped (grey line), the accuracy also decreases for
all uncertainty levels, falling from 97.73% to 97.02%.

Table 1. Accuracy for varying group sizes and uncertainty levels.

Group size Accuracy for uncertainty level
0% (none) 23.6% (low) 47.3% (medium) 70.9% (high)

20 91.98 88.16 88.14 88.91
100 93.02 92.92 91.60 91.27
200 97.30 96.50 96.18 96.18
500 97.73 97.41 97.02 97.02

Fig. 4. Accuracy for different uncertainty levels at varying group sizes (Color figure online).
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4.3 Discussion

Our experiments demonstrate the impact of uncertainty about future customer orders on
the accuracy of predicting the material requirements for production in automotive
industry applications. Our findings provide evidence for the efficacy of the proposed
data mining technique to predict the quantities of parts with long lead times based on a
large data set of historical customer orders. In the following paragraphs, we discuss the
insights that can be obtained from our research.

First, we find that the proposed cosine similarity measure suits well for predicting
material requirements. As the cosine similarity of vectors increases, the accuracy
increases also (see Fig. 3). This finding implies that the frequencies of options within a
historical customer order group correlate with the future requirements of parts subject
to long lead times. The fact that the smallest observed cosine similarity between vectors
is approximately 0.99 indicates that different order groups exhibit similar requirement
lists for long lead time parts. In consequence, the quantities required to produce these
vehicles can be predicted with an accuracy of close to 96%. This result indicates that
potential violations of the assumption of linearly independent dimensions in the
underlying vector space are not too detrimental to the accuracy results achieved by our
technique.

Second, we find that larger customer order groups entail higher accuracy. As more
customer orders are pooled, the quantities of parts and components required to produce
these cars converge to those quantities in the associated benchmark group. This finding
implies that the quantity of parts required for production becomes invariant as group
sizes increase. In other words, individual parts and components are re-used by man-
ufacturers for producing different car variants. This finding is consistent with the trend
towards stringent modularization in the automotive production industry [10]. Car
manufacturers implement modularization strategies to manage the increasing com-
plexity and variant diversity of their vehicles by standardizing interfaces and individual
components. As such, the requirements for mass customization can be achieved more
effectively [25]. Moreover, smart production plants benefit from pervasive digital
technology platforms as the central focus of the firm’s innovation process. Car man-
ufacturers can now use the same digital tools to design and control multiple modules
and components that were dispersed among supplies in the past [11]. Hence, digitalized
production promotes the development of innovative modularization concepts which in
turn influences the prediction and procurement of material at distributed production
plants in the automotive industry. The accuracy values obtained for increasing group
sizes in our study thus help explain to what extent product modularity impacts the
prediction of material requirements in automotive production.

Third, one advantage of our approach is that it can deal with high levels of
uncertainty about the demand of possible option configurations. We find that accuracy
decreases for increasing uncertainty levels. It is interesting to observe that for bigger
group sizes the uncertainty level barely impacts the accuracy of the prediction. That is,
if many customer orders are pooled, the number of parts and components required to
produce this group of vehicles virtually matches that of the associated benchmark
group. This finding corroborates that car manufacturers pursue a sustainable platform
strategy for managing the complexity of their product variants. To this end, the
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transformation toward digitalized production encourages the integration of data-driven
analytics into business information systems to advance current prediction methods in
automotive industry applications.

5 Conclusion

The contribution of this research is a data mining technique for predicting the
requirements of parts with long lead times in the automotive industry. To evaluate our
approach, we used a unique data set containing actual customer orders received by an
international car manufacturer. In a first step, our approach incorporates the concept of
cosine similarity to discover similar customer order groups within the data set. Then,
we aggregate the quantities of the required parts and components for producing the
vehicles within these different groups. Finally, we calculate the accuracy of our pre-
diction relative to a predefined benchmark group. We find that increasing group sizes
result in higher accuracy across all uncertainty levels. As car manufacturers continue to
optimize product modularization using digital platform technologies, standardized parts
and components for producing cars facilitate an improved prediction of material
requirements even in the presence of uncertainty concerning future customer orders.

From a managerial perspective, our study can support supply chain managers in
making more informed decisions about choosing the appropriate customer group size
for predicting the demand in parts and components with long lead times. Because larger
group sizes imply higher accuracy, managers can pool heterogenous estimates about
future customer orders based on production capacity. At the same time, managers can
focus on small sets of equipment options when forecasting material requirements
because varying uncertainty levels show little impact on accuracy.

Future research can be pursued in four directions. First, our experimental evaluation
could be extended by implementing k-means clustering on the data set [9, 22]. Unlike
the random group formation used in our technique, the k-means clustering algorithm
divides the data set into k clusters relative to the nearest mean. For benchmarking
purposes, the accuracy obtained by k-means clustering could then be compared to the
accuracy achieved in our study. Second, while the cosine similarity measure suits well
to obtain high accuracy, other measures of similarity such as k-median or k-means +
+ algorithms could be used for comparing customer order groups. Third, for comparing
parts requirements lists, different weights could be placed at different quantities of
components. This change could provide further insights of how economic factors such
as price and economies of scale affect parts requirement predictions. Fourth, future
research can assess the applicability of our approach to other industries in which large
quantities of parts are needed and customers can individualize the products.
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Abstract. In processes involving human professional judgment (e.g., in
Knowledge Intensive processes) it is not easy to verify if similar cases
receive similar treatment. In these processes there is a risk of dissim-
ilar treatment as human process workers may develop their individual
experiences and convictions or change their behavior due to changes in
workload or season. Awareness of dissimilar treatment of similar cases
may prevent disputes, inefficiencies, or non-compliance with regulations
that require similar treatment of similar cases. In this article two proce-
dures are presented for testing in an objective (statistical) way if different
groups of process workers treat similar cases in a similar way. The testing
is based on splitting the event log of a process in parts corresponding to
the different (groups of) process workers and analyzing the sequences of
events in each part. The two procedures are demonstrated on an example
using synthetic data and on a real life event log.

Keywords: Process mining · Knowledge intensive processes ·
Case management · Statistical auditing · Statistical testing

1 Introduction

Knowledge Intensive (KI) processes present an expanding topic in the field of
Business Process Management (BPM), see for instance the paper of Marin et al.
[9]. KI processes differ from classical processes by the presence of human process
workers whose domain knowledge has an important influence on the next steps in
the process. KI processes occur typically in organizations that complete complex
tasks.

The human component in KI processes makes the flow of activities less pre-
dictive and raises the question whether similar cases are treated similarly. Differ-
ences in treatment of similar cases may result from differences in the expertise,
workload, and opinions of the human process workers, especially when the same
process is executed at two or more different sites. For example, when similar
cases are presented to two process workers, they may process them in different
ways.
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Awareness of dissimilar treatment of similar cases by different groups of pro-
cess workers (e.g., at different locations) is important for businesses, not only
because a uniform treatment is usually preferred with a view on efficiency, but
also since the lack of uniformity may create disputes between customers and the
company. For governmental organizations similar treatment of similar cases is
even more important, as similar treatment is often demanded by law or policy.
As such, the topic is of interest for auditors as well. Auditors, besides the classi-
cal task of checking financial statements, are also expected to check compliance
with regulations and the law.

Verifying similarity of treatments for two or more (groups of) process work-
ers is complicated by two facts. First, the characteristics (‘attributes’) of cases
presented to process workers may differ from process worker to process worker.
For instance, when two process workers are employed in different regions, one
should take into account the regional differences of the cases presented to these
process workers. Second, human professionals often have the possibility (and are
expected) to gather additional information about the cases they treat. Although
this (unstructured) information may be stored in a case management system,
it is usually not registered in the event log of the process. This ‘data incom-
pleteness’ introduces an additional stochastic component when modelling the
decisions of a process worker. Hence statistical techniques are required to make
measure similarity of treatments, see Sect. 3 for more details.

A simple example may illustrate the issue of similar treatment. Consider a
Knowledge Intensive service process of a manufacturer of laptops and printers,
as shown in Fig. 1. The service process supports customers whose device breaks
down within the warranty period. A defect device that comes in, initially starts
two activities that are processed in parallel: registration (V1) and sending a con-
firmation (V2). Part of the registration process is the recording of the device type
(possible values: ‘laptop’ and ‘printer’) and the original purchase price (price).
After registration and confirmation, a human process worker considers the defect
device and has three options: return the original purchase price (V3), send a

Fig. 1. Simple process model of a service process of a laptop and printer manufacturer.
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new device (V4), or send the defect device for repair (V5). The choice of option
depends on an assessment of the actual defect, the recorded values, and possibly
additional information gathered by contacting the customer. When the repair
option is chosen (V5), the device will be send to an external repair shop and the
device will be tested (V6) afterwards. Depending on these test results, a second
process worker will decide on the next activity; a good test result will lead to
ship the repaired device back to the customer. Otherwise the process worker
may choose to send the device again for repair or to return the money to the
customer (V7).

Traces in the event log of this process may look like this:

– 244 Printer · Start V1 V2 XOR1 V5 V6 XOR2 V5 V6 XOR2 V7 End
– 69 Printer · Start V2 V1 XOR1 V3 End
– 224 Laptop · Start V1 V2 XOR1 V4 End
– 1082 Laptop · Start V1 V2 XOR1 V5 V6 XOR2 V7 End
– 67 Printer · Start V1 V2 XOR1 V4 End

where the first number is the purchase price of the device.
The service process is deployed at various regions. The manufacturer is inter-

ested in knowing whether similar defects receive the same treatment at each
region to deal with a rise of complaints claiming that customers in region A
usually receive a new item quickly, while customers in region B have to wait
for a repair. The service process of this manufacturer will serve as an example
throughout this paper.

The research into similar treatment is motivated by two real-life examples
where knowledge of similar treatment of similar cases is found to be important.
One is the debt-collection process of a tax administration where it is expected
that debtors in various regions are treated in a uniform way, see Sect. 4.2 for
more details. The other is the treatment of patients in two wards of the same
hospital according to the same protocol.

The paper is organized as follows. Section 2 reviews related work. Section 3
describes two testing procedures. Section 4 demonstrates these procedures on
the ‘warranty’-example and the tax data set. We end with conclusions and
future research in Sect. 5. The code used in Sect. 4.1 can be found on github:
github.com/PijnenburgMark/Similar Cases Treated Similarly/.

2 Related Work

2.1 Process Drift

Detecting different variants of business processes is a topic that is receiving
increasing attention [2,3,8,10]. Most works focus on detecting changes in a busi-
ness process over time, but some papers also mention differences by location
(e.g., departments), like the paper of Pauwels and Calders [11], or mention the
more general applicability of their method, like the paper of Bolt et al. [2].

One of the earliest papers in the field of process drift is the paper of Bose
et al. [3]. The method described in this paper extracts features from an event log

https://github.com/PijnenburgMark/Similar_Cases_Treated_Similarly/
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and compares the values of these features at two different points in time. The
features demonstrated in the paper only allow for finding ‘structural changes’,
i.e., changes in the process model.

The paper of Ostovar et al. [10] differs from the paper of Bose et al. [3]
by using a technique for automated discovery of process trees and considering
changes in these trees instead of using features extracted from event logs. More-
over, root cause analysis is supported by providing natural language statements
to explain the change behind the drift.

In the paper of Pauwels and Calders [11] the concept of process drift is
applied to the data set of the BPI challenge 2018 [4]. Besides showing concrete
results, the authors add a new model-based approach relying on Dynamical
Bayesian Networks. Their approach is strengthened by providing some nice aides
for detecting process drift visually.

The paper of Maaradji et al. [8] adds a formal statistical test to the com-
parison between different time points and thus adds objectivity. Moreover the
detection of process drift is determined by looking at the frequencies of sequences
of activities, and is thus capable of detecting structural changes as well as changes
in frequencies of process paths.

In our approach, similarly to Maaradji et al. ([8]), we also look at the activities
themselves instead of derived features and we also apply a formal statistical test.
However, there are several differences. From the contextual viewpoint there are
two main differences. First, we consider differences in process execution between
groups of users instead of differences in time and second, we focus on the human
decision making in the process and thus leaving aside the activities that are trig-
gered automatically by the workflow management software. As a consequence
of the latter, we have to consider fewer differences, making the comparison sim-
pler and the statistical testing more powerful. From the technical point of view,
there are two differences as well. First we take into account the attributes of
the cases that enter the process and second, we consider the frequently occur-
ring situation where some or all decisions in the process are independent of each
other. If this assumption holds, the χ2-test becomes much more powerful and
easy to use, because of the mathematical property that the sum of independent
χ2-distributions is again a χ2-distribution.

2.2 Sequence Analysis

Event logs form the basis of process mining and are in essence a number of
sequences of activities. For this reason it is not surprising that techniques from
sequence analysis (also known as ‘sequential pattern analysis’ or ‘sequential
pattern mining’) are applicable in process mining. One of the techniques from
sequence analysis that is applied frequently in this paper, is Pearson’s χ2-test to
test the probabilities of going from one activity to the next against a theoretical
model, see the book of Bakeman and Gottman [1]. We apply this test repeatedly
under the null hypothesis of no differences in treatment between (groups of) pro-
cess workers. As described by Bakeman and Gottman [1], Pearson’s χ2-test can
be also applied to sequences of events, although the number of possible sequences
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(and thus the number of observations needed to fulfill the assumptions of the
test) grows exponentially in the sequence length. We overcome this problem by
making an assumption of independence of decisions (Sect. 3.1) or by focusing on
the most frequent traces (Sect. 3.2).

3 Testing for Similar Treatment of Similar Cases

When testing similar treatment of similar cases for two groups of process workers,
a first step is finding the points in the process where human process workers
decide on the next activity. We will call these points ‘decision points’. In a
process model these are ‘XOR-junctions’ (eXclusive OR-junctions), i.e., places
where the flow of activities can take two or more directions.

We define ‘similar treatment of similar cases’ as the situation where at
each decision point holds that two similar cases (measured by having the same
attributes) have the same probability distribution over all possible follow-up
activities.

In case only one decision point is present, the situation is relatively simple
and the approach is described in Sect. 3.1. When multiple decision points are
present, two situations can occur: (a) the decisions at the decision points can be
considered independent of each other (frequently called a ‘Markov assumption’
in sequence analysis). In this situation the comparing of two groups of process
workers can be done for each decision point individually and the results can
later be combined. This case is addresses in Sect. 3.1. (b) the decisions cannot
be considered independent, in other words the decision at one decision point
is influenced by the previous decisions (i.e., it matters for the decision what
path a case took through the process model to reach the decision point). The
problem that arises in this situation is that the number of possible combinations
of decisions increases exponentially in the number of decision points and hence a
lot of traces in the event log are needed if a naive approach is taken. In Sect. 3.2
we present a heuristic that requires less data, by assuming that a subset of
possible traces accounts for most observed traces in the event log. An assumption
which is often reasonable in practice.

3.1 Approach 1: Independence of Decisions

A Test for a Single Decision Point. If we compare two groups of users, say
from location L1 and L2, and we focus for the moment on one decision point,
a table like Table 1 forms the basis for analysis (see also Fig. 2). In the first
column of Table 1 ‘Cluster of case’, we see that all cases are grouped based on
their attributes into K clusters. This clustering is done to make groups of similar
cases. Then in the next column we see the decision that was made at the decision
point, i.e., the next activity for the case. Then follow two columns indicating the
count data of cases for both groups of users (L1 and L2). See Table 7 for two
examples of filled out tables.
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Table 1. Three-way contingency table needed
to apply the χ2-test for one decision point for
two groups of process workers.

Group of process workers

Cluster
of case

Output
activity

L1 L2

x = 1 V 1 n1,1
1 n1,1

2

...
...

...

V q n1,q
1 n1,q

2

x = 2 V 1 n2,1
1 n2,1

2

...
...

...

V q n2,q
1 n2,q

2

...
...

...
...

x = K V 1 nK,1
1 nK,1

2

...
...

...

V q nK,q
1 nK,q

2

Fig. 2. Figure illustrating the elements
of the table at the left

If we consider a subtable of Table 1 that belongs to one cluster, we can apply
the well known two sample χ2-test (see for instance the book by Kanji [6]) to test
whether the differences between the two user groups can be attributed to chance,
or that there is a reason to reject the hypothesis of similar treatment. If we want
to apply the χ2-test to the whole table (i.e., for all clusters simultaneously), we
can take the approach as described for instance by Hald [5] (page 746). Note that
Table 1 contains only two locations. This is only for demonstrative purposes as
the χ2-test works equally well for any number of user groups.

Mathematically the test for one decision point comes down to the following.
To test the null hypothesis of similar treatment of similar cases, we apply the
(two sample) χ2-test. So we calculate,

χ2
XORj =

∑

i∈all cells

(Oi − Ei)2

Ei
=

∑

x,V,L

(nx,V
L − Ex,V

L )2

Ex,V
L

, (1)

where Ex,V
L denotes the expected number of counts. These expected numbers are

estimated assuming no differences between the groups of process workers (H0),
so,

Ex,V
L =

nx,V
• nx•

L

nx••
, (2)

where,

nx,V
• =

∑

L

nx,V
L , nx,•

L =
∑

V

nx,V
L , nx•

• =
∑

V,L

nx,V
L . (3)
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For one cluster (e.g., x = 1), the degrees of freedom are equal to (q−1)(t−1) [5]
(where t is the number of groups of process workers, and q the number of next
activities). Since there are K clusters, we have,

dfXORj = K(q − 1)(t − 1). (4)

The statistic (1) is χ2-distributed with degrees of freedom given in (4) if the
assumptions of the Pearson’s χ2-test are fulfilled.

Experiments have demonstrated that the assumptions of Pearson’s χ2-test
are sufficiently fulfilled if no more than 20% of the expected counts are less than
5 and all individual expected counts are 1 or greater, see the book by Yates et
al. [12]. One way of meeting this condition is to find a balance in the number
of clusters K, such that K is small enough for each cluster to contain enough
cases, while simultaneously keeping K large enough to make sure that cases that
are considered as dissimilar by experts are in different clusters. See Sect. 4 for
the values used in the experiments. If after choosing an appropriate number of
clusters the assumptions of Pearson’s test are still violated, we propose to remove
rows from Table 1 with infrequent row sums (i.e., activities that are seldom
chosen by any groups of process workers) and apply Eq. (1) on the reduced
table. Since the frequency of these activities is low for all process workers, the
effect of removing will be small in practice. Of course, the degrees of freedom
have to be adjusted. If l rows are omitted, then the number of degrees of freedom
is given by:

dfadj
XORj = K(q − 1)(t − 1) − l(t − 1). (5)

By introducing two groups of process workers L1 and L2 and comparing the
model of a decision point for these two groups, we must be cautious that possible
differences are only caused by differences in treatment of the groups of process
workers L1 and L2 and not by differences in the attributes of the cases that are
presented to group L1 and group L2. Otherwise we would erroneously conclude
there is dissimilar treatment of similar cases, while in reality there is dissimilar
treatment of dissimilar cases. In part, these differences in the cases of each group
are prevented by the clustering the cases into K clusters based on the known
attributes. However, typically not all attributes are recorded. If one suspects
the existence of an attribute that has an influence on the decision taken by the
process workers and this feature is also related to the group of users a case is
assigned to, one must, within each cluster of cases, distribute cases randomly
over the groups of process workers. This way one ensures the same probability
distribution for the groups and one can safely apply the tests.

Multiple Decision Points that Are Independent. If there are multiple
decision points in the process and we can assume that the decisions by the human
process workers are independent from previous decisions in the process, we can
easily extend our χ2-test. When the statistics χ2

XORi have been computed for
the individual decision points, a test of similar treatment for the whole process
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(i.e., all m decision points) can be constructed by adding the individual statistics
as well as the degrees of freedom:

χ2
overall = χ2

XOR1 + . . . + χ2
XORm, (6)

with
dfoverall = dfadj

XOR1 + . . . + dfadj
XORm. (7)

The final statistic χ2
overall is χ2-distributed with dfoverall degrees of freedom since

the sum of independent χ2-statistics is again χ2-distributed with the degrees of
freedom equal to the sum of the original ones. The independence of the individual
statistics is ensured by the Markov assumption.

The value of the statistic χ2
overall leads to a p-value indicating the proba-

bility that the hypothesis H0 is due to the randomness in the sample. A value
lower than 0.05 is generally accepted as a rejection of H0 and is thus evident of
dissimilar treatment of similar cases.

The complete test procedure in case of independent decision points is sum-
marized in Test Procedure 1.

Test Procedure 1. Procedure to test on similar treatment by two or more
groups of process workers when decision points are independent
Input : Event logs
Output: A p-value

1 Find the decision points in the process;
2 for each decision point do
3 Find relevant attributes;
4 Cluster the cases of all event logs into K clusters based on the attributes

(perform the clustering on the collective data of all user groups);
5 Construct a contingency table like Table 1;
6 Check the assumptions of Pearson’s χ2-test and possibly remove rows with

low row sums (adjust degrees of freedom accordingly);
7 Use equation (1) to compute the test statistic for this decision point, and

equation (5) for the degrees of freedom;

8 end
9 Apply equation (6) and (7) and read off the p-value from standard tables of the

χ2-distribution.

3.2 Approach 2: Frequent Paths

For some processes the Markov assumption will not hold. A straightforward
generalization in this case is to cluster cases and consider for each cluster all
possible traces and test if some traces occur significantly more frequently for one
group of process workers. Although this approach is in line with the approach
taken in the previous section, it has the drawback that a lot of data is needed
in order to satisfy the underlying assumptions of Pearson’s χ2-test. Namely, the
number of possible traces grows exponentially in the number of decision points.
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For this reason we will work out an approach that does not take into account
all traces, but only the most frequent ones (i.e., ‘typical paths’) for each cluster
of similar cases. Then the observed frequencies of these traces for each group
of process workers are compared with the expected frequencies (based on the
average frequencies over all process workers) using the χ2-test.

Technically, the frequent paths approach comes down to first clustering cases
based on known features, and then finding the most frequent traces for each
cluster. If the event log contains many traces, special algorithms can be applied to
find the most frequent traces, like the SPADE algorithm described by Zaki [13].

Subsequently, a table like Table 2 is created that contains the frequencies
of these frequent paths for all groups of process workers. Then Eq. (8) can be
applied to each frequent trace s in cluster x,

χ2 =
∑

i∈all cells

(Oi − Ei)2

Ei
=

∑

x,s,L

(nx,s
L − Ex,s

L )2

Ex,s
L

, (8)

where Ex,s
L is estimated by,

Ex,s
L =

nx,s
• nx•

L

nx••
, (9)

and,
nx,s

• =
∑

L

nx,s
L , nx,•

L =
∑

s

nx,s
L , nx•

• =
∑

s,L

nx,s
L . (10)

The degrees of freedom of the statistic in Eq. (8) equals:

df = (N − K)(t − 1), (11)

where N is the number of rows in the contingency table (Table 2), K the number
of clusters and t the number of groups of process workers. This can be seen by
realizing that for each cluster i the degrees of freedom equals (si − 1)(t − 1)
[5], where si is the number of frequent paths for cases in cluster i. The Test
Procedure for the Frequent Path approach is presented in Test Procedure 2.

Test Procedure 2. Procedure to test on similar treatment by two or
more groups of process workers when decision points are dependent and
most traces belong to a few frequently occurring traces
Input : Event log
Output: A p-value

1 Cluster all cases based on their features into K clusters;
2 Determine for each cluster the most frequent traces in the event log, for

instance by applying a frequent sequence algorithm like SPADE. Discard all
other traces;

3 Make a contingency table like Table 2;
4 Use equation (8) to compute the test statistic, and equation (11) for the degrees

of freedom;
5 Find the p-value from standard tables of the χ2-distribution.
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Table 2. Three-way contingency table needed to apply the χ2-test for all decision
points for two groups of process workers when the assumption of independence of
decision points does not hold.

Group of process workers

Cluster of case Frequent trace L1 L2

x = 1 V 1V 3V 5 n1,1
1 n1,1

2

...
...

...

V 2V 3V 4 n1,r
1 n1,r

2

x = 2
...

...
...

...
...

...
...

x = K V 1V 5 nK,1
1 nK,1

2

...
...

...

V 1V 2V 3V 5 nK,s
1 nK,s

2

4 Experiments

4.1 Synthetic Data

In this section we will apply the test procedures to the example men-
tioned in the introduction. The code used for this can be found on github:
github.com/PijnenburgMark/Similar Cases Treated Similarly/.

We used the process model of Fig. 1 to generate four event logs. Each event
log consists of 500 traces and the value of two meaningful features for each case
(price and type). The four event logs differ in the behavior of the two decision
points and in the distribution of the two features, see Table 3.

Table 6 specifies the behavior I and behavior II of the decision points as well as
the distributions of the input cases. For instance we see that under behavior I, a
printer that is returned with an original purchase price of 200 has the probability
of 0.2 for being send for repair, while this probability under behavior II is 0.6.
Moreover we see that the behavior of decision point 2 (XOR 2) depends on the
number of times the device has been send for repair before (with two options:
one time or more than one time) as well as the result of the test that is performed

Table 3. Differences of the four generated event logs

XOR-junctions

Behavior I Behavior II

Features Distribution I Event log 1 Event log 2

Distribution II Event log 3 Event log 4

https://github.com/PijnenburgMark/Similar_Cases_Treated_Similarly/
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after the repair (activity V6 in Fig. 1). Note that if the results of the test are
positive, the device is ready and thus there is a probability of one that the process
trace will be ended. In our example we set the probability that the test of V6

gives a positive result to 0.7.
Clearly, event logs 1 and 3 have the same process (i.e., no dissimilar treat-

ment), but differ in the input (event log 1 mainly cheap printers, event log 3
more laptops). In contrast event logs 2 and 4 are generated with other process
parameters. In these latter two event logs the process workers have a preference
for the repair option instead of sending a new item or returning the money.

We will compare the four event logs pairwise. Large p-values (over 0.05) are
expected when comparing event logs that have the same behavior (i.e., event
log 1 with event log 3, and event log 2 with event log 4), while low p-value are
expected if we compare event logs with different behavior such as event log 1
and event log 2.

The p-values resulting of applying Test Procedure 1 are shown in Table 4.
The application of this test procedure is justified because the decision points
are independent. The results are as expected, i.e., the test procedure is able
to clearly distinguish dissimilar treatment from differences in the input. For
feature selection we used a standard feature selection method from python’s sci-
kit learn package based on the ANOVA F-value, and for the clustering we applied
a standard Gaussian Mixture clustering algorithm from the same package. The
number of clusters was chosen K = # cases/100, where ‘# cases’ are the number
of cases that go through the decision point in the event log (for both groups).

We also applied Test Procedure 2, resulting in the p-values of Table 5. These
values demonstrate that our algorithm properly captures relevant properties of
this synthetic data set. In applying Test Procedure 2 we used again Gaussian
Mixture clustering. The number of clusters was chosen K = # traces /250, where
‘# traces’ are the number of traces of the combined event logs for both group of
process workers.

4.2 Tax Debt Collection Data

For demonstration purposes, we applied Test Procedure 1 to real data of the
Netherlands Tax and Customs Administration (NTCA). In the year 2013 a debt

Table 4. p-values resulting from applying Test Procedure 1 to all pairs of the four
event logs. We used 10 clusters.

2nd Event Log

1st Event Log Event log 1 Event log 2 Event log 3 Event log 4

Event log 1 1.000000 0.000000 0.975989 0.000000

Event log 2 0.000000 1.000000 0.000000 0.057141

Event log 3 0.975989 0.000000 1.000000 0.000000

Event log 4 0.000000 0.057141 0.000000 1.000000
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Table 5. p-values resulting from applying Test Procedure 2 to all pairs of the four
event logs. We used 4 clusters.

2nd Event Log

1st Event Log Event log 1 Event log 2 Event log 3 Event log 4

Event log 1 1.000000 0.000000 0.982920 0.000000

Event log 2 0.000000 1.000000 0.000000 0.662541

Event log 3 0.982920 0.000000 1.000000 0.000000

Event log 4 0.000000 0.662541 0.000000 1.000000

Fig. 3. Part of the debt collection process of the NTCA in 2013.

collection process was in place, a part of which is sketched in Fig. 3. As soon
as a debt is over its due date, automatically a reminder letter is sent. When
no payment has taken place, a legal notice (warrant) is sent that allows for
legal actions afterwards. Usually, there are several legal actions possible and the
choice is determined by a human process worker (XOR 1). The legal actions in
this part of the process are: a special claim procedure that allows to take money
of a savings account (V3), wage garnishment (V4), and distraint of property, e.g.,
a car (V5). When the special claim procedure V3 does not lead to payment of the
debt, a second human process worker (XOR 2)can decide for actions V4 or V5.

We have compared event logs from two locations. We took 1000 debts from
each location in the period 2013. We took into account two features of each
debt: the debt value and the tax type and restricted ourselves to two tax types.
The debt value has been used for constructing the clusters for both decision
points, while the tax type played a role for the clustering of XOR 1 only. The
contingency tables for both decision points are displayed in Table 7.

The value of the χ2-statistic for the first decision point is 59.247 (8 degrees
of freedom), while 1.785 (2 degrees of freedom) for the second decision point.
For the combination of the two decision point we find, under the assumption
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Table 6. Worked out example: two types of behavior of the XOR junctions and two
distributions of the input cases.

behavior

IIroivaheBIroivaheB
(preference for New Item) (preference for Repair)

X
O
R

1
X
O
R

2

Distribution input cases

Distribution I Distribution II
(mostly cheap printers) (mostly laptops)

of independent decisions, a value of 61.032 (10 degrees of freedom) which cor-
responds to a p-value of 2.31 · 10−9. The low p-value indicates that, under this
model, we should reject the hypothesis of similar treatment of similar cases. Due
to privacy reasons we did not use some important features that could lead to
different results.
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Table 7. Contingency tables belonging to the decision points XOR 1 and XOR 2 of
the tax collection data. Note we were not able to analyze 77 of the 2000 cases.

XOR 1 location
Cluster Activity A B
1 V3 16 14
1 V4 42 48
1 V5 21 17
2 V3 1 2
2 V4 16 39
2 V5 64 35
3 V3 381 379
3 V4 25 59
3 V5 80 90
4 V3 217 213
4 V4 8 47
4 V5 59 50

Total 930 993

XOR 2 location
Cluster Activity A B
1 V4 17 17
1 V5 64 53
2 V4 8 9
2 V5 42 24

Total 131 103

5 Conclusion and Future Research

The paper started by noting that the human factor in Knowledge Intensive
processes raises the question of similar treatment by several groups of process
workers. The two test procedures that are proposed in Sect. 3 are able to test
similarly treatment as is demonstrated in Sect. 4 on an artificial example of a
service process of a hardware manufacturer and a debt collection process of a
tax administration.

The two test procedures presented in this paper are based on rather ele-
mentary statistical techniques. We choose deliberately to solve the problem with
elementary techniques as simple methods display the nature of the problem most
clearly. Moreover an elementary approach allows to communicate clearly with
business experts. Besides an elementary approach allows for easy extensions to
meet more particular needs. For instance most organizations may tolerate a cer-
tain small level of dissimilar treatment and the test may be extended to take
this into account. However, applying some recently developed algorithms may
have some advantages as well. In particular recurrent neural networks can be
used successfully for modelling complex sequential data [7]. Unfortunately these
networks are ‘black-box models’ and provide little insight into the nature of
detected differences in the behaviour of groups of process workers.

Finally note that other interpretations of ‘similar treatment’ are possible and
might be appropriate in some settings. In this paper similar treatment has been
defined in terms of probabilities of going to the next activity in the process
model. However similar treatment can also be defined for instance in terms of
the amount of time that is spend on each case, or as the level of expertise that is
involved in each case. Tests based on these metrics have not been explored yet,
but may be the subject of further research.
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Abstract. This article describes a new method for analyzing labor mar-
ket requirements by matching job listings from online recruitment plat-
forms with professional standards to weigh the importance of particular
professional functions and requirements and enrich the general concepts
of professional standards using real labor market requirements. Our app-
roach aims to combat the gap between professional standards and reality
of fast changing requirements in developing branches of economy. First,
we determine professions for each job description, using the multi-label
classifier based on convolutional neural networks. Secondly, we solve the
task of concept matching between job descriptions and standards for
the respective professions by applying distributional semantic models.
In this task, the average word2vec model achieved the best performance
among other vector space models. Finally, we experiment with expand-
ing general vocabulary of professional standards with the most frequent
unigrams and bigrams occurring in matching job descriptions. Perfor-
mance evaluation is carried out on a representative corpus of job listings
and professional standards in the field of IT.

Keywords: Natural language processing ·
Distributional semantic model · Deep learning ·
Convolutional neural networks · Multilabel classification ·
Semantic similarity · Information extraction ·
Labor market requirements · Professional standards

1 Introduction

Nowadays, during the transition to a digital economy, leading industries, such as
IT develop more and more rapidly, with technology life cycle being reduced to
1–2 years. Demands of IT companies are constantly changing, while the shortage
of qualified personnel is only growing. The concept of lifelong learning, which
c© Springer Nature Switzerland AG 2019
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emerged in the 20th century, becomes increasingly more relevant in the new
information age [1]-after all, what was learned only yesterday, today has already
lost its relevance. At the same time, requirements of educational and professional
standards are too general and do not capture a complete picture of what knowl-
edge and skills are the most relevant, focusing instead on determining which
competencies will ensure the successful development of a particular region and
the country as a whole. All of these factors force the developers of curricula,
online courses, and programs for advanced training and refresher courses to
regularly update educational content and ensure the relevance of the learning
outcomes. Job listings contain labor market demands, which can be efficiently
extracted and analyzed using various data mining approaches, like the ones in
[2–6]. However, Russian language and the federal Russian professional standards
themselves have certain specifics, which are yet to be investigated in existing
research. Thus, we know of no research into the efficiency of various distributive
language models and machine learning algorithms in semantic analysis of such
texts, which would take into account these specifics. The goal of this paper is
the development of such approach; able to mine the actual labor market require-
ments by comparing them with professional standards, using IT industry as an
example. In order to reach this goal, we define the following tasks:

– use the job description to determine if it matches one or several professions
according to the classification described in the professional standards for IT
industry;

– match specific requirements and duties from job descriptions with the func-
tions and requirements of the standard;

– determine the most significant functions and requirements of the standard;
– enrich the general vocabulary of the professional standard with key concepts

from the job descriptions.

To do so, we apply both classic machine learning models and distributive seman-
tic based deep learning algorithms to this task. Evaluation of these models and
algorithms is carried out on a representative corpus of job listings and profes-
sional standards.

2 Related Work

In [2], authors present their job search engine, which, among other filters, allows
user to filter listings by certain skills. Here, skills are acquired by extracting infor-
mation from social networks, then processed by removing unimportant words
and lemmatizing the rest with regard for common word pairs. In order to pro-
duce ranked lists of job advertisements, the system weights job description by
averaging the weights of each skill in every job description, which in turn are
calculated by using TF-IDF and the probability of occurrence for any given
skill, based on the title of a job description. While the system does show promis-
ing practical results, no scientific evaluation is present to support the claims to
quality. Authors of [3] perform an analysis of currently most demanded jobs in
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several regions, based on the online job listings and a O*NET database of occu-
pational requirements. Their method is based on evaluating similarities between
LSA vectors of O*NET descriptions and job listings, in order to map the latter
onto the former. Once again, a paper shows the application for an approach, but
does not test the quality of the approach itself. Another analytical application
is described in [4]. Here, authors apply LSA to the descriptions of a number of
online job listings, with the goal of acquiring so-called ideal types of employ-
ees: especially effective or successful combinations of skills, which are in high
demand. The paper describes various groups of professions, extracted for differ-
ent numbers of LSA classes, as well as providing the analysis of the ideal skills
for each class. A task similar to ours is shown in [5], where authors present
their NER-based system, capable of matching skills from job listings onto the
skill ontology, generated using Wikipedia. First step is taxonomy generation,
using seed phrases from skill descriptions to retrieve matching categories from
Wikipedia articles. The second step is skill taggingmatching skill description to
one of the surface forms in taxonomy. The paper presents a proper evaluation
of the approach with taxonomy having a quality of 83 F1 points, and tagging
having a quality of 75.5 F1 points. Authors of [6] presented the evaluation of
various approaches for soft skill extraction. The task was specified as a binary
classification of text fragments as either containing a description of a soft skill
or not. From a variety of classification methods, trained and tested on top of the
word2vec vectors for text documents, the best results were achieved by a LSTM
neural network, trained on the unmodified texts.

3 Method

3.1 Conceptual Model

Conceptual model (Fig. 1) of the domain can be represented as a directed graph
G = (V,E), where V is a set of vertices describing the basic domain concepts,
and E is a set of edges defining asymmetric semantic relations between vertices.
The set V = F,R is divided into two subsets: F labor functions/actions and
Rrequirements to knowledge and skills, education, or work experience. The set
of relationships (edges of the graph) E = Include,Require,Match, includes
three subsets describing the possible types of relations between concepts:

– Include ⊂ F ×F is a part-whole relation between generalized labor functions,
position, and specific labor actions;

– Require ⊂ F ×R is a relation between the required knowledge, skill, experi-
ence, or education on one side and labor functions or position on the other;

– Match ⊂ S × J is a semantic correspondence relation between the common
functions and requirements of professional standards: S = Fs∪Rs and similar
specific actions and requirements of job description: J = Fj ∪ Rj .

3.2 Algorithm

Include and Require relations can be determined by analyzing the structure of pro-
fessional standards and job descriptions from online recruitment systems and com-
posing a number of simple rules. To be able to mine the actual requirements of the
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Fig. 1. A conceptual model, which defines the relationships between concepts from
professional standards (S) and job descriptions (J)

labor market, we propose to discover Match relations by matching job descriptions
published by employers on the Internet with the general requirements of profes-
sional standards for relevant professions. We can then determine the significance of
certain functions and requirements listed in the standards, based on the frequency
of references to them occurring in job listings. Finally, we propose enrichment of
the general concepts from professional standards with the most frequent keywords
from job descriptions. Thus, the structure and content of professional standards,
in a way, acts as a framework, with the particular requirements of the labor mar-
ket being added on to it, complementing the picture of professional field, placing
emphasis on what is currently the highest priority from the point of view of indus-
trys employers. A detailed algorithm is presented in Fig. 2.

Preprocessing. We have tested our models using different combinations of pre-
processing steps, as preprocessing does destroy or modify original information.
Thus we have the following list of preprocessing steps, some of which we have
skipped, if that led to improvement for a given model:



Mining Labor Market Requirements 181

Fig. 2. Algorithm for mining the requirements of the labor market by matching job
listings and professional standards

– multiline documents are joined into a single line;
– any symbol that is not alphanumeric, whitespace, or selected special character

is removed;
– sequence is tokenized and each token is lemmatized (where possible);
– lemmatized tokens are appended with their POS-tag;
– stopwords are removed (conjunctions, prepositions, pronouns).

Additionally, for the case of character N-grams, we have replaced word tokeniza-
tion with separation into character N-grams.
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Vector Space Models. Machine learning models in our experiments utilize
various vector representations of texts (vector models): one-hot encoding, which
represents words and documents with a binary, zero-filled vector, with a one
being assigned to the position, corresponding to a specific word in the vocabu-
lary; character N-grams, which are a continuous set of groupings of N characters;
TF-IDF (Term Frequency Inverse Document Frequency), a classical frequency-
based weighting scheme used often in various NLP tasks; word2vec [7], based
on a shallow neural network, trained to connect words with their context; para-
graph2vec [8] (sometimes referred to as doc2vec), which considers the document
itself as well as the surrounding words, to be a context for any given word.

Multi-label Classification. In order to compare a job listing with professional
standards, it is necessary to determine which profession it belongs to. Employers
formulate positions titles with high degree of variability, so it is impossible to
achieve high quality with a simple set of rules or a gazetteer. There are quite
a few examples where title is related to one profession, while the description
points to a completely different one, usually due to the employer misunderstand-
ing the requirements of professional standards or mixing up similarly named
professions (e.g. employers often call the position of a system administrator a
system programmer and vice versa). Furthermore, since a single job description
can include a description that simultaneously corresponds to several professions
(e.g. a system analyst and a software testing specialist, or a programmer and a
software architect), we can treat this task as a multilabel classification problem.
We use a both a classic algorithms for classification and a more sophisticated
neural network classifier. In our research we have tested the following classi-
fiers, as implemented in scikit-learn [9]: LogisticRegression, LinearSVC, Gradi-
entBoostingClassifier, RandomForestClassifier, MLPClassifier (neural network
model) and others. As for multi-label strategies, we have used the following
implementations, provided in scikit-multilearn library [10]: OneVsRestClassi-
fier, BinaryRelevance, ClassifierChain, LabelPowerset, MatrixLabelSpaceClus-
terer. Text classification can be performed using deep neural networks, such as
convolutional neural networks [11] and long short-term memory networks. Such
architectures show traditionally high quality in such tasks as classifying intents
in conversational systems or performing sentiment analysis including Russian-
language datasets [12]. In this paper we experiment with a CNN-based classifier.

Matching Concepts. In order to determine the most significant concepts in
professional standards, we have to match each concept from a job description to
their closest concepts from a professional standard. It is worth noting that at this
stage we basically perform short text analysis, unlike during the previous steps.
To improve matching accuracy, we propose expansion of the concepts text using
the text of the labor function and the generalized labor function that contains
it in conceptual graph. Text vectorization is performed using one of the basic
distributional semantic models: word2vec trained on a large body of job listings
and professional standards. This model shows the best results in competitions
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on semantic similarity and word sense extraction in Russian [13,14]. To measure
semantic similarity itself of vector representations itself, we use a cosine similarity
measure.

4 Evaluation Methods and Results

4.1 Text Collections

For various parts of our experiments, we have assemble 4 datasets, which are
detailed in Table 1. Datasets and experimental results are placed in the repos-
itory: https://github.com/master8/vacanciesanalysis. First, to train word and
sentence embedding models, we have assembled a large corpus of job listings
(Job653K) for positions in the IT industry. To do so we collected some of the list-
ings from the online recruitment platforms: headhunter and superjob. To ensure
that collected documents are similarly up-to-date, we have only retrieved post-
ings from the past 5 years. Secondly, we have also collected a collection of 40 pro-
fessional standards (Std40Label) from category 06 - Communication, informa-
tion and communication technologies. Before training, we have labelled elements
of these standards as either generalized labor functions, concrete labor functions,
labor activities, knowledge/skills requirements, work experience requirements,
or education requirements. In order to train and evaluate multilabel classifi-
cation, a separate corpus of job listings was prepared, covering 20 professions
(Job20Label), labelled manually by experts. The details of Job20Label are pre-
sented in Table 2. Details of label counts for different classes are presented in

Table 1. Dataset specifications

Dataset Document
count

Label count
(number of
professions)

Concept
count

Token
count

Unique token
count
(vocabulary size)

Job653K 653K - 3.6M 130M 200K

Std40Label 40 40 26.6K 574K 3.7K

Job20Label 4652 20 24K 195K 9K

Job120Concepts 98 4 120 754 425

Table 2. Job20Label dataset detalization

Element type Element count

Knowledge 8985

Activities 5058

Skills 3803

Posts 3270

Education and training requirements 1916

Requirements for practical experience 1345

https://github.com/master8/vacanciesanalysis
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Fig. 3. Label counts for different professions in Job20Label

image 3. The class labelled with “14” is the programmer class the most overlap-
ping class in the dataset. Finally, from the test dataset of job listings, we have
produced a separate collection of 120 elements (labor actions, knowledge/skills
requirements) for 4 professions to serve as an assessment for pairwise matching
methods for concepts from job descriptions and standards. (Job120Concepts)
Experts assessed the relevance between each element of a job description and
5 most semantically similar (using cosine similarity) elements of professional
standards.

Neural Language Models Setup. We used word2vec and paragraph2vec
(doc2vec) implementation from the gensim library as our neural language mod-
els. Table 3 presents the training parameters for them.

Table 3. Training parameters for neural language models

Model Architecture Dimensionality Min. occurrence Epoches

Paragraph2vec PV-DM 200 3 5

Paragraph2vec PV-DBOW 200 3 5

Word2vec skip-gram 300 3 5

Word2vec CBOW 300 3 5
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Multilabel Classification Evaluation and Results. Our solution to the
job description classification task, was to train a variety of multilabel classi-
fiers using the models and approaches mentioned in Sect. 3. Specifically, the full
texts of job descriptions were preprocessed and used in training, including the
position title. In our evaluation we compute both micro- and macro-averaged
versions of F1 score. The main difference between them is in the way they treat
results of individual label classification, with micro approach using results of all
labels together, calculating a total precision and recall across all of them, while
macro approach calculates precision and recall for each label individually, aver-
aging them afterwards. This results in macro approach being more descriptive
of overall quality and micro being more fare when datasets contain imbalanced
classes. To reduce the dependency of our results on chance, we perform 5-fold
cross-validation, every time splitting dataset randomly 7 to 3, train and test
subset respectively. Impact of overfitting should be minimal, since class counts
in Job20Label are balanced. Table 4 presents the best classifiers for each of the
vector space models. In case of linear classifiers, it can be noted that different

Table 4. Results of multi-label profession classification task

Multi-labeling
Classifier/Strategy

Base classifier Vector
representation

F1-micro F1-macro

One vs Rest classifier Logistic
regression

TF-IDF 0.8384 0.8349

Avg. Word2Vec
(CBOW)

0.8522 0.8515

Doc2Vec (DBOW) 0.6091 0.6039

LabelPowerset Logistic
regression

TF-IDF 0.8767 0.8782

Avg. Word2Vec
(CBOW)

0.8662 0.8682

Doc2Vec (DBOW) 0.6182 0.6176

LinearSVC TF-IDF 0.8529 0.8572

Avg. Word2Vec
(CBOW)

0.8251 0.8294

MLP classifier TF-IDF 0.8326 0.8308

Avg. Word2Vec
(CBOW)

0.8364 0.8390

Convolutional Neural Networks (CNN) Char N-grams with
punct

0.8730 0.8764

Char N-grams w/o
punct

0.8592 0.8643

Word Emb with
lemm

0.8734 0.8796

Word Emb w/o
lemm

0.8900 0.8876



186 D. Botov et al.

Table 5. Hyperparameters of CNN classifier

Embedding Vocabulary size depending on the corpus

Output size of embedding-layer 300

Spatial dropout 0.2

CNN Vocabulary size depending on the corpus

Output size of embedding-layer 300

Spatial dropout 0.2

Dense Number of convolution filters 1024

Kernel size 3

Activation function RELU

GlobalMaxPooling

Loss function: binary cross-entropy

Optimizer: adam with default values

The average number of learning epochs: 20

multi-label strategies, cause different vector representations to have the best
results. Among the basic classification models, Logistic Regression consistently
achieved the best results. For instance, in the case of OneVsRestClassifier strat-
egy, the best result was achieved using averaged word2vec, as was the case with
LabelPowerset and TF-IDF. Paragraph2vec (Doc2vec) proved to be significantly
worse than both averaged word2vec and TF-IDF. However, the best result for
either version of F1, was achieved by a more sophisticated CNN classifier, using
one-hot word embeddings, on data, preprocessed without lemmatization. It is
worth mentioning that the word2vec pretrained on large Internet corpora (wiki,
Russian National Corpus (RNC), Araneum) performed significantly worse, in
contrast to word2vec models we have trained on our Job653K dataset. CNN
architecture, which had the best performance in this experiment, used Keras
framework implementation. Details of the its hyperparameters, are presented in
Table 5. To analyze effects of the training sample size on the performance of the
classifier, we plotted training curves for the best classifiers (Fig. 4). It should
be noted that CNN already starts leading in F1-macro just at 50 examples per
class (out of 20 classes). Analyzing classifier errors, it is worth noting that linear
classifiers using word2vec and CNN are more likely to make mistakes on longer
job descriptions, where most text is not a description of a position, but rather a
description of the company. The quality of classification could be improved by
developing rules to remove this kind of information from text (Table 6).

Concept Matching Evaluation and Results. We treat concept matching as
a task of finding semantic similarity of paraphrases with paraphrases being indi-
vidual concepts from the Job120Concepts corpus and 4 professional standards.
These standards correspond to professions defined for original job description
via multilabel classification. While we match job concepts directly to standard
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Fig. 4. Learning curves for the best multi-label classifiers (F1-macro/train size per
class)

concepts, we do make note of the entire labor function description for each
matched standard concept. Relevance of each matched pair of concepts, as well
as relevance to the standard concepts containing labor function was determined
and labeled by experts. The resulting labelled sequence of selected standard con-
cepts was evaluated using traditional metric used for ranking tasks: mean average
precision (MAP) for 1, 3 and 5 concepts, ordered by their predicted semantic
similarity. Matching job concepts to concepts of all standards from Std40Label

Table 6. Results of concept matching task

Matching

method

Distribution

semantic model

Matching labor function Matching labor action/req.

MAP@1 MAP@3 MAP@5 MAP@1 MAP@3 MAP@5

Matching with

all professional

standards (w/o

multilabel

classification)

TF-IDF 0.6734 0.6944 0.6687 0.4167 0.5278 0.4750

Avg. word2vec

(CBOW)

0.9167 0.8472 0.8333 0.8315 0.7639 0.7583

Matching with

one professional

standards (using

multilabel

classification)

TF-IDF 0.8333 0.8611 0.8365 0.6250 0.6667 0.6583

Avg.
word2vec
(CBOW)

0.9967 0.9722 0.9500 0.8333 0.8889 0.8167
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with no filtering based on profession, acts as a baseline for this experiment. This
baseline was selected in order to assess the impact preliminary multi-label clas-
sification of job descriptions has on the quality of concept matching. TF-IDFs
The poor quality of ranking can be explained by the significant difference of
vocabularies between professional standards and job descriptions. Table 7 illus-
trates pairs of concepts matched by averaged word2vec, despite being different
in terminology. TF-IDF failed to match these concepts.

Table 7. Pairs of job and standard concepts, matched despite using different termi-
nology

Job description Profession standards

Job concepts: skill,
knowledge, action,
experience

Labor function concepts Labor action,
requirements concepts

Build a continuous
integration, continuous
delivery process

Development of software
module integration
procedures

Apply methods and tools
for assembling modules
and software components,
developing procedures for
deploying software ...

Work in the project team
(developers, analysts, key
users)

Requirements
Development and Software
Design

Distribution of tasks
between programmers in
accordance with the
technical specifications

Communication with the
customer and the team of
Backend programmers

Requirements
Development and Software
Design

Communicate with
stakeholders

Providing professional
consulting services for
customers

Software requirements
analysis

Evaluate and justify
recommended solutions.

Refinement of the existing
functionality in
accordance with user
requests

Functional check and
software code refactoring

Making changes to the
program code to eliminate
the detected defects

Keyword Extraction Results. We enrich professional standards using the
most frequent terms from job descriptions. To do so, we have constructed a
vocabulary from the texts of job descriptions marked with the label of the rel-
evant profession, with terminology from professional standards excluded from
this vocabulary. We then used a term frequency (TF) analysis and the analysis
of TF-IDF weights of vocabularies for each class to generate word clouds. Word
clouds visualization is implemented using WordCloud [15]. The results of the
experiments are presented in the Fig. 5.



Mining Labor Market Requirements 189

Fig. 5. Learning curves for the best multi-label classifiers (F1-macro/train size per
class)

5 Conclusion and Future Work

In this paper, we achieve our goal of creating a method for mining the actual
requirements of the labor market, based on a matching concepts between job
listings and professional standards which allows us to deal with the gap, exist-
ing between some professional standards and ever-developing reality. In our first
step, the multi-label classification of jobs by profession, the best results were
achieved by a model based on a convolutional neural network trained on one-hot
word embeddings of unlemmatized documents. Slightly worse was the perfor-
mance of a classic logistic regression classifier, trained on TF-IDF vectors, while
using LabelPowerset multi-label strategy. In the task of matching individual con-
cepts between job descriptions and professional standards, average word2vec was
in a significant lead, when compared to others. We also demonstrated a simple
approach to enriching the vocabulary of a professional standard with the most
frequent terms from the corresponding vacancies with the option of result visu-
alization. In the future, we plan to continue improving our approach in following
ways:

– Explore other distributional semantic models, such as fasttext, as well as topic
modeling with additive regularization (ARTM);

– Experimentally evaluate other vector space models for individual concepts,
while taking into account the context (structural links in the conceptual
model);

– Develop a methodology for determining learning outcomes to be used in cre-
ation and updating of the educational programs, relevant to the requirements
of the labor market;

– Implement a interactive software interface for labor market analysis and
results visualization.
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Abstract. Supply chain risks negatively affect the success of an OEM in
automotive industry. Finding relevant information for supply chain risk man-
agement (SCRM) is a critical task. This investigation utilizes machine learning
to find risk within textual documents. It contributes to the supply chain man-
agement (SCM) by designing (i) a conceptual model for supply risk identifi-
cation in textual data. This addresses the requirement to see the direct
connection between data analytics and SCM. (ii) An experiment in which a
prototype is evaluated contributes the requirement to have more empirical
insight in the interdisciplinary field of data analytics in SCRM.

Keywords: Supply chain risk management � NLP � Data analytics �
Machine learning � Risk identification

1 Introduction

1.1 Situation and Research Gaps

Supply chain management (SCM) is the management of material, information and
financial flows within a network of organizations. It has the goal to produce and deliver
products or services between participants of the network, e.g. suppliers, manufacturers,
logistics providers, wholesalers, distributors and retailers [1]. Recent investigations
focused on the synergy between SCM and advanced analytics techniques, also known
as big data, business analytics, predictive analytics or data science. They help
researchers and practitioners to understand how the technology could impact the design
of SCM and identify research gaps [2–5]. Upcoming studies have to combine funda-
mentals of SCM with technology within the field of advanced analytics to show direct
connections between them [5] and validate new concepts empirically [6]. To address
these requirements this investigation will demonstrate how a concrete implementation
of a machine learning workflow could improve SCM, in particular supply chain risk
management (SCRM). SCRM is “characterized by a cross-company orientation aiming
at the identification and reduction of risks not only at the company level, but rather
focusing on the entire supply chain” [7, p. 243)]. Supply risks are defined as “an
individual’s perception of the total potential loss associated with the disruption of
supply of a particular purchased item from a particular supplier” [8, p. 36]. The entire
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SCRM consists of the process steps risk identification, risk assessment, risk mitigation,
risk monitoring [9].

1.2 Problem and Delimitation

This investigation focuses on applying machine learning to the risk identification
process which is part of the SCRM as subdomain of SCM. The challenge is to build a
classification model with a learning algorithm. The trained classification model has to
identify potential supply risks for automotive supply chains in text documents (e.g.
news articles). Using the example of the massive fire at Meridian Lightweight Tech-
nologies on May 02, 2018, an online news article mentions that the production of the
automotive supplier is negatively affected by explosions [10].

In this context a machine trained classifier digitalize the human task to explore all
available news and inspect them for potential supply risks. The machine accelerate and
speed up this procedure by process massive amount of data. Figure 1 illustrates on the

Lack of informa on for risk iden fica on within the SCRM

OEMUpstream Supply Chain

1- er2- er3- ern- er

News ar cles about 
supply risk

Internet

Unstructured Data

Risk event at 
suppliers loca on

Iden fying risk pa ern

Supply
management

Produc on 
management

Marke ng 
management

Informa on system

Macro risks

Risk 
iden fica on

Ri
sk

 
m

on
ito

rin
g

Risk 
mi ga on

Risk 
assessm

ent

Informa on technology
Micro risks

Supply Demand

Manufacturing

Transac on of material and 
inmaterial goods

Fig. 1. Integrated supply risk identification model [with reference to 6]

192 A. P. Hassan



one hand a conceptual SCRM model [6] in which relevant aspects are accentuated.
These are risk identification within the risk cycle as well as supply risks within a micro
risk subsystem. It shows an extract of an upstream supply chain, where a risk event
occurs, which affects a supplier within the network of organizations connected to an
OEM. In situations like that, news articles referencing the risk event outside of the
enterprise information system (in [10] an explosion within the property of a supplier). It
is necessary to classify risk events and integrate them into the information system of an
OEM. This investigation is focused on the first part – identifying risk within
unstructured data, in particular textual documents. The boundaries of this investigation
are the requirements for the integration into a real enterprise information system.

1.3 Goals and Research Questions

The goals of this investigation are (i) designing a conceptual model for risk identifi-
cation algorithm, (ii) the implementation of an instance of it, (iii) its evaluation by
means of an experiment for measuring the performance. To achieve these objectives the
following research questions are structuring this paper and have to be answered:

• RQ1: How does the conceptual design of an artefact that classifies supply risk
within text documents look like?

• RQ2: Could an implementation of the conceptual model technically prove that it is
possible to enhance the risk identification process with online news?

• RQ3: How does the model perform at classifying the supply chain risk?

2 Research Methodology

Design science in information systems research aims to develop and study artefacts
within the field information system. An artefact could be classified as system design,
method, notation, algorithm, guideline, requirements, pattern or metrics [11]. In this
investigation three different artefact types will be created.

• A conceptual model of the risk identification workflow.
• An implementation of the conceptual model as proof of concept.
• An evaluation layout which will be used as design for an experiment to measure

performance and optimize parameters.

To achieve these artefacts the design process is based on the method framework for
design science research [12]. Figure 2 summarizes the research design applied in this
investigation. In the introduction the situation and its problems are explicated. Based on a
review of recent studies, requirements and research gaps within the SCM are identified.
In General, artefacts are made by humans with the goal of bridging knowledge gaps and
solving problems for several disciplines [11]. In particular the SCRM tackles the
problem of identifying supply chain risks. The goal of this investigation is to apply
machine learning for classifying text documents which indicate supply chain disruptions.
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Hereby the value of machine learning for SCRM is demonstrated by using the
example of fire incidences within the automotive industry. In relation to this specific
case the last section evaluates the designed and developed artefacts by performance
measuring of the results of the classification experiment.

3 Text Classification - A Field for Applying Machine
Learning

Several disciplines (e.g. database, data mining, and information retrieval) have widely
studied the problem of machine based classification [13] and prediction [42]. Text
classification is a common task within the field of text mining. Based on a labeled
training set a classification model will be trained. By applying the built classification
model to new documents, unlabeled documents will be classified into one or more pre-
defined classes [14]. The implementation of the classification task is realized by
machine learning algorithms. Previous studies have shown support vector machines
(SVM) are suitable to assign text documents to predefined (risk) classes [15]. In
comparison to machine learning approaches the main difference to text mining is the
occurrence of semantic information within the textual data. The sense of a word
depends on multiple factors, e.g. negation or ambiguity [16]. Recent investigations
focus on bridging limitations within existing classification systems or designing new
ones. They are focused on three aspects to improve the state of art [17]. The first one is
high dimensionality of the vector space; the second aspect is handling the data
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sparseness. Both are addressed by applying feature selection algorithms. The feature
selection will heuristically reduce the dimensionality of a vector [18, 19]. This can be
achieved with the selection of features by wrappers or by applying filters [20]. The third
aspect is the combination of different classifiers. In a multiple classifier system the
assumption is that the combination of several classifiers will improve the accuracy rate
in comparison to an individual classifier [21, 26]. Based on the studies from [13,
22–24] state of the art text classification elements could be identified [17]. The fol-
lowing elements are the fundamentals in the design of the supply risk analytics concept.

1. Pre-processing
2. Vector space model
3. Dimensionality reduction

(a) Feature selection
(b) Feature projection

4. Training method of a classification function
5. Evaluation measurement technique
6. Performance measures
7. Dataset(s)
8. Description of domain-specific difficulties

4 Conceptual Model to Identify Supply Risks Within Textual
Data

In this section the design of the conceptual model for the supply risk identification
system will be presented. Figure 3 shows that it contains 14 steps, referenced alpha-
betically. In Sect. 4.1 the steps from (a) to (f) will be explained on an abstract level.
Section 4.2 to 4.4 are described in detail to allow a high traceability of the calculations
form (d), (e) and (h). In Sect. 5.1 are (g) and (j) and in Sect. 5.2 (i), (k) and (l) are
described. Section 5.3 include (m) and (n).

4.1 Preliminary

(a) A risk manager as expert for supply risks classifies news documents within a textual
data set in a way that the unlabeled data becomes annotated with adequate labels. In
this investigation the supply risk manager determine if a supply risk label for fire
incidents should be assigned to a document or not. The expert answers the question, if
the news article contains indicators for a supply risk or not. (b) If the corpus is
completed, (c) in the content extraction step metadata such as html or xml code will be
filtered. (d) In the term extraction step, terms will be extracted after a document is
transformed into the vector space model. In vector space model each document
becomes a vector of words [31]. A word or token by document matrix A represents the
occurrences of a token in a document, i.e. A ¼ ðaikÞ where a is the weight of a token
i in a document k. Since documents don’t include all words, A is a spare matrix with
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high dimensionality [22]. (e) To reduce dimensionality, stop words1 will be removed
and word stemming2 will be executed. In the phase of term selection there are several
steps. The basic idea is to weight terms and to remove them in case of less information
value.

4.2 Term Relevancy (d)

In this investigation several weighting options will be used for determining the weight
aik of word i in document k. The first one is the word frequency weight, which is
defined as aik ¼ fik and where fik is the frequency of term i in document k. Against this
measure stands the assumption that the more often a word occurs in a risk indicating
document, the more relevant it is to its risk class. But the more often it appears in

Fig. 3. Design of the conceptual model

1 Frequent words that carry irrelevant information (i.e. pronouns, prepositions, conjunctions, etc.)
[22]. In https://github.com/stopwords-iso/stopwords-de/blob/master/raw/stop-words-german.txt
(accessed 09.08.2018).

2 Stemming is the process of removing suffixes from a term to generate word stems [27].
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documents with other class associations, the less it discriminates between documents.
This leads to the extended tf-idf weight, which is defined as:

aik ¼ fik � log N
ni

� �
ð1Þ

and where N is the number of documents in a given data set and ni is the overall count
of a term i [32]. Extending the frequency weight by the inverse proportion of docu-
ments within the corpus which include the term at least ones, still disregards the fact
that in short documents, a single word has stronger relevancy to its risk indicating topic
than in a large one. The tfc weighting takes the length of a document into account and
normalizes it [32]. There are numerous modifications, e.g. [33] softens up the weight of
fik by assigning the common logarithm to it. This led to:

aik ¼
log fik þ 1ð Þ � log M

mi

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPM

j¼1 log fjk þ 1
� � � log N

ni

� �h i2r ð2Þ; Þ

whereM is the number of terms in the given corpus after reducing its dimensionality, in
particular after the removal of stop words and word stemming. ni is the overall count of
a term i in the document corpus. Another relevancy measurement is entropy weighting,
based on [34] it is defined as:

aik ¼ log fik þ 1ð Þ � 1þ uij
� �

;With uij ¼ 1
log Nð Þ

XN

j¼1

fij
ni
log

fij
ni

� �	 

; ð3Þ

where uij is the entropy or the average uncertainty of word i. If the word is equally
distributed over all documents u becomes –1 and 0 if the word occurs only in one
document.

4.3 Feature Selection (e)

After determining the weights for aik to improve the effectiveness of classifying supply
risks, feature selection will be applied to increase effectiveness of categorization and
reduce computational complexity. The basic idea is to remove words from documents
which are rare. This will be done by document frequency thresholding and information
gain. Document frequency thresholding means to remove words which occur less than
or equal to a predefined threshold in the whole document corpus. Based on [22] the
core assumption is that these rare words are non-informative for a risk category pre-
diction or have no influence in global performance. Based on the knowledge that
different feature selection approaches have a comparable performance [35], it is
coherent to not devote much effort to many variations on this process step. For double-
checking the influences of feature selection approaches on risk identification, the in-
formation gain will be used as criterium for the goodness of a feature as well. It
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measures the number of bits of information obtained for category prediction by
knowing the presence or absence of a term in a document [35]. It is defined as:

IG wð Þ ¼ �
XK

j¼1
P cj
� �

logP cj
� �þP wð Þ

XK

j¼1
P cjjw
� �

logP cjjw
� �þP wð Þ

XK

j¼1
P cjjw
� �

logP cjjw
� �
ð1Þ

Where cj are possible supply risk classes.

4.4 Machine Learning Method (h)

By integrating dimension reduction and classification, support vector machines (SVMs)
have been widely studied in the context of text classification problems [25, 36].
The SVM separates multi-classification problems in a series of dichotomous classifi-
cation problems [22]. It assigns to vector d either –1 or 1 by the following equation:

s ¼ wT/ dð Þþ b ¼
XN

i¼1
aiyi K d; dið Þþ b;With y ¼ 1 if s[ s

�1 otherwise

�
; ð5Þ

Where dif gNi¼1 is the set of training vectors, yif gNi¼1 is the corresponding classes
(yi = {–1; 1} and K(di, dj) is denoted a kernel.

5 Experimental Results

In this section the experiment and its results will be presented. In the experiment
several specifications of the kernel function are implemented. First the data set will be
discussed, before the context of the experiment and finally the prototyping and its
results will be presented. The experiment includes a prototype with a RBF kernel. Also
the exploration of an appropriate penalty parameter and the kernel parameters are part
of this section.

5.1 Data Set (g) (j)

There are several data sets for classification tasks, e.g. 20 Newsgroup, ACM, CSTR,
Dmoz Computers 500, Dmoz Health 500, Dmoz Science 500, Dmoz Sports 500, Enron
Top20, FBIS, Hitech, Irish Sentiment, La1s, La2s, LATimes, Multi Domain Sentiment,
New 3, NFS, Ohscal, Ohsumed-400, Opinosis, Reuters-21578, Review Polarity,
SpamAssassin, SpamTrec-3000, SyskillWebert, TDT2T30, WAP, WebACE, WebKB
[28–30]. In addition, other data sets are available in the internet.3,4,5,6 However all of
the reviewed data sets are not suitable for the specific task of supply risk identification

3 http://ana.cachopo.org/datasets-for-single-label-text-categorization.
4 http://www.cad.zju.edu.cn/home/dengcai/Data/TextData.html.
5 http://sites.labic.icmc.usp.br/text.
6 http://qwone.com/*jason/20Newsgroups/.
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within an automotive supply chain. Due to the limited amount of problem specific data
sets in this field, it is necessary to manually create a labeled data set. In general the
domain specificity problem is a commonly known in the field of machine learning and
in particular in text mining. Taking this into account is an important requirement for the
design and development process [17]. The manually created text corpus contains over
741 text documents from which 299 are labeled as fire risk. The labeling process is
examined by two risk managers which work in the field of SCRM in automotive
industry.

5.2 Technical Implementation – An Instance of the Designed Artefact
(i) (k) (l)

Feature Construction. The labeled data set is transformed appropriately by applying
OpenNLP SimpleTokenizer7. After transforming the documents to bag of words, stop
words8 will be removed. To stem the words the snowball stemmer library9,10 is used.

Document Frequency Thresholding and TermWeighting. The minimum document
frequency is specified by 0.5%. When a term occurs less than the defined threshold, the
feature is filtered. Term weighting is computed by the relative term frequency.

Matrix Specification and Document Database Split. The matrix includes 1,518
columns and 740 rows. Each row represents a preprocessed document. 299 documents
are classified as supply risks and labeled as fire based supply chain disruptions. The
portioning of the processed documents is examined by stratified sampling11. According
to the performed split, 70% of the documents are training data and 30% test data.

Train Classifier (i). Taking the knowledge from [15] into account, SVMs are suitable
to assign text documents to predefined classes. The LibSVM library in WEAK 3.7 is
used to build a supply risk classifier to identify fire incidence within automotive supply
chains within a news corpus with real news items, labeled by a human and double-
checked by a second expert. The SVM (type: C-SVC) implementation based on [37]

with a RBF kernel K x; cð Þ ¼ e�c x�vk k2 . The radial based function nonlinearly maps
samples into a higher dimensional space. It has less hyperparameters in comparison to a
polynomial kernel. To identify supply risks, the SVM is initially parameterized with
C ¼ 1 and c ¼ 0:01.

Parameter Optimization. Giving a predefined step size, all possible parameters
between two predefined boundaries will be iteratively assigned to parameter C

(Ci ¼
P10
i¼1

C � 10) and the gamma parameter c (cj ¼
P100
j¼1

c � 0:01Þ. By this grid layout the

7 https://opennlp.apache.org/docs/1.8.0/manual/opennlp.html#tools.tokenizer.
8 https://github.com/stopwords-iso/stopwords-de/blob/master/stopwords-de.txt.
9 https://github.com/snowballstem.

10 http://snowballstem.org/algorithms/german/stemmer.html.
11 The distribution of the supply risk is approximately retained in training and test set.
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approximately best parameter specification for penalty parameter C and for c – the
inverse of the radius of influence of samples determined by the support vectors
parameter [40] – will be determined.

Cross Validation. To avoid overfitting and validate the performance, the split strati-
fied sampling is repeated for each parametrization setting of the kernel function. By
splitting the data set in 5 different sets, five different classifiers will be trained. Taking
[41] into account, the 5-fold cross validation step generalizes the performance of the
supply risk classifier.

5.3 Evaluation (m) (n)

In this section the best performance out of 5,000 trained classification models will be
presented in general and the best performing classifier will be presented in detail.

Parameter Optimization. As exhaustive search strategy, a grid search layout is
designed for parameter optimization. In combination with the 5-fold cross-validation a
total of 5,000 supply risk models are trained and evaluated. Figure 4 shows the search
grid where the red area highlights good performance. The lowest measured accuracy
performance is 0.59595 and is highlighted green. The maximum Measurement accu-
racy is 0.96486 with gamma 0.02 (x-axis) and C 21 (y-axis).

Table 1 shows the cross validation results of the best measured performance. The
error count ranges from 4 to 7.

Fig. 4. Results from search grid parameter optimization (Color figure online)

Table 1. 5-fold cross validation

Error in % Size of test set Error count

fold 0 2.702702703 148 4
fold 1 4.054054054 148 6
fold 2 4.72972973 148 7
fold 3 3.378378378 148 5
fold 4 4.054054054 148 6
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In Table 2 the rows represent the actual class and the columns the prediction of the
class, in particular the fire incidents.

Table 3 shows the accuracy statistic of the experiment the calculated parameters are
defined in [22], where true positives (tp) are the number of documents which are
correctly assigned to the risk class, false positives (fp) are the number of documents
incorrectly assigned to the risk category, true negatives (tn) are the number of docu-
ments correctly rejected from risk class and false negatives (fn) are the number of
documents incorrectly rejected from the risk class. The precision is the likelihood that a
randomly chosen document is correctly classified as risk. The recall is quotient of the
number of TP divided by FP plus FN.

Table 4 represents the F-measure as quality metrics. It is calculated by F ¼
2 � precision�recall

precisionþ recall and has a value of 0.9545 and an accuracy value of 0.9622. Since the

F-measure didn’t take the true negatives into account, Cohen’s kappa is calculated.
Cohen’s kappa represents the possibility of the agreement occurring by chance.
According to [38], values less than 0.4 are critical and values over 0.75 represents a
strong inter-rater reliability performance. With reference to [39] the performance of the
trained risk classifier is almost perfect with a value of 0.9222.

Table 2. Confusion matrix

Other Fire incident

Other 418 23
Fire incident 5 294

Table 3. Accuracy statistics

TP FP TN FN Recall Precision

Other 418 5 294 23 0.9478 0.9882
Fire incident 294 23 418 5 0.9833 0.9274

Table 4. Accuracy matrix

F-measure Accuracy Cohen’s kappa

Other 0.967592593
Fire incident 0.954545455
Overall 0.962162162 0.922185
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6 Conclusion

In this section, first the evaluation and the contributions of this investigation will be
presented. Second the limitations of the designed artefact will be discussed and an
outlook regarding upcoming research questions is given.

6.1 Evaluation and Contribution

RQ1. Section 4 presents the conceptual design of the risk identification artefact. It
addresses the classification of supply risk using the example of fire based supply
disruptions referenced in textual data. The conceptual design is on an abstract level. It
should be understood as guideline for other researchers and practitioners.

RQ2. In Sect. 5 an instance of the conceptual model is implemented. It is the evidence
that machine enhance the risk identification process by classifying supply risk indicator
in online news or other textual documents. The implantation addresses the knowledge
gap which [5] identify. They request a demonstration of direct relations between supply
chain management and big data [5]. This investigation contributes knowledge to the
mentioned knowledge gap by showing that 294 different supply risk cases could be
identified successfully.

RQ3. In Sect. 5 the prototype is evaluated within an examined experiment. Based on
state of the art methods, the evaluation subsection presents formal parameters which
measure the performance of the prototype by classifying supply chain risk explosion.
On one hand 0.9274 precision proves that it is possible to identify supply risk and
shows that potential for optimization exists. On the other hand 0.9833 recall demon-
strates a strong performance. Overall the F1 measurement in combination with Cohen’s
kappa shows a good result. Regarding that, this investigation addresses the identified
knowledge gap from [6]. Ho et al. request more empirical evidence within the inter-
disciplinary filed of data analytics in SCRM. This investigation contributes empirical
insights to the mentioned knowledge gap.

6.2 Limitations and Outlook

From a technical perspective the mentioned potential in the subsection before should be
explored in further researches. Regarding that, the question should be answered how to
reduce false positives within the identification process. However, the evaluation step of
the classification model shows good results regarding the examined labor experiment.
Upcoming investigations should take this research as proof of concept and experiment
with different classification algorithms or change the parametrization of the kernel
functions. It will also be helpful for researchers and practitioners to demonstrate that
the concept is portable and could be applied to other risks or even opportunities.

Furthermore upcoming investigations have to focus on technical and domain
specific integration aspects. One aspect is to integrate the designed and developed
concept into an integrative SCRM concept. For an effective SCRM, it is crucial that
more than one process step within SCRM is considered [6]. Applying machine learning
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to the risk identification process is only the first step. Next would be to explore possible
applications in other risk management process steps. Based on the requirement of an
integrated SCRM concept, the classified risks have to assign to the risk assessment
process.

The other aspect addresses the integration into the entire business information
system to provide actionable insights to operative decision making processes within the
automotive industry. To bridge its limitation, it would be necessary to explore the
requirements of real SCM environments and integrating the designed artefact in it. The
contribution of this investigation is a proof of concept that design and develop an
artefact for risk identification. Further investigations have to explore industrial
requirements to integrate the artefact to IT architecture in automotive industry and help
practitioners identify their supply risks. Also a possible transfer to other industries
should be investigated. By changing the training data and considering the industry
requirements, the designed and developed concept should be easily transferred to other
industry sectors.
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Abstract. With the evolution of the onboard communications services and the
applications of ride-sharing, there is a growing need to identify the driver. This
identification, within a given driver set, helps in tasks of antitheft, autonomous
driving, fleet management systems or automobile insurance. The object of this
paper is to identify a driver in the least invasive way possible, using the
smartphone that the driver carries inside the vehicle in a free position, and using
the minimum number of sensors, only with the tri-axial accelerometer signals
from the smartphone. For this purpose, different Deep Neural Networks have
been tested, such as the ResNet-50 model and Recurrent Neural Networks. For
the training, temporal signals of the accelerometers have been transformed as
images. The accuracies obtained have been 69.92% and 90.31% at top-1 and
top-5 driver level respectively, for a group of 25 drivers. These results outper-
form works in the state of the art, which can even utilize more signals (like
GPS- Global Positioning System- measurement data) or extra-equipment (like
the Controller Area-Network of the vehicle).

Keywords: Driving identification � Smartphone � Accelerometers �
Deep learning � Neural networks � Fine-tuning

1 Introduction

Driver identification, understood as the driver recognition within a set of given drivers,
is a growing need in many areas of work. For instance, for fleet management com-
panies, it is important to know who is driving and how is he/she driving. Also,
companies that offer transportation services with a professional driver, such as Uber or
Cabify, need to confirm if the driver registering the journey is really him/her. In many
of these applications, once you have selected a trip, you can know the driver, and when
the trip is over, users can make assessments about the assigned driver. In applications
of ride-sharing services such as BlaBlaCar, reliability of the drivers is a great concern
for users. In all these type of services it may be important to detect drivers who shared
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their registration with other unauthorized people. Besides, the survey conducted by the
[1], showed that one of the most frequent problems in BlaBlaCar is a poor quality of
rides.

The purpose of this work is to contribute to the identification of the driver within a
given set, in the least invasive way possible from the point of view of necessary
hardware or software equipment, using only the smartphone that the driver carries
inside the vehicle, and with the minimum number of sensors (only the tri-axial
accelerometer signals). With the developed method, based on the data from the
smartphone, the identification of drivers can be applied to multiple fields, from fleet
management systems to insurance companies, among others. Most of works related to
the driver identification need to have access to the sensors of the vehicle’s Controller
Area-Network (CAN) or to install extra equipment for obtaining specific signals. Those
that employ the smartphone as capture device, use the accelerometers plus other signals
like gyroscope or GPS. Our work utilizes only the accelerometer signals for reasons of
battery saving, avoiding signals such as GPS, and to avoid sensors that are not included
in all current-market smartphones, such as the gyroscope.

In order to carry out the driver identification, different Neural Networks have been
trained. The signals of accelerometers captured through smartphones have been
transformed into images, to take advantage of already pre-trained networks for object
recognizing, such as the Residual Neural Networks (ResNets). The final results
obtained shown an accuracy of 69.92% and 90.31% at the top-1 and top-5 levels
respectively, for a total set of 25 drivers. That is to say, in 69.92% of the journeys, the
driver of the trip is the one who has obtained the highest probability, among the group
of 25 drivers, using the identification networks. And in 90.31% of the journeys, the
driver is at least among the 5 drivers who have obtained most probability, also among
the total set of 25 drivers.

Paper has been organized as follows. In Sect. 2 we present an extensive analysis of
the state of the art in driver identification, summarizing in a table the most relevant
works for the research community in this area. In Sect. 3, the procedure carried out to
achieve the identification is described. Finally, Sect. 4 shows the results obtained, and
we discuss the conclusions and possible future lines.

2 Related Work

Both driver identification and verification are areas of great interest for driving
applications and for on-board communications services, as well as for safety and
control tasks. Recognizing a driver and his behavior is widely in demand.

The characterization of the driver defines its behavior, for instance if a driver is
aggressive or not or what kind of actions he/she performs while driving. There are
many works related to driver characterization, for example in [2], where it is empha-
sizes the importance of improving road safety and how many of the accidents are
caused by human errors. To do this, they propose a system to characterize the behavior
of the driver that consists of capturing an image while driving. This image is used to
analyze both the driver’s pose and the contextual information by exploring the skin-like
region. The skin-like regions are first extracted with a Gaussian Mixture Model
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(GMM) algorithm of skin images, and then they are sent to a Convolutional Network
that will determine the action of the driver (for example if he/she is manipulating the
cell phone, eating, with hands on the steering wheel, etc.).

In [3], they propose an unsupervised model of Deep Learning to study behavior and
risk patterns using the Global Positioning System (GPS) signal. For this they use
Autoencoders and Self-organized Maps to extract the features and classify the behavior
of the driver. The speed or overspeed patterns are divided into 4 clusters: none, mild,
moderate and strong. Acceleration, braking (deceleration) or turning in 3 clusters: mild,
moderate or strong.

Also in [4], authors try to characterize the behavior using four sensors of the
smartphone (the accelerometer, the linear acceleration, the magnetometer and the
gyroscope); and they compare four Machine Learning algorithms (Artificial Neural
Networks (ANN), Support Vector Machines (SVM), Random Forest (RF) and Baye-
sian Network (BN)). The characterization is carried out by detecting seven types of
driving events: aggressive braking (or deceleration), aggressive acceleration, aggressive
left turns, aggressive right turns, aggressive left lane changes, aggressive right lane
changes and non-aggressive maneuvers.

The number of research works on driver characterization is very extensive and is
closely related to driver identification, since in many cases both use the detection and
classification of maneuvers for these purposes. There are also numerous works on
driver identification; for example in [5] where they make use of three different data-
bases. One of them is made out of datasets coming from the CAN bus of the car, other
from smartphones inside the vehicles through an application, and the last one is a
public database. The database of smartphones collects GPS information (speed, lati-
tude, longitude, altitude, course, etc.), plus information from accelerometers and
gyroscopes. The CAN bus database also collects recorded video signals while driving.
In the public database there is also physiological information with sensors for the
conductance of the skin, the temperature or the ECG (electrocardiogram). They define
three behaviors of the driver: normal, aggressive and drowsy. They apply their model
with different Machine Learning algorithms to the three databases and one of the
conclusions they draw is that data from the brake pedal or the steering wheel are very
relevant to identify the driver.

Driver identification can be very valuable both in tasks of antitheft, autonomous
driving or car insurance. Works like [6] have studied a dataset of 14 drivers for two
years. In their experiments, they have seen an important relationship between the mean
and the maximum acceleration within the acceleration maneuvers of a driver, and that
there are large variations between these ratios for different drivers.

Also [7] uses the controller software when accelerating and decelerating to extract
spectral features that are modeled through a GMM. Or in [8], they affirm that it is
possible to distinguish the identity of a driver, within a set of them, from the infor-
mation of the sensors of a single turn.

Driver identification is becoming very relevant for shared car services. These
services, such as those offered by Uber or Cabify, work through an application that can
be downloaded on smartphones. With this application customers can request transport
vehicles with a driver. Most of these applications have a driver assessment system after
completing the journey, so that the customer has information about the driver and the
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vehicle before requesting the trip and he/she can discard or select another request.
However, in countries such as China, there are cases of Uber drivers [9] registering
false trips or using multiple accounts to receive bonuses from the transport company.
Also in the United States there have been cases of false drivers of Uber [10], as well as
other types of problems [11], in which the identification and verification of the driver is
very important.

The driver identification allows knowing who is driving the vehicle or how much
time it spends on the road or in a certain place (Telematics). Companies dedicated to
fleet management, which need to know who is driving the vehicle to provide per-
sonalized information, often they use methods that require physical devices in the
vehicle, such as card readers. With the evolution of Deep Learning techniques, we try
to identify or verify the driver directly with the signals recorded during their journeys.
For example, [8] proposes a method to predict the identity of the driver within a given
set of individuals. Works as [12], in addition to identifying the driver, try to distinguish
if the signal of the captured sensors corresponds to the driver’s or passenger’s device.

Table 1 shows a summary of the most relevant works in this field. Those that try to
classify among a greater number of drivers, such as in [13] that identify between 38
drivers, make use of the GPS signal of the smartphone. In our work, we avoid such use
due to the GPS requires a considerable increase of battery. Or in [14], which have
employed a set of 217 families, utilizes In-Vehicle Data Recorder (IVDR) to measure
the driver’s actions and the vehicle’s movement performance. In principle, they do not
need to install a device in the vehicle; however they need information about the
position of the car, as well as the most significant events. They also define four
categories for trips: home to home (trips that start and end in the area around home),
home to other (they start at home to a more distant place), other to home (the opposite
of the previous one), and other to other (those start and end from locations distant from
the home). The place can be a variable too determinant to identify a driver, since
normally drivers do the same route, so it would be positive to be independent of this
variable. Also [8] studies the identification in a set of 64 drivers, however although they
use 10 cars, all of them are the same model. Besides, the vehicles had to be modified to
store all sensor readings, from the different electronic systems in the car. Others like
[15] or [16] need the sensors of the CAN-bus of the vehicle.

Some works such as [17] or [18] obtain the database using a driving simulator, so
they are not real driving journeys. Works like [19] make use of the accelerometers and
the GPS of the smartphone, in order to identify among 10 school bus drivers, however
the phone must go in a fixed position.

The approach more similar to our work is the one proposed by [12]. Although the
final purpose is different from ours, since it is the distinction between driver and
passenger, one of the intermediate steps they carry out is the identification of the driver.
They use the sensors recorded in the user’s smartphone, but they need both
accelerometers and gyroscopes. In our case, we do not use gyroscopes, since many
smartphones currently do not implement this sensor to save costs or space. In driver
classification their best top-5 validation accuracy was 79%.
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Table 1. State of the art in driver identification.

Ref. Description Signals Method Results

[8] Identification of a
driver out of a given set
of drivers (10 cars and
64 total drivers), with
sensor data from a
single turn

Steering wheel angle,
steering velocity,
steering acceleration,
vehicle velocity,
vehicle heading, engine
RPM, gas pedal and
brake pedal positions,
forward and
acceleration, lateral
acceleration, torque
and throttle position

Random forest
classifier

Accuracy for each of
the 12 most frequently
made turns: average of
76.9% for two-driver
and 50.1% for five
drivers

[12] Drivers between
passengers distinction

Accelerometer and
gyroscope sensors:
longitudinal
acceleration, lateral
acceleration and yaw

Neural network In driver classification:
best top-5 validation
accuracy: 79%

[13] Driver identification:
38 drivers for two
months. Smartphone in
a fixed position

GPS data
measurements: speed,
location, course and
horizontal accuracy

Random forest Drivers segregated in
different groups and
analyzed trips for each
group. Accuracy of
82.3% for driver
groups of 4–5

[14] Trip driver
identification using
historical trip based
data collected
throughout one year.
Participation of 217
families

Trip information,
vehicle location and
events of excessive
maneuvers

Learning Vector
Quantization (LVQ),
Boosted C4.5, Random
Forest and Support
Vector Machines

*88% accuracy

[15] Identification of 15
drivers. The same car,
during the same time of
day, in an isolated
parking lot and in a
predefined interurban
loop spanning roughly
50 miles

CAN bus sensors of the
vehicle: brake pedal,
max engine torque,
steering wheel, lateral
acceleration, fuel, etc.

Machine learning
algorithms: Support
Vector Machine
(SVM), Random Forest
(RF), Naive Bayes and
k-nearest neighbor
(KNN)

*87.33% accuracy
using brake pedal and
15 min of open-road.
100% using brake
pedal and 1.5 h of
journey. *91.33%
using all sensors in the
parking lot and 8 min.
100% with all the
sensors in the open-
road

[16] Driver identification
and impostor detection.
11 drivers

CAN-bus signals, gas
pedal sensor
recordings, brake pedal
sensor recordings,
frontal laser scanner,
accelerometers and
measures of rotation
rates

Feedforward Neural
Network

80% for every group
category and above
90% for groups of 2–3
drivers. Impostor
detection rate above
80% when the car has a
single genuine driver

(continued)
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Table 1. (continued)

Ref. Description Signals Method Results

[17] Recognition of driver
behavior. 20 drivers in
a simulator

Accelerator and
steering wheel angle
data

Hidden Markov Model
(HMM)

Accuracy 85%

[18] Driver identification of
10 drivers

Vehicle position,
speed, steering wheel
position, gas pedal
position and brake
pedal position

Support Vector
Machine (SVM)

95% confidence with at
most one false alert per
day of driving

[19] Real-time driver
identification in 10
school bus drivers over
2 months. The
smartphone was place
rigidly and horizontally
above driver console

Accelerometer and
GPS data

Unsupervised Anomaly
Detection and Feed-
Forward Neural
Network of three layers

81% accuracy,
evaluated in 30 test
examples for driver

[20] Driver identification by
means of acceleration
variation

Acceleration from a
fixed smartphone

Principal Component
Analysis (PCA) and
comparison with
reference pattern
components

They analyze the
importance of selecting
the right variables to
correctly identify the
driver. Optimal value
between 5 and 6
variables

[21] Real-time driver
identification. The
same route for all
drivers

Brake pedal and gas
pedal signals

Artificial Neural
Networks and Cepstral
Feature Extraction
techniques

84.6% accuracy with 3
drivers. The
identification rates
decrease as the number
of drivers to be
identified increases

[22] Vehicle’s inertial
sensors from the CAN
bus to build a profile of
the driver.
Differentiation between
two drivers

Lateral and
longitudinal
accelerations, and yaw
angular velocity

Support Vector
Machine (SVM) and k-
mean clustering

Combining turning and
braking events helps
better differentiate
between two similar
drivers

[23] Driver identification:
14 stable-health older
drivers (70 years and
older)

Vehicle location and
speed

Supervised learning
with multiclass linear
discriminant analysis
(LDA)

For 5 drivers. Events
individually: 34%
using accelerations,
30% decelerations. The
most voted: 55.3%
using accelerations,
49.1% decelerations,
and 60.5% combining
both
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3 Procedure Description

Through the signals obtained from the accelerometers of the smartphone, we associate
each recorded journey to each driver, within a defined set of drivers. To take advantage
of the power of deeper and pre-trained networks, such as the ResNet50 model, it is
necessary to convert the tri-axial accelerometer signals into images. To do this aim,
every journey is divided into overlapping time windows and the accelerometer signals
inside each window are transformed into an image, as it is illustrated in Fig. 1.

We must point out that the signals converted to images are not the original signals
(recorded from the accelerometers of the smartphone). The signals transformed to
images are the longitudinal and transversal forces associated with accelerations, and the
angular velocity; which are obtained from the original signals from the tri-axial
accelerometers. As it is shown in Fig. 1, once these three signals are obtained, they are
transformed in order to obtain the three corresponding images that are used to train the
driver identification network.

For the tests, a database of 25 drivers with more than 800 journeys per driver was
used. The routes have been recorded through a smartphone application installed on
both Android and iOS devices called Drivies (see page www.drivies.com, originally
developed by company Telefónica R & D and recently became Telefónica spin-off
PhoneDrive S.L.). The database is anonymous and the participating drivers have given
their consent for the use of the routes. The dataset are not from professional drivers or
dedicated to transportation services. The database is heterogeneous in terms of kind of
trips and kind of terminals. For each driver there are present city trips, road trips and
mixed trips. We have considered that city routes are developed mostly in urban areas

Fig. 1. Temporal signals transformations.
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and the maximum speed does not usually exceed 70 km/h, while road journeys are trips
on highways or motorways with speeds greater than 80 km/h. Finally, the mixed routes
do not have a dominant type (neither city nor road exceed 70% of the journey). Based
on this, 50.35% of the total trips are mixed routes, 31.56% are city journeys, while 18.
09% are road journeys. Although there are two types of strategies followed (to take the
first 4 min of the journey or the maneuvering areas), it seems logical that the highest
percentage of trips used are from city or mixed, since it is where maneuvers are more
susceptible to detection. All drivers have routes from the three types both training and
testing. Regarding the type of terminal, 40% of drivers have smartphones with iOS
operating system, while 60% with Android operating system. A priori the car model
used is unknown, each driver can present a different model or brand, as well as the
experience of the drivers. During the capture no interaction between the driver and the
application was required (automatic detection of driving) and the smartphone could be
freely placed inside the vehicle, it did not need a fixed position. The accelerometer
signals were saved from each recorded journey.

The general process is shown in the following figure (Fig. 2).

Fig. 2. General outline of the driver identification process.
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3.1 Longitudinal, Transversal and Angular Velocity Signals

As we mentioned before, the temporal signals coming from the smartphone, the tri-
axial accelerometer signals, are not used directly for the transformation to images.
From these signals, we derive the longitudinal and transversal components associated
with the car longitudinal and transversal accelerations and the angular velocity. Process
for obtaining these signals from the raw signals of the accelerometers can be consulted
in [24]. Summarizing this method, it is necessary to obtain the Vehicle Movement
Direction (VMD), which is the “forward” movement direction vector in the smartphone
reference system associated with driving along a trip. With the VMD, the longitudinal
and transversal acceleration forces can be derived. An analysis of the main components
is performed on the accelerations (filtered acceleration of the maneuvers and without
gravity), giving signals and the directions associated with each component, which will
transform the accelerometers to these directions. To obtain which component is
associated with each of the forces, a trained Neural Network is used (for more details
see the article mentioned [24]). The smartphone can be positioned freely, that is, it does
not need to go in a fixed position. However, this process will be repeated every time
that the smartphone changes its position in terms of gravity distribution. Also, the
detection procedure detects manipulations performed by the driver, in order to not to be
confused with maneuvers.

3.2 Driver Identification

Training networks from scratch is complex and requires a large amount of data,
according to the depth of the network. In this work we have fine-tuned pre-trained
Neural Networks, initializing the weights with a pre-trained model and trying to adjust
the whole network. The pre-selected model has been the ResNet-50. Its name comes
from the Deep Residual Network and specifically Resnet-50 refers to that it presents 50
residual layers. The Deep Residual Networks were presented by Microsoft Research in
the ImageNet and COCO 2015 competitions, for image classification, object detection
and semantic segmentation [25]. These networks come up to solve the difficulty to train
Deep Neural Networks; because adding more layers to an already deep model causes
higher training errors. The ResNet [26] allows training and optimizing networks in a
simpler way; for this, they introduce residual deep learning frameworks with shortcut
connections. These connections perform a mapping and their outputs are added to the
outputs of the stacked layers, which may omit one or more layers. The advantage is that
these shortcuts do not add extra parameters or computational complexity. Each block is
responsible for adjusting the output of the previous blocks, instead of having to do it
from scratch. The basic block presents variants such as the block “Residual Bottle-
neck”, which use sets of three layers stacked instead of two as the basic ones, which
reduce and increase the dimensions.

Therefore, ResNets are architectures that stack building blocks, called Residual
Blocks. The scheme of the basic residual block of two layers is shown below (Fig. 3).
The block presents a shortcut connection that performs identity mapping, so at the
output of the block the propagated information plus the output of the stacked layers is
added, F (x) + x.
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In the ResNet50 model, the residual bottleneck of two layers (Fig. 3) is replaced
with a three layer bottleneck block, with 1 � 1 convolutions and 3 � 3 convolutions.
The general scheme of the Resnet-50 is shown in Fig. 4, where blocks of two-layer
residual block have been colored in different colors, each color indicating a series of
convolutions of the same dimension.

Fig. 3. Residual block (two-layer Residual Block).

Fig. 4. Architecture 50-layer residual.
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The general scheme of the network used for identification of drivers is as follows
(Fig. 5). The first block consists of the pre-trained ResNet50 model, followed by a
second block of the Recurrent Network. The Recurrent Networks we used are a Gated
Recurrent Units (GRUs), because this type offers very good results for time series
modeling.

The input to the ResNet-50 model must be an image, preferably of size 224 � 224
and of 3 channels, since the model is designed for RGB color images. In order to use
this architecture, as commented before, we must to transform the 1-D longitudinal,
transversal and angular velocity signals into 2-D images.

3.3 Signal Transformation to 2-D

Different methods that allow transforming the temporal signals coming from the mobile
sensors to images have been tested. Specifically, four different transformations have
been used: Recurrence Plots (RP), Gramian Angular Summation Field (GASF), Gra-
mian Angular Difference Field (GADF) and the Markov Transition Field (MTF).

Recurrence Plots (RP). In [27], authors transform the temporal signals into 1D to 2D
images, in order to take advantage of the deep Convolutional Networks classifiers.
Among the advantages of CNN is that they do not require extracting features manually.
They use the RPs to transform time series into 2D signals. The recurrence plot was
described in [28], where they presented this graphical tool for measuring the time
constancy of dynamical systems. As they define: the recurrence plot is an array of dots
in a NxN square, where a dot is placed at (i, j) whenever x (j) is sufficiently close to x
(i). With i and j like times, so a recurrence plot describes time correlation information.
These are usually very symmetric with respect to the diagonal i = j, since if x (i) is
close to x (j) then x (j) is close to x (i); but it does not imply that they have to be
completely symmetrical.

Gramian Angular Summation Field & Gramian Angular Difference Field (GASF
&GADF). In [29], they used two frameworks for encoding time series like images, the
Gramian Angular Summation/Difference Fields (GASF/GADF) and Markov Transition
Fields (MTF). In the Gramian Angular Field, the temporal signals are represented in
polar coordinates and then each element of the matrix is the cosine of the sum of the
angles for the GASF, and the sine of the difference between each point for GADF.

Fig. 5. Deep Neural Network architecture for driver identification.
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Markov Transition Field (MTF). For Markov Transition Field, the transition prob-
abilities of multiple intervals of the time series are coded, creating the matrix of
Markov transitions. To do this, the data is divided into quantiles, and each element of
the matrix indicates the probability of transition from one to another.

4 Results and Conclusions

Two different strategies have been applied to select the journey signal to be used for
driver identification. As recommended in reference [12], the first strategy has been to
use the first 4 min of the trip, in overlapping windows. The window size has been of
224 samples, 44.8 s, overlapped by 25%. The second strategy has been to use windows
of the same size and overlap, but choosing only windows with maneuver information
(either acceleration or braking or right-turn or left-turn or a mixture of all them).

As shown in Fig. 2, with the tri-axial signals of the accelerometers, we proceed to
obtain the longitudinal, transversal and angular velocity signals with the method
described in work [24]. Once these are obtained, the journeys are divided into over-
lapping windows following the strategies mentioned in the previous paragraph: 4 min
without distinction of the information type or only maneuver windows. These windows
are converted into images, following the 4 possible methods mentioned: RP, GASF,
GADF and MTF.

Then, we perform fine-tuning in the architecture shown in Fig. 5, model Resnet50
adding two GRU stacked layers plus a Fully Connected layer and a Softmax layer.
Although the training is at window level, the results obtained will be evaluated at
journey level by driver. To do this, for each journey the probabilities obtained in each
window are added, and the driver assigned will be who sums more probability. As
mentioned before, two metrics have been considered to evaluate the results, the first
one, accuracy top-1, refers to the percentage of success taking into account only the
driver who has achieved the highest final probability at journey level, among the 25
drivers. The second one, accuracy top-5, refers to the success rate if at least the
appropriate driver is among the 5 drivers with most probability at journey level, also
given the total set of 25 drivers.

The training has been processed on a computer with a Nvidia Tesla K80 graphic
card (dual GPU card, with 24 GB of GDDR5 memory, 480 GB/s of memory band-
width and 4992 CUDA® cores). The open source software library Keras, with Python,
was used to build the network.

The results obtained are shown in the following table (Table 2).
As expected, when we use the maneuvers as input signals, much better results are

obtained than when we use blindly the first 4 min of the journey; regardless of the
method used to transform the temporal signal into an image. Among the methods
described in the literature to transform 1-D signals into 2-D signals, the GADF
transformation offer the best result with a success rate of 69.92% at top-1 level and a
rate of 90.31% at top-5 level.

The results have been compared using other network architectures, as well as bi-
directional networks or directly using the 1-D signals, without transforming the signals
into images and substituting the Resnet50 model for another CNN network. But the
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best results obtained have reached a rate of 53.57% of accuracy for the top-1 and
85.17% for the top-5. In order to prevent that the proposed Neural Network learns a
certain type of route, for instance a habitual route of a driver, a heterogeneous group of
journeys for each driver has been used (we have selected routes of the three classes for
each one: mainly urban or city trips, mostly road and mixed). In addition, for all the
drivers, maneuvers of different nature have been detected through a sliding window:
both braking maneuvers (deceleration), accelerations, turns and combinations of these.
As future work, we will try to expand the database of drivers as well as the number of
journeys by driver. It will also be tested with other types of transformations.
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Abstract. The notion of enterprise architecture (EA) and EA-based capabilities
in IS literature has emerged as an important research domain. However, the
conceptualizations of EA-based capabilities remain ambiguous, largely not
validated and still lack a firm base in theory. This study, therefore, aims to
rigorously conceptualize EA-based capabilities grounded in theory and puts
forward the notion of dynamic enterprise architecture capabilities. These capa-
bilities highlight the core areas in which organizations should infuse EA. The
purpose of this study is to develop a reliable and valid measurement scale. This
scale is validated using item-sorting analyses, expert reviews and an empirical
study of 299 CIOs and enterprise architects. The outcomes support the validity
and reliability of the scale. The dynamic enterprise architecture capabilities scale
developed in this research contributes to theory development and the EA
knowledge base. The scale may be used as an assessment or benchmarking tool
in practice.
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Dynamic enterprise architecture capabilities � Dynamic capabilities view �
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1 Introduction

In today’s dynamic business environment, there are various trends and market forces
that drive the adoption of enterprise architecture (EA) within organizations. These
include, e.g., growing regulatory pressure, the rising frequency and speed of business-
driven and information technology (IT)-driven change opportunities, and an increased
need for integration within and between business enterprises. Organizations are,
therefore, adopting various forms of EA to facilitate the further integration of IT
resources, assets and capabilities with business processes [1–3]. An EA can be con-
sidered a high-level representation of organizations’ business processes and IT systems,
their interrelationships [4]. While there is conceptual work that argues that EA allows
organizations to add value across the organization [5, 6], much of the current literature
still focus on EA artifacts, and their respective management [7–9]. Recently, the lit-
erature puts a greater emphasis on theory building and the EA-based capabilities that
organize and deploy organization-specific resources to align strategic objectives with
the particular use of technology [1, 10, 11].
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Nonetheless, despite the recent growth in EA studies, substantial gaps remain in the
literature. For instance, there is no conclusive evidence on how EA-based capabilities
drive business transformation and deliver benefits [2, 4, 11–14]. Moreover, definitions
and conceptualizations of EA-based capabilities remain ambiguous and large not
validated [11, 15, 16]. Hence, despite the various scholarly contributions, the con-
ceptualization of EA-based capabilities still lacks a firm base in theory. Following this
assessment, there is a need to rigorously conceptualize EA-based capabilities grounded
in theory and to develop a reliable and valid scale to measure its underlying dimen-
sions. This study, therefore, aims to extend previous EA work and proposes a dynamic
enterprise architecture capabilities scale that highlights the core areas in which orga-
nizations should infuse EA. Hence, we follow previous IT-enabled [17–19] and EA-
based capability [1, 3, 20–22] scholarship that used dynamic capability-based
approaches as a theoretical foundation. By doing so, this study embraces on a robust
theoretical foundation that provides a rich vocabulary and empirically validated
measures.

Given the above, this study addresses the following research question: “how can a
valid and reliable scale be developed to measure dynamic enterprise architecture
capabilities and, thus, the core areas in which organizations should infuse EA?”

This paper is structured as follows to answer this question. First, we briefly review
the literature on dynamic and EA-based capabilities. Then, this work outlines the
development process and methods. Sections four and five present the results, i.e., a
validated conceptualization of dynamic enterprise architecture capabilities, the dis-
cussion of the results and the conclusions.

2 Theoretical Background

2.1 EA-Based Capabilities

The notion of differential organizational benefits that can be derived from EA-based
capabilities has been subject of discussion in the past decade [4, 10, 11]. Recently,
some researchers argue that managing and deploying an EA is, in fact, an organiza-
tional capability that can provide organizations with a competitive edge [1, 3]. In this
particular context, a distinction can be made between EA capabilities and EA-based
capabilities. EA capabilities include an organization’s ability to create and maintain EA
content, standards and guidelines. In essence, these capabilities focus on the devel-
opment of EA artifacts, i.e., individual documents that describe various aspects of the
EA [7, 23]. EA-based capabilities highlight the usage, deployment, and diffusion of EA
in decision-making processes, and the organizational routines that drive IT and busi-
ness capabilities [1, 3, 24]. Thus, these capabilities focus more on the development of
unique competencies and capabilities that can leverage EA assets and resources. For
instance, Shanks et al. [3] argue that EA capabilities are deemed necessary to provide
advisory services to the organization. Likewise, Hazen et al. [1] provide foundational
work that shows that EA-based capabilities can enhance organizational agility and
indirectly enhance organizational performance. These outcomes are consistent with
work by Foorthuis et al. [10] that demonstrate the importance of intermediate EA-
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enabled outcomes that contribute to the achievement of particular business goals and
objectives. Hence, EA literature suggests that complementary EA capabilities enable
firms to leverage their EA effectively [1, 4], contribute to IT efficiency and IT flexibility
[25], and can drive alignment between business and IT [26].

This study concurs with this EA-based capability view and uses it to frame a new
conceptualization of dynamic enterprise architecture capabilities systematically.

2.2 Dynamic Enterprise Architecture Capabilities

As organizations are investing in their EA, not all of them are successful and fail to
deliver desired results and, therefore, they question the particular added value of EA
[1]. This study claims that it is likely that the extent to which EAs are leveraged
successfully within the organization depends on the dynamic capabilities that collec-
tively use the EA to sense environmental threats and business opportunities, while
simultaneously implementing new strategic directions. Dynamic capabilities can be
considered an organizations’ ability to integrate, build, and reconfigure internal and
external competences to address the rapidly changing environment or when the
opportunity or need arises [27]. Based on the dynamic capabilities view and recent EA-
based capabilities work [1, 3, 11], this study defines dynamic enterprise architecture
capabilities as “an organization’s ability to leverage its EA for asset sharing and
recomposing and renewal of organizational resources, together with guidance to
proactively address the rapidly changing internal and external business environment
and achieve the organization’s desirable state.”

Building on previous EA-based capability contributions and theoretically guided by
the dynamic capabilities view, we synthesize the reach and range of EA-based capa-
bilities through three related, but distinct capabilities, i.e., (I) EA sensing capability,
(II) EA mobilizing capability, and (III) EA transformation capability. EA sensing
capability refers to an organization’s deliberate posture toward sensing and identifying
new business opportunities or potential threats, and developing a greater reactive and
proactive strength in the business domain using EA [3, 20]. EA mobilizing capability
refers to organizations’ capability to use EA to evaluate, prioritize and select potential
solutions and mobilize resources in line with a potential solution or potential threats [3,
28, 29]. Finally, an EA transforming capability can be considered the ability to use the
EA to successfully reconfigure business processes and the technology landscape, to
engage in resource recombination and to adjust for and respond to unexpected changes
[3, 17, 30, 31].

3 Construct Development Process and Methods

3.1 Construct Development and Specification

This research followed a staged approach to tackle a magnitude of challenges (e.g.,
selection indicators, reliability, and validity of constructs) that emerge during the
development of new multi-item scales [32]. First, the principal investigator derived all
the items to reflect the new construct from either previously cited in or implied by
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extant conceptual and empirical work. Hence, this study adapted validated measures
from recognized empirical studies in information systems and sciences [3, 17, 29],
management, organization, and decision sciences [18, 27, 31, 33]. Starting from the
conceptualization of dynamic capabilities by [27], this study subsequently assigned
measurement items to one of the three capabilities on the base of a review of primary
scales present in the extant literature. The first pool of scale items was developed using
a seven-point Likert-type scale, ranging from ‘‘strongly disagree’’ to ‘‘strongly agree.’’
Then, two subsequent stages of scale development and purification followed based on
previously outlined recommendations [32], i.e., (I) item-sorting analysis and expert
review and (II) confirmatory analyses to assess the psychometric properties of the
dynamic enterprise architecture capabilities scale.

Stage I: item-sorting analysis and expert reviews.
First, an item-to-construct sorting approach was employed to establish tentative

item reliability and validity. Three Master students1, doing their theses research,
evaluated the initial item pool using a Q-sort approach during two three-hour intensive
sessions. Through this iterative approach, the students were asked to sort the items
according to the three underlying capabilities of the new construct. Hence, the inter-
judge agreement was measured [34]. Next, the student reworded or deleted too
ambiguous items as a result of the first stage, to improve the agreement between the
judges [35]. These two steps enhanced the reliability and construct validity of ques-
tionnaire items at a pre-testing stage. This study omits the results of these intensive
sessions for the sake of brevity.

To further enhance the content and face validity of the questionnaire times, the
principal investigator asked ten experts with the appropriate competencies, familiarity
with the research domain, and experience to evaluate all the scale items and offer
improvement suggestions. These experts were enterprise architects (3), EA and MIS
scholars (2), IT/business consultants and managers (5). The experts mainly looked at
several criteria for testing the adequacy of questions including length, specificity and
simplicity, and question order. Also, the experts were asked to reflect on any interpre-
tation issues with the questions [36]. Outcomes of this stage offered many small itera-
tions, improvements, and purifications to the questionnaire items and so formed a solid
foundation for the final stage to assess the psychometric properties of the new scale.
Table 1 shows the final items and the supporting literature for all the three capabilities.

Stage II: survey analyses.
This study applied confirmatory analyses to the dynamic enterprise architecture

capabilities construct to assess the reliability and validity of the multi-item scales [32].
The conceptualization of dynamic enterprise architecture capabilities uses a formative
higher-order construct that is composed of three underlying first-order dimensions [37].
As such, this second-order factor uses reflective first-order latent constructs. The
manifest variables are, therefore, affected by the latent variables and are interchange-
able [38, 39]. Thus, on the first-order level, the manifest variables reflect and depict the
construct. The second-order factor (dynamic enterprise architecture capabilities), on the

1 These students also governed the data collection process throughout this study.
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other hand, is conceptualized through a formative mode. Such a model is called a
reflective-formative type II model [40, 41]. Each of the three specified dimensions
represents a unique trait of the higher-order construct. Removing a particular dimension
would substantially alter the meaning and understanding of the overarching construct.

Table 1. Final measurement items for dynamic enterprise architecture capabilities

Constructs and items Supporting
literature

(I) EA sensing capability
S1. We use our EA to identify new business opportunities or potential
threats.

[3, 17, 18]

S2. We review our EA services regularly to ensure that they are in line
with key stakeholders wishes.

[3, 17, 18]

S3. We adequately evaluate the effect of changes in the baseline and target
EA on the organization.

[3, 18]

S4. We devote sufficient time enhancing our EA to improve business
processes.

[17, 18]

S5. We develop greater reactive and proactive strength in the business
domain using our EA.

[17, 18, 28]

(II) EA mobilizing capability
M1. We use our EA to draft potential solutions when we sense business
opportunities or potential threats

[3, 28, 29]

M2. We use our EA to evaluate, prioritize and select potential solutions
when we sense business opportunities or potential threats

[3, 28, 29]

M3. We use our EA to mobilize resources in line with a potential solution
when we sense business opportunities or potential threats

[17, 42]

M4. We use our EA to draw up a detailed plan to carry out a potential
solution when we sense business opportunities or potential threats

[28, 29]

M5. We use our EA to review and update our practices in line with
renowned business and IT best practices when we sense business
opportunities or potential threats

[33]

(III) EA transforming capability
T1. Our EA enables us to successfully reconfigure business processes and
the technology landscape to come up with new or more productive assets

[3, 17, 30, 31]

T2. We successfully use our EA to adjust our business processes and the
technology landscape in response to competitive strategic moves or market
opportunities

[3, 17, 43, 44]

T3. We successfully use our EA to engage in resource recombination to
better match our product-market areas and our assets

[18]

T4. Our EA enables flexible adaptation of human resources, processes, or
the technology landscape that leads to competitive advantage

[45]

T5. We successfully use our EA to create new or substantially changed
ways of achieving our targets and objectives

[45]

T6. Our EA facilitates us to adjust for and respond to unexpected changes [17, 27, 46]
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3.2 Data Collection Procedure

This study collected data as part of a Master course Enterprise Architecture of a Dutch
University. Students2 read recent academic articles on EA competences and capabili-
ties, e.g., [1, 3, 4], and had to fill in a survey for their organization. Also, the partic-
ipating students (N = 235) had to distribute this survey to two domain experts
(professionals that are familiar with the material, e.g., CIOs, IT managers, and lead
enterprise architects) following a snowball method. Thus, this research collected the
data through respondent-driven sampling. Following [47] there is no reason to presume
that the use of the respondent-driven sampling method resulted in an unacceptable
(self-reported) bias that would jeopardize the outcomes of this research.

During the data collection, controls were built in, so that every organization
completed the survey only once. Respondents were given an incentive to take part in
the survey. They were offered a research report with the most important outcomes of
this study. Following Podsakoff et al. [48] anonymity was guaranteed, and respondents
could withdraw their scores if they wanted to.

The data collection phase started on the 17th of October 2018 and ended on the 16th

of November 2018. In total 669 respondents from different organizations initially
started the survey. Based on the final response, this study included a total of 299 usable
questionnaires for the analyses. The majority of respondents operate in the private
sector 57%, 36% from the public sector and only a small percentage (0.07) from other
categories such as private-public partnerships (0.02%), and non-governmental orga-
nizations. The majority of responses were from large organizations with 3000 + em-
ployees (45%), 1001–3000 employees (14%), 301–1000 employees (13%), 101–300
employees (11%) and the remaining 16% had less than 1000 employees. 69% of the
organizations are older than 25 years. Sub-group analyses for each dimension of the
construct (using t-tests) showed no significant difference early (first two weeks) and
later responses (final two weeks) to the survey. The data were obtained from a single
source at one point in time. This study, therefore, controlled for common method
variance (CMV) per suggestions of Podsakoff [48]. In doing so, Harman’s single factor
test was performed using IBM SPSS Statistics™ v24 on the primary study constructs.
Hence, the construct variables were all loaded on to a single construct in an Exploratory
Factor Analysis (EFA). Outcomes of this analysis showed that no single factor attri-
butes to the majority of the variance; the sample is not affected by CMB [48].

4 Model Estimation and Validation

4.1 Model Estimation Procedure

For the model estimation, the present study ran parameter estimates for the measure-
ment model. The analyses were done using SmartPLS version 3.2.7. [49], which is a
Structural Equation Modeling (SEM) application using Partial Least Squares (PLS).

2 Students that take part in this course are adults that have many years of working experience in either
business or IT (management) functions.
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This study uses PLS for theory development purposes and to validate the measurement
model and examine the formative nature of our second-order factor model [41, 50, 51].
In the analyses, the factor weighing scheme within SmartPLS was applied. Also, a non-
parametric bootstrapping procedure was employed to compute the level of the sig-
nificance of the regression coefficients running from the first-order constructs to the
second-order construct. In this process, 5000 replications were used to obtain stable
results and to interpret their significance. Finally, the 299 organizations in the dataset
far exceed all minimum requirements to run the SEM analyses [52, 53].

4.2 Confirmatory Analyses

The first-order constructs were subjected to internal consistency reliability, convergent
validity, and discriminant validity tests to assess the psychometric properties following
the suggestions of Ringle et al., [49] and MacKenzie et al. (2011). Hence, all Cronbach
Alpha (CA) values were examined if they were above the threshold of 0.70 [53, 54].
Next, the measurement model is evaluated by its convergent and discriminant validity
[50, 53]. The composite reliability (CR) values for each construct should typically
between 0.60 and 0.90, as is the case in the present study (see Table 2). Also, the
construct-to-item loadings were assessed, showing no violations. The average variance
extracted (AVE) values were all above the lower limit of 0.50 [53, 55]. Discriminant
validity was established through three different, but related tests. First, analyses showed
that all cross-loadings (i.e., correlation) on other constructs were less than the outer
loading on the associated construct [56]. Second, analyses showed that the square root
of the AVEs, i.e., the Fornell-Larcker criterion, of all constructs was larger than the
cross-correlation [50]. Third, and finally, a newly developed discriminant validity
analysis was employed, i.e., the heterotrait-monotrait (HTMT) ratio of correlations
approach by Henseler, Ringle, and Sarstedt [57]. All HTMT values showed acceptable
outcomes well below the 0.90 upper bound. Table 2 shows the summary of the
measurement model analyses that suggest that the first-order constructs are valid and
reliable. As can be seen from Table 2, the included variance inflation factors (VIFs)
values are well below a reported critical value of 5. These outcomes, in addition to the
absence of non-significant relations between first-order capabilities and the second-
order construct, indicate that no multicollinearity exists within our model [58].

The above outcomes confirm the three related, but unique EA capabilities that
underly the formation of an organization’s dynamic enterprise architecture capabilities.
Figure 1 shows the respective significant path weights of the first-order constructs on
the higher-order construct along with the construct-to-item loadings.

Table 2. Assessment of convergent and discriminant validity of the reflective constructs.

CA CR AVE VIF (1) (2) (3)

(1) EA sensing 0.885 0.916 0.686 3.209 0.826
(2) EA mobilizing 0.909 0.932 0.734 3.163 0.782 0.857
(3) EA transforming 0.918 0.936 0.711 3.193 0.784 0.780 0.843
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5 Discussion and Conclusion

5.1 Theoretical and Managerial Implications

This paper contributes to the extant literature on EA capabilities by constructing and
validating a comprehensive capability and treating it as a dynamic capability. Second,
by developing 16 measurement items across three dimensions, this study helps
researchers conduct more systematic analyses on the organization’s EA-based capa-
bilities. Hence, this work enhances the theoretical underpinnings of empirical EA and
dynamic capability research. Third, the dynamic enterprise architecture capabilities
scale can guide IS scholars and practitioners in explaining IS-related phenomena.
Specifically, it is well understood in the literature that EA-induced capabilities—fol-
lowing IT-enabled capabilities [59]—have an indirect effect on organizational benefits
and competitive performance, by strengthening and renewing organizations’ opera-
tional (ordinary) capabilities. Therefore, scholars can investigate how dynamic enter-
prise architecture capabilities influence organizational benefits following these
theoretical suggestions. Also, the conception of dynamic enterprise architecture capa-
bilities can also work as a mediating construct in a nomological value path in
explaining how, e.g., EA resources, assets, and practices lead to enhanced business
value (e.g., business-IT-alignment, innovation). Finally, research could conceive
dynamic enterprise architecture capabilities as an outcome construct by studying its

Fig. 1. Formative dynamic enterprise architecture capabilities measurement model
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antecedents like EA competencies and approaches, principles that guide the design and
evolution of EA, and architectural insights.

The dynamic enterprise architecture capabilities scale is a reliable and valid tool to
measure the level of proficiency of the organization’s deployment and usage of EA in
the organization. IT and business managers can drive enterprise-wide transformational
changes and provide an opportunity to build capabilities in parallel with implementing
a new strategic direction using this scale. In doing so, they can use this scale for
evaluation purposes. For instance, the scale can be used in a critical self-assessment of
the organizations’ EA strategy to unfold development opportunities, possible even
within different departments, and layers within the organization. The scale encourages
decision-makers to actively think about EA deployment in the organization and how
they should allocate resources properly. Hence, they can look at dynamic enterprise
architecture capabilities as a means to drive the organization’s level of innovation and
purposefully enhance its evolutionary fitness. Finally, the dynamic enterprise archi-
tecture capabilities scale provides a useful diagnostic and benchmarking tool with
which they can assess and continuously monitor their organization’s development
needs and compare the results with other organizations that, e.g., operate in the same
industry, market or segment.

5.2 Limitations and Concluding Remarks

This study has several limitations. A key limitation of this study is that all the data were
gathered from Dutch-speaking organizations. So, comparing measurement scores
across countries might well contribute to the generalizability of our findings. Second,
the data included various demographic variables (e.g., type, size), but the present study
did not consider possible differences among group segments and clusters. Notwith-
standing, this study advances our understanding of EA-based capabilities by devel-
oping a reliable and valid scale that highlights the core areas in which EA should be
infused to create value. Both scholars and practitioners can use the scale.

Acknowledgment. I want to thank Tom Hendrickx, Kevin Billen and Salo Langer for their
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Abstract. Big Data analytics need to be combined with higher education
business processes to improve course structure and delivery to help students
who have struggled to stay in the course by identifying their engagement and
correlation with different variables such as access to documents; assignment
submission etc. Online activity data can be used to keep students on track all the
way to graduation and universities struggling to understand how to lower
dropout rates and keep students on track during their study program. In this
paper we discuss how Big Data analytics can be combined with higher educa-
tion business processes using re-engineering for structured data, unstructured
data, and external data. In order to achieve this objective, we investigate the core
business processes of learning and teaching and define a re-engineered higher
education business process model.

Keywords: Big Data analytics � Business process � Re-engineering �
Higher education � Learning and teaching

1 Introduction

From a review of the literature in the Business Information System (BIS) research most
of the research is concerned with the use of BIS in industry. The education sector is
rarely addressed in the research. We believe there is an opportunity for the BIS
community to address the changing requirements of educational business processes.
One of the key business applications used in the education sector is Learning Man-
agement Systems (LMS). An LMS is a software application for the administration,
documentation, tracking, reporting and delivery of educational courses, training pro-
grams, or learning and development programs. Learning Management Systems make
up the largest segment of the higher education.

Data within LMSs and other sources within the University should be utilized
through the introduction of business analytics to provide additional information to
business processes within the academic institutions. The data within these systems
individually would not be considered Big Data however combining the structured and
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unstructured data from all of the various systems, as well as external data, turns it into a
Big Data problem that needs to be addressed by a Big Data solution.

There has been growing interest in the higher education sector to take advantage of
Big Data [2–4] to improve the learning performance of students, enhance working
effectiveness of academic faculty and reduce administrative workload [5]. The over-
arching issue in institutions of higher education across the world is academic success
and the retention of students [6, 7].

In this paper we propose and investigate the core business processes of learning and
teaching and define a re-engineered education business process model to show how Big
Data can be combined with existing higher education business processes. This business
process model can shape the idea of correlating the student’s requirements regarding
the developed course structure and delivery used by higher education institutions. This
business process model is addresses the importance of understanding student’s
requirements and their needs from course content and course delivery.

Big Data incorporates the emergent research field of learning analytics [11] which
is already a growing area in education. However, research in learning analytics has
largely been limited to examining indicators of individual student and class perfor-
mance. The work on analytics within higher education is coming from interdisciplinary
research, spanning the fields of Educational Technology, Statistics, Mathematics,
Computer Science and Information Science. A core element of the current work on
analytics in education is centred on data mining [2] and has not been addressed and
focused on business processes.

A large shift towards Big Data from traditional approaches has been observed to
handle different business processes and to develop better predictive models for the
organization. Business intelligence and analytics is helping many companies to
improve their efficiency in customer satisfaction. Business analytics is becoming
standard to communicate data-driven business decision making. Big Data analytics
have been one of the major reasons in drastically changing the products and services
provided by companies in recent years [1]. There is an opportunity to apply the same
within the Education sector.

Analytics goes beyond business intelligence, in that it is not simply more advanced
reporting or visualization of existing data to gain better insights. Instead, analytics
encompasses the notion of going behind the surface of the data to link a set of
explanatory variables to a business response and outcome.

Producing meaningful, accessible, and timely management information has long
been the holy grail of higher education administrative technology [8]. Marsh et al. [12]
have observed that it is important for higher education institutions to use Big Data
analytics in order to deliver the very best of learning environments for the good of
society. Once the data is analysed it promises better student placement processes; more
accurate enrolment forecasts, and the results of the analysis can be fed into an early
warning system to provide early and better intervention that identify and assist students
at-risk of failing or dropping out. In recent years studies suggest [1, 7, 10] leveraging
Big Data technology and taking appropriate actions are able to enhance students’
graduation rate, success rate and retention rate.

The widespread introduction of LMSs [29] such as Moodle and Blackboard
resulted into increasingly large datasets. Each day, a LMS accumulate increasing
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amount of students’ interaction data, personal data, systems information and academic
information [9]. However, a LMS does not collect data from interaction among peers
through blogs, social media, external review sites, students feedback surveys, tweets
directed at higher education or on related hashtags, reviews on Facebook to name few
external data sources. Higher education should not overlook what students are saying
about them on social media. Students posting comments on Facebook wall is also a
review feature where students can leave a detailed comment about higher education
institutions and its offered courses. Current LMSs does not support external and
unstructured data source.

To combine Big Data analytics with higher education business processes, we need
to re-engineer existing higher education business processes by identifying input and
output from the core process of learning and teaching and identifying how unstructured
and external data sources can be helpful so that Big Data analytics can be applied and
work effectively for decision making [19]. The obvious reason behind it is Higher
Education business processes are not capable to handle different varieties of data. By
definition of Big Data variety is one of the characteristics of Big Data. The technical
and managerial issues resulting from the adoption and application of Big Data analytics
is worth exploring [10]. Analysing and understanding online behaviour of students
results in predictive capability important for intervention and is a cornerstone of
effective personalised learning [2].

The biggest benefits of Big Data analytics in higher education institutions are: the
ability to analyse, track and predict student performance; improve graduation and
retention rate; and adjust teaching strategies for just-in-time intervention. Traditionally,
it has been difficult for higher education institutions to provide critical and timely
intervention simply because they did not know a student was struggling until it was too
late. Organisational silos and a dearth of data specialists are the main obstacles to
putting Big Data to work effectively for decision making [18]. Most of the legacy
systems were developed without process models or data models which are now
required to support data standardization. Higher education institutions need to improve
processes and technological advances that can be integrated in the development of
efficient processes through business process re-engineering and business process
innovation [26]. A successful integration of Big Data analytics and business processes
may create a “new class of higher education economic asset” and help higher education
institutions redefine their business and outperform their competitors. By introducing
Big Data to education institutions the Big Data becomes another BIS and the changed
business processes that use Big Data make significant improvements in the way the
academic processes operate.

The remainder of the paper is structured as follows. Section 2 describes Big Data
analytics in higher education institutions. Section 3 describes Big Data analysis
requirements in higher education institutions. Section 4 describes re-engineering
business processes of higher education. Finally Sect. 5 concludes the paper and out-
lines future work.
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2 Big Data Analytics in Higher Education

Big Data is described as a framework to predict future problems, future performance
outcomes and prescribe solutions about academic programs, teaching, learning and
research [20]. Siemens and Long [11] stated that Big Data could offer many benefits to
the future of higher education. Big Data provides an opportunity to institutions to use
their information technology resources strategically to improve educational quality and
guide students to higher rates of completion, and to improve student persistence and
outcomes. Higher education can use Big Data for many reasons. Some of the identified
reasons are: improve students’ performance; customise programs; create customised
programs for individual students; prevent dropouts and learn from the results; reassess
curriculum etc.

Data analytics can be applied at different levels, which includes national level,
course level, curriculum level, and institutional level. In higher education Big Data
tools and techniques and analytics can be used in various departments including,
financial planning, student success systems, recruitment, donor tracking [22] marketing
and institutional research. Big Data analytics concerned with improving learner’s
success at the learning and teaching level is referred to as learning analytics [14].
Learning analytics is concerned with the measurement, collection, and analysis and
reporting of data about learners and their contexts, for purposes of understanding and
optimising learning and the environments in which it occurs [11].

The Rio Salado Community College in Arizona developed a learning analytics
application for tracking student progress in courses. The college enrolls more than
41,000 students in online courses. The application was developed to focus more on
personalization – assisting non-traditional students achieving academic goals through
personalized interventions [17]. Another learning analytics application is the Course
Signals System popular known for its competence to identify student at risk and
increase student success in the classroom. The Course Signals Systems is characterised
by its ability to provide real time feedback, interventions starts early, and it also
provides frequent and ongoing feedback [22].

Evans and Lindner [22] broadly grouped analytics into three categories; descriptive,
predictive and prescriptive. These different forms of analytics are used to empower
decision-makers in higher education to make evidence-based decisions. For example,
the University of Nevada, Las Vegas used analytics to enhance the student experience,
by collecting student learning and navigational patterns using learning devices and
environments to analyse current and historical data. This was achieved with the
implementation of a Big Data enterprise system that automatically predicted the pop-
ulation of at-risk students and prescribed real solutions that triggered alerts to students
at risk [21].

Wagner and Ice [15], traced how technological advancements have triggered the
development of analytics in higher education. Siemens, Dawson and Lynch [27] have
reported a consolidated work on how higher education sector is improving the quality
and productivity deploying learning analytics. Authors have reported ten case studies
from different universities from USA, UK and Australia. There has been a lot of
research [10–12, 16, 17] to suggest that Big Data analytics is used in higher education
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institutions, however none of them explicitly discusses how learning and teaching core
processes can be re-engineered to combine Big Data analytics. Also, none of the
research work focuses on how Big Data analytics can be used at each process of
learning and teaching so that students benefit from the outcome of each process of
learning and teaching. At each process of learning and teaching students are required to
be monitored to gain the overall benefits of Big Data analytics. This generates the
requirement for higher education stakeholders to establish how Big Data analytics can
be used at each process of learning and teaching so that students benefit in their overall
journey of student life. The prime focus of Big Data analytics is on developing a data-
based architecture that enables the addition of a variety of sources so that various types
of data can be analysed and put to use at each process of learning and teaching. The
goal is to broaden the analytics process available and subsequently improve manage-
ment of the institution and its resources by addressing the issues of students engage-
ments related to the course content.

3 Selecting Core Business Processes of Learning
and Teaching for Re-engineering: Big Data Analysis
Requirements

Re-engineering is a systematic process of analysis, design and implementation.
Hammer and Champy [13] have defined Business Process Re-engineering as “the
fundamental rethinking and radical redesign of business processes to achieve dramatic
improvements in critical, contemporary measures of performance, such as cost,
quality, service and speed”. Hammer and Champy [13] also define a process as “a
collection of activities that takes one or more kinds of input and creates an output that is
of value to the customer”. In Higher education the output from each process of learning
and teaching should be used for Big Data analytics so that the output generated by each
process is of value to students, educators and other stakeholders. Higher education
institutions are finding it challenging to achieve their objectives and goals due to
complicating factors arising from making decisions at the right time. Khalid et al. [16]
have coined the term “Educational Process Re-engineering” based on the established
concept of Business Process Re-engineering for process improvement of learning and
teaching activities, academic administration and evaluation and assessment. However
their work lacks combining Big Data analytics into the business processes. The dra-
matic transformation of society requires that the educational system adapt and change,
or face obsolescence. The stimulus for re-engineering higher education business pro-
cesses is the combination of four ongoing transitions in the society. They are:
enhancing learning and implementation of learning activities; changing educational
needs; requirements for alternative learning opportunities; and extensive availability of
digital technology.

A re-engineered educational activity is a significant enhancement to traditional
decision making process. Re-engineering higher education learning and teaching
processes to combine Big Data analytics will exploit significant amounts of student
level data.
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Big Data analytics should be used to guide the re-engineering educational process
to address the followings [15]:

• Educational needs are to be met by a proposed educational activity. This can range
from the institutional to the individual lesson/module level.

• Redesign a curriculum to define the scope, general content, and structure of the
proposed activity (program or area of study).

• For each area of study define the elements or units (class topics, modules, exercises,
etc.) that are appropriate for concentrated study.

• Develop well defined learning objectives and expected outcomes. These are derived
from the documented or perceived needs for the activity.

• Develop an analysis of the proposed learners (students) with respect to educational
background, location (geographical distribution) and times available for learning
activities.

• Apply established principles of learning to define the materials, media, and methods
to design each learning unit.

• Develop or acquire the learning materials and media as required.
• Identify and make available additional references and resources to support the

learning activities.
• Develop or acquire access to facilities with sufficient technology infrastructure to

support the learning activities.
• Develop an appropriate management and administration system for the educational

activities.
• Develop a faculty and collaborators with “real world” experience and the ability to

guide and stimulate the learning activities.
• Provide faculty with learning and development opportunities to enhance their

effectiveness as learning facilitators.
• Provide faculty with incentives to develop and use technology to enhance their

teaching and academic activities.

Table 1 shows the identified core business processes of learning and teaching with
its input and output. The core processes of learning and teaching to address the above
points are identified as: prepare learning and teaching resources; implement learning
and teaching resources; outcomes of learning and teaching resources; and review of
learning and teaching resources. These business processes are required to be re-
engineered to fit data driven outcomes in higher education environment. Each business
process has input and output. Output from these business processes will help higher
education to make near real time evidence based decisions if processes are combined
with Big Data analytics. Input to these business processes should not be only data from
student’s success rate and graduation. Nowadays higher education generates a large
amount of log data in their LMS. The benefits of analyzing this log data are to be found
when processing them en masse. For instance, if a teacher is interested in tracking
behaviour of a student over time, reconstructing user sessions, it is much more con-
venient to operate over all the logs. Logs are a good fit for Big Data architecture as
MapReduce is a perfect fit to analyse logs. First, logs usually follow a certain pattern,
but they are not entirely structured, so a RDBMS cannot be used to handle them.
Secondly, logs represent student’s behaviour use case where scalability not only
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matters, but is also a key to keeping the system sustainable. As services grows within
higher education system, so does the amount of log and the need of getting something
meaningful out of them.

4 Re-engineering Learning and Teaching Business Processes
of Higher Education

The model generated by us for re-engineering higher education business processes and
combining it with Big Data analytics architecture is shown in Fig. 1. The identified
inputs, to Big Data architecture are the output generated form the core business pro-
cesses, which include: attract and select students; retention and success rate; scholar-
ship of learning and teaching; and students, educators and external prospective. The
data generated with these core business processes combined with educational side
database and external database containing Google Reviews enabled us to find out
correlations between different variables which helped us in identifying the cause and
need of student’s course requirements such as redesigning of course structure.

The key components of re-engineered higher education business process model to
combine Big Data analytics in higher education are illustrated in Fig. 1. Data (external
and internal) is acquired and organized as appropriate and then analyzed to make
meaningful decisions. A variety of underlying platform provide a critical role. LMSs
collect data from students that, properly analyzed, can provide educators and students
with the necessary information to support and constantly improve the learning process
[22, 23]. Unfortunately, these platforms do not provide specific tools to allow educators
to thoroughly track and assess all students’ learning process.

To test our e-business process model, we applied it to a course offered in mixed
mode. We have used the re-engineered higher education business process model for
analyzing LMS Moodle log file data, which collects set of data from students, edu-
cators and other stakeholders. We have also analysed Facebook reviews and University
Google review data to see the satisfaction rate of course and content delivery. LMS
course activity report, showing the number of views for each activity and resource (and

Table 1. Core business processes of learning and teaching.

Core
processes of
learning and
teaching

Prepare
learning and
teaching
resources

Implement
learning and
teaching
resources

Outcomes of
learning and
teaching
resources

Review of
learning and
teaching
resources

Input Teaching
strategies;
Learning
Materials

Develop course
contents
Coordinate
courses

Graduates Review course
Review subjects
Review industry
feedback

Output Attract
students
Select students

Graduation
Retention rate
Success rate

Scholarship of
learning and
teaching

Teachers and
Student
prospective
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any related blog entries), can be viewed by teachers using Moodle Activity Viewer
(MAV).

MAV shows activity views as heatmap – colouring links lighter or darker according
to how often records are accessed. Moodle data when analysed can serve as a tool for
teachers to follow student’s behaviour to identify critical situations. Typical data relates
to the competency breakdown, logs, live logs, activity reports, activity completion,

Fig. 1. Re-engineered higher education business process model.
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number of accesses, duration of accesses, paths traversed in the platform, tools used,
resources used or downloaded, participations in the forum and other activities [24, 25].
Data was collected for two semester (6 months) for three courses. The population
consisted of 620 participants. We have analysed data generated by MAV for students
online activity to courses they have passed to see the correlation between these two
variables. At the Deliver Information layer as shown in Fig. 1, we have used Apache
Zeppelin web-based notebook which brings data ingestion, data exploration, visual-
ization, sharing and collaboration features to Hadoop and Spark.

For the Embed Analytics layer and Analyse Data we have used Apache Spark.
Apache Spark has as its architectural foundation the Resilient Distributed Dataset
(RDD) and data items distributed over a cluster of machines. Apache Spark supports
and can interface with Hadoop which we have used at layer Store Distribute and
Process Data. For layer Provision Data, we have used Hive to import datastores into
Hadoop. We have uploaded data into Hadoop Distributed File System (HDFS) Files
View and created Hive queries to manipulate data. We created a table called
temp_students to store data. We created another table students, so we can overwrite that
table with extracted data from the temp_students table we created earlier. Then we did
the same for temp_online_activity and online_activity. Finally, created queries to filter
the data to have the result show the sum of online activities and courses passed by each
student. Table 2 shows the data that were integrated into each of the two table.

These data sources reflect student’s engagement to learning activities and review on
how the course is delivered and structured. The main objective in selecting these
sources is to understand the correlation between students’ academic success and stu-
dent’s engagement to learning activities. Facebook Reviews and University google
reviews were used to improve on lecture delivery, course content and resources
developed by educators.

For analytics we used Apache Spark with language R. For data sets that are not too
big, calculating rules with Association rules (arules) in R is not a problem. Since
association mining deals with students, the data had to be converted to one of class
students, made available in R through the arules pkg. This is a necessary step because
the apriori() function accepts students data of class students only. We included library
(arules). We used several correlation scores calculated using access and participation

Table 2. Contents of data used in our case study

Data sources Indicator count

Online access to assignment 1 220914
Online access to assignment 2 marks 90722
News forum 7653
General discussion 6858
Question and answers 2645
Facebook review 556
University Google reviews 76
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data from Moodle activities and the grades obtained by the students. Student’s online
participation data in the unit and passing unit had a positive correlation. More online
participation reflects higher grades in the unit. We used association based mining
techniques which include Apriori. We selected Apriori algorithm. In R there is a
package arules to calculate association rules, it makes use of the Apriori algorithm.
We first connected to Apache Spark and uploaded the data to Spark. Association rule
mining is a rule-based machine learning method for discovering interesting relation-
ships between variables in large datasets. It is intended to identify strong rules dis-
covered in data using some measures of interestingness [26]. The correlation between
online activities and student’s grades were analysed as shown in Table 3.

In our case study the correlation was used to gain the understanding of student’s
online activity to their academic success and how much these online activities are used
by students. The regression algorithm shows the correlation between access to
documents/final grades; assignment submission; participating in forums; academic
misconduct; absence rate and behavioral engagement data with online activities. The
result shows strong correlation between online activity and courses passed however,
students are not very active on forums and not working towards tutorial exercises. We
identified that the student’s online activity decreased towards the end of the term. This
resulted in a poorer exam outcome. Interestingly their grades remain good. The reason
behind this was to pass the course it was not necessary to pass the exam. Students are
active on summative tasks. This requires the course to be redesigned to address the
issues of students not using all the required learning and teaching resources. This gives
an input to re-design and re-develop course contents.

Students are posting comments on University Google reviews about the quality of
the course contents and course delivery style. The decision tree algorithm is used to
predict potential performance using online activities, courses attempted, and estimation
of success factors. Our research findings are that student’s academic success is not only
affected by the extent of online activities, and experience with LMS, it is also affected

Table 3. Correlation scores calculated

Variables Type of data Correlation

Access to summative assessment
documents/Final grades

Structured Correlation
final = 0.6593

Assignment submission Structured Correlation
final = 0.55896

Participating in forums Structured/Semi
structured

Correlation
final = 0.22589

Academic misconduct Structured/Semi
structured

Correlation
final = 0.1052

Absence rate Structured Correlation
final = 0.1238

Behavioral engagement data/Sentiment data Text data
unstructured

Correlation
final = 0.1135
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by the design and structure of the course. Student’s online activities increase and
decrease during the term according to the overall contribution of formative and sum-
mative assessment to pass the course. With our results we were able to re-design the
course and delivery style.

5 Conclusion and Future Work

Using the Big Data architecture for our case study, we found out that it was a positive
first step in allowing our students and teachers to quickly gain an understanding of the
integrated data and to visually extract interesting correlation. These correlations sug-
gests the improvement on redesigning a curriculum to define the scope, general con-
tent, and structure of the proposed activity (program or area of study) based on
observing student performance (which is outward and visible sign of student learning)
and analysing the factors that improve student achievements, such as teaching practices
when they are not engaged with online resources. Also Facebook reviews and
University Google reviews have suggested improving course structure and content
delivery. Future work is to further demonstrate and expand the scope of the use of
proposed re-engineered higher education business process model and its use of Big
Data analytics.
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Abstract. The problem of determining people’s age is a recurring theme in
areas such as law enforcement, education and sports because age is often used to
determine eligibility. The aim of current work is to make use of a lightweight
machine learning model for automating the task of detecting people’s age. This
paper presents a solution that makes use of a lightweight Convolutional Neural
Network model, built according to a modification of the LeNet-5 architecture to
perform age detection, for both males and females, in real-time. The UTK-Face
Large Scale Face Dataset was used to train and test the performance of the
model in terms of predicting age. To evaluate the model’s performance in real-
time, Haar Cascades were used to detect faces from video feeds. The detected
faces were fed to the model for it to make age predictions. Experimental results
showed that age-detection can be performed in real-time. Although, the pre-
diction accuracy of the model requires improvement.

Keywords: Age detection � Convolutional Neural Network �
Computer vision � Machine learning

1 Introduction

Large amounts of data are becoming increasingly available on the web. Software
artifacts and computational models can be designed that use this data to improve the
quality and understanding of human life. Human life in this context, also extends to
how businesses and organizations, in general, can improve authentication and detection
mechanisms in order to follow legal requirements or business processes.

Human beings are not perfect, and sometimes leaving the task of authentication to
people presents several risks, especially when taking factors such as fatigue into
account. In several cases, machine learning models have been trained to perform
dedicated tasks until they reached a point where they surpassed human expert per-
formance on the same tasks [1–3]. Therefore, the application of machine learning to
specialized tasks can provide better accuracy and consistency.

The focus of current work is to investigate the possibility of automating the task of
predicting a person’s age in real-time using a lightweight Convolutional Neural Net-
work (CNN). A lightweight CNN requires a small amount of storage and that is a huge
advantage for applications that perform tasks in real-time. Moreover, a lightweight
model is faster to train, while providing convenience in terms of reusability. Finally,
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recognition tasks must be performed in a short space of time in some applications
because the platform may be computationally limited [4].

The rest of the paper is arranged as follows: Sect. 2 offers the problem background
and looks at similar works in literature. Section 3 explains the proposed solution as
well as the experiment setup. Section 4 discusses experimental results, and Sect. 5
concludes the paper.

2 Problem Background

The aim of current work is to perform age detection using a modified CNN. The
motivation behind the work is that age detection technology has important applications
as is explored in the following subsection. Finally, there is not a considerably large
amount of age detection research in literature [5].

2.1 Age Detection

The ability to detect the age of individuals is an important aspect of human life. In
certain areas of business, age detection is an important aspect of day-to-day business
processes. For example, it is important for liquor stores to only sell alcohol to human
beings that are over a certain age in order to not violate the law.

Age detection is also important in the internet where content of any form is
accessible from anywhere around the world. Internet businesses can also leverage age
detection technology in order to provide more personalized search results, recom-
mendations and advertisements [5].

In practical settings, computer vision-based age detection can be used, as explained
in [10], by vending machines in order to determine if a user is eligible to purchase
certain products. In the current age where day-to-day tasks are increasingly becoming
automated, computer vision methods can be leveraged to enable the devices to
determine a person’s age.

Chen, Qian, Wang, You, Peng and Zhong conducted a study and used it to con-
struct different types of Chinese language patterns [5]. They further used the con-
structed patterns to build a Support Vector Machine (SVM) that could classify Chinese
bloggers into four different age classes with an accuracy of 88%. The researchers
emphasized that this kind of research will provide insights into the Chinese language,
and even potentially benefit areas of personalized web search, targeted advertising and
recommendation systems [5]. Research work related to age-detection has also been
conducted in the field of anomaly detection as shown in [6].

2.2 Convolutional Neural Networks

Recent work has seen Deep Neural Networks (DNN) perform well in classification,
segmentation and compression tasks. Moreover, some DNN models have been built
that outperformed human experts in specialized tasks [2]. Convolutional Neural Net-
works (CNNs) are a type of DNNs that were conceived with the aim of classifying
images, but over the years their application has been extended to other tasks.
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CNNs have led to several breakthroughs in recent years, especially in tasks related
to computer vision [7]. One of the main limitations of regular neural networks that
CNNs are built to alleviate, is the fact that regular neural networks are translation
invariant. This means that, when a neural network learns to classify an object in an
image, it may not be able to classify the same object when it appears at a different
location in another image [8].

A CNN performs better because each layer of the network learns specific features
that make up an object. Finally, CNNs have become a state-of-the-art model for object
detection, image classification, feature segmentation, etc. [8]. Although a universal
approach to improve the accuracy of CNNs is to increase the depth of the networks,
this approach compromises the efficiency of the CNNs in terms of size and speed [4].
An example of a lightweight CNN architecture is the MobileNet architecture [4].
MobileNets were built mainly for use in mobile phones and embedded applications;
they provide a trade-off between accuracy and efficiency while providing two hyper-
parameters that can be finetuned to suit the desired application [4].

2.3 Similar Works

Fusion Network (FusionNet). The method proposed in [9] made use of a CNN
architecture, known as Fusion Network (FusionNet), that extracted age-related facial
attributes from face images in order to emphasize features that are specific to aging as
part of its input.
Facial patch selection (performed with Bio-inspired Features and AdaBoost), a CNN
and age regression were the three main parts of the solution pipeline [9]. The FusionNet
was trained and evaluated on the MORPH II dataset. Experimental results showed that
the FusionNet produced the lowest Mean Absolute Error (MAE) as compared to state-
of-the-art models (i.e. OR-CNN, DEX and Ranking-CNN) on the same dataset.

Optimized CNN Architecture. In [10] Aydogdu and Demirci proposed an optimized
CNN architecture consisting of 6 layers for age classification. The CNN’s layers
consisted of 4 convolutional layers and 2 fully connected layers. In order to discover
this architecture, the authors performed multiple experiments to test 16 different
architectures, ranging from 2 convolutional layers and 1 fully connected layer to 5
convolutional layers and 4 fully connected layers [10].

The performance of the architectures was compared using exact success, top-3
success and 1-off success criteria. Using this comparison criteria, the CNN with 4
convolutional layers and 2 fully connected layers reproduced the best performance with
respect to the defined criteria and standard deviation values [10].

Matching Convolutional Neural Network. In [11] Cho, Jang and Park proposed the
use of a matching CNN (consisting of an architecture similar to AlexNet) to perform
age category estimation. The CNN took a facial image as input and output a com-
parison with a target image (younger than, similar to or older than) [11].

The input to the CNN was made by combining an input image and a discriminator
image along the RGB channel axis. The CNN was then trained on the inputs for it to be
able to differentiate between image pairs [11]. The difference between the CNN pro-
posed by the authors and AlexNet was that the proposed CNN made use of batch
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normalization rather than local response normalization. Furthermore, 1024 was the
chosen dimension for the last two fully connected (FC) layers [11].

Experimental results showed that the accuracy of the proposed CNN increased in
proportion to the number of target images defined for each age category. When 16
target images were used, the accuracy of the proposed CNN reached an average of
94.5%, a score that outperformed existing methods [11].

3 Proposed Solution

Current work proposes the use of a modified LeNet-5 CNN to perform age detection in
real-time. LeNet-5 (See Fig. 1) is a lightweight CNN that was introduced by LeCun,
Bottou, Bengio and Haffner in [12] for document recognition. LeNet-5 has been
improved and modified in several ways to solve computer vision problems [13–15].

The lightweight attribute of this architecture was the main motivation behind
choosing it. Current work aims to achieve age detection in real-time. It is important,
therefore, that the model being used to achieve this task provides age predictions in the
shortest time possible. The solution’s pipeline is shown in Fig. 2.

Fig. 1. The LeNet-5 CNN architecture.

Fig. 2. A high-level pipeline of the proposed solution.
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3.1 Experiment Setup

Hardware Components. The only hardware device that was used was a computer
with a webcam.

Software Components. The software components composed of the following: (1) A
dataset, (2) a set of libraries, and (3) a development framework.

Dataset. The dataset used was the UTKFace Large Scale Face dataset [16]. The
original dataset consists of 23700 images. To achieve a balanced training scheme, 7700
images were used for the experiment. The reason behind using only a subset of the
dataset is the limitation in terms of how much data could be loaded into memory for
training the model.
An 80–20 split was used to divide the images to a training set and a test set. Only the
ages of the subjects were taken into consideration when formulating labels for the data.
Ages of individuals were separated into 7 classes. The dataset used had fewer images of
subjects as their age increased. Therefore, images that represent subjects older than 70
years were excluded because including them would introduce an inconsistency with
regards to the number of images per class. Table 1 depicts the age classes that were
used.

Development Framework. The application was developed using Python and Java.
Figure 3 Shows a snapshot of the application during use. The two age classes (out of
the 7 classes) for which the CNN has the highest certainty (i.e. the two output nodes
that fired with the highest probabilities from a SoftMax activation point-of-view) are
visualized on the pie chart. For example, the CNN had 19% certainty that the subject in
the image is within the range 21–30 years (age class 2).

Table 1. A distribution of age groups into categorical classes.

Age class Age range/group (in years)

0 1–10
1 11–20
2 21–30
3 31–40
4 41–50
5 51–60
6 61–70
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3.2 Real-Time Image Extraction from Video Feed

The first step in the solution pipeline is to collect image data from a video feed in real-
time. In this experiment, the video feed was obtained from a computer’s webcam.
Upon obtaining the video feed, the second step involves data preprocessing. For a
network to be able to make a prediction on the data, that data must be fed to the
network in the form of a 200 � 200 RGB image.

To accomplish this, a MAX_FRAME_INTERVAL variable is defined. For example,
if the value of MAX_FRAME_INTERVAL is 100, the 100th frame will always be
selected and fed to the CNN. In this way, the CNN can make predictions on an
incoming feed in real-time and return the results without the feed having to
stop. Therefore, after selecting the 100th frame to send to the CNN, Haar Cascades are
used to detect the face of the subject in the image.

3.3 Convolutional Neural Network Model

Architecture. Figure 4. Depicts the architecture of the proposed modified LeNet-5
CNN. The second fully-connected (FC) layer was replaced with a dropout layer. The
dropout layer was introduced to try and limit the model from overfitting the data. The
replacement increased the training speed of the CNN significantly and produced a
slight increase in accuracy.
The CNN takes 200 � 200 RGB images as input. Therefore, each image is converted
to a NumPy array of shape (200, 200, 3). The first convolutional layer makes use of 6
7 � 7 filters. The second convolutional layer makes use of 16 3 � 3 filters to focus
more on finer details of the convolved images. Max pooling is applied after each
convolutional step to only focus on the most highlighted features of convolved images.
Both the convolutional layers make use of Rectified Linear Unit (ReLU) activation.
The first fully connected layer consists of 120 nodes that make use of ReLU activation
and is followed by the dropout layer of the same number of nodes.

Fig. 3. A snapshot of the application during use.
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Each node in the dropout layer has a 50% probability of firing and therefore does
not make use of an activation function. The dropout layer was introduced as an attempt
minimize overfitting of the training data by the CNN. The output layer consists of 7
nodes representative of the 7 different age classes. Seven classes were chosen (instead
of three as in [11]) so that smaller age ranges are used. This makes the predictions more
specific. The output layer makes use of SoftMax activation to show a probability
distribution of the networks prediction as it provides more information as compared to
discreet 1’s and 0’s.

Training. The network was trained on 6160 samples of the extracted dataset. The loss
metric used was Categorical Cross Entropy and the network was evaluated on Accu-
racy. The network was trained for 100 epochs with a mini-batch size of 32.

Fig. 4. The architecture of the CNN. The image was plotted using the Keras deep learning
library.
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4 Experimental Results

Accuracy and Loss. Figures 5 and 6 depict the accuracy and loss curves respectively.
The overall accuracy score of the CNN was 45.3%. As can be seen in Fig. 5, the
validation accuracy of the model started to converge before 20 epochs. The validation
loss, however, showed a continuous increase. We believe that this phenomenon
occurred because features related to facial aging were not focused on during the feature
extraction phase.

Fig. 5. Accuracy curve after 100 epochs.

Fig. 6. Loss curve after 100 epochs.
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Confusion Matrix. The CNN’s confusion matrix is shown in Fig. 7. A confusion
matrix that represents an ideal model should only have the diagonal blocks/indices
shaded with dark blue. The rest of the diagonals must be approximately white in colour.
The confusion matrix in Fig. 7 shows that the CNN made more correct than incorrect
predictions for all the age classes. However, for age class 3 (31–40), for example, the
CNN predicted the age class to be 4 (41–50), the immediate neighboring class, 28% of
the time. This is a very high number of false positives for class 4.

It can also be seen that, for the majority of the time, the CNN made erroneous
predictions that were only off the correct class by 1 (1-off). This is a promising
observation as it shows that the CNN’s predictions were close to the truth. Table 2
explains this more clearly by showing the CNN’s performance if 1-off predictions were
considered correct.

More Performance Metrics. Table 3 depicts the precision, recall and F1 scores for
the different age classes. High precision and recall are ideal as they represent a model
with both few false positives and false negatives. A high F1 score also indicates a good
relationship between a model’s precision and recall scores.

The lowest precision, recall and F1 scores for the CNN were for age class 4 (41–
50). The scores correlate with the information represented in the confusion matrix since

Fig. 7. A confusion matrix depicting the CNN’s performance with respect to each age class.
Darker shaded blocks represent higher percentages of correct predictions made for an age class.
(Color figure online)
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the CNN made the lowest number of correct predictions for class 4 when compared to
other classes. Age classes with the highest scores were class 0, followed by class 1 and
class 2.

5 Conclusion

A modified LeNet-5 CNN was trained to perform age detection across a wide variety of
people of different gender and ethnicity in real-time. The real-time component of the
solution worked efficiently. The CNN had an overall accuracy score of 45.3%. How-
ever, when considering 1-off predictions the estimated accuracy was 83%.

Future work should focus on applying techniques such as batch normalization and
data augmentation - while keeping the size of the CNN relatively small – to help the
CNN learn to generalize better. Architectures such as AlexNet or VGG16 should be

Table 2. A summary of the model’s performance when one-off predictions are also taken into
consideration.

Age class % of correct
predictions
(1-off excluded)

% of correct
predictions
(1-off included)

0 73 90
1 56 90
2 49 82
3 35 76
4 32 81
5 41 86
6 40 78
Average (%) 46.6 83

Table 3. A depiction of the CNN’s precision, recall and F1 scores.

Age class Precision (%) Recall (%) F1 score (%)

0 89 71 79
1 59 42 49
2 45 42 43
3 42 26 32
4 30 27 29
5 32 69 44
6 45 40 42
Micro average 45 45 45
Macro average 49 45 45
Weighted average 49 45 45
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deployed to compare results and to assess their performance in real-time settings, since
both architectures are larger in size than the LeNet-5 architecture.

More improvements can be made by implementing an imbalanced training scheme
so that the whole dataset can be used. Finally, more work should be done with regards
to feature extraction in order to highlight more important facial landmarks related to
aging.
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Abstract. In today’s world, digitization has reached an important role. While
more and more enterprises are interested in a realization and aware of its
importance, it rather lacks on the implementation. This applies most of all for
those with a low budget for new investments, such as small and medium
enterprises (SME), as well as even smaller forms (VSE). For this reason, a
sectoral digitization approach based on a real-world VSE is pursued. By using
the design science research methodology, a low cost and easy to use warehouse
management system for the optimization of the inner logistics of VSEs is
developed, evaluated and presented in this work.

Keywords: Mobile application � Warehouse management �
Very small enterprises � Digitization � Use case

1 Introduction

The topic of digitization has drawn plenty of interest in the scientific community as can
be seen in relevant journals, search engines or condensed in digests like [1, 2], as well
as outside of it, like in politics and the economy [3]. The general term includes several
facets and scopes, such as the digitization of countries [4, 5], the economy [5–7] or
distinct methods and processes, for example to obtain customer feedback [8], getting
digitized. Even though, apparently the general awareness exists, the practical imple-
mentation is in many cases still uncommon. While big enterprises often have room for
improvements and investments, small and medium enterprises (SME) are in general
positioned way worse in that regard [2, 5, 6, 9]. Especially in the area of logistics huge
potentials can be expected [10]. The European Commission defines SMEs as enter-
prises, which have less than 250 employees and a yearly turnover of 50 million Euros
at most. Enterprises with less than 50 employees and a yearly turnover of 10 million
Euros or below form the subgroup of small enterprises [11]. As widely acknowledged,
the aforementioned deficiency constitutes with a decreasing size of the company [9,
12–15]. Albayrak and Gadatsch [16] highlighted that this is accompanied with lack of
maturity for digital transformation.
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The partial negligence of small enterprises in the topic of digitization also shows in
several surveys, which ignore very small enterprises (VSE) and only consider partic-
ipants with for example at least ten employees or even more [17–19]. This circum-
stance is reinforced while observing the usually high number and importance of small
and medium enterprises in relation to the whole economy that is being agreed on in
various publications [7, 20–24]. In Germany for instance, those very small enterprises,
with fewer than 10 employees and a yearly turnover of 2 million Euros or less [11],
constitute over 80% of the total number of enterprises [21]. At the same time the
general level of digitization is lower than for comparison in the USA [6] and is assessed
as lackluster [2]. Motivated by the described situation and the claim of Albayrak and
Gadatsch [16], that implies that digitization has to be seen as a holistic task instead of a
matter of several small steps, we wanted to explore, if digitization of very small
enterprises is possible and beneficial. In particular, the scope of this research focuses on
the internal logistics process, as it has been observed as one challenging part in the area
of digitalization [10]. In doing so, the following research questions shall be answered in
the course of this work.

Q1: Is it possible to digitize very small enterprises, whose staff is technology
averse, with negligible expenditures and burdens on the employees?

Q2: Can digitization benefit very small enterprises and convince formerly adverse
employees?

The challenges, deterring small and medium enterprises in general and especially
VSEs from digitizing themselves are diversified. They prominently include but are not
limited to high innovation costs, lack of qualification amongst the employees and
security concerns [14, 25]. Therefore in the majority of cases an attempt at digitization
of an VSE needs to rebut those concerns of the decision makers by offering inex-
pensive, easy to realize and use solutions, that do not pose potential security threads for
the business and offer clear and visible value, to convince them to overcome their old
process flows and modernize their enterprise. The following sections will describe the
methodology and the concrete use case. Afterwards the artifact itself is described and
evaluated. In the end a conclusions a given, which also outlies possible future
prospects.

2 Methodology

The contribution at hand follows the Design Science Research (DSR) paradigm and its
seven guidelines formulated by Hevner et al. [26], since those have proven to be an
valuable structure for the execution of formative endeavors in real world scenarios. It
culminates in an inventory-based mobile application for warehouse management,
which focusses on very small companies, as a usable artifact (Guideline 1). To conform
to Guideline 2 (Problem Relevance) and Guideline 3 (Design Evaluation) the evalu-
ation will be conducted according to the four stepped framework of Sonnenberg and
vom Brocke [27], which is widely accepted and also focuses on the real world
applicability of the regarded artifacts. Since the digitization of VSEs is not sufficiently
advanced, the publication at hand contributes by illustrating a possible way to progress
the corresponding development (Guideline 4). Research rigor is addressed by using the
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existing knowledgebase, e.g. known concerns of enterprises regarding digitization, as a
starting-point for the requirements, applying modeling techniques for the conception of
the artifact and utilizing a well-known and accepted framework for the evaluation
(Guideline 5). While the existing knowledgebase provides a good starting-point, it is
still necessary to embed the experiences and needs of the target audience. Therefore,
the needs of the designated users of the artifact were included and formulated as
requirements from the very beginning of the development, and are still being con-
sidered in the course of the ongoing evaluation (Guideline 6). This publication, as a
form of communication of research, constitutes Guideline 7 of the DSR paradigm,
feeding back into the knowledgebase. All guidelines, in relation with the described
realizations, are summarized in Table 1. For the structure of this work, this means that
in the following sections at first the use case is introduced to illustrate the challenges
and needs that are incorporated in the requirements. Afterwards the artifact and its
development are presented. In succession the evaluation process, that went along with
the progression and is still ongoing, is described. Finally, a preliminary conclusion is
drawn and possible future expansions are depicted.

3 The Use Case

The initial inspiration for this work stems from an incident in a pottery workshop with
attached store in eastern Germany. A customer wanted to buy some specific products
and was told that there are none in stock and that it would be necessary to craft them
from scratch, which would take some time. As a result, the customer forewent the
purchase and left the shop. Later on, the employees discovered that several boxes of the
earlier requested products were in the warehouse. Thereupon, the owner of the pottery
was being convinced to host a case study considering the prospects of digitizing the
stock keeping to benefit the business.

The pottery has four employees, a yearly turnover in the high five-figure Euro range
and is therefore categorized as a VSE. With the store, the rooms for the production and
the warehouse there are several potential locations for storing pre-products and finished

Table 1. The conducted guidelines of the design science research according to [26].

Guideline Realization

1. Design as an artifact Creation of usable artifact
2. Problem relevance Evaluation according to Sonnenberg and vom Brocke

(cp. EVAL 1)
3. Design evaluation Evaluation according to Sonnenberg and vom Brocke

(cp. EVAL 2–4)
4. Research contribution Advancing digitization of VSE
5. Research rigor Usage of accepted proceedings and scientific knowledge
6. Design as a search
process

Inclusion of insights gained during development and evaluation

7. Communication Contribution at hand
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products. Additionally the warehouse contained several racks in which boxes with
those items were randomly piled without any system or at least labeling. This resulted
in a lack of knowledge regarding the inventory, leading to monetary disadvantages
through wrong decisions and lackluster customer consulting that impeded potential
sales. For example, it happened several times, that, after an inspection of the warehouse
by an employee, potential customers were told the processing time of a bigger order is
estimated with several weeks. This was due to the absence of any available pre-
products, resulting in the need to produce everything from scratch, which takes a lot of
time because of the nature of the pottery craft. This timeframe deterred the prospective
buyers who decided to forego the order, for example because a set deadline would have
been violated. Later on the employees found several boxes of the necessary pre-
products, which would have allowed them to fulfill the order in less than a week,
because only the (relatively time inexpensive) glazing and baking was necessary. But
even smaller orders of only one or two objects, which are not uncommon for tourists,
constituting a large portion of the potential buyers, take noticeably longer when they
have to be made from scratch, therefore in some cases exceeding the available time
frame, resulting in a lost order, despite the pre-product being available without the staff
knowing. Therefore, by improving the warehousing, the overall situation of the
enterprise could be enhanced, allowing for more effective customer consulting and
better informed decisions regarding production plans and possibly also pricing or
bundling depending on available supply of certain items. However, as in many SMEs
[14, 25], there were several constraints regarding the preconditions, namely very low
financial resources, respectively the apprehension of a negative outcome in financial
regards and the absence of any technical affinity in the staff, which had to be considered
regarding the design.

4 An Inventory-Based Mobile Application

To counteract those identified weaknesses in the warehousing of the regarded enter-
prise (as a representative of numerous comparable SMEs and VSEs), and to also
correspond to the known obstacles of digitization, several requirements were formu-
lated. Those can be categorized into functional and non-functional ones and are
described in Table 2. While the functional requirements are predominantly focusing on
issues of the currently existing warehouse management solution, the non-functional
requirements target the uncomplicated and affordable implementation within the VSE.
All requirements were developed in cooperation with the employees of the pottery
workshop, increasing their involvement and avoiding to discourage and overburden
them. However, this was on the expense of their quality by reducing the degree of
formalism and precision. Derived from these requirements, the structure of the
developed system is relatively simple, consisting of only three components. Those are
the database, the client and an abstraction layer. As a result, no sophisticated hardware
stacks and only commodity hardware elements are needed, which allows to use
inexpensive standard solutions, keeping the costs for implementation and operation
low. To fulfill the functional requirements, first, the database schema depicted as an
Entity Relationship (ER) diagram in Fig. 1, was developed.
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Basically it consists out of five different entities, named storage objects (the stored
items), type, package, shape factor and shelf, which also form the main tables of the
database. Various relations were used for the connection of the entities, such as has and
stores. The stores connections from package and shelf to the storage object also
include a quantity. This allows to only scan one item of a kind and manually provide
the number of deposits or withdrawals instead of scanning every single item, therefore
increasing the usability. It also increases clarity, since users can comfortably see the
available supply of each item. By using a self-designed ID as primary key, each entry
of each table can be easily identified. Additionally to that, for specification purposes,
different attributes were used for each element. This includes for instance the identi-
fication of the type of the package as leak proof or as a cooler, which were most of all
integrated for later extensions and other application scenarios, increasing the generality
and reducing the likeliness that customizations might be needed. Furthermore, direct
measurements for each storage object can be saved.

This comprehensive scheme allows to store the properties of each item, as well as
the packaging and the shelfs, enabling the system to automatically check, if items are
too heavy for the specification of their designated repository. Since issues concerning
the size would become apparent on eyesight, those do not require an automated check,
even though the dimensions are stored, allowing for future extensions in that regard.

Table 2. The developed functional and non-functional requirements

No. Type Requirement

1. Functional
requirements

All products, pre-products, packages and shelves that are stored
or storing vessels are represented in the system

2. The system allows to locate the sought-after items by facility,
shelf and storing vessel

3. Items of the same kind can be stored in multiple packages and
shelves, even across different facilities

4. Not only the available type of items, but also their quantity shall
be easily observable in the app

5. The number of entries that can be administered in the system is
sufficient to represent every item in enterprises of the targeted
size

6. For security reasons a possible attempt to overburden the
maximum load of packages or shelves hast to be detected

7. Non-functional
requirements

Establishing the system is inexpensive. This includes hardware
(servers, devices), training and initiation

8. The operating costs of the system are low
9. The artifact should offer a high usability. From a user’s

perspective it has to be time-saving and comfortable
10. The system is uncritical regarding security concerns. Under no

circumstance any serious harm for the enterprise is possible
through its usage

11. Using the system is intuitive, minimizing the required amount
of training for the employees
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Therefore, theoretically, it would be possible to upgrade the system to automatically
determine the optimal storage location for an item or packaging.

The ID, as the main identifier, consists out of two alphanumerical parts and is
decomposed within Fig. 2. While the first part indicates the targeted type and includes
a self-defined tag, the second is directly related to the product itself. The benefits
provided by this structure, which is comprehensible for humans, are two-folded. On the
one hand, the indication of the type of the database entry and the additional tag, which
could for example indicate the facility a shelf is located in, helps to reduce the time a
search requires. This is a direct consequence of the structure of the pottery workshop
presented in the use case, preventing the necessity to remember in which facility a shelf
is located. On the other hand skepticism towards the new technology and the barrier of
acceptancy in VSEs, without obtaining own IT staff, can be diminished.

Due to the fact, that some categories of items (e.g. standardized plates) are stocked
in huge numbers, it is possible to input the quantity of items of the same kind in a
repository instead of registering every single one. This allows to quickly determine the
number of certain items being available and also often reduces the number of steps
necessary for storing or withdrawing items. Consequently the effort for using the
system is lowered and therefore the usability increased. Even though the usage of the
new warehousing tool can provide crucial advantages, no sensitive data are handled,
therefore avoiding potential critical harm in case of security issues.

The design of the database is intended to be generic enough for an applicability in a
plethora of enterprises, therefore avoiding the necessity of customizing it in most use
cases. By now, there is also no option to deposit pictures of the listed items, since this
would increase the complexity of the solution and also the size of the database.
However, this might be a useful addition in the future.

Fig. 1. The Entity Relationship (ER) diagram of the database scheme.
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Utilizing the system is facilitated via an app developed for Android smartphones.
Using smartphones allows a high mobility and usability while negating the costs for
purchasing new equipment, since already existing private devices can be used. Fur-
thermore the familiarity helps to alleviate possible reluctance and reduces the required
efforts for training [28]. The decision regarding the operating system was based on the
already existing technical endowment of the staff. In the app, users can create and delete
entries. To increase usability, it is possible to create (and stick the printed code to the
particular object) or scan QR-Codes instead of inserting the respective ID by hand.
Users can also assign items to packages or shelves, respectively packages to shelves,
search for entries and display properties and positions. To increase security, it is nec-
essary to log in with a registered account before changing any data within the app. Once
logged in, this status is maintained by a session token that expires after 25 min of
inactivity. This token is utilized during usage, for the authentication while creating and
changing data. The chosen timeframe is intended as a compromise between conve-
nience, preventing the need of inserting the credentials all the time, and security. To
allow customers to independently check the availability of items and as a preliminary
stage for a potential web shop, read only access does not require an account.

The connection between the database and the app is constituted by the abstraction
layer, which acts as an application programming interface (API). It receives HTTP
requests by the user’s smartphone, transforms the inquiry into the structured query
language (SQL) format and forwards it to the database. The response of the database,
received as raw data, will be handled afterwards and send in JSON format to the user’s
smartphone. This avoidance of direct communication serves as an additional security
measure. Furthermore, by this approach features like the search function are less
complicated to implement and more performant, since the well-established MySQL
could be utilized instead of crafting a completely new solution. For other use cases, the
smartphone and database component can be exchanged with alternative solutions. This
could be for instance related to other operating systems, such as Apple’s iOS, or
alternative database solutions, like PostgreSQL. An overview of all components and
their relations are depicted as the main artifact in Fig. 3.

Fig. 2. Structure of the ID.
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5 Evaluation

As mentioned beforehand, the evaluation, which corresponds to Guideline 2 and
Guideline 3 by Hevner et al. [26], is conducted according to the framework from
Sonnenberg and vom Brocke [27]. Therefore the evaluation consists of the four phases
(EVAL1 to EVAL4) depicted in Table 3, covering different stages of the development.

EVAL1, which is also the foundation of the first chapter of the publication at hand,
seeks to ensure that the problem that is being focused is actually meaningful in the
context of design science research and that its solution provides a scientific benefit. The
general interest in digitization and the forecasted benefits emphasize its importance. At
the same time small and very small enterprises, which constitute an important part of
the economy, lag behind in the according development and are, despite their impor-
tance, slightly disregarded by the scientific community and responsible organizations.
For this reason there is a lack of studies, focusing on strategies for the digitization of
those enterprises. Also from a practical point of view, there was explicit demand for a
technical solution, like the proposed artifact, identified in the enterprise that is
described in the chapter concerning the use case. Therefore, the publication at hand and
the accompanying artifact are justified by their contribution to closing the gap in
research and improving the working experience and business opportunities of real
users.

EVAL2 aims to show, that the proposed design concept is a promising approach for
handling the identified problem. As stated before, the most important barriers identified
by (very) small enterprises related to their digitization are high innovation costs, a lack
of qualification amongst their employees and security concerns [14, 25]. Those were
incorporated from the beginning of the design process. The costs of establishing the
system, as well as the operating costs are exemplarily depicted for a low-cost approach

Fig. 3. An overview of the developed system

Table 3. The conducted evaluation steps.

Evaluation step Description Status

EVAL1 Literature and demand of target audience Completed
EVAL2 Logical reasoning Completed
EVAL3 Prototype tested in typical use cases Completed
EVAL4 Case study Ongoing
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in Table 4. While the first model results in one-time costs for buying commodity
hardware, such as the latest version of a Raspberry Pi 3 Model B+ [29] as a server and
operating costs for acquiring the domain [30] and expenses [31] for the power usage
[32], the second model has no initial investment costs, since it relies on renting the
server [33]. As shown, in both cases the costs are marginal totaling to around 120€ for
2 years. At the same time, the employees gain new insight into their inventory,
allowing them to quickly convey, if a certain product is available and to also determine
the exact position. This can potentially, as described in the use case, allow for addi-
tional sales or prevent a loss of sales, due to insufficient or false customer consulting.
Considering the price of a single plate starting at 15 Euros, even a small number of
potential orders that is lost due to inadequate warehousing easily exceeds the expenses
for the operation of the proposed system.

Even though this is only a single example, a general impression of the situation in
many SMEs can be derived. Therefore, one of the main concerns of the target audience
can be avoided and, in addition to more comfortable working conditions, even directly
related positive financial results are to be expected. The simplicity of the appliance also
allows reducing the necessary briefing of employees to a minimum, making extensive
trainings or service centers for user support unnecessary. Since no sensitive data are
handled, there is also no risk of serious security issues. Even in a worst-case scenario,
no critical damage can occur. Therefore, the proposed artifact complies with the
identified needs of the target audience, depicted in Table 2.

EVAL3 is using a prototypical instance of the artifact to proof its applicability. For
this purpose, an artificial setting is created, in which the artifact has to prove its
feasibility for achieving the expected results. This was realized by simulating typical
use cases that included creating and deleting items as well as sorting them into shelfs
(registration of the position in the database) and searching their position aided by a
prototypical implementation of the system. The used hardware was a rented virtual
server in the described price range. Those tests were continually conducted during the
development process to help refining the artifact and proving the sufficient capabilities
of the chosen hardware. Since this simulation was successful and the last iteration met
the expectations, EVAL3 can be deemed as successfully completed.

Table 4. Exemplary calculation of a low cost approach

Expense factor Model 1 –

buying the
hardware

Model 2 –

renting the
hardware

Initial Monthly Initial Monthly

The server 38€ 0€ 0€ 5€
Power – 0,3€/kWh 0€ 2,7€ 0€ 0€
Acquiring a domain 0€ 0,8€ 0€ 0€
Total costs 38€ 3,5€ 0€ 5€
Avg. monthly costs over 2 years 5,08€ 5€
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EVAL4, as the final stage of evaluation, examines the usefulness of the artifact by
applying an instance in a real world situation. In this case, the artifact was implemented
and integrated in the workflow, including the registration of every stored item along
with an instruction of the employees, and used in daily business for the VSE that is
described in the use case. While in theory the registration of the items constitutes an
enormous expense factor, since it consumes a lot of paid working time, this did not
apply in reality. Due to the nature of the enterprise, there are many situations where
employees are not occupied, freeing them up to successively fulfill this task. In the first
week, additionally a contact person was on site to assist the employees when needed,
ask them for their evaluation as well as suggestions and to directly observe the usage as
well as potential flaws. During the recording of the items it was detected that about
5000 products and pre-products with a combined value of approximately 120.000€
were stored in the facilities of the pottery workshop, retrospectively giving even more
justification for the ongoing project. This applies even more in relation to the yearly
turnover that is way below that sum. Since the objectives were reached by enhancing
the warehousing while maintaining the other constraints, like costs and ease of use, and
the users were, despite their initial skepticism, satisfied, the assessment is positive.
However, to get a more extensive impression, it would be desirable to implement the
proposed solution in a greater number of SMEs and VSEs. Therefore, the fourth stage
of the evaluation is not concluded yet.

6 Conclusion

Even though additional case studies are planned, a first conclusion can already be
drawn. However, the limited sample size and the focus on enterprises that are operating
a warehouse have be considered. While the claim of Albayrak and Gadatsch [16]
regarding a lack of maturity for digitization might be true in general, it was shown, that
even very small enterprises with employees that are skeptical towards technical nov-
elties can still benefit from minor but specific measures and implement them into their
daily routine. For that reason, both research questions are positively answered in
consideration of the limitations. This way of small steps also allows circumventing
common barriers like high costs or a lack of qualification of the employees, which can
also lead to a reluctance towards the usage of the new system. Additionally it does not
force the enterprise to fully commit to something that is beyond their area of expertise.
Therefore, this approach is facilitating the decision for a modernization and constitutes
an entry-point for possible further projects in the future. While the showcased enter-
prise at this point only digitized its warehousing, many other modernizations, like an
integration of cash register and warehousing, customer relations management or a web
shop could be implemented in the future. For a more widespread usage it will be also
necessary to expand the list of supported operating systems beyond the currently only
option of using Android powered smartphones. In general it will be essential to focus
on a broad usability, provided by a centralized and standardized development and
distribution, instead of individualized solutions, because the low expenses can only be
realized, when it is not necessary to factor in high costs for extensive expansions which
might otherwise arise.
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Abstract. As more and more people reach high age the need for care, especially
at home, rises. Caring involves the coordination of a wide variety of actors.
Modern information and communication technologies (ICT) may improve care
coordination and thus relieve all actors involved in outpatient care.
This paper presents the results of a study (n = 108), that aimed to find out

about the attitude of care actors towards digital care coordination tools in
Germany. The survey contained questions regarding the care situation, expec-
tations, technology commitment, barriers and need for assistance.
The data were primarily evaluated according to the subgroups informal

caregivers and professional actors. The study showed a lack of target group
oriented provision and support of groupware. A mere provision of the tech-
nology does not lead to the desired acceptance of the offer because none of the
actor groups sees the initiating role of technology use on their side. Personal
instruction and support are in demand in both user groups, regardless of tech-
nology commitment. For the rather less technology-savvy informal caregivers,
this can be explained through their rather tense care situations and the mostly
rather high age and the associated restrictions. Professionals demand to learn the
technology in order to integrate it as effectively as possible into their daily care
routine.

Keywords: Technology acceptance � Groupware � Adoption of innovation �
Mixed homecare � Outpatient care

1 Introduction

For many, the family is one of the most important supports in life. To stand up for and
support all family members from birth to death has a high priority for them in return. In
today’s world, which is characterized by increasing employment [1] and great geo-
graphical distance, it is often difficult to cope with this challenge. The family loses its
importance and the potential for provision till old age dwindles [2]. This poses great
challenges for society. Particularly in view of the current demographic development
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and the expected shortage of skilled workers in the nursing sector [3], it is neither
possible to provide for the aging population through purely professional inpatient care
structures nor is it desired by a large number of senior citizens [4, 5]. In future, home
care will, therefore, depend to a large extent on a successful care mix, i.e. a combi-
nation of informal (family or neighbor) help and professional care [6, 7].

The rapid pace of technological development could open up new opportunities.
However, while professional caregivers already use software tools for planning and
documenting their work quite commonly, there are generally no formal communication
and cooperation structures with informal caregivers. Recognizing the high potential
groupware could provide to enhance the awareness of each other and the tasks con-
ducted, several studies examined the needs and expectations of informal and profes-
sional caregivers towards computer supported collaborative work (CSCW) systems that
could be used to coordinate care networks (c.f. [8–11]). Some studies resulted in the
creation of research prototypes which were tested for several weeks in real life envi-
ronments [12–15]. Common to all these studies is the emphasis on the importance and
effort of preparing and conducting field studies in this environment to identify
unforeseen processes and implementation hurdles. How difficult and varied these
challenges can be the authors had to experience in their own studies. It is a long way
from motivating individual test persons to the adoption of new technologies through
whole networks in their everyday workflows. This insight provided the impetus for the
study presented in this article, in which the acceptance of supporting groupware tools
for care actors was examined in more detail. With this work the authors want to
contribute to achieving technology adoption in care mix organization. The central
research question of this contribution is:

What are the care actors’ acceptance factors and how do they influence the
implementation of groupware tools for care mix networks?

2 Background and Related Work

2.1 Collaboration in Care Mix

The terms “mixed care”, “mixed homecare” or “care mix” describe the composition of
various support services and activities for shaping everyday life on an individual level,
combining and networking professional offers, civic involvement and help from rela-
tives [6, 7, 16]. In addition to medical and nursing care, the social care of those in need
of care is of great importance. The care mix therefore also includes, for example,
transport services, meals on wheels or neighborly help [17]. Summarized, care occurs
in a network of interactions among a lot of different actors, with different (work)
attitudes, believes and from different generations. The challenging task of coordinating
these diverse actors mostly lies within the responsibility of the care dependent person
him-/herself or caring relatives, who, in most cases, are old themselves.
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2.2 ICT Supported Collaboration in Care Mix

The role that technical support systems will play in care mix in the future has been
investigated only in rudimentary form. Görres et al. [17] see “the potential of a division
of labor (…) organized through the use of technology still far from being exhausted”
and see, among other things, the coordination of the individual offers as well as the
control and optimization of care processes as the objectives of the use of technology.
As Pinelle and Gutwin [18] describe it, care mix structures are generally weakly
structured and loosely coupled work processes in which actors have only limited access
to information from other organizations. The low level of networking between the
various actors also makes it difficult to introduce cross-organizational processes and
systems for exchanging information. Typical barriers include role conflicts, unevenly
distributed added values of use and the difficulty of reaching a “critical mass” of users,
which would be necessary for a sensible use of the system.

The interdisciplinary research field CSCW deals with information and communi-
cation technologies to support the cooperation of individuals and working groups. The
importance of CSCW research for the field of IT in the health care system as a whole is
a result not least of the fact that the medical and nursing care of individuals is a highly
cooperative task that comprehends diverse occupational groups and supply contexts.
While research on medical information systems from a top-down perspective puts
institutional goals (e.g. cost savings, increased efficiency) in the foreground, the CSCW
research understands collaborative work processes as complex interactions between
different actors in socio-technical systems [19]. Researchers contribute knowledge,
often in the form of observational studies, aiming to improve working practices and
opportunities through technical support. An example of this are studies that investigate
the use of paper notes and -documentation, which are commonly used additionally to
“official” electronic documentation systems to transfer information between occupa-
tional groups or to support an informal exchange of information [20–23].

Since the health care system differs considerably from other fields of application
(e.g. regarding data protection requirements, trust, work cultures specific to occupa-
tional groups, etc.), CSCW research findings from other fields of application are not
readily transferable to the health care system. Thus e.g., Robertson et al. [24] stated that
the previous findings on computer-assisted telecooperation seem to be of little
importance for multidisciplinary team meetings in health care.

In an early study on the topic of computer-aided cooperation and coordination in
outpatient care, Mynatt et al. [25, 26] used the Family Portrait System to investigate the
extent to which the provision of status information on the activities of persons in need
of care can promote awareness of the situation and stimulate interaction. Christensen,
Grönvall, Bossen et al. [12, 27] developed various approaches to information sharing,
such as a digital pen and RFID reader to supplement paper documentation and digital
voice notes in the home of the patient. An example of work in the field of care mix in
outpatient care is the study by Pinelle and Gutwin [18, 28, 29], which examined the
exchange of information and cross-organizational cooperation in home care. Based on
a comprehensive qualitative investigation of the application context, they developed
and tested an asynchronous groupware system called “Mohoc”, which supported
the exchange of case-related activities, explicit messages and group discussions.
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The system was evaluated in two field studies for about 3 months each. Considerable
implementation barriers were identified, which are among others attributed to the low
networking of the different actors and insufficient user involvement. Another example
is the study by Bossen et al. [12], where a tablet-based system called “CareCoor” was
developed, which supports the coordination of tasks and appointments and the
exchange of messages in mixed homecare networks. This was tested in 5 care networks
for six weeks. All these developments did not overcome the prototype state. A sum-
mary of groupware functions that can be important for the caregivers is provided in an
earlier publication by the authors [11].

2.3 Adoption of ICT for Care Mix

General studies about health-related ICT adoption show, that older adults – and
therefore most caring relatives – are not yet ready to adopt health-related ICT [30]. This
may be one of the reasons, why in spite of the high potential scientists see in the use of
groupware to support outpatient care collaboration, the adoption and use of ICT is
rather low amongst outpatient healthcare stakeholders. The adoption of a new tech-
nology stands at the end of a process, divided into six steps: (1) orientation, (2) insight
and understanding, (3) acceptance, (4) change and (5) maintaining the change [31, 32].
Common to all presented projects is, that end-user participation is taken seriously in the
development process of the (health-related) ICT. A sufficient orientation and insight
and understanding of the technology, its benefits and needed training can, therefore, be
assumed. Nevertheless, most projects for home-care groupware tools have only a little
case number. A lack of acceptance to try out something new in mixed homecare
therefore hinders the further adoption process.

An understanding of this lack of care actors’ acceptance towards supportive
groupware is needed. Known already is that acceptance is rather low when the new
technology is understood as extra work and not as a facilitator. Insights and under-
standing of the technology are, therefore, essential for the acceptance and as a con-
sequence the improvement of work and organization processes [33]. Also, facilitating
conditions at organizational and system level are needed [34]. In the context of care
mix, technology adoption has to be understood as a social process, even more than a
technical matter [31].

Since the acceptance of technology depends on various factors, numerous models
and theories for determining the acceptance of technology have been designed over the
course of time. One of these frameworks to evaluate the acceptance and the imple-
mentation of new technologies is the Unified Theory of Acceptance and Use of
Technology (UTAUT) [35]. This framework is currently wildly used to analyze
mHealth applications and services (e.g. [36–38]) and also served as a basis for this
study. The model postulates that four basic constructs (performance expectancy, effort
expectancy, social influence, facilitating conditions) have a direct influence on
behavioral and usage intention. Performance expectancy (PE) describes “the degree to
which an individual believes that using the system will help him or her to attain gains in
job performance” [35]. Effort expectancy (EE) is defined “as the degree of ease
associated with the use of the system” [35]. Social Influence (SI) is defined “as the
degree to which an individual perceives that important others believe he or she should
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use the new system” [35]. The “degree to which an individual believes that an orga-
nizational and technical infrastructure exists to support use of the system” is defined as
facilitating conditions (FC) [35].

Summarized, in recent years, several studies have dealt with individual aspects of
the coordination of home care using mobile services. Significant prior work in CSCW
and related venues has sought to understand the nature of coordination among formal
and informal caregivers (c.f. [9, 39, 40]), and has proposed and evaluated specific
technologies to support this coordination (c.f. [12, 14, 41, 42]). However, none of the
developed prototypes has been able to sustainably assert itself in everyday use in
nursing care. The adoption angle on mobile health technologies has only just recently
shifted into the focus of research attention (c.f. [37, 43]) and is therefore incomplete for
the specific use case of care mix groupware where not the adoption of a single person
but a complex and diverse group must be achieved.

3 Methods

3.1 Questionnaire Construction

To gain a deeper understanding of the current attitude towards digital support tools of
the informal and professional actors in mixed homecare in Germany as well as their
technology expectations and to derive prerequisites to enhance the acceptance of
technology for care mix collaboration, a questionnaire1 was designed and made
available online and on paper in German language. Based on the four constructs of the
UTAUT model, own questions were formulated and combined with an already existing
validated questionnaire for technology commitment [44]. In the survey period from
mid-May to the end of December 2018 108 usable questionnaires were generated, 94
online and 14 paper-based. The questionnaire contained the following sections:

1. Role in Care: To find out who is answering the survey, questions were asked about
the participant’s age, gender, role in care and the number of cared for persons.

2. Introduction to the Topic: Because it can be assumed that every participant has
different previous experiences and assumptions regarding technology possibilities
and usage in care mix a video2 was shown early in the online survey. For the paper-
based surveys, the video was transformed into a storyboard and was handed out
with additional information to the participants. This material served to demonstrate
the possibilities of groupware for care mix illustrated by use cases and ensured a
basic understanding by everyone.

3. Current Care Situation and Organization: The adoption of a groupware for
mixed homecare organization, not only depends on the acceptance of a single, easy
to classify person, but the acceptance of a multifaceted group in an individual care
situation. Knowledge about the current care situation and organization is therefore

1 https://tinyurl.com/BIS2019Renyi.
2 https://youtu.be/mDkuJrocxL4 (informal actors), https://youtu.be/ZLSYalm9bT0 (professional
actors); English subtitle available.
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essential to evaluate the transferability and comparability of the results. Questions
regarding this topic were the duration of care, distance to the person in need of care,
main activities, current use of technology, actors involved, contact with care actors,
the current situation in the care organization and participation of important actors.
Depending on the question lists with radio buttons, check boxes or 5-point Likert
scales were used.

4. Expectations and Requirements: The needs and requirements for care mix
groupware identified in previous studies [11] were listed and queried for evaluation
and weighting.

5. Technology Commitment (TB): The validated questionnaire by Neyer et al. [44]3

was used to identify the personal attitude towards new technical developments.
The TB measures the technology commitment on three subscales: technology
acceptance (e.g. “I am very curious about new technology”), technology compe-
tence (e.g. “When dealing with modern technology, I am often afraid of failing.”),
and technology control beliefs (e.g. “Whether I am successful in using modern
technology depends essentially on me.”).

6. Barriers: After rating their current care organization (4-point Likert scale), par-
ticipants had the chance to indicate what circumstances would hinder them to use
digital tools to help organize care (4-point Likert scale).

7. Additional Need for Support: The need for support like introduction videos,
training courses, and supportive documents was evaluated.

8. Further Interest: The participants could indicate if they would like to test a
groupware prototype, receive further information or do not wish to be contacted
further.

3.2 Pretest

A pretest of the questionnaire was carried out with 12 participants in April 2018. The
pretest checked the questionnaire for comprehensibility before use. It also gave
information on the duration of the questions to be answered, the occurrence of answers
and the appearance of incomprehension. Because it is important to carry out the pre-test
under the most realistic conditions possible [45], the persons were individually chosen
according to their profession and background (caring relatives, nurses, health care
students and scientists with nursing background). From reactions, answers, and ques-
tions from the respondents, it was possible to draw conclusions about the quality of and
make changes to the questionnaire. The data from the pretest was not included in the
final dataset.

3.3 Sampling and Recruiting

Everyone involved in outpatient care was counted to the potential target group –

former, current or future caring relatives, healthcare professionals or civil engaged. The
survey was made available in two forms: online, using the tool LimeSurvey, and

3 Free online access to the questionnaire: https://zis.gesis.org/skala/Neyer.
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offline, printed out on paper together with additional information to replace the
introduction video. To reach out to a broad majority of the target group the survey was
advertised via e-mail, social media, flyers or personal contact. Multipliers like care
service stations, self-help groups or associations throughout the whole of Germany
were mostly contacted with the wish to distribute the survey. Two self-help groups for
caring relatives were visited personally during group meetings, the video was shown to
the members and the paper-survey handed out.

3.4 Analysis

All raw data were imported into the analysis tool SPSS Statistics and cleaned up. The
data analysis was carried out as a descriptive evaluation as well as inferential statistics.
The inferential statistics was conducted using the t-Test for independent sample mean
values and cross tables in combination with the Chi2-Test x2. Results were accepted as
significant for p � 0.050.

4 Results

Role in Care. The participants (n = 108) could choose between former (n = 14), current
(n = 41) or future (n = 4) caring relative, civil engaged with (n = 1) or without (n = 0)
professional structures, professional caregiver (n = 40), temporary care worker (n = 1) and
other professional care actor (n = 7). These subgroups were necessary tomake it easier for
participants to choose a role. For the analysis only two subgroups were built: informal
actors (former, current or future caring relatives; civil engaged without professional
structures) (n = 59; 54.6%) and professionals (professional caregiver, temporary care
worker, other professional care actor, civil engaged with professional structures) (n = 49;
45.4%). A detailed table of the descriptive statistic of the sample ordered by the two
subgroups can be downloaded under: https://tinyurl.com/BIS2019RenyiResults.

Care Situation. Caring relatives mainly look after one needy person, whereas pro-
fessionals mostly care for more than three. The duration of care is generally longer than
twelve months. Over half of the participating informal caregivers live in the same
quarter or household as the person in need of care. But at least also ten persons who
live more than ten km away from the person in need of care took part in the survey.
Furthermore, 14 caring relatives answered to be working simultaneously full-time and
eight to be working part-time.

The network of caregivers is spun mostly between caring relatives, nurses, doctors
and other healthcare providers. Civil engagement, friends or distant family members
play a minor role in the questioned care mix cases.

Care Organization. The fields of activities of the two groups partially distinguish
from each other. While the three main activities of caring relatives are domestic tasks,
organization and basic care, professionals spent most of their time for basic care and
needs, drug distribution and mobilization. The role of the care organization therefore
mostly lies in the responsibility of the caring relatives.
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Informal caregivers use significantly (p = 0.028) less technology than professionals
to organize their care activities. While over the half of the professionals use technology,
it is only less than a third of the informal caregivers. The 40 persons stating to use
technology for care organization were then asked to explain for which tasks they use
digital help. For professionals, the telephone is still the most preferred communication
channel, whereas informal caregivers prefer instant messaging for general communi-
cation matters. Issues where instant feedback seems necessary nevertheless are
preferably handled directly (via telephone).

Expectations and Requirements. The participants were asked, what they would hope
to improve in their care arrangement by using a groupware tool. Informal caregivers
hoped to enhance communication, optimize appointment coordination and to have a
better overview over care actors. Professionals hope to improve collaboration, fasten
information flows and enhance communication. All expectations of the informal were
in mean lower than those of the professional caregivers. Significantly higher hopes do
the professionals have for the improvement of the collaboration (p = 0.005) and
the distribution of tasks (p = 0.011), as well as the fastening of the information flow
(p = 0.003).

Additionally, the participants should answer what functionalities they expect from a
groupware tool for care collaboration. For informal caregivers the three most important
requirements are to be able to inform oneself, to be reachable for others and to have all
contacts at hand quickly in case of emergency. The professionals top three are to have
all contacts at hand quickly in case of emergency, to be able to inform oneself and to
erase uncertainties. For four questioned requirements the values of the informal care-
givers are significantly lower than of the professionals: avoid paper notes (p = 0.017),
derive and structure tasks (p = 0.001), maintain contact to the person in need of care
(p = 0.042) and receive case knowledge (p = 0.047).

According to the participants, the groupware must be used by caring relatives,
nurses and physicians to achieve the most added value. For professionals, the partic-
ipation of the caring relatives is significantly (p = 0.024) more important.

Technology Commitment. The analysis of the technology commitment showed, that
the informal caregivers are in means less technology committed than professional
actors, as well as the standardized controlled group of Neyer [44]. Additionally, the
technology commitment of the sample decreases with increasing age of the participants
(p = 0.06).

Barriers. Participants were asked to rate their current care organization to be able to
identify barriers and optimization chances through groupware. On average, the current
care arrangements are rated at 3.2 on a 4-point Likert scale. There are no significant
differences between informal (M = 3.16) and professional (M = 3.24) actors. Although
the care organization is overall rated as more or less good, informal caregivers seem to
be more dissatisfied with the collaboration, appointment coordination and information
flow than professionals.

The biggest barrier to use groupware for all participants of the survey is data
privacy aspects (informal caregivers: M = 3.07; professionals: M = 2.82). At this point,
it has to be mentioned that the survey was conducted at a time, when data privacy was
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strongly present in the media because of new European laws becoming effective in May
2018. For caring relatives, second important is the fear of losing personal contact
through technology (M = 2.65), followed by fears about additional costs and extra
work with the use of technology. Concerns that the system might not live up to their
expectations seem to worry some professional actors (M = 2.49). It is also noticeable
that the fear of overburdening is a significantly (p = 0.032) higher burden for informal
caregivers.

Introduction to the Topic and Additional Support. 39 informal and 33 professional
caregivers watched the introduction video. The video was rated as a helpful intro-
duction to the topic (84.85%), interest arousing (70.31%) and sufficient (62.26%)
without significant differences in the two subgroups.

A desire for face-to-face (F2F) events like training courses was expressed by most
participants (informal caregivers: 82.50%; professionals: 93.75%). Although the main
reason for technology training in both groups is learning the new technology, this is
significantly more important (p = 0.047) for professionals (M = 0.834) than for informal
caregivers (M = 0.61 (see footnote 4)). Getting to know other people motivates for
participation the least.

Further Interest. Additionally, the participants were asked, if they would be inter-
ested in testing a groupware prototype developed by the authors. Of the 66 participants
answering this question, 26 informal caregivers and 14 professionals had no further
interest. However, twelve informal caregivers and nine professionals wanted to be
further informed and one informal caregiver and four professionals even stated to be
willing to directly try out the groupware. A comparison of the 66 participants regarding
further interest and current technology usage for care organization showed, that 40%
already used technology, regardless of their further interest.

A comparison of means between those with and without further interest and their
technology commitment showed an average TB of 3.8 (further interest) and 3.47 (no
interest). It therefore seems reasonable to assume that an increased technology com-
mitment is conducive to an interest in groupware testing. With the previously con-
firmed correlation between age and TB, it could thus be concluded that younger people
with a high willingness to use technology are more open to try out something new. This
once again emphasizes the adoption problem, manifesting itself in only small numbers
of test persons in groupware tests as described at the beginning, since the target group
of informal caregivers are commonly older people with little affinity for technology.

5 Discussion and Conclusion

5.1 Discussion of Further Correlations and Acceptance Factors

Summarizing the results, it got obvious, that technology that simplifies the establish-
ment of contact is desired by caring relatives as well as professionals. A place to store
common information, provide information in an emergency and eliminate ambiguities

4 Participants were asked to tick the relevant reasons. 0 means “not relevant” and 1 “relevant”.
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would support the care mix for everyone and satisfy the technology expectancies. To
answer the main research question the four determinants of the UTAUT model serve as
a structure for the discussion.

Performance Expectancy. According to Klein [46], there is in general a difference in
the acceptance of technology between those affected and nursing staff. As the data
showed this might be traceable to the differences in the expectations and the require-
ments for technology in the two groups. The different roles of the actors lead to
different main tasks, therefore, different information interest and thus different tech-
nology requirements. Generally, more than 84.71% feel that the care organization is
currently running rather well or well. The high potential to attain gains through
groupware usage cannot be recognized and the added value through the usage of
technology seems to be considered low in comparison to the effort especially by the
informal caregivers. In line with Eggert et al. [47] we can say that the current care
situation is accepted as a matter of fact and change is rather not aimed at. The satis-
faction with the cooperation in care networks open for further information is signifi-
cantly (p = 0.048) better than among the uninterested. Deviating from Eggert et al. [47],
consequently, we were able to determine that the better the cooperation with others
already runs, the more willingness to try out something new with these actors exists.

Effort Expectancy. In this study, not the ease associated with the use of one specific
system was tested, but the multifaceted attitude towards groupware for care mix col-
laboration. “Whilst care actors cherish the access to information that may support them
to enhance their caregiving skills and the social contact that those solutions allow for,
they recurrently notice that these systems are not the simplest to use or the most
intuitive to interact with” [14]. To help them find an easy access to such systems
understanding is needed regarding barriers associated with the use of a care mix
groupware. The biggest barrier mentioned – privacy aspects –, unfortunately, is nothing
easy to overcome, especially for research prototypes, who aim to find out more about
user behavior and intentions. Explainable through “the lack of [support and] guidance
on how informal caregivers should coordinate care” [48], the fear of being overbur-
dened (p = 0.003) by and missing support (p = 0.029) for technology usage signifi-
cantly stronger burdens participants with a low TB than the ones with a high TB.
People with an affinity for technology, therefore, see a clear chance of using technology
instead of problems, whereas respondents with lower technical competence fear of
problems when using technology. The effort expectancy to learn and use new tech-
nology, therefore, depends on the one hand on the technology commitment of the
individual person and on the other hand on the given setting (facilitators and barriers).

Social Influence. Peek et al. [5, 49] have shown especially for seniors, that the
organizational structures of the environment could constitute an obstacle to the use of
technology and can thus affect the views of potential users. In accordance with the
literature we, therefore, showed that important multipliers, like (family) doctors [50],
need to be gained to promote the usage of new technology. Unfortunately, many
professional caregivers don’t see the necessity to communicate with informal care-
givers on a frequent basis [51], thus have no motivation to promote technology usage
and see the caring relatives responsible for the initiation.

278 M. Renyi et al.



Facilitating Conditions. In the literature, it is assumed that facilitating conditions are
helpful to enhance the acceptance as well as the adoption of technology [35, 52, 53]. In
this study, the fact if, F2F events like training courses could constitute such a facilitator
for the implementation of groupware for care mix collaboration was examined. 87.50%
expressed the wish for a F2F event. This, therefore, has practical consequences if one
considers that software for private individuals does not normally provide F2F training,
whereas software for professional users in the healthcare context does. One conclusion
could be that the task of promoting and initiating groupware tools needs to be assigned
to professional caregivers (to stabilize care arrangements). Importantly these training
offers should be family-oriented including support and education for informal and
professional caregivers likewise [9].

5.2 Limitations of the Study

In the light of demographic change, family ties are becoming less important. Future
care mix will, hence, stronger depend on the involvement of civil engaged persons for
example organized in neighborhood associations. In this study, only one suchlike semi-
professional actor could be reached and in the questioned care mix cases civil
engagement only plays a minor role.

Around ten percent of the people starting the survey dropped out at the page
showing the introduction video, which therefore represented a barrier for the partici-
pation. The video, however, was needed to ensure an equal understanding of all par-
ticipants. Additionally, it has to be admitted that the given information and video may
have influenced the participants which might have shaped their answers considerably.

Despite a high effort of reaching potential participants, the reached sample size of
108 persons might not be representative for the overall target group of outpatient care
actors (caring relatives 4.7 mio [54] + professionals 0.35 mio [55]). And even though
not all findings of this study may be innovative and transferable in the research context,
we emphasized the problems associated with the adoption of groupware for care mix
collaboration and cleared the path for future work, that could after an optimization of
the questionnaire regarding the quality criteria objectivity, reliability, and validity
extend this study for example to examine amongst others organizational and legal
aspects in more detail [34]. The attitude of nursing service organizations towards data
privacy may also be of importance for the usage of the individuals.

5.3 Conclusion

Direct communication dominates current care mix organization. But especially in the
informal sphere, asynchronous communication channels such as instant messengers are
gaining importance for non-time-critical activities. Fear of being overburdened by and
missing support for the usage of a groupware collaboration tool hinders a faster
spreading of the technology adoption. Amongst other things, this study revealed a
problem of provision and support for such software. Providers of purely private
software usually do not offer any training for their systems and make their products
available for self-download in the standard app stores, whereas software for profes-
sional users in the healthcare context comes along with training and support.
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Most respondents wish for support such as face-to-face training. A solution would be
the provision and support of the software by a care service operator. This survey, as
well as personal experiences, show, however, that professionals see caring relatives in
the responsible and initiating role. Like in related fields of application [56] the need for
a neutral caretaker gets apparent by this. Acceptance seems only reachable if enough
motivation and support are given, especially in the initial phase to minimize the fears of
extra costs and work, as well as overburdening.

Network effects may bring forward the usage of groupware tools on an individual
and even more on an organizational level as the more care arrangements use such tools
the higher the additional value, especially for the organizations. The higher the added
value for the organizations the higher their motivation to promote such tools. Reaching
a critical mass, social network analytics could bring forward new strategies to manage
customer relationships and optimize work processes. Another added value could be
financial compensation for the coordination of care mix through health insurances.
Negotiations in this direction should be fostered in the future.
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Abstract. High workload, complex and knowledge-intense tasks as well as
increased expectations in respect to flexibility and timeliness give rise to work
intensification. This can lead to permanent stress causing serious health prob-
lems. Thus, it is a major concern to take measures against stress in order to
maintain workers’ health and productivity. While information technology pro-
vides great potential to mitigate work-induced stress, preferences of workers
regarding IT-based assistance are largely unknown. Against this research gap,
we conducted a quantitative study on the acceptance and feasibility of imple-
mentation options for stress-sensitive systems. Our results are intended to inform
future research in the design and development of such systems.

Keywords: Work stress � Information systems � Stress interventions �
Quantitative research � User acceptance

1 Introduction

Work stress is a major challenge especially in developed countries. Globalization and
the increasing use of information and communication technologies have a far-reaching
impact on developments in the working world [1]. One of the aspects is the increasing
competitive pressure due to globalization. In addition, the working population is more
often expected to be highly flexible and mobile [2]. With the extensive use of infor-
mation and communication technology, multitasking and interruptions of the workflow
are part of everyday life in numerous companies [3]. Due to the fast transfer of tasks via
email, users are faced with the difficulty of processing tasks faster and continuously
viewing and prioritizing their email inbox. Projects in the enterprise can be carried out
faster by the fact that spatial and temporal borders are overcome. Such developments
pose new challenges and increase the stress for the responsible individual [4]. Studies
prove a high work intensity. In the EU, for example, 33% of workers report to work at
high speed about three-quarters of their work time and 10% of workers even report to
‘never’ or ‘rarely’ have time to do their job [5]. Such working situations can cause
stress. The term stress describes strain that can affect the organism [6]. Stress is
triggered by so-called stressors that activate the organism by means of challenge, threat,
or harm. For stressors that are considered dangerous, the available resources to deal
with the situation are assessed. If the resources are appraised inadequate, stress occurs
[7]. A high exposure to stress can lead to overstrain, which presents a significant hazard
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for health and may be e.g. resulting in burnout [8]. Therefore, it is becoming
increasingly important for companies to take preventive measures against stress at the
workplace in order to maintain workers’ health, reducing sick leave, and avoid loss of
overall productivity of the company. With the ongoing development in sensor tech-
nology and the IT-systems in companies there are various potential approaches to
augment IT-based systems with stress-sensitive features. However, for stress-sensitive
systems to be successful and useful in everyday working life, it is of utmost importance
to take into account the preferences of workers regarding stress measuring methods,
purposes of data processing, system feedback, and interaction with the system.
Empirical research that systematically analyses user preferences for all the above
mentioned questions is still missing. Hence in order to inform the design and devel-
opment of stress-sensitive systems, we contribute to the existing research with a
quantitative study answering the following research questions:

• RQ1: What is the acceptance of different stress-related measuring methods?
• RQ2: For which purposes is the processing of personal data accepted?
• RQ3: What is the preferred system feedback?
• RQ4: What is the preferred interaction mode with a stress-sensitive system?

The remainder of this article is structured as follows. In Sect. 2, we describe related
work. Section 3 deals with the design space of stress-sensitive IT-systems because this
motivates our empirical investigation. In Sect. 4, we then present the design and results
of our empirical investigation. The results of the questionnaire used are described in
five subsections according to the respective contents. In the last section, the results are
discussed and conclusions are drawn.

2 Related Work

First of all, the topic of IT-supported personal stress management deals with the
concept of stress. Therefore, established theories about stress are related. Established
theories (e.g. [9–11]) deal with important aspects of the phenomenon and describe the
cognitive processes associated to stress as well as the result of stress such as strains.
Further, a review of organizational stress theories is conducted by Sonnentag and Frese
[12]. While such works form a valuable underpinning, they predominantly focus on the
phenomenon stress itself rather than on how to promote stress management or coping.

Managing stress in IT-contexts or IT-induced stress is an active research field.
Coping with such stress has been investigated in early works (e.g. [13, 14]). More
recently, approaches for managing IT-induced stress have emerged and are broadly
referred to as research regarding technostress (e.g. [15–17]). Moreover, a blueprint for
the technostress-aware design of information systems has been developed [18]. While
the research community around technostress is mainly concerned with the management
of stress caused by IT and the design of information systems, our main objective is to
shed light on the preferences of users to manage stress with the help of IT. Hence,
technostress as a research area is complementary to our research goal and our results
can inform the technostress research community. Regarding more holistic assistance
systems for IT-supported personal stress management and their acceptance, only a few
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works exist so far. Most notably, tools such as a workload monitor and an e-coach for
activity recommendation (NiceWork eCoach) have been developed in the context of
the SWELL project [19]. While sophisticated prototypes have been developed and
empirically tested for their effectiveness, there is still not much research available in
regard to an empirical analysis about the willingness of participants to provide data and
to answer questions which is a necessary precondition for IT-supported stress man-
agement. In this direction, a first study on the needs for mobile coaching has already
been conducted [20] as well as a comparison of specific sampling methods for stress
[21]. However, none of these studies focuses in detail on the willingness of users to
utilize the automatic stress measurement techniques proposed in the literature and on
the preferences for certain system feedback and interaction types.

3 Questions on How to Design Stress-Sensitive IT-Systems
from an End-User Perspective

Fundamentally, an information system acquires data (input), processes it and ultimately
delivers results (output) to the user or other systems. In regard to stress-sensitive IT-
systems, data acquisition means to capture relevant data about the situation, e.g. the
stress-level of the user and other context data. Data processing means to analyze and
interpret this data. Delivery of results entails to either directly provide information to
the user or to leverage the results in order to provide support e.g. in the form of system
adaptations [18] or process adaptations [22]. An example would be a messaging system
that increasingly shields the user from new messages of specified types such as
newsletters or advertisements depending on the current stress level of the user. These
messages could be delivered later on if the user is in a more relaxed state.

In the context of data acquisition (input), different information channels exist that
reveal data useful to infer the current user situation. Among these channels are phys-
iological parameters that can be recorded through methods like eye tracking, skin
conductance measurement, or electrocardiogram [23]. Furthermore, communication
data such as received and sent email messages, phone calls or other communication
data such as instant messaging can be analyzed. In addition, document and calendar
data might serve as a proxy to determine the workload and engagement of a user at the
workplace. A prominent device for data collection, particularly in a mobile context, is
the smartphone. This type of device can monitor various stress-related data ranging
from steps through phone calls to appointments [24]. The widespread use of smart-
phones makes them a valuable part of data collection. While the aforementioned
channels refer to (semi-) automatic data collection, another approach is to ask the user
about the level of stress via self-assessment questionnaires, e.g. by the Perceived Stress
Scale [25]. All the different data collection options have in common that their feasi-
bility depends on the characteristics of the workplace and on the acceptance of the user.
We provide empirical insights on both of these aspects in Sect. 4. In the context of data
processing and analysis, two modes of inquiry can be distinguished: First, descriptive
statements about what currently is the case could be derived. Such statements can be
used for personal insights as well as to inform colleagues about the current situation
(e.g. that planning for a meeting is not feasible due to workload, even if the calendar
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has free time slots), or even to provide feedback for supervisors. Second, prescriptive
statements focusing on what should be done can be derived that are grounded in
knowledge about the current state. An example for this would be recommendations for
improving the individual style of working (e.g. blocking distractions during the per-
sonal biological “prime time” in order to preserve this time for important tasks) or for
improving the work organization for entire teams (e.g. distributing tasks depending on
the employees’ workload). Regardless of the statement type, a decision has to be made
in regard to privacy. It has to be determined which types of analyses are allowed (also
from a legal perspective) for personal use only, implying a private mode of analysis;
and which analyses are allowed for groups of employees implying a public mode of
analysis requiring effective anonymization mechanisms. In order to learn about user
preferences, we deliberately did not consider legal aspects, but asked in our study about
the acceptance and valuation of a wide range of purposes of descriptive and pre-
scriptive analytics.

In the context of results delivery (output), a system can provide results either upon
request thus being reactive, or it can provide results without an explicit request thus
being proactive. Since results may be used for interventions, proactive delivery of
results can be divided further into information only and autonomous execution. In the
former case, the user is notified about possible interventions which then have to be
executed manually. In the latter case, the system directly adapts itself according to the
data processing results. An example for this has already been introduced in the form of
a stress-sensitive message filtering and delay mechanism.

4 Empirical Investigation

The aim of the study was to gain insight into the field of research using a larger sample
under standardized conditions. For this purpose, a quantitative research approach was
chosen with an online survey. The online questionnaire consisted largely of closed
questions. In addition, semi-open questions with an additional free text field for
“Other” was used and the last question in the questionnaire was modeled as an open
question for final comments. In order to gain initial experiences systematically, the
representativeness, such as the number and composition of the sample, played a sub-
ordinate role in the survey [26]. The questionnaire was distributed in German language
through several channels. For the study, the complete case analysis (CC) was used,
which means that only complete data sets were used for the evaluation [27]. In total,
103 complete records were received and analyzed. The following sections describe the
results of the survey. For a better overview, the questionnaire was divided into five
different parts. At the beginning of the questionnaire, an introductory text motivated the
topic of stress-sensitive information systems at work and described that such systems
shall recognize and counteract stress in real time during the work time. The first
questions were used to collect data on gender, age and current employment. The second
part of the survey refers to the general work situation of the respondents. Questions
were asked about job status, working hours and technology usage, among other things.
Furthermore, participants should indicate their situation related to sources of stress, e.g.
on workload and time pressure. The other parts of the survey relate to possible
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components of a stress-sensitive system. Thus, the third section covers the acceptance
and feasibility of several measurement methods in the workplace. In the fourth section
of the survey, the respondents should state for whom and for what purpose they would
allow the processing of personal data. Additionally, the participants could choose the
desired type of system feedback and express concerns about a stress-sensitive system.
The last section is meant to determine the desired interaction mode of the system, or
rather whether a stress-sensitive system should provide support automatically, semi-
automatically, or only manually. At the end of the questionnaire, participants had the
opportunity to comment on the survey.

4.1 Characteristics of Survey Participants

At the beginning of the questionnaire, data were collected on gender, age and current
employment. Among the 103 participants, 44.7% were female and 55.3% male. The
age varied between 19 and 67 years. Nearly half of the respondents were between 25
and 31 years old. The question “Do you work?” had the options of “yes”, “no”, and
“student with part-time job/internship”. 92 persons (89.3%) answered yes, two persons
no, and nine respondents stated they were students with a part-time job or an intern-
ship. As the next part of the survey focused the persons’ everyday working life, the use
of a skip function led participants who did not work to the third part of the survey.

4.2 General Work Situation

The first question of this part concerned the professional status of the working
respondents (n = 101). Employees accounted for the largest proportion at around 60%.
The proportion of freelancers, officials, managers and students/interns ranges between
10.9% and 8.9%, whereas the proportion of apprentices is only 0.99% (1 person).
Furthermore, it was asked for the company’s sector. The most commonly represented
sectors were “services” (26.7%), “education” (22.8%), and “banks/insurance” (15.8%).

The participants should also indicate their average working hours and the average
working hours at a computer workstation. Most participants worked seven hours or
more a day (94%). The mean value is 8.5 working hours a day. It is noticeable that
60.4% of the participants, who worked on average 7–8 h a day spent the same amount
of time on a computer workstation on average. The median of the average working
hours spent at a computer workstation is between 6 and 7 h and thus, many participants
spent a large part of their average working day at a computer workstation. This may be
beneficial for the imagination and assessment of IT-based, stress-sensitive systems.
Another question concerned the use of a smartphone at the workplace for professional
purposes. This is important for various measurement methods that can be carried out
via a smartphone, but also in connection to the permanent accessibility of the worker.
Occupational smartphone use shows an almost balanced ratio, with 52.5% of
respondents confirming a use. In a next question, 42.6% of the respondents stated that
they are also expected to be available in their free time.

At the end of this survey part, a table should be completed with seven questions as
rows and answer options as columns (results in Table 1). The questions were intended
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to give an indication of the working atmosphere perceived by the participants. The
answer options were subject to a ranking or ordinal scale [28] in a range of five levels.

There is a slight tendency of the workers to agree in having a stressful working day
(mean: 2.43), a high daily workload (mean: 2.24), and to be disturbed by emails/phone
calls (mean: 2.64). These statements tend to be in line with the basic idea of this
research, namely that everyday working life is becoming more stressful and the
workload ever higher, so that the participants might relate well to the fictitious scenarios
of the survey. In comparison, the result of the statement “I have enough time to do my
work” shows a mean value of 2.71, which tends to be slightly opposite to the answers for
the second and third statement. A possible explanation could be that the stressor is due to
factors outside the employee’s work responsibilities. On average, knowledge can be
used and the working atmosphere is good. The results of the statement for sufficient
information by supervisors show only a slight tendency for approval.

4.3 Acceptance of Measuring Methods for Stress Detection

The focus of the third section was on the assessment of measurement methods and thus
on answering RQ1. An introductory text pointed out that the following methods for
stress recognition shall contribute to a targeted stress reduction and the extent of data
processing is intended to be self-determined. The non-employees returned to the survey

Table 1. Perceived work situation on a five level rating scale
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in this part, so that all 103 participants had the opportunity to answer the questions.
Several methods of state detection were presented with explanatory examples and
grouped according to the produced data in order to increase clarity. The same scheme
was used to query for the groups whether the participants consider a certain method
feasible at their workplace and whether they would agree with such a measurement.
Table 2 below shows the assessments by the participants. For better visualization, the
votes for each method have been colored in different shades of red and green (yes =
green, no = red). The color gradient depends on the strength of the vote which in turn
shows at a glance the strength of approval or rejection of the respective methods.

With regard to the question of whether the participants would agree with the
measuring methods presented, a slight increase in acceptance from the group of neuro-
physiological measurement methods (1–3) to self-assessment by questionnaire (8) can
be observed. Neurophysiological measurement methods would be the least accepted
ones, especially skin conductance measurement is rejected by many participants (66%).
The collection of communication data receives higher support and an even greater
acceptance can be seen for monitoring edited documents (63.1%) and calendar or work
schedule entries (74.8%). The greatest popularity is achieved by the option of self-
assessment through questionnaires with 81.6%. A similar course of consent can be
found in answering the question of how to carry out such measurements at the

Table 2. Acceptance and appraised feasibility of methods for stress detection

n=103

Is this data collection 
method feasible at your 

workplace?

Would you agree to 
the implementation 

of this method?
Yes No Yes No
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1. Eye tracking 35.9 % 64.1 % 47.6 % 52.4 %

2. Skin conductance measurement 32.0 % 68.0 % 34.0 % 66.0 %

3. ECG (electrocardiogram) 31.1 % 68.9 % 41.7 % 58.3 %
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ta 4. Email / Instant messaging 43.7 % 56.3 % 60.2 % 39.8 %

5. Phone data 43.7 % 56.3 % 54.4 % 45.6 %
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6. Appointment calendar / Work plan 50.5 % 49.5 % 74.8 % 25.2 %

7. Edited documents 43.7 % 56.3 % 63.1 % 36.9 %

8. Self-assessment questionnaire 57.3 % 42.7 % 81.6 % 18.4 %
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workplace. However, a clear trend can only be seen in the case of neurophysiological
measurement methods, where more than 64% of respondents deny any possibility of
measurement. Furthermore, participants could indicate whether they would agree to the
collection of certain smartphone data, even if they did not use a smartphone for their
work. In total 76 participants answered the smartphone related questions. As can be
seen in Fig. 1 below, many participants would agree to collect information about the
data connection. This allows to determine whether a person is within the company
network or works in the field. Relatively few participants agree to the recording of
running apps or the GPS position.

4.4 Data Analysis and System Feedback

The fourth section of the survey was designed to determine the purposes for which a
person would consent to the processing of personal data (RQ2) and what the feedback
from the system should look like (RQ3). First, it should be clarified for what purpose
the participants would allow the processing of personal data (see Fig. 2). This deter-
mines the extent to which the system should pass on information about a user’s
situation. All 103 participants answered this question, but since multiple choices were
possible, a total of 211 answers were collected.
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Fig. 1. Acceptance of measuring methods utilising smartphone data
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Fig. 2. Acceptance of data processing purposes
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It can be seen from Fig. 2 that the information should mainly be used for personal
purposes (78.6%), but there also seem to be a desire for an improvement of the work
organization (64.1%), e.g. with a better distribution of work tasks in stressful situations.
Still 29.1% of the participants would provide their supervisors information on their
workload, but only 19.4% would allow their colleagues to access this data. Overall, the
results show that data collection and analysis for a stress-sensitive system would be
allowed by most participants, but stress-related information should just be passed to a
limited group of people and for selected purposes. However, still 13.6% of the par-
ticipants would not agree with any form of data processing. Due to a skip function in
the questionnaire, these participants were forwarded to the next part of the question-
naire related to the user interaction. Subsequent questions in this part were answered by
a total of 89 participants.

The next question was about the desired type of feedback (cf. Fig. 3). Multiple
answers were allowed for this question. The options to choose were either a warning
message on the screen or an audible signal, but it was also possible to write down other
ideas in a textbox provided. The answers show a clear trend to give a warning on the
screen (82%). Only 16.9% of respondents want an acoustic signal. Searching for
correlations, a connection to the indicated screen working hours of participants could
be found. In the group of people whose work time at a computer workstation is up to
four hours, the desire for audible feedback from the system stands out in comparison to
groups of people spending more time on the screen. The proportion in this category is
36.8%, while with longer working hours the demand for acoustic feedback in each case
is 16% and far less. Furthermore, it can be seen that with a daily work time of five or
more hours at a computer workstation an increase of the choices for “Other” is
recorded. It can be deduced from these responses that, for example, feedback in the
form of an email would also be desirable, so that the employee would not be disturbed
by direct feedback in the workflow and can decide when to read it. Another suggestion
was the use of a smartwatch for feedback. This could also be a good approach to
combine measurement (e.g. heart rate data) and feedback in one device.

Next, the participants could state whether the system should refer to the current
state or to a predicted future state (e.g. if the system recognizes through task and
appointment entries that the workload for the next day is too high). Primarily, feedback
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Fig. 3. Relation between average working hours at a computer workstation and desired type of
feedback

292 M. Fellmann et al.



on the current status is desired (88.8%), while just over half of respondents (55.1%)
would also like to receive feedback about a predicted state. Finally, there was a pos-
sibility that respondents raised concerns about data collection. Due to possible multiple
choices, 106 replies were submitted in total. Privacy concerns are indicated by 40.4%
of the participants and 37.1% agree with the thought that it could be impracticable.
Almost 1/3 of the participants (31.5%) stated they had no concerns about data col-
lection. Nine persons (10.1%) used the textbox for “Other”. The entered free texts also
refer to a difficult or complex implementation or to the point of data protection.

4.5 Interaction Mode and Final Remarks

The last part of the questionnaire addressed how to interact with a stress-sensitive
system (RQ4) and the participants had the opportunity to comment on the survey and
its topic. Figure 4 shows the results regarding the interaction with the system.

Full automation, in which the system takes action without being asked, is desired
by only 9.7% of participants (n = 103). Although 68.9% of participants would like the
system to automatically inform them about measured stress data, they want stress-
reducing measures to be taken only after approval. 20.4% of participants would like the
system to even become active only on request. A slight trend in the response behavior
to the desired interaction can be seen in connection with the responses to the earlier
statements of a stressful working day and high workload (see Fig. 5). It is noticeable
that the desire for a system that autonomously reduces sources of stress in the back-
ground is only present in the first three categories for the statements of a stressful
working day and a high workload. This means that anyone wishing to have a fully
automated stress reduction system has described the daily work as at least partially
stressful and the workload also as at least partially high. The strongest form of
automation of a stress-sensitive system seems therefore to be related to the level of
stress in everyday working life. In addition, the first graph in Fig. 5 shows a pre-
dominantly increasing percentage from “Strongly agree” to “Disagree” in the desire for
the system to become active only on request. Of those who strongly agreed to a
stressful working day, 14.3% would want system activity only on request, while of
those disagreed, it is even 50%. In at least half of the cases in each category of
agreement, the semi-automatic version of the system is preferred.
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Any feature only on request

Other

Fig. 4. Favored interaction with the system
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Another interesting point is how people from different age groups responded to the
question about interaction. This connection is shown in the following Fig. 6.
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While just under 77% in the under-30 age group favor partial automation and only
16% want to request the system to become active, the response behavior of older age
groups is a bit different. 50% of participants over 51 years prefer a partial automation
and even 40% a system activity only on request. However, in both age groups the
proportion of people who prefer autonomous actions of a system (response 1) is less
than 10%. In contrast to these groups, the proportion of 31–40 year-olds stands out, of
which 22.7% wish that the system tries to reduce sources of stress in the background.
At the end of the survey, participants had the opportunity to comment on the ques-
tionnaire and its topic. Six participants took this opportunity. In the following, brief
remarks will be made on tendencies that can be seen in the comments. There is a clear
concern that information on the stress level could be detrimental to colleagues or
supervisors. An interpretation of weaknesses that could endanger one’s employment is
a concern of several people. The privacy aspect also plays a significant role in the
comments. It was mentioned that anonymizing the data should help to ensure that any
use of data that is not in the user’s interest would become unusable and that the data of
the individual would thus be protected from misuse. Another aspect mentioned are
deadlines. In some situations, where stress is unavoidable, e.g. as a result of a deadline,
remarks of a stress-sensitive system could be inappropriate and even obstructive.

5 Discussion and Conclusions

With advancing developments like an intensification of work, people are often faced
with high work pressure and stress. Permanent stress can lead to overstrain, which
poses a significant health risk for the individual. Thus, reducing and managing work
stress is one of today’s major challenges. Advances in sensor technology offer the
potential to augment IT-systems with stress-sensitive features, but for these features to
be effective it is necessary to take into account the needs and preferences of intended
users. This article focuses on the acceptance and feasibility of implementation options
for IT-based assistance against individual stress in an organizational context. To this
end, a survey was conducted among a convenience sample of 103 people. We have to
acknowledge as a limitation of our research that our results cannot be generalized
beyond this sample. However, in line with [26], in order to gain initial experiences on a
subject in a systematic way, representativeness in terms of the number and composition
of the sample plays a subordinate role. The merit of our investigation is nonetheless
that we provide preliminary insights and tendencies on the acceptance and feasibility of
implementation options for stress-sensitive systems that can be tested through further
research. Since the participants answered the questions on a theoretical basis, an
interesting point for future research would also be to test the acceptance in practice
when providing a prototype to participants. In the following, we summarize and reflect
on our most important findings in regard to the defined research questions RQ1–4.

Regarding the acceptance ofmeasuringmethods (RQ1), themost popular variant is
the self-assessment by questionnaire (81.6%). This could be linked to the fact that people
do not like to leave it tomeasurements to determine their stress levels and instead prefer to
validate these measurements by their own assessments. However, a sole assessment by
questionnaire is not a reliable method of stress recognition. For example, people with
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pronounced ambition or perfectionismmay be too influenced by their values to be able to
set limits. Such attitudes can lead to overstrain, which often may be hardly perceived due
to underlying desires and fears [8]. Also, the utilization of calendar, document, and
communication data is quite accepted. The recording of an employee’s calendar andwork
plan entries (74.8%) is quite accepted. The acceptance for the analysis of processed
documents and email/messaging data with above 60% is a bit lower, and for an analysis of
communication data still 54.4%. The slight difference in the acceptance could be
explained by a possible higher degree of discomfort with the analysis of telephone
conversations, especially in qualitative form (e.g. by word recognition), than with the
analysis of written text. Perhaps people are also most interested in the analysis of work
plan and calendar data, because these methods are more directly targeted to time man-
agement and are not perceived that private. Neurophysiological measuring methods are
least accepted. Possibly this is due to the fact that these methods such as ECG, eye-
tracking, or skin conductance measurement put the most noticeable restrictions on the
subjects, e.g. in regard to the required use of additional devices (e.g. wearables; camera)
and the freedom to move (e.g. through wearing; limited camera area). Also, data from
these sources may be perceived as too private and hardly controllable. In summary, our
results imply that integrating a user’s own assessment of workload and stress into the
measurement methods is greatly appreciated and could be complemented in particular by
calendar, document, and quantitative communication data.

Regarding the purposes for which processing of personal data is accepted
(RQ2), data processing is accepted predominantly for personal use (78.6%), e.g. to
provide personal feedback on working habits, but there also seem to be a desire for an
improvement of the work organization (64.1%), e.g. with a better distribution of work
tasks in stressful situations. The emphasis on personal use might be due to the fear of
an abusive use of personal stress data. Also possible competitive behavior between
colleagues in the company may be a reason for fewer desire to provide supervisors or
colleagues information on the stress level, because identified high loads could be
interpreted as weakness. Accordingly, when developing a stress-sensitive IT system,
transparency and the option to choose a private mode is important. The privacy of the
user must be taken very seriously and legal conditions such as those imposed by the
General Data Protection Regulation (GDPR) must be adhered to (e.g. by processing
data only locally on behalf of one single user on his or her personal device).

Regarding the system feedback (RQ3), it depends a lot on which working envi-
ronment an employee is in. Since information and recommendations are predominantly
desired for private purposes, messages in this direction that are displayed on a screen
should be designed in a decent way to reflect the private nature of information. In
addition, acoustic signals are also heard by colleagues or other persons and these could
in turn draw conclusions about the personal degree of workload and stress, hence they
should be optional. The system should therefore recognize the current situation of the
user in real time and then silently provide information on the stress status, possibly also
in connection with direct countermeasures for stress reduction such as micro-breaks or
relaxation. The potential of newer devices like smartwatches to provide users infor-
mation in a more decent way could be tested in a work context. Much to our surprise,
the survey participants showed only moderate interest in a prediction of future
stress states (recognisable e.g. through closely staggered appointment calendar entries).
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Further investigations are necessary to determine the reasons. Perhaps people consider
such predictions as inaccurate or they worry about getting more stressed by information
about stress in advance.

Regarding the preferred interaction mode (RQ4), it turns out that many of the
survey participants want a possibility to influence the measures of the system and do not
want decisions by the system that they cannot influence. A completely automated
system is probably also still unimaginable for many due to its novelty. The strongest
form of automation of a stress-sensitive system seems also to be related to the level of
stress in everyday working life, as a higher perceived stress level in everyday working
life seem to lead to a higher desire for automation of a stress-sensitive system. However,
it is apparent that a semi-automated system, in which the user first has to agree to
counter-measures, is the most desired version All in all, there is a clear interest in
predominantly semi-automated systems, which inform the user about current workload
and stress, but only carry out countermeasures to reduce stress after approval. This
means that there is a general interest in assistance for stress reduction, but that the user
should remain responsible for decisions to initiate any measures. An aspect mentioned in
the comments are deadlines. In some situations, where stress is unavoidable, e.g. as a
result of a deadline, remarks of a stress-sensitive system could be inappropriate and even
obstructive. For these cases, additional settings for such a system should be considered.
It would be conceivable to deactivate the interactivity of the system so that a user is not
interrupted by warnings or restricted by stress reduction measures adopted by the
system.

All in all, high workload and work pressure as well as the negative consequences
they provoke such as burnout are among the most urgent problems of today’s working
world. Therefore, incorporating stress sensitivity into IT-systems is an important aspect
that not only has the potential to maintain employee health, but also to promote long-
term productivity and well-being. We hope that our empirical insights inspire more
research on this important topic and help to delineate the design space for stress-
sensitive IT-systems at work.
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Abstract. New devices in smart grid such as smart meters and sensors
have emerged to become a massive and complex network, where a large
volume of data is flowing to the smart grid systems. Those data can be
real-time, fast-moving, and originated from a vast variety of terminal
devices. However, the big smart grid data also bring various data quality
problems, which may cause the delayed, inaccurate analysis of results,
even fatal errors in the smart grid system. This paper, therefore, iden-
tifies a comprehensive taxonomy of typical data quality problems in the
smart grid. Based on the adaptation of established data quality research
and frameworks, this paper proposes a new data quality management
framework that classifies the typical data quality problems into related
data quality dimensions, contexts, as well as countermeasures. Based on
this framework, this paper not only provides a systematic overview of
data quality in the smart grid domain, but also offers practical guidance
to improve data quality in smart grids such as which data quality dimen-
sions are critical and which data quality problems can be addressed in
which context.

Keywords: Smart grid · Data quality · Data quality problem ·
Smart meter

1 Introduction

Smart grids are developed to optimize the generation, consumption, and man-
agement of energy via intelligent information and communication technology.
Its research involves smart meters, user-end smart appliances, renewable energy
resources, digitalization in electricity supply networks, as well as new technolo-
gies to detect and react to the changes in electricity supply networks. As [1]
stated, a smart grid reflects a combination between Information and Communi-
cation Technologies (ICT) and Internet of Things (IoT), whereby data services
such as aggregation of sensor data and analysis of voltage consumption from
smart meters [28] offer a foundation for the concept of “smartness”. Since the
quality of data can directly affect the output of data services, the security, qual-
ity, reliability, and availability of an electric power supply depends on the quality
of data in the power system [19]. Thus, data quality has been considered as a
c© Springer Nature Switzerland AG 2019
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prominent issue in smart grids [8]. In a broader context, data quality has become
a critical concern to the success of organizations [15]. Numerous business initia-
tives have been delayed or even canceled, citing poor-quality data as the main
reason [16]. Therefore, data quality management can be regarded as an indis-
pensable component in smart grid applications.

The current data quality problems in smart grid are addressed still in an
ad-hoc style. For example, Chen et al. [8] focused on the outlier detection of
electricity consumption data. Their solution tackles a specific quality aspect of
electricity consumption data. However, this will obstruct practitioners to fore-
see the other data quality problems and delay the reaction on time for potential
data quality problems. Thus, it is valuable to obtain a big picture of the different
data quality problems in the smart grid network. Also, some of the data quality
problems in smart grids may be interconnected. One data quality problem may
be caused by another data quality problem. For example, an outlier in the elec-
tricity consumption data may be caused by missing data items or data attacks.
Therefore, focusing on specific quality aspects can mislead the root causes of
the data quality problems. Based on our review, there is a lack of a systematic
framework for managing data quality in smart grids. Also, data quality is critical
in the smart grid domain, as invoices of end users depend for example on the
collected power consumption data.

In this paper, we propose a systematic data quality management framework
for smart grids. It can not only profile a variety of data quality problems in
the smart grid context, but also show how to categorize and organize the data
quality problems based on data quality dimensions. In this framework, different
data quality problems are identified and assigned to the related dimensions. It
can therefore indicate which data quality dimensions are critical in the smart
grid data quality improvement. Furthermore, the data quality problems assigned
in the same dimension may need to considered together.

The remainder of the paper is organized as follows. Section 2 reviews the
general data quality management and the state-of-the-art data quality research
in Smart Grid. Section 3 identifies and summarizes a comprehensive set of the
possible data quality problems in smart grid. Based on the identified data quality
problems, Sect. 4 proposes a framework to categorize the data quality problems
into established data quality dimensions. Finally, Sect. 5 concludes the paper
and outlines the future research.

2 Data Quality and Smart Grid Research

Since the data quality problems are usually domain-specific, the importance of
data quality dimensions may vary in different application domains. For example,
Ge et al. [17] conducted a study to rank the overall importance of different
data quality dimensions used in a variety of data quality studies. They further
emphasized that prioritizing the importance of data quality can determine the
focus of data quality improvement and management. Therefore, to find out which
dimensions are important in the smart grid domain, assigning the data quality
problems to dimensions can be used to facilitate the data quality measurement
process.
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There exists some research work that tends to classify the data quality prob-
lems in smart grids. for example, Chen et al. [8] proposed that the data quality
issues in electricity consumption data can be divided into noise data, incomplete
data and outlier data. Noise data refer to the data with logical errors or the data
violating certain rules or specifications. These data that can in turn affect data
analysis results. Incomplete data mean the missing values in the data sources,
and outlier data are the data that deviate from standard data variation ranges.
However, the scope of data in smart grids is broader than electricity consumption
data. For example, [24] specified various types in smart grids such as sensor data,
battery status data, and device downtime data. Therefore, the classification of
the data quality problems in smart grids can be extended to a larger scale.

The smart grid domain encounters the Big Data Quality problems. Due to
the massive number of smart meters, various sensors and other customer facil-
ities, the smart grid network has been generating Big Data [11]. Zhang et al.
[35] further described the big data characteristics in smart grids such as large
amount of meter and sensor data (volume), real-time data exchange (velocity),
and extensive data sources in a smart grid (variety). They further stated that
data quality is a critical issue in processing the big smart grid data, where the
data quality management is usually positioned in the data preprocessing phase.
Zhang et al. [35] classified the big data quality problems by using three counter-
measures, which are data integration, data cleansing, and data transformation.
While data integration deals with the entity resolutions and data redundancy,
data cleansing can be used to alleviate missing and abnormal data. Finally, data
transformation serves to provide high-quality data formats for data analytics
such as correcting data distribution and constructing new data attributes. This
classification is especially designed for smart grid data analytics. In this paper,
we will outline big and normal data quality problems in smart grids.

3 Data Quality in Smart Grid

When we discuss the term “data” in the context of smart grids, we cannot ignore
the overall complexity of the infrastructure and the communication needs [10].
Due to the complexity, data in smart grids comes from a variety of sources, and
can be structured, unstructured, but very often a mixture of both, making the
analysis more complex [35].

3.1 Smart Grid Infrastructure

The smart grid infrastructure comprises several parts, each of them with dif-
ferent responsibilities regarding the energy and data transfer. The smart grid
architecture depends on the standards used. According to the NIST standard,
the smart grid has a hierarchical structure that includes the following domains:
Wide Area Network (WAN) is responsible for communication between power
generation plants, substations and transformer equipment. Neighbourhood Area
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Network (NAN) serves as a bridge between customer premises and the sub-
stations. This level focuses on the collection of data from the smart meters,
which are aggregated by the data concentrator and further transferred to the
data centers [10]. Furthermore, the customer premises network (CPN) consists
of networks at the customer location. Depending on the type of customer, we
can distinguish between Home Area Networks (HAN), Industrial Area Network
(IAN) and Business Area Network (BAN). This layer enables communication
between the smart meters, intelligent appliances and their connectivity to NAN.
An overview of communication technologies in smart grids is shown in Fig. 1.

Fig. 1. Communication infrastructure in smart grids (from Al-Omar et al. [2])

3.2 Data in Smart Grid

Generally, smart grid data can be classified in three categories: measurement
data (e.g., smart meters data), business data (e.g., customer data), and external
data (e.g., weather data) [35]. In this context, we focus our analysis on measure-
ment data, that is the type of data that can, more than other types, characterize
SG data analysis needs. We focus in particular on data derived from two devices:
Smart Meters [10] and PMUs [5,25].

In the smart grid infrastructure, there are two main components which pro-
duce the measurement data essential for the grid operation: smart meters and
phasor measurement units (PMUs). Smart meters are devices which serve as
replacements of traditional power meters installed at customer premises (e.g.
households, industrial buildings, etc.). They record data about customer’s power
consumption (and possibly production if the customer utilizes renewable power
sources). Smart meters enable two-way communication and a power distribu-
tor is also able use them to remotely control appliances such as water heaters.
This becomes useful in various load management programs to balance the power
flow in the grid. Besides the measurement data, smart meters are also able to
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report various events, for example meter failures, unexpected manipulation with
the device or occurrence of over/under-voltage states [31]. On the other hand,
PMUs are devices which measure phasor information in the power distribution,
such as voltage and current. The PMUs collect the measurement data from many
points in the power grid at very high frequency (up to 120 samples per second).
The data are time synchronized based on the GPS radio clock. Measurement
data are transmitted to various monitoring systems using them to analyze the
current state of the power grid to discover potential stability issues.

There is a number of systems in smart grids that ensure reliability of the
power supply and the availability of critical services and which rely on high
quality data collected from smart meters or PMUs [9]: (1) Blackout Prevention
Systems protect the grid from instabilities and failures. They cover the whole
power grid, using the data from PMUs to obtain relevant information from the
grid. (2) Supervisory Control and Data Acquisition Systems (SCADA) are one of
the core systems of a Smart Grid that provide monitoring and support to oper-
ation activities and functions in transmission automation, dispatch centers and
control rooms. In a SCADA system, a remote terminal unit collects data from
smart meters or devices in a substation and delivers the data to a central Energy
Management System. (3) Flexible Alternating Current Transmission Systems are
responsible for reliable and secure transmission of power. They allow dynamic
voltage control, increased transmission capability and capacity, and support fast
restore of the grid after failure. (4) Feeder Automation Systems are responsible
for the operation of medium-voltage networks including fault detection.

3.3 Data Quality Problems

Issues in data collected by smart grid devices are usually referred by literature
as either “bad data” [29], “corrupted” [6], or “missing data” [6]. However, such
definitions do not capture the diversified facets of smart grid data issues that are
more refined in terms of specific issues. For example, Shishido and Solutions [32]
discuss issues in smart meter data quality during the consumption data collection
process. The main issues reported are duplicate items from the meter readings,
zero record periods, and large spikes over periods of time. There are some issues
in Smart Meters/PMU data that are peculiar of the smart grid context: non-
trustful data points, data aggregation issues due to privacy concerns, timing
issues with skewed timestamps of recorded events. We summarize the main Data
Quality Problems in Table 1, as a series of issues that are derived from literature
on smart meters and PMU data analysis.

Duplicate records from multiple devices (DQP1) mean that the same record
is stored multiple times in the same way or with different values, causing dupli-
cation in the data [32]. A suggested strategy for the identification is cross-linking
records across different devices to look for possible duplicated values, as well to
search for repeating sequences [32].

Missing/incomplete data (DQP2) represents the case in which data record-
ings are missing for some periods of time, making this a problem of data
imputation research [22]. Strategies in such cases go in the direction of linear
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Table 1. Data quality problems in the smart grid context.

DQ problem Description Context Countermeasures

DQP1. Duplicate

data

Duplicate records from Smart

Meter reading, can be caused by

upgrading of Smart Meters (e.g.,

same reading from the old and

new SM) [32]

SM Cross-linking data from

multiple devices and

examining repeating sequences

[32]

DQP2. Missing/

incomplete data

Some data can be expected to be

available (e.g. regular smart

meter reading) but due to some

reasons (e.g. technical failure)

they are not [32]

PMU/SM Linear interpolation (short

periods), creation of daily load

profiles for historical patterns

recreation (longer periods)

[22,29]

DQP3. Zero

Records

Semantics

Detecting differences between

data that was not

transmitted/recorded by sensors

and stand-by periods. All lead to

difficulties in interpreting

zero-valued ranges [29,32]

SM Creation of daily load profiles

[22,29], reasonability tests for

allowed ranges and comparison

of values from other devices

[34]

DQP4. Data

Outliers

(out-of-range)

Large bursts (spikes), or low

values compared to the average

over a period of time [20,32]

PMU/SM Reasonability tests for allowed

ranges [34], application of

anomaly detection algorithms,

context-, collective-based

[20,31]

DQP5.

Measurement

Errors

Datapoints that represent

measurement errors due to

hardware failures, signal

interference, etc. [29]

PMU/SM Reasonability tests for allowed

ranges and comparison of

values from other devices [34],

signal analysis of smart meters

for outliers detection [30]

DQP6.

Non-trustful

datapoints

Datapoints that were manipulated

intentionally (e.g. data injection

attacks: alter the measurements of

SMs to manipulate the operations

of the smart grid [7,23,27])

PMU/SM Using historical data,

statistical-based detection [23]

DQP7. Data

anonymization

Aggregation of attributes/features

for privacy

preservation/anonymization can

lead to issues for data analysis

[12]

SM Preserving data integrity for

smart grid data aggregation,

e.g. by hashing/signature

checking against data

tampering [26], Smart

Metering data

de-pseudonymization [21]

DQP8. Timing

issues

Timing in which an event is

recorded by PMUs/Smart Meters

is not precise, causing difficulties

in the integration of data, or in

case of PMUs, wrong

computations [13,34]

PMU/SM Comparing values recorded by

different systems, e.g. PMU

and SCADA [34]

interpolation for short periods of missing records, or the creation of daily load
profiles for historical patterns recreation in case of longer periods [22,29].

Zero record periods (DQP3) constitute a distinct case from the aforemen-
tioned missing/incomplete data scenario [32]. In this case, data is present but
with zero recordings, making difficult to understand if such records were not
recorded/transmitted, or missing values were due to some stand-by period [29].
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There are different strategies that can be applied to understand the semantic of
zero-record periods of time, like the creation of daily load profiles from smart
meter data [22,29], or reasonability tests for allowed ranges and comparison of
values from other devices for PMUs [34].

Data outliers or out-of-range values (DQP4) represent large bursts of data
spikes or low values compared to the average values over periods of time [32].
Detection of these value ranges is part of the anomaly detection area, determining
outliers based on context-, or collective-based algorithms [20,31]. For PMUs,
reasonability tests for allowed ranges are important [34].

Measurement errors (DQP5) can represent a relevant issue for both smart
meters and PMUs [29]. There can be many sources of such issues in smart
grids data. According to Chen et al. [6], measurement errors can derive from
smart meter problems, communication failures, equipment outages, lost data,
interruption/shut-down in electricity use, but also components degradation and
operational issues [3]. To address measurement errors, reasonability tests for
allowed ranges and comparison of values from other devices can be used in the
context of PMUs [34], while signal analysis of smart meters for outliers detection
can be applied to smart meter data [30].

Non-trustful data points (DQP6) derive from potential cyber-attacks to the
smart grid infrastructure. Such attacks do not only involve authentication issues,
but also false data injection attacks to provide fake data-points as they were real
recorded events [7,23]. The non-trustful data-points injected/modified by means
of cyber-physical attacks, are meant to manipulate the overall operations in
the SG by leading operators into false beliefs about the current state of the
infrastructure [27].

Data aggregation issues due to privacy concerns (DQP7) come from the needs
to preserve the privacy of data collected from smart meter readings. Some fea-
tures collected by the different types of devices might be obscured or aggregated
into other features, making the analysis process more difficult. Over the last
years, many techniques have been developed to preserve the statistical proper-
ties of aggregated features [12], preserve data integrity from tampering [26], and
algorithms that attempt at data de-pseudonymization [21]. While the removal
of some features might be seen as a way to anonymize data from smart meters,
this is however ineffective, as customers can be re-identified by other features [4].

Timing issues with skewed timestamps of recorded events (DQP8) can be an
issue in both smart meters and PMUs. While in smart meters such errors might
just involve issues in later data attribution between different devices [13], for
PMUs such issues can involve subsequent wrong computations [34]. Comparing
data from different devices can be a strategy to detect and correct timing issues,
such as comparing timestamps from PMUs and SCADA systems [34].

Furthermore, there are two main peculiarities in smart grid data cleansing
activities: (1) data are mostly generated from sensors, hardware-devices: root
causes can be found in hardware failures, communication related problems [14];
(2) data cleansing in the data mining domain usually assume structural data,
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while in the smart grid context, mostly time-series approaches are needed for
the identification of patterns/anomalies.

4 Data Quality Management Framework in Smart Grid

To propose a data quality management framework for smart grids, we have
adopted the general data quality framework from Wang and Strong [33]. Thus,
intrinsic, contextual, representational and accessibility are adopted to catego-
rize the data quality concept. Further, the relations between data quality cat-
egories and data quality dimensions are also adopted from Wang and Strong
[33]. However, since not all the data quality dimensions are important for smart
grids, we have used the identified data quality problems to select the data qual-
ity dimensions in our framework. Therefore, our framework is intended to be
domain-specific for smart grids. Based on the typical data quality problems that
we revisited in the smart grid context, we derive the data quality framework in
smart grid that classifies these data quality problems into dimensions, categories,
as well as into contexts. This data quality framework is divided into five layers.
The first layer from the top is the overall data quality in smart grid. This layer
is usually used as one step in the whole big data analytics process e.g. before or
after the data integration. The second layer divides the smart grid data quality
into four quality aspects. Under each data quality aspect, it is the dimension
layer that indicates which data quality dimensions are related to which smart
grid data quality problems. Therefore, the third layer and fourth layer are data
quality dimensions and specific problems. As data quality problems are derived
from different contexts, the context in smart grids is the final layer.

It can be seen that there are seven data quality dimensions that are particu-
larly important for the smart grid domain. These seven data quality dimensions
are accuracy, consistency, timeliness, completeness, believability, accessibility,
and interpretability. Accuracy is mainly defined as the data points falling into
a normal range or interval. Thus, data outliers in smart grids belong to this
dimension and detected data outliers can be considered as inaccuracy. The con-
sistency dimension is used when there are different sources of smart grid data.
In the smart grid domain, data can be generated from different devices. On one
hand, this creates the data redundancy, on the other hand, the cross-reference
approach can be used to validate the data consistency. Since time series analysis
is usually used in smart grids, timing issues like wrong timestamps may cause
problems to construct the time series data. Therefore, the timeliness dimension
is to control if the data are recorded in a precise time or time interval. Com-
pleteness dimension involves the problems of missing and incomplete smart grid
data. As there is a large number of devices in smart grids, the data completeness
issue can be regularly caused by device malfunction. Although the believability
dimension is not well discussed in other domains, trustful data are important in
smart grids because the data manipulation in smart grid can be directly related
to economical benefits. The accessibility dimension is related to the hardware
and infrastructures in smart grid. Therefore, accessibility can be used to mea-
sure if the data can be accessed. Finally, interpretability is defined as how well
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Fig. 2. Data quality framework in smart grid

the data can be interpreted. This can be balanced between the data privacy and
the analytic details. Overall, not all the data quality dimensions from previous
research are critical for the smart grids domain (Fig. 2).

Our framework is proposed in an operational and measurable level. For exam-
ple, each data quality dimension can be measured by its related data qual-
ity problems. Likewise, the data quality categories such intrinsic or contextual
data quality can be further measured by aggregating the related dimensions.
Since most of the general data quality management frameworks are not domain-
specific, their model granularity is refined only to the dimension level: it is there-
fore difficult to apply other data quality management frameworks and measure
data quality in a domain. Our framework tackles this problem and relates the
data quality measurement to specific quality problems.

Our framework can be further integrated into other data quality manage-
ment frameworks. Since most of the existing data quality models or frameworks
are based on the data quality dimensions [18], our framework is centralized by
data quality dimensions and can be easily integrated into other frameworks or
models by replacing the dimensions from this framework. Furthermore, our pro-
posed framework can locate the root cause of low data quality dimensions by
concrete quality problems in smart grids. After the assessment, the contexts and
countermeasures can then be used for data quality improvement. For example,
to determine which data quality problems occurred in which context and to
determine the countermeasures to improve some data quality dimensions.
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5 Conclusions

In this paper, we have proposed a systematic and practical taxonomy of data
quality problems in smart grids. We have then proposed a new data quality
management framework that adapted the data quality aspects and refined them
to seven critical data quality dimensions for smart grids. Thus, the data quality
assessment and improvement in smart grids can be more focused on the derived
dimensions. Each data quality dimension is connected to concrete smart grid
data quality problems. On one hand, the framework enables the data quality
measurement for data quality dimensions. On the other hand, since the data
quality problems are linked to specific smart grid contexts, it can facilitate to
identify the root causes of low quality data and establish a data quality improve-
ment plan. Compared to other general data quality frameworks, our framework
is designed to be domain-specific and limited to the smart grid. The framework
contributes towards automatically controlling the data quality in smart grid. As
future work, we plan to further extend the framework by automating the data
quality measurement processes.
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Abstract. Ensemble learning methods have recently been widely used in var-
ious domains and applications owing to the improvements in computational
efficiency and distributed computing advances. However, with the advent of
wide variety of applications of machine learning techniques to class imbalance
problems, further focus is needed to evaluate, improve and balance other per-
formance measures such as sensitivity (true positive rate) and specificity (true
negative rate) in classification. This paper demonstrates an approach to evaluate
and balance the performance measures (specifically sensitivity and specificity)
using ensemble learning methods for classification that can be especially useful
in class imbalanced datasets. In this paper, ensemble learning methods
(specifically bagging and boosting) are used to balance the performance mea-
sures (sensitivity and specificity) on a diabetes dataset to predict if a patient will
be readmitted to the hospital based on various feature vectors. From the
experiments conducted, it can be empirically concluded that, by using ensemble
learning methods, although accuracy does improve to some margin, both sen-
sitivity and specificity are balanced significantly and consistently over different
cross validation approaches.

Keywords: Ensemble methods � Classification � Boosting � Balancing

1 Introduction

There are wide varieties of applications for machine learning algorithms. Also, there
are various performance measures that need to be evaluated when an algorithm is
applied to a specific problem. We know that accuracy is one of the most common
performance measures to evaluate any algorithm or model. However, we also know
that higher accuracy does not necessarily means good performance of the algorithm.
The other common performance measures used to evaluate the machine learning
algorithms are specificity, sensitivity, precision, F1 score, ROC curve, etc. The type of
dataset governs the need to evaluate these performance measures. For example, in the
application of machine learning to medical diagnostics or medical domain in general,
failing to predict positive individuals may result in fatal cost, however, failing to
predict negative instances is also serious in some applications, for example, information
retrieval, email spam filtering and facial recognition [2]. Hence, it is imperative to
balance sensitivity (which is a measure of the classification algorithm in avoiding false
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negative) and specificity (which is a measure of the classification algorithm in avoiding
false positive). For example, in the case of email spam filtering, false positive can lead
to an important email to land up in the spam mailbox.

There has been research done on optimizing or balancing the F1 measure or the F1
score to achieve a compromise between the performance measures of precision and
recall by tuning the parameters in the algorithms especially by tuning the parameters in
Support Vector Machines. However, in this paper, a novel approach is used to evaluate
and balance the sensitivity (recall) and specificity by using ensemble learning methods.
It can be observed from the results that the balancing of the performance measures
(sensitivity and specificity) with respect to each other is achieved by running the data
over ensemble learners. The comparison of the performance measures is made with the
base machine learning algorithms like the Logistic Regression, Naïve Bayes Classifier,
k Nearest Neighbor, Decision Trees and Support Vector Machines.

The need for evaluation of these performance measures apart from accuracy and the
need to balance these performance measures with respect to each other is imperative
especially when we have class imbalanced datasets. Class imbalance data leads to class
imbalance problem. When the data has imbalanced amount of two class labels, it is
called as class imbalanced data. For example, in Fig. 1 below, we observe that the 80%
of the actual target values are of class 0 (red color represents class 0) and 20% of actual
target values are of class 1 (green color represents class 1).

Most of the datasets these days are class imbalanced datasets and hence the need to
evaluate and balance the performance measures such as sensitivity, specificity, preci-
sion, F1 score, etc. are imperative for most of the datasets. Let us take an example of
Fig. 2 above, for instance, this is a medical diagnostics dataset and we are predicting
whether unhealthy patients need to be readmitted to the hospital. In a scenario where
only accuracy is considered for performance valuation of the algorithm/model applied
to the dataset. Suppose, if we are training a model on this dataset to predict if a patient
should be admitted to the hospital or discharged from the hospital based on diagnostic
feature vectors, where the actual class 0 (in red) represents unhealthy patients and
actual class 1 (in green) represents healthy patients, it is possible that with an algorithm
or model that gives us 80% accuracy, we may still have all the 20% of unhealthy
patients discharged from the hospital, which can be fatal. Hence, with this example, we
underscore our claim that the performance measures such as sensitivity and specificity
need to be evaluated and balanced.

Fig. 1. Class imbalance dataset example
(Color figure online)

Fig. 2. Class imbalance dataset example
(Color figure online)
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The objectives of this paper are to evaluate and balance the performance measures
of sensitivity and specificity for at least two of the ensemble learning methods (i.e.
bagging and boosting) and compare them with the base machine learning algorithms.
The balancing is achieved with respect to the values of sensitivity and specificity with
each other. While doing so, this paper achieves balanced sensitivity and specificity
using ensemble learning methods as opposed to the previous methods that have focused
on tuning the parameters of the base learners or creating framework. This paper focuses
on sensitivity and specificity for the analysis of the performance measures, using one
dataset. The dataset is divided into various sub-sets of data and two types of cross
validation methods are employed to divide the data into test and training. The hold-out
cross-validation methods employed are 80–20 and 70–30. The rest of the paper is
organized as follows. We present related work in Sect. 2. Section 3 discusses the
methodology followed by experimental setup. The results are presented in Sect. 5
followed by conclusions and future work.

2 Related Work

Researchers have used different performance measures for optimization, depending on
the application and domain [8, 11]. Typically, we can see that the various performance
measures such as F1 score, Sensitivity, Specificity, Precision, Recall, ROC, Area Under
the Curve (AUC) etc. are based on the confusion matrix which helps us better analyze
and evaluate the performance of the classifiers. These measures are very important,
which directly and indirectly puts emphasis on approximating to correct prediction for
each instance in the dataset in an ideal case. In this paper, however, the visualization
and analysis of the results is done using sensitivity and specificity, by finding the
relation with each other, and by visualizing the standard deviation for sensitivity,
specificity and accuracy.

Studies have been done attempting to optimize the performance measures using
various methods that include base machine learning tuning, usage of ensemble learning
and other methods to form a framework, etc. [2] proposed a two-stage framework and a
novel evaluation criterion, namely optimal specificity under perfect sensitivity (OSPS).
They argued that for medical data classification, this criterion is more suitable than
other conventional measures such as accuracy, f-score, or area-under-ROC curve. Here,
they employ instance ranking strategy to optimize the specificity given perfect sensi-
tivity using threshold for the perfect sensitivity.

Further, Support Vector Machine (SVM) parameter tuning has also shown to
optimize F1 score in unbalanced data. F measure, which is the harmonic mean of
precision and recall, is considered the relevant performance measure to be achieved
especially when we have unbalanced data. SVMs have been traditionally used for
classification of unbalanced data by “weighting more heavily the error contribution
from the rare class” [4]. In this paper, the authors provided significant and new the-
oretical results that support this popular heuristic. Specifically, they demonstrated that
with the right parameter settings SVMs approximately optimize F-measure in the same
way that SVMs have already been known to approximately optimize accuracy.
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Moreover Chai et al. [5] investigated the connections and theoretical justification of
the two methods commonly used to optimize F score. The two algorithms for learning
discussed to maximize F-measures are: the empirical utility maximization (EUM) ap-
proach that learns a classifier having optimal performance on training data, and the
decision-theoretic approach (DTA) approach that “learns a probabilistic model and then
predicts labels with maximum expected F-measure.” [5]. In the paper, the authors
further studied the conditions under which one approach is preferable to the other using
synthetic and real datasets. They claim that their results suggested that the two
approaches are asymptotically equivalent given large training and test sets. Empirically
they also prove that the EUM approach appeared to be more robust against model
misspecification and the decision-theoretic approach appears to be better for handling
rare classes and a common domain adaptation scenario.

This paper proposes to optimize performance measures using ensemble learning
methods. We know that the diversity in the ensemble learning methods help achieve
better accuracy and other performance measures. Hence, we also need to understand if
there is any relation between accuracy and diversity in ensemble learning methods.
Zeng et al. [12] proposed a novel method to evaluate the quality of a classifier
ensemble, which is inspired by the F measure used in information retrieval. They
proposed a Weight Accuracy Diversity (WAD) measure to assess the quality of the
classifier ensemble. They claim that WAD would help find a balance between accuracy
and diversity which is needed for enhancing the predictive ability of an ensemble
learner over unknown data as higher diversity not necessarily means better performance
by the ensemble learning algorithm. This research would not only help us understand
the relation between accuracy and diversity in classifying ensemble learning methods
but would also help us qualitatively assess and compare the various ensemble learning
methods using classification.

The work done by these researchers have significantly helped discuss and achieve
significant success in performance measures and ensemble learning methods. However,
no apparent focus has been made in direct usage of ensemble learning methods for
improving or optimizing the performance measures i.e. sensitivity (recall) and speci-
ficity. In this paper, in the further chapters we will see how the ensemble learning
methods are empirically proven to improve, optimize and balance the performance
measures of sensitivity and specificity.

3 Methodology

The emphasis of this paper is on evaluating and balancing the performance measures
using different base machine learning algorithms and the ensemble learning algorithms.
Confusion matrix is a table of 2 * 2 that gives us the number of true positives, true
negatives, false positives and false negatives. This table helps us to find the perfor-
mance measures required to evaluate the machine learning algorithms in question.
Sensitivity (or Recall) is the ratio of number of True Positive instances divided by the
sum of number of True Positive and False Negative instances. Hence, higher the
sensitivity, higher is the amount of class label predicted as 1 correctly. This
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performance measure is important in applications where we cannot afford to have any
positive class label misclassified (Table 1).

Sensitivity ¼ Number of True Positives
Number of True PositivesþNumber of False Negatives

Specificity is the ratio of number of True Negative instances divided by the sum of
number of True Negative and False Positive instances. Hence, higher the specificity,
higher is the amount of class label predicted as 0 correctly. This performance measure
is important in applications where we cannot afford to have any negative class label
classified as 1. For example, for information retrieval, in a search engine, having a false
positive can be costly to the functionality and business of the search engine.

Specificity ¼ Number of True Negatives
Number of TrueNegativesþNumber of False Positives

Precision (or Positive Predictive value) is the ratio of number of True Positive
instances divided by the sum of number of True positive and False positive instances.
Here, higher the precision, higher is the amount of fraction of positive class labels
predicted from the total positive class labels predicted.

Precision ¼ Number of True Positives
Number of True PositivesþNumber of False Positives

F1 score is a measure of the classification test’s accuracy. It considers both Sen-
sitivity (Recall) and Precision. F1 score is the weighted harmonic mean of precision
and recall (sensitivity). Ensemble learning is a method to combine multiple models
such as classifiers to solve and predict a machine learning problem. It is typically used
to improve predictive performance of a model, reduce the likelihood of selecting a poor
learner and to assign to confidence to the decision made by the model. [3]. Commonly
used ensemble learning algorithms are (1) Bagging: Bagging which stands for Boot-
strap aggregation obtains diversity in classification by randomly sampling the data -
with replacement - from the entire training dataset. Each training dataset is used to train
a different classifier of the same type or different types. Simple majority vote is used to
fuse the resultant models. (2) Boosting: Boosting is similar to the ensemble learning
method of bagging in that it resamples the data, however, it strategically samples the
subset of the training data to create several weak classifiers [10]. The classifiers are
combined through a n-way majority vote. For example, if there are three classifiers, the

Table 1. Confusion matrix

Predicted as 1 Predicted as 0

Actual 1 True Positive False Negative
Actual 0 False Positive True Negative
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first subset of the training data is selected randomly; the second subset is selected in an
informative way as per the boosting algorithm. The third subset is sampled based on
the instances where both the first and second classifier disagrees with each other.
Hence, during fusion of data, a strong classifier is created.

3.1 High-Level Implementation

The Fig. 3 below shows the high-level flowchart of the experimental implementation
set up. These six high-level steps are consistent with the details provided below. These
steps were implemented and were common to all the learners (base and ensemble
learners). First for each learner, the libraries from the R Comprehensive R Archive
Network (CRAN) Package were imported. Then, the data was pre-preprocessed. This
step of preprocessing included various important and critical sub-steps. Once the data
pre-processing was completed which includes factoring, normalization, making the
feature vectors binary wherever necessary, the data was split using hold out cross
validation methods into training and test datasets. The respective base machine learning
or ensemble learning model were then trained using the training data over these cross-
validation methods. The test data is tested on the generated model using the predict
methods. Finally, the predicted feature vector thus created is compared to the actual
target feature vector with the help of confusion matrix. The base learning classifiers and
ensemble learning methods were implemented using the R CRAN packages library. To
generate the confusion matrix or the cross table and the performance measures, the
respective R library methods were used. The large dataset was divided into 10 subsets
of 10000 instances.

3.2 Software Used

The following software have been used for implementation and experiments in this
paper: (1) R version 3.2.3 and associated R CRAN packages [7] was used for
implementing machine learning algorithms and evaluate performance measures. (2) R
Studio 1.0.136 is a free and open source integrated development environment for R was
used for the ease of implementation. (3) Microsoft Excel 2016 was used to generate
tables and plot graphs and Lucidchart was used to create flowchart.

Fig. 3. High level implementation flowchart
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3.3 Dataset

In this paper, the UC Irvine (UCI) Diabetes 130-US hospitals for the years 1999–2008
dataset [1, 6] has been used. This dataset is multi-variate dataset, contains 100,000
instances and 55 features. “The dataset represents 10 years (1999–2008) of clinical care
at 130 US hospitals and integrated delivery networks. It includes over 50 features
representing patient and hospital outcomes. Information was extracted from the data-
base for encounters that satisfied the following criteria: (1) It is an inpatient encounter
(a hospital admission). (2) It is a diabetic encounter, that is, one during which any kind
of diabetes was entered to the system as a diagnosis. (3) The length of stay was at least
1 day and at most 14 days. (4) Laboratory tests were performed during the encounter.
(5) Medications were administered during the encounter. The data contains such
attributes as patient number, race, gender, age, admission type, time in hospital,
medical specialty of admitting physician, number of lab test performed, HbA1c test
result, diagnosis, number of medication, diabetic medications, number of outpatient,
inpatient, and emergency visits in the year before the hospitalization, etc.” [1]. It is a
three-class label dataset with the values being NO, <30, >30. Here, NO means that the
patient was not readmitted after the discharge. <30 means that the patient was read-
mitted within 30 days of discharge. >30 means that the patient was readmitted after 30
days of discharge.

4 Experiment

4.1 Data Pre-processing

Before using this data in the implementation of machine learning algorithms to evaluate
and compare the performance measures of ensemble learning methods to the base
machine learning algorithms, the data is pre-processed. This was needed to ensure that
all the classification algorithms and ensemble learners can be equally and fairly
implemented on the dataset. First, the missing values in the dataset are converted into
NA and in turn into 0. The following eight feature vectors were dropped from dataset as
they do not actively represent the classification problem and do no contribute to the
target class label values for classification: Encounter ID, Patient Number, Weight (this
feature vector was dropped as 97% values are missing), Payer Code, Medical Specialty,
Diagnosis 1, Diagnosis 2, Diagnosis 3. Then, the target feature vector “readmitted” was
changed to a binary feature vector as 0 or 1 by converting the three class label dataset
into two class label classification dataset as follows: If the target feature vector value is
<30 or >30, it was changed to 1. If the target feature vector is NO, the target feature
vector value was changed to 0. To ensure consistency for the implementation, the
nominal feature vectors were changed to binary feature vectors. After changing the
feature vectors, the dataset now contained 98 feature vectors. Further, the numeric data,
which is now contained in the first eight feature vectors, is normalized to ensure that the
evaluation and comparison is fairly made when using these feature vectors for clas-
sification. After the normalization, the data in these 8 numeric feature vectors lied in the
range of 0 to 100. The normalization range was chosen to be from 0 to 100 to ensure
that the wide variety of the values in the dataset are included without having any
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common values. For example, it would be statistically incorrect to bring 100000
instances with different nominal features in a range of 0 to 10 as most of the instances
in that case would have common values. This would lose the consistency and integrity
of data in the dataset. Now the dataset was made ready to be implemented for all the
algorithms.

Now, the instances were separated in 10 blocks of 10000 instances of dataset to
implement as individual separate datasets. This would give us wide range of results for
effective comparison. The hold out cross-validation methods used were 80–20 and 70–
30. These different methods of cross validation helped to demonstrate whether any
changes in the cross-validation affects the performance measures, especially, the
measures that are critical to the application domain i.e. accuracy, sensitivity and
specificity. In this paper, only one subset of 10000 instances of the dataset was used.

4.2 Implementation and Experimental Setup

The base machine learning algorithms and the ensemble learning algorithms were
implemented in the R version 3.2.3. As seen in the Table 2 below, the following
algorithms were implemented and following are the corresponding R methods and
packages used for the implementation. The training data was separated according to the
hold out cross-validation methods described above and the model was trained on the
training dataset. Once the model was trained, the test data was fed to the model using
the respective prediction methods to determine the performance measures. In case of
logistic regression, the threshold probabilities generated are converted into binary target
values. When the probability is greater than 0.5, the binary target value is changed to 1
else 0. In the case of k Nearest Neighbor (kNN), the k value is selected as the optimal
value, which is the square root of the number of training examples. This is dynamically
calculated for each dataset and encoded in the code. The target value is converted into a
factor wherever required. The Support Vector Machine (SVM) algorithm is imple-
mented for both the radial basis function and the sigmoid basis function. For bagging,
the treebag method (algorithm) is used which means the base learning algorithm for
bagging was decision tree. Similarly, the boosting algorithm is implemented using
Decision Trees and Gradient Boosting Model.

Table 2. Algorithms and corresponding R methods/packages

Algorithm R Methods R Packages

Logistic Regression Glm Multiple
Naïve Bayes Classifier naiveBayes Multiple
K Nearest Neighbor (kNN) knn Multiple
Decision Trees C5.0 C50/Multiple
Support Vector Machine (sigmoid) svm e1071/Multiple
Support Vector Machine (radial) svm e1071/Multiple
Bagging (CART) treebag caretEnsemble/Multiple
Boosting (Decision Trees) C5.0 caretEnsemble/Multiple
Boosting (Gradient Boosting Machine) gbm caretEnsemble/Multiple
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The bagging and both the boosting ensemble methods were resampled over 30
iterations. This value was referred in the article by [9]. As part of future work, more
experiments can be conducted by fine-tuning the number of classifiers/iterations for
each ensemble learning method that is implemented. For bagging, boosting and
boosting using gradient boosting model, decision tree was used as a base machine
learning algorithm. Decision tree was chosen as a base learning algorithm for the
ensemble learners as it did not balance both the performance measures as good as the
other base learning algorithms on the same dataset, so to compare and evaluate if the
ensemble learning algorithms perform better than the base learning algorithm, decision
trees were used.

4.3 Evaluation Measures

The evaluation measures are generated and demonstrated by plotting the confusion
matrix and by using the summary of the results using R packages. These results include
various performance measures including the ones that are integral to this paper i.e.
accuracy, sensitivity and specificity. The two R methods that were used to generate the
evaluation measures are CrossTable() and confusionMatrix(). CrossTable generates a
2*2 confusion matrix of the True Positives, True Negatives, False Positives and False
Negatives. confusionMatrix() provides a detailed summary including the confusion
matrix and the associated performance measure values.

5 Results

Experimental results clearly show that the ensemble learning methods of Bagging using
Decision Trees, Boosting using Decision Trees and Boosting using Gradient Boosting
Model shows consistent improvement in the balancing of both sensitivity and speci-
ficity. It is also observed from the plots and the graphs that balancing is achieved
without compromising the accuracy of the prediction. For example, the Sensitivity and
Specificity are balanced and optimum consistently when bagging and both the boosting
methods are used with 80–20 cross validation method. Further for the same dataset, in
the column (bar) graph we can observe that both sensitivity and specificity almost have
equal height. From Table 3 and Fig. 4 followed below, we can see that the same results
are consistently achieved across the different cross-validation methods that are
experimented. Although, Logistic regression, kNN and SVM with radial basis function
also demonstrates balanced results as proved by the graphs below, we can see con-
sistent balancing results are achieved with the help of ensemble learning algorithms
such as Bagging, Boosting using CART (Decision Trees) and Boosting using Gradient
Boosting Machine (GBM) using Decision Trees.

The results are arranged in the following order. First, the table of the results for
each hold-out cross validation method is seen, Then, a graph of absolute values of
sensitivity, specificity and accuracy are plotted as points that are connected with dotted
lines. This graph is very helpful in visualizing whether a specific learner was able to
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achieve optimization/balancing of the performance measures. The x axis on this graph
has the absolute names of the algorithms and y axis has the value of the specific learner.
Further, a bar plot graph is plotted to compare only the height of sensitivity and
specificity to better visualize the performance measures. Finally, in the end the standard
deviation of each learner is calculated for accuracy, sensitivity and specificity. The
lower the standard deviation, more the algorithm is balanced with respect to perfor-
mance measures sensitivity and specificity.

First, for the 80–20 holdout cross validation method, we can observe from Table 3,
that the performance measure values are diverse and lie in the range from 0.04 to 0.91.
We have achieved wide variety of balancing of sensitivity and specificity with respect
to each other. Hence, to visualize we observe from Fig. 4, that the bagging, boosting
and boosting using GBM have consistently performed better in balancing both sensi-
tivity and specificity. Although, we can observe that Logistic Regression, k Nearest
Neighbor (kNN) and Support Vector Machine using Radial basis function has also
performed better in balancing both sensitivity and specificity. However, we also need to
ascertain whether the results hold consistency and confidence across all the hold-out
cross validation methods. The worst performance has been shown by Support Vector
Machine (SVM) using Sigmoid basis function.

In SVM using sigmoid, we see that Sensitivity is very high but specificity is very
low. This performance may be accepted in medical domain but not in information
retrieval where a higher specificity is accepted. This can be visualized from Fig. 5 as
well. Further, we can observe from Table 4, Figs. 6 and 7 for 70–30 hold out cross
validation method, largely most of the values are consistent with 80–20, however, there
has been a visible change in performance of Logistic Regression, Naïve Bayes and
Boosting using GBM.

Table 3. Performance measures for 80–20 cross validation

Algorithm Sensitivity Specificity Accuracy

Logistic Regression 0.6683 0.5068 0.6125
Naive Bayes Classifier 0.9315 0.2632 0.584
K Nearest Neighbor 0.6091 0.5631 0.591
Decision Trees 0.7759 0.4221 0.5975
SVM (kernel = sigmoid) 0.91692 0.04496 0.489
SVM (kernel = radial) 0.6076 0.5491 0.5775
Bagging Decision Tree 0.5873 0.5867 0.587
Boosting Decision Tree 0.6631 0.5338 0.601
Boosting GBM 0.6781 0.56 0.62
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As per Fig. 6, we can observe that again the bagging, boosting and boosting using
GBM methods have consistently performed better in balancing both sensitivity and
specificity. In this case, we observe that only k Nearest Neighbor (kNN) and Support
Vector Machine using Radial basis function has performed better in balancing both
sensitivity and specificity as compared to other base learners. The same observation is
made through the bar plot of the 70–30 cross validation method. The height of most of
the bars for ensemble learning algorithms for both sensitivity and specificity are of
mostly equal size. In this case, for Logistic Regression, we observe that although
sensitivity has increased, however, specificity has reduced as compared to the 80–20
hold out cross validation method.

Standard Deviation for Sensitivity and Specificity
Next, we observed how spread out sensitivity and specificity across the cross-validation
approaches are for the ensemble learning and base machine learning algorithms. These
standard deviations are calculated using values of accuracy, specificity and sensitivity.
As accuracy is approximately same or better across both experiments conducted, higher
standard deviation would mean, more the sensitivity and specificity are spread out and
lower the standard deviation would mean, more the two measures are balanced and
close to each other. This measure helps us understand the balancing process if the
above graphs are hard to visualize.

Fig. 5. Bar Plot for 80–20 cross validationFig. 4. Plot to visualize balancing of 80–20
cross validation

Table 4. Performance measures for 70–30 cross validation

Algorithm Sensitivity Specificity Accuracy

Logistic Regression 0.7562 0.4156 0.5907
Naive Bayes Classifier 0.4514 0.6994 0.5743
K Nearest Neighbor (KNN) 0.6286 0.5425 0.585
Decision Trees 0.7886 0.4253 0.6087
SVM (kernel = sigmoid) 0.94184 0.02623 0.488
SVM (kernel = radial) 0.5435 0.5967 0.5693
Bagging Decision Tree 0.6077 0.5622 0.5847
Boosting Decision Tree 0.5878 0.5968 0.5922
Boosting GBM 0.6775 0.5331 0.6068
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Here, in Fig. 8, as we have observed in earlier graphs, we can observe that the
ensemble learning methods and three of the single classifier system viz., Logistic
Regression, k Nearest Neighbor and SVM using Radial basis function has lower
Standard Deviation. However, for 70–30 hold out cross validation method, as seen in
Fig. 9, the standard deviation for Logistic Regression is seen to be increased and hence
the Sensitivity and Specificity are spread out from each other.

6 Conclusions and Future Work

Given the evaluation and analysis done on the results for the experiments conducted on
this dataset over different cross validation approaches, in this paper, it can be empir-
ically concluded that by using ensemble learning methods such as bagging, boosting
using decision trees and boosting – Gradient Boosting Modeling (GBM) using decision
tress, sensitivity and specificity can be balanced with respect to each other without
compromising accuracy. This usage of ensemble learning methods for balancing
sensitivity and specificity would help apply this technique to various domains of

Fig. 6. Plot to visualize balancing of 70–30
cross validation

Fig. 7. Bar Plot for 70–30 cross validation

Fig. 8. SD for 80–20 Fig. 9. SD for 70–30
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applications. Although depending on the application and domain, the need for sensi-
tivity and specificity differs, however, given this method, the avenues of balancing and
nearly approximating the performance measures of sensitivity and specificity to 1 using
ensemble learning methods are opened. The comparison made with the base machine
learning algorithms helped underscore the claim.

As the results showed that the base learning algorithms such as the kNN, Logistic
Regression and SVM using radial basis function performed as better as the ensemble
learning methods, further research can be conducted to investigate the cause of the
same. Also, the ensemble of these base learners as opposed to only Decision Trees can
be implemented to study if there are any further improvements in the performance
measures. Further, theoretical research can be done to assess, evaluate and validate
these improvements in performance measures by ensemble learning methods. Finally,
there is a scope to improve the computational efficiency of the ensemble learning
methods as these take more computational resources as compared to the base learning
algorithms.

References

1. Strack, B., et al.: Impact of HbA1c measurement on hospital readmission rates: analysis of
70,000 clinical database patient records. BioMed Research International, vol. 2014,
Article ID 781670, 11 pages (2014)

2. Hsiao, J.C.-Y., Lo, H.-Y., Yin, T.-C., Lin, S.-D.: Optimizing specificity under perfect
sensitivity for medical data classification. In: Proceedings of International Conference on
Data Science and Advanced Analytics (DSAA), Shanghai, pp. 163–169 (2014). https://doi.
org/10.1109/dsaa.2014.7058068

3. Polikar, R.: Ensemble learning. Scholarpedia 4(1), 2776 (2009)
4. Musicant, D., Kumar, V., Ozgur. A.: Optimizing f-measure with support vector machines.

In: Proceedings of FLAIRS (2003)
5. Nan, Y., Chai, K.M., Lee, W.S., Chieu, H.L.: Optimizing F-measure: a tale of two

approaches. In: Proceedings of International Conference on Machine Learning (ICML)
(2012)

6. Diabetes 130-US hospitals for years 1999–2008 Data Set, UC Irvine (UCI) Machine
Learning Repository. https://archive.ics.uci.edu/ml/datasets/Diabetes+130-US+hospitals+for
+years+1999-2008. Accessed 2 Apr 2017

7. R CRAN Packages. https://cran.r-project.org/web/packages/available_packages_by_name.
html. Accessed 2 Apr 2017

8. Mandal, I.: A novel approach for predicting DNA splice junctions using hybrid machine
learning algorithms. Soft Comput. 19(12), 3431–3444 (2015). http://dx.doi.org/10.1007/
s00500-014-1550-z

9. Brownlee, J.: How to Build an Ensemble of Machine Learning Algorithms in R (2016).
http://machinelearningmastery.com/machine-learning-ensembles-with-r/. Accessed 20 Apr
2017

Balancing Performance Measures in Classification 323

http://dx.doi.org/10.1109/dsaa.2014.7058068
http://dx.doi.org/10.1109/dsaa.2014.7058068
https://archive.ics.uci.edu/ml/datasets/Diabetes+130-US+hospitals+for+years+1999-2008
https://archive.ics.uci.edu/ml/datasets/Diabetes+130-US+hospitals+for+years+1999-2008
https://cran.r-project.org/web/packages/available_packages_by_name.html
https://cran.r-project.org/web/packages/available_packages_by_name.html
http://dx.doi.org/10.1007/s00500-014-1550-z
http://dx.doi.org/10.1007/s00500-014-1550-z
http://machinelearningmastery.com/machine-learning-ensembles-with-r/


10. Amunategui, M.: Bagging/ Bootstrap Aggregation with R (2015). http://amunategui.github.
io/bagging-in-R/index.html. Accessed 20 Apr 2017

11. Asmita, S., Shukla, K.K.: Review on the architecture, algorithm and fusion strategies in
ensemble learning. Int. J. Comput. Appl. (0975 - 8887). 108(8), December 2014

12. Zeng, X., Wong, D.F., Chao, L.S.: Constructing better classifier ensemble based on weighted
accuracy and diversity measure. Sci. World J. vol. 2014, Article ID 961747, 12 pages
(2014). https://doi.org/10.1155/2014/961747

324 N. Bahl and A. Bansal

http://amunategui.github.io/bagging-in-R/index.html
http://amunategui.github.io/bagging-in-R/index.html
http://dx.doi.org/10.1155/2014/961747


Machine Learning for Engineering Processes

Christian Koch(&)

University of Technology, Construction Management Gothenburg,
42133 Gothenburg, Sweden
kochch@chalmers.se

Abstract. Buildings are realized through engineering processes in projects, that
however tend to result in cost and/or time overrun. Therefore, a need is high-
lighted by the industry and the literature, to develop predictive models, that can
aid in decision-making and guidance, especially in a preparation effort before
production is initiated.
This study aims at investigating what are possible applications of machine

learning in building engineering projects and how they impact on their
performance?
First, a literature review about machine learning (ML) is done. The first case

is drawing on a productivity survey of building projects in Sweden (n = 580).
The most influential factors behind project performance are identified, to predict
performance. Features that are strongly correlated with four performance indi-
cators are identified: cost variance, time variance and client- and contractor
satisfaction and a regression analysis is done. Human related factors predict
success best, such as the client role, the architect performance and collaboration.
But external factors and technical aspects of a building are also important.
The second case combines constructability and risk analysis on a basis on

civil engineering project from several different countries and with very different
character; a town square, a biogas plant, road bridges and sub projects from an
airport. The data encompasses 30 projects. The development build on literature
study, expert interview, unsupervised and supervised learning. The strength lies
more in the conceptual work of risk sources enabled by ML. Human reasoning is
needed in building projects. Also after the introduction of ML.

Keywords: Machine learning � Engineering � Hybrid learning �
Project performance

1 Introduction

The digital transformation of business and society has recently taken a new turn where
the mutually overlapping concepts of Artificial Intelligence (AI) and Machine learning
has become revitalized [1, 2]. Ascribing intelligence and learning capabilities to
computers has previously received skepticism [2] and is prone to renewed skepticism.
Nevertheless, contemporary applications of AI and Machine learning do actually
exhibit new capabilities especially the ability to process large amount of data and
operate several if not numerous concerted rules. AI is in this sense a moving target and
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exhibits an effect where ever new areas and capabilities are developed leading
McCullock to propose the AI effect, where AI is redefined to “what machines have not
been able to do yet” [2].

[2] similarly propose that the highest level of AI should be artificial super intelli-
gence defined to be above human skills. The outset of this contribution is nevertheless a
far more practical understanding of the many places building engineering project
performance can be improved by using machine learning techniques. The aim of the
present paper is therefore to investigate:

What are possible applications of machine learning in building engineering projects
and how might they impact on their performance?

We review selected contributions of machine learning (ML) applications for
building engineering projects published in 2018 or recently. Two cases of prediction
systems are presented and discussed: a prototype system for predicting building project
success and a prototype system for predicting constructability of projects. This material
is used to draw out some implications of the present developments and their impact for
building engineering projects.

2 Recent Machine Learning Contributions

Applications of machine learning within engineering in general and of buildings par-
ticularly is rapidly developing, both drawing on general machine learning literature,
technologies and methods. The review of recent contributions is therefore structured
according to the general scientific discourse [3, 4] and its categories exemplified by
recent building engineering applications. There are at present a portfolio of promising
prototype systems for application in various parts of building engineering and con-
struction [5–11].

Jordan and Mitchell [2] define Machine Learning as “computer systems that
automatically improve through experience” [2]: 255, [3, 12]). As with the notion of
(machine) “learning”, “experience” is here meaning feeding the system with new data
from the domain it comes from. A central task for the machine learning development
are to identify and verify the possible underlying statistical computational-information-
theoretic laws that govern the learning systems in question [2]. In trying to do this task
tools from data mining, statistics (linear regression) and optimization theory have been
adopted [2].

As noted initially the position here is that AI and machine learning are overlapping
fields, but other positions view machine learning as adjacent to AI and others again as a
sub discipline to AI [2, 3]. Kaplan and Haenlein [1] define Artificial Intelligence as “a
system’s ability to correctly interpret external data, to learn from such data, and to use
those learnings to achieve specific goals and tasks through flexible adaptation”. With
such a definition it is difficult to see the difference between AI and ML. Moreover if
one attempt to focus AI as the use of artificial neural networks, fuzzy logic and genetic
algorithms as a possible core of AI in contrast to ML it is quickly revealed that ML also
use these algorithms [5]. This blurred delimitation is not further discussed here.

ML was originally often classified in three types: supervised machine learning,
unsupervised machine learning and hybrids. Today hybrid systems have become the
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dominant both in terms of combining algorithms in the final system but often also with
a test encompassing several algorithms. Supervised learning [13, 14] concerns using
algorithms, that are provided with training data and correct answers, in a context where
it is assumed that the reasoning of the application domain is known. The task of the ML
algorithm is to learn based on the training data, and to apply the knowledge that was
gained using real data [4]. Many different algorithms are used in supervised ML;
Decision trees, decision forests, logistic regression, support vector machines, kernel
machines, Bayesian classifiers and more [4]. More recently deep learning system have
received attention. Deep learning systems make use of gradient-based optimization
algorithms to adjust parameters throughout a multilayered network based on errors of
its output [2].

Within building engineering one group of systems using supervised learning aims
at supporting the tendering process of building projects [15, 16]. Le et al. [15] presents
a system for analyzing texts in building contract extracting stated requirements. The
system uses a supervised learning approach with Naïve Bayes algorithms. A test with
some 1100 statements showed a very high accuracy according to [10]. Zhang et al. [26]
develops a ML system for compliance checking vis a vis building code. The system
uses semantic role labeling of the building code text. The method is combining multiple
ML algorithms: first capturing the syntactic and semantic features of the building code
sentences with natural language processing techniques. Second using external training
data selected by data similarity for the ML system. Third by performing semantic role
labeling using a conditional random field model [26]. The conceptual model was tested
on a corpus of annotated text from the International Building Code encompassing 300
sentences, and achieved promising precision according to [26]. Yet the use of an
external data set of linguistic origin for testing appears problematic comparing to
building code. The two are quite different types of text. [25] presents a study of a
compliance code checker prototype based on natural language processing and machine
learning. As their system is tested on one semantic frame only, it is a very early
prototype far from being applicable in bidding processes. Petrova et al. [8] using data
collected from sensors installed in a finished building to make the prediction of out-
comes in building engineering more accurate, by reducing the occurrence of design
errors using a combination of data mining and semantic modelling techniques. [5]
presents a crack detection system based on web images of cracks in roads. The pro-
posed method incrementally retrieves and classify crack images. A weak convolutional
Neural Network classifier first models and sorts data from a limited set of Web images,
and then acts as a machine annotator and further labels a larger size of data. The
proposed method was according to [5]: 553 “able to retrieve and label a set of images
with 95% labeling recall”.

Unsupervised machine learning can be defined as “the analysis of unlabeled data
under assumptions about structural properties of the data” [3]. In unsupervised learning
ML algorithms do not have a training set. The systems are presented with some data
about a domain and have to develop models of relations from that data “on their own”
by running internal procedures [4]. Unsupervised learning algorithms are mostly
focused on finding hidden patterns in data. Counter to supervised learning there are not
preset assumptions about internals laws of the dataset. Rather the machine learning
systems are supposed to find these. Also, here statistical principles and laws are used.
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In building examples are few, but we provide an example in the second case below.
Hybrid types involves mixing two or more approaches or algorithms. This include
semi-supervised [2, 3] and reinforcement learning [2, 3]. Many studies and prototypes
use a combination of machine learning algorithms [3, 6] Amasyali and El-Gohary [6]
test a series for their energy performance prediction system: Gaussian process
regression, support vector regression, Artificial Neural Networks, and linear regression.
It is not so clearly described in these studies what the hybridization implies for their
usability in building engineering process. In the general literature on machine learning
a large and quickly growing number of applications are developing socalled smart
assistants and recommender systems [3, 24] propose a BIMbot as a smart assistant for a
building engineering team using Building Information Modelling product design.
BIMbot is intended to be a socalled cognitive assistant to the BIM team. i.e. the team of
building engineers. Another area of applications are image recognition [4, 8, 28]. Tixier
et al. [28] reviews several examples of applications of image analysis in building
surveilling issues such as concrete quality and workers movement. Siddula et al. [8]
presents a ML system for analyzing pictures of roofs to prevent occupational accidents.
[4] presents a crack detection system for roads using images.

Also deep learning systems are emerging [2]. Large-scale deep learning systems
have had a major effect in recent years in computer vision and speech recognition,
where they have yielded major improvements in performance over previous approa-
ches. [6] present a model for energy consumption prediction consisting of three base
models: (1) a machine learning model that models the impact of outdoor weather
conditions from simulation-generated data, (2) a machine learning model that learns the
impact of occupant behavior from real data, and (3) an ensembler model that predicts
cooling energy consumption based on weather-related and occupant behavior-related
factors predicted by the first two models. In doing so several machine learning algo-
rithms were tested: gaussian process regression, support vector regression, Artificial
Neural Networks, and linear regression. The predicted energy consumption levels
showed agreement with the actual levels. Nevertheless, it is unclear what the impact on
the result is that some data are simulation generated. There is a risk to inhering
weaknesses of the previous energy consumption model. Similarly [9] presents a pro-
posal of a classification of office buildings energy consumption using multiple machine
learning algorithms. The classification sorts by building characteristics, occupant
behaviors, geographical and climate and classify the building in three energy con-
sumption levels. To support this the ML algorithms used encompasses support vector
regression models, naïve bayes, decision trees, and random forests [9]: 757. [5] develop
an EEG-based stress recognition framework by applying deep learning algorithms and
a neural net- work to recognize building workers’ stress while performing different
tasks at actual construction sites. They experiment with different number of layers to
optimize the efficiency of the system. Yet the connection to the practical domain appear
weak as alternative forms of coping with stress on a building site not evaluated along
this proposed technical solution. [24] uses accident reports to categorize safety out-
comes, with a natural language processing tool and two ML algorithms random forest
and stochastic gradient tree boosting. The model is claimed by [24]: 102 to be able to
predict injury type, energy type, and body part with “high skill”. An important area of
further development is the criteria for application. In their review [2] point to the need
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for “function approximation” when making ML systems. Attempts has been made to
categorize ML algorithms based on the purpose for which they are designed [15, 21]
however categorization by purpose does not assure “fit” with the domain. [3] identify
another aspect of difficulties of accommodating machine learning algorithms to a
context, namely the large number of algorithms described in the literature complicating
the ML-designers choices. But as a general observation ML studies and prototypes are
not well described when it comes to criteria for application.

Summarizing, the literature review has identified three main forms of machine
learning; supervised, unsupervised and hybrid. Much current machine learning
development involves hybrids of both these categories and other intermediate forms as
well as elements from data mining, statistics and AI [2, 3, 6]. The hybrid category
appears undertheorized at present. The combination of several algorithms and ability to
derive relations (if not causalities) out of large data set are central characteristics [3]. It
appears to be a common weakness that machine learning approaches are unprecise in
understanding their possible applicability to particular practices or domain, character-
ized by a particular knowledge structure, decision practice and structure of reasoning.
Not all proposed prototypes of systems are equally promising, and some appear to have
a weak connection to the context they are intended to support. It is commonplace that
researchers provide their own internal evaluation as basis for presenting estimated
performance for the systems. These estimations of performance are usually quite
promising, yet may not be trustworthy compared to practical domains.

3 Methodology

The overall approach adopted here is an interpretive sociological with a mixed method
[17, 18]. The identification and selection of recent applications of ML to building
engineering builds on a literature review consisting of several explorative searches on
machine learning and AI in building carried out in spring, autumn and winter of 2018.
This encompassed scientific publications as well as professional press coverage in the
IT and the building press. All contributions on ML at the recent CIB W78 conference
was reviewed [19]. The two cases presented are selected for convenience reasons. They
represent current work on ML in a construction project management context. The first
case draws on project performance data from a productivity survey of building projects
in Sweden (n = 580 projects, author reference). The study that is analyzed in this
research includes answers from 324 main contractor representatives and 256 clients that
participated in the survey in 2014. A main property of the investigation was an
ambition to measure productivity as more than cost per square meter. Processual and
soft aspects are entered, looking at disturbances during the process and performance of
the project organization members, i.e. the client, the consultants, the contractor, and the
suppliers. The design of the questionnaire led to a set of questions, where most had
pregiven categories for answers in liker scales. This include project technical com-
plexity, such as preparation work i.e. the use of blasting work, amount of prefabrica-
tion, the structural engineering technology (concrete, steel, timber). But also, a series of
project organization questions such as the clients and contractor’s evaluation of the
consulting engineers architect and supplier performance and collaboration. However,
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there were also a series of questions where facts and figures were demanded, as well as
some open questions, relating to stated definitions, such as on client costs, and part-
nering. Finally, a few questions were open without definition, including questions on
satisfaction, disturbances and learnings. The design and operation of data collection
was done in autumn 2014. Access were provided to the data from the productivity
investigation organized in six large excel sheets. The development was a master thesis.

The second case on constructability is developed within a ph.d. project by one of
the authors. It encompassed an extensive literature study on constructability. Data was
extracted on risk sources from literature and risk analysis was corroborated by expert
inter- views. Thirty civil engineering projects were used for training the ML system.
This include one biogas plant, two bridges (Greece), Four added classrooms for a
school (Greece), reconstruction of a municipal road axis (Greece), sustainable public
installations (including a square, Greece), 4 road projects from Estonia, 3 renewable
technology projects, 4 electrical lighting projects (Greece) and 10 subcontracts of the
Midfield Terminal, Abu Dhabi Airports. The main limitations of the present research
are first a highly selective set of literature and second a lack of context appreciation in
the two cases. For example, the ML case of building engineering project performance
does not make use of the data materials distinction between project type, building type,
geographical location, but aim at a general comparison between projects. It covers the
Swedish building market as the applicability to other contexts such as other countries or
other building industries is not known. Cost, time and satisfaction are selected and
considered as key performance indicators, and other possible indicators disregarded.
The other case encompasses limitations as well.

4 Case Building Production Project Performance Prediction

To be able to predict building engineering project performance is an aspiration by
practitioners. Project performance can be measured by using key performance indi-
cators. Performance are mainly constituted by two different elements: the general
project conditions and the project organization. The general project conditions involves
the type of contract, size of building and external factors encompasses market condi-
tions, regulations and requirements. The second element, the project organization, is a
process which is embodied by the characteristics and performance of the client, main
contractor, engineers, subcontractors and consultants. Machine learning algorithms
were used to extract and analyze project performance data from a productivity survey
of building projects in Sweden (n = 580 projects [26]). The data covers the mentioned
aspects and dynamics of project performance and it was chosen to focus on four key
performance indicators; cost, time and client- and contractor satisfaction. The factors
include project attributes, external factors, the project organization. The tool that is
used to do the linear regression and attribute selection is Weka (Waikato Environment
for Knowledge Analysis), which is a data mining software [19]. Weka contains a series
of machine learning algorithms including tools for data processing, feeding data into
schemes, regression analysis, classification, clustering, association rule mining and
attribute selection [19]. Features strongly correlated with three performance indicators:
cost variance, time variance and client- and contractor satisfaction, was extracted.
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A regression analysis is done to develop a model for predicting project cost, time
and satisfaction. For example, to generate insight in the client satisfaction performance
indicator a process of cleaning and organizing the data about the client’s perspective
was extracted from the excel sheet covering the clients answers to questions about the
building projects for. The client’s satisfaction is here conceptualized to be the sum of
the three questions regarding satisfaction, success and expectations of the results of the
project. A correlation test was carried out to evaluate if the three questions are rep-
resenting satisfaction. Forward and backward stepwise regression was carried out
starting with the full set of data and systematically deleting irrelevant attributes, one by
one, until reaching the final set of attributes. The final set of input variables is evaluated
to have the highest capability to produce accurate predictions. An attribute is irrelevant
when it’s value does not change systematically with the output class. It is also
important to remove redundant attributes that are characterized as being correlated with
one or more than other attributes. Cross validation was used to test the ML system. The
error rates show that the best prediction error is the one associated with predicting
contractor cost variance of building (9.79%). The prediction for building cost based on
the pre-construction predictors variables is also performing better than other models,
with a root mean square error of 10.06%. In the results, project technical complexity,
the use of blasting work or amount of prefabrication among other features that are
important factors that affect project performance. Human related factors in the project
life cycle are of high impact, such as the client role, the architect performance and
collaboration throughout projects. These are also the factors that are most suitable for
predicting if a building project will be successful. The conclusion is that, although
external factors and technical aspects of a building are important, the most recurring
factors behind project performance can be linked to human related aspects. The method
proves to be successful to be used to test the shared assumptions in the industry. The
study provides statistical evidence for what factors that are important for modelling
prediction.

5 Case Prediction of Constructability and Risk

Two important aspects of preparing building engineering projects are management of
constructability and risk. The need for such activities are more over enforced by the
divide of engineering design and production. The present ML system aimed at sup-
porting these preparation issues. Constructability was in this context understood as the
optimal use of building knowledge and experience throughout the building project
lifecycle until its delivery (e.g. planning, design, procurement, field operations etc.), so
that its performance objectives (cost, time, quality, client satisfaction) can be opti-
mized. Risk was conceptualized noting the prevalence of non-standard risk definitions,
with different emphasis of the uncertainty of the culmination of a potentially harmful
event, while in other cases it is on the magnitude of the consequences if that event
happens and definitional discrepancy between risk, hazard, impact, defect, and other
risk-related notions. This was tackled by discussing sources of risks, rather than risk
itself. An unsupervised machine learning algorithm was used, which performs semantic
processing and clustering of linguistic data organized in lists of aspects of risks which
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were then applied to the literature research found on risks, which constitutes the
dataset. 3434 risk elements were initially identified. They were sorted alphabetically
and according to notions and fields of application, as they are entered in the literature
sources (due to the definitional discrepancy, similar elements may be differently
defined, resulting in the iteration of linguistically same, but differently designated,
elements).

Modelling was then carried out aiming to develop and algorithm: extraction of a
concise list of general building project risk sources from the constructed database. This
was done by first doing semantic processing to find the “roots” of the risk elements (i.e.
the risk sources) and then through clustering for the robustification of the list of the
semantically processed elements. The tools used was “stop word removal” by using
suitable libraries, word suffix stemming by using the Porter stemmer, including the
reduction of inflected and derived words to their basic word stem or root form, and
linguistic clustering tool k-means: Unsupervised machine learning algorithm, per-
forming vector quantization and then clustering of linguistic elements. This lead to first
a clustering in ten overall themes and then a second level clustering into 129 centers.
The ten overall clusters are: Technical design and drawings, productivity in building,
economy, cost and finances, time and schedule, building process, environment, site
safety and accidents, project management, contracts and procurement and sociopolitical
factors. The second main step in the development was then the development and
toolification of an algorithm using supervised machine learning for the derivation of a
classification equation, which will characterize the constructability class of a new
building project when given the values of the identified general risk sources affecting it.
This ML system was trained and validated with the use of real risk- and constructability
class-related data from civil engineering projects using WEKA [19]. The training was
done as a soft-margin support vector machine, with an optimized version of the
sequential minimal optimization process, and simultaneous validation with n-fold
cross-validation. The project data came from thirty projects ranging from a town
square, a biogas electric power plant station, a prestressed road bridge, to parts of an
airport. Two main results of this development are an extensive if not fully defined
analysis and systematization of risk sources and the design of a risk source-based
constructability ML based prototype that is intended to assess and predict the con-
structability of a project based on an assessment of risk sources.

6 Analysis

The literature review showed that here are many elements of building engineering
projects where ML can improve performance. It was also highlighted that hybrid ML
systems, systems using more than one ML algorithm are recurrent and possibly also in
need of a further conceptualisation as combinations of algorithms might have unclear
impact of the generated predictions. The two cases are both prototypes developed in a
university context, they are still to be tested in practice processes. This also means that
little can be said about their impact on building project performance. Nevertheless, the
two systems address some recurrent and important factors in building projects. The first
case develops some interesting insights in factors that affect Swedish building project,
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such as for example the contract form. The data set behind is large compared to its
domain, Swedish building project in 2014, it covers geographical, size, company, time
and other types of typical variance. When human related factors in the project, such as
the client role, the architect performance and collaboration, stands out as being of high
impact, this is probably a general result that has bearing beyond the Swedish context.
Nevertheless, part of this result can also be interpreted as a resonance with a Swedish
building culture of mutual trust and willingness to cooperate. The second case com-
bines constructability and risk analysis on a basis on civil engineering project from
several different countries and with very different character; a town square, a biogas
plant, a roadbridge and an airport. The data is restricted to 30 projects. The strength
thus lies more in the conceptual work of risk sources enabled by ML than of the
systems coverage of context. Both presented systems the testing is tested on limited
data sets from specific domains. Nevertheless, they built on an assumption of gener-
alizability; building engineering project success and risk and constructability are a
result of a set of generic parameters. The contributions does not elaborate on the
limitations of ML Therefore, it makes sense to draw on the more general literature
available on the limitations. At the basis of ML lies a quantification of certain parts of a
domain. There is risk of missing an organic complexity in issues such as “collabora-
tion” and “satisfaction” through quantifying them [24]. Stilgoe [27] point to that
designer of contemporary ML systems loose control over the content of what the ML
systems learns, i.e. the generation of relations are too many and too complex to be
matched even by their designers. [16] problematizes the willingness to generalized and
analyze four main ML techniques; logistic regression, Naïve Bayes, K nearest neighbor
and decision trees and claims that their commonality s an unsolicited assumption about
stable and distinct categories. [16] point to that ML data is also images, videos, and
sensor signals. The critical question according to [16] is how the combination in ML
comes about. Prediction comes about through approximation, and ML tends to attempt
to overcome the messy, the unforeseen and substitute it with order. Returning to
building projects performance, a human touch in ML is therefore both needed in the
content of the ML such as including soft parameter in the modelling as it is done in two
case examples, but also a using ML require reflection and reasoning in the subsequent
decision making in building engineering project processes.

7 Conclusion

We position this paper on the many places building project performance might be
improved by using present machine learning techniques inquiring into what the pos-
sible applications of machine learning in building engineering projects could be and
how might they impact on building engineering project performance. A review of
recently proposed ML solutions for building projects were carried out. It showed that
here are many elements in building engineering projects where ML can improve
performance and many more that haven’t been explored yet. ML is not about using a
single algorithm (any more). It is rather systems using more than one ML algorithm
that are recurrent. These types of systems should be further researched and concep-
tualized. Combinations of algorithms might have unclear impact of the generated
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predictions and their relation to the application domain’s body of knowledge and
reasoning is under illuminated. Two cases of ML prototypes are discussed: a ML based
system for predicting building project success and a system to evaluate constructability
of project. They are not tested in practice yet. Their effect on building project per-
formance are still unknown. Both presented systems built on an assumption of gen-
eralizability; it is posited that building engineering project success and risk and
constructability are a result of a set of generic parameters. This assumption should be
addressed in the future. The human role in future preparation activities in building
engineering project is possibly even more important after the introduction of ML. It is
relevant, yet not enough to introduce human aspects such as satisfaction and risk
perception in the content of the ML. Human reflection and reasoning should also be
strengthened in the decision making in project processes.
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