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Preface

Researchers and business leaders are called to address important challenges caused
by the increasing presence of artificial intelligence and social computing in the
workplace environment and daily lives. Roles that have traditionally required a high
level of cognitive abilities, decision making, and training (human intelligence) are
now being automated. The AHFE International Conference on Human Factors in
Artificial Intelligence and Social Computing promotes the exchange of ideas and
technology enabling humans to communicate and interact with machines in almost
every area and for different purposes. The recent increase in machine and systems
intelligence has led to a shift from the classical human–computer interaction to a
much more complex, cooperative human–system work environment requiring a
multidisciplinary approach. The first part of this book deals with those new chal-
lenges and presents contributions on different aspects of artificial intelligence, social
computing, and social network modeling taking into account those modern,
multifaceted challenges.

The AHFE International Conference on Human Factors, Software, and Systems
Engineering provides a platform for addressing challenges in human factors,
software, and systems engineering pushing the boundaries of current research. In
the second part of the book, researchers, professional software and systems engi-
neers, human factors, and human systems integration experts from around the world
discuss next-generation systems to address societal challenges. The book covers
cutting-edge software and systems engineering applications, systems and service
design, and user-centered design. Topics span from analysis of evolutionary and
complex systems, to issues in human systems integration and applications in smart
grid, infrastructure, training, education, defense, and aerospace.

The third part of the book reports on the AHFE International Conference of
Human Factors in Energy, addressing oil, gas, nuclear, and electric power indus-
tries. It covers human factors/systems engineering research for process control and
discusses new energy business models.

All in all, this book reports on one of the most informative systems engineering
event of the year.
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Using Information Processing Strategies
to Predict Message Level Contagion

in Social Media

Sara Levens(&), Omar ElTayeby, Tiffany Gallicano,
Michael Brunswick, and Samira Shaikh

University of North Carolina at Charlotte, 9201 University City Blvd,
Charlotte, NC 28223-0001, USA

{slevens,oeltayeb,tgallica,mbrunswi,

sshaikh2}@uncc.edu

Abstract. Social media content can have extensive online influence [1], but
assessing offline influence using online behavior is challenging. Cognitive
information processing strategies offer a potential way to code online behavior
that may be more predictive of offline preferences, beliefs, and behavior than
counting retweets or likes. In this study, we employ information processing
strategies, particularly depth of processing, to assess message-level influence.
Tweets from the Charlottesville protest in August 2017 were extracted with
favorite count, retweet count, quote count, and reply count for each tweet. We
present methods and formulae that incorporate favorite counts, retweet counts,
quote counts, and reply counts in accordance with depth of processing theory to
assess message-level contagion. Tests assessing the association between our
message-level depth of processing estimates and user-level influence indicate
that our formula are significantly associated with user level influence, while
traditional methods using likes and retweet counts are less so.

Keywords: Depth of processing � Emotion contagion � Influence �
Social media

1 Motivation

Social media has become a major distributor of news and social commentary. As the
influence of social media on society increases, so too does the need to measure that
influence on the behavior of individuals and groups. One measure of reach is a high
follower to friend ratio, referred to as the golden Twitter ratio; it is indicative of
influence as a function of a profile’s social network size [2]. Although the golden ratio
may be a good proxy for a user’s reach, it does not provide a framework for assessing
the potential influence or contagion of individual messages or posts. Furthermore, there
are not many ways to assess the potential offline impact of an online message.
A common approach to evaluating a post’s impact is to tabulate the number of shares it
receives [3], but we believe that this approach is limited and likely has a low capacity
for assessing the offline impact of an online message. In the present paper, we present
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an alternative method for measuring the offline contagion of online information, which
is guided by an information processing theory from the field of cognition.

Information processing strategies offer a potential way to analyze online behavior
that may be more predictive of offline preferences, beliefs, and behavior than ‘like’ or
‘retweet’ counts. In this paper, we propose formulas that are based on information
processing theory, particularly depth of processing, to assess message-level influence
on social media.

1.1 Assessing Message Level Influence Using Depth of Processing

While there are a number of factors that influence depth of processing, one of the most
powerful factors is based on whether someone created the message themselves, which
is known as the generation effect [4]. Extensive research has shown that information
constructed by individuals themselves tends to be better remembered than information
created by others [4, 5]. This is because individuals construct content based on their
experiences, knowledge, and interests, which leads to an increase in brain connectivity
and synaptic development. Consequently, the generation effect is often measured
through learning and memory-based tasks that require individuals to recall content. For
example, the number of words accurately recalled and the speed of recall have been
used to measure depth of processing in learning and memory research [4–7]. However,
these methods are primarily laboratory-based and as such are not feasible to use when
measuring content generation on social media. New methods need to be developed for
indexing learning and the depth of processing that occurs on social media in the
naturalistic environment in which it occurs.

In an attempt to reconcile research on the generation effect that has been conducted
offline with the context of online social interaction, we present a novel model of
message-level contagion. We developed our model to explain cognitive processing in
an SNS (social networking service) context based on the degree of content generation.
Our goal is to develop a method that incorporates depth of processing principles to
predict message influence. We test our method by first examining the association
between weighted variable formulas of Twitter response and user-level influence as
indexed by the golden ratio, and second by examining the association between
weighted variable formulas of Twitter response and contagion potential as measured by
emotional intensity of the tweet content. We assume that each distinct reaction towards
the tweets corresponds to a different cognitive level of processing.

We contend that a favorite is the simplest interaction in response to a tweet.
Retweeting requires greater processing than favoriting because after reading the content
and pushing a button to retweet, the user is required to confirm the desire to retweet and is
invited to add a comment before pressing a button to confirm the retweet.We also expect a
tweet receives more processing by people who share it because they are likely to be more
selective of what they share with others than what they simply choose to favorite. Quoted
tweets require even more processing than retweets do because a user must think of and
write original text to accompany the message. Replies generally require greater cognitive
effort than quoted tweets do because they involve directing the communication at one or
more people in particular. They are also prominently displayed in the “tweets & replies”
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section of a user’s profile. Original tweets require the greatest depth of processing because
they tend to require the greatest effort (Fig. 1).

2 Data Collection

To assess message-level influence on Twitter, datasets must contain counts of all
response options for each post; however, our initial data pull excluded some of the
original tweets that inspired replies and quoted tweets because the original tweets did
not match our search criteria. To create as complete a picture as we could for a given
event, we conducted a second round of data collection using the Twitter API and
collected the missing tweets. This was accomplished by simply querying the Twit-
ter API with the ID of each original tweet that was contained within the quoted or
replied-to tweet. In our dataset there are 42,273 quoted tweets in total, the most quoted
tweet was quoted 425 times in our dataset. There are 126,331 replied to tweets in total,

Fig. 1. Depth of processing based on cognitive and physical effort

Fig. 2. List of hashtags and keywords used to collect our data corpus for Charlottesville protest
event. The hashtags were split into two Conditions. In Condition 1, there are two sets of
keywords and hashtags and the search criteria is that the tweet should match at least one item
from each set. Condition 2 is a set of key words, where the search criteria is to match at least one
item from the set.
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the most replied to tweet was replied to 932 times. In the next section, we describe in
more depth how we obtained a complete dataset with favorite, retweet, quoted tweet,
and reply counts for each original tweet.

2.1 Obtaining the Dataset

We have outlined the stages below that describe our data collection:

1. Downloaded tweets matching our rules through GNIP’s Historical PowerTrack.
2. Used Twitter’s API to collect the missing tweets that were referenced in the quoted

tweets in our original dataset.
3. Applied web scraping to gather the number of replies for those quoted tweets.

First, we used GNIP’s Historical PowerTrack to download all tweets matching the
keyword and timespan rules that we defined. We started with a collection of 807,954
tweets that were posted within the period of February 7 and October 10, 2017. The total
number of unique users in this corpus was 335,183. The corpus was collected using a
diverse set of keywords rules for querying the tweets as listed below. The tweets
contained 807,954 original tweets and 4718,329 retweets of English and non-English
languages. We used 2 conditions to pull the data. Condition 1 is a combination of two
sets of words that must be combined to identify a relevant tweet. For Condition 2, the
tweets should match one of the words in that set.

More depth how we obtained a complete dataset with favorite, retweet, quoted
tweet, and reply counts for each original tweet (Fig. 2).

Next, we identified those tweets that were most often quoted in our corpus. Then,
we again queried Twitter to download these tweets, since these were not in our original
corpus. We used Twitter GNIP API to pull them.

We first sorted the quoted tweets by the frequency of which they were quoted to
prioritize the order in which they were collected. Because the API has a rate limit, we
first experimented with collecting the top 500 quoted tweets (comprising the initial
dataset), and then gathered the top 5,000 tweets (comprising the expanded dataset). We
collected the top quoted tweets on the January 2019. There were also some tweets that
we failed to collect because they were deleted before we started the collection process,
which resulted in a final expanded dataset of 4,122 tweets (instead of 5000 tweets). In
accordance with Twitter’s policies, these tweets are prohibited from inclusion in
research anyway. In addition, it is important to consider that these tweets might not have
contained the keyword rules that we specified in the first stage when we used GNIP. The
reason is that those original quoted tweets are related to the topic of the Charlottesville
protest, and they are an important piece in measuring the influence of the followers on a
message level. Finally, for these collected tweets, we find their number of replies to have
complete information about all of the reactions they received. We used the well-known
HTML parser BeautifulSoup1 to parse their number of replies.

1 https://www.crummy.com/software/BeautifulSoup/.
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2.2 Finite Options for How People Can Interact with Tweets

It is also important to keep in mind that it is impossible for a user on Twitter to quote
and reply at the same time, because quoting is like retweeting with a comment and
retweeting is categorized as a separate action by itself from replying. However, it is
possible to find tweets that have been quoted and replied to at the same time, so we
parsed the number of replies directly through the link of the quoted tweet using the
HTML parser. Our findings are organized by presenting an initial dataset of 500 tweets,
followed by an expanded dataset, in which we applied the same techniques to obtain a
full dataset of 4,122 tweets to more fully test our directed generation models.

2.3 Data Sample

In Table 1 we present a sample of the collected tweets that have complete information
about their number of favorites and retweets, as well as the number of times they have
been quoted and replied to.

Table 1. Five representative examples of the tweets collected.

Display
name

Tweet body #Fav #RT #Quote #Rep

George
Wallace

That little baby grew up believing in
goodness and justice and standing up
to hate. Heather Heyer. Say her
name. https://t.co/82noPD35uU

133632 48099 425 1139

Donald
J. Trump

We ALL must be united & condemn
all that hate stands for. There is no
place for this kind of violence in
America. Lets come together as one!

181635 53815 386 63022

Donald
J. Trump

Condolences to the family of the
young woman killed today, and best
regards to all of those injured, in
Charlottesville, Virginia. So sad!

103739 21196 257 59971

NowThis This journalist was on the ground at
Charlottesville and everyone needs to
hear her story https://t.co/
iaExx9pEVf

42518 16072 113 612

NBC
News

Heather Heyer’s mother concludes:
“I’d rather have my child, but by
golly, if I gotta give her up, we’re
gonna make it count https://t.co/
yxmqPhodSR

14655 18572 106 3764
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3 Method

For the purpose of measuring the extent to which tweets were contagiousness, we
developed three simple formulas, where each formula is represented by the sum of the
number of reactions (favorite, retweet, quote and reply) and is weighted with different
values. Based on the generation effect phenomenon [4], we used the number of each
type of reaction that a tweet received. We used the number of each type of reaction
(referred to later in this study as the raw metric) as input into a formula to create a
metric of the contagion level of the message. Our goal is to know the total represen-
tative picture of each tweet without leaving out any indicator that would be relevant for
assessing the contagion level. Thus, in these developed formulas we included the raw
metric for each type of interaction to get a broad picture of the contagion level rather
than using one-dimensional measures, such as favorites. Each raw metric indicates a
different level of cognition and depth of processing. Excluding one of the raw metrics
from the formula is equivalent to missing a signal that represents one of the cognitive
levels. Our formula uses the combination of the raw metrics to capture nuanced insight
about how deeply people engaged with the tweet.

The scheme of the formulas is structured as the sum of the raw metrics, where each
metric is multiplied by a different weight. Specifically, each raw metric is multiplied by
a weight that corresponds to a different depth of processing level. Specifically, the
weighting of each raw metric depends on the depth of processing of the information in
the message to which the follower reacted. This depth of processing is presented by the
efforts made by the follower in response to the message. As stated in the introduction,
when followers respond to a message, their response (e.g., a like or reply) indicates
how much time or effort they expended to process the message. We consider that
cognition levels range from favoriting (requiring the least amount of effort) to replying
(requiring the most effort). Therefore, the favorite is weighted with the lowest factor,
and replies are weighted with the highest factor. As the ideal weight of each variable in
predicting depth of processing is unknown, we test three initial formulae that differ-
entially weigh each raw metric:

W 1234 ¼ #Favorites � 1ð Þþ #Retweets � 2ð Þþ #Quotes � 3ð Þþ #Replies � 4ð Þ
ð1Þ

W 1244 ¼ #Favorites � 1ð Þþ #Retweets � 2ð Þþ #Quotes � 4ð Þþ #Replies � 4ð Þ
ð2Þ

W 1246 ¼ #Favorites � 1ð Þþ #Retweets � 2ð Þþ #Quotes � 4ð Þþ #Replies � 6ð Þ
ð3Þ

In the subscript area following the W (indicating the weight), the weight of each
interaction is listed in ascending order, and the multiplication of these numbers pro-
duces the desired weighting for measuring contagion. Each equation is an attempt
towards testing the underlying representation of the ratios among types of interactions
and the differences in cognition. Equation W_1234 is the straightforward formula that
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tests the linearity among the cognition levels; the weights are linearly incremented as
we go up the cognition levels from 1 to 4. In equation W_1244, we test whether quoted
tweets and replies should be weighted equally to reflect a similar depth of processing,
and they are both weighted exponentially higher than favorites and retweets because
they both involve some degree of original content generation. Finally, in equation
W_1246, we continue to test the more significant weighting on original content while
significantly weighting original content more heavily than a quoted tweet.

4 Evaluation and Results

In order to evaluate our depth of processing theory and test our formulas, we ran
correlations among our weighted formulas, our raw metrics, and a measure that has been
associated with greater influence and contagion at the user level (the golden ratio) as
well as with a measure of emotion content. Emotional content was measured by the
famous Linguistic Inquiry and Word Count (LIWC) engine by calculating the per-
centages of different emotions expressed in the tweets [8]. In Table 2, we show the
Pearson correlations between our formulas and the golden ratio (user level influence),
and in Table 3, we show the Pearson correlations between our variables and the emo-
tional intensity of the tweets, which signals the potential of message contagion potential.

4.1 Correlation with User-Level Influence

Table 2 illustrates the association between the raw metrics, our formulas, and the
golden ratio. The white cells reflect the Pearson correlation for the initial 500 dataset,
and the grey-shaded cells reflect the Pearson correlations for the expanded 4,122
dataset. As illustrated in Table 2, the golden ratio has a significant association in the
500 dataset with quotes and replies but not with likes or retweets. Interestingly, all three
of our formulas show a significant association with the golden ratio, validating our
basic theory that synergizing all raw metrics and weighting them according to depth of
processing confers value. In the expanded 4,122 tweet dataset, the favorite, retweet,
and reply metrics all correlate with the golden ratio, but replies are much more pre-
dictive than likes and retweets—again validating our belief that responses are indicative
of a comparatively greater depth of processing. Furthermore, replicating the same basic
patterns from the initial dataset in the expanded dataset confirms that all of the formulas
predict the golden ratio. Moreover, the formulas are a stronger predictor than merely
examining likes and retweets, which are common metrics examined in the context of
viral and contagious content.

Finally, in our examination and comparison of the three formulas, we concluded
that one of the formulas is consistently a stronger predictor than the other two based on
having higher Pearson correlation values. Specifically, formula W_1246 has stronger
correlations than formulas W_1244 and W_1234, suggesting that an exponential
weighting schema that has replies as exponentially (versus linearly) higher in weighting
than quotes, retweets, and likes respectively is a better predictor of user-level influence
than linear weighting schemas that merely increase the multiplication number by one
for each increase in the level of response.
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4.2 Correlation with Emotions

To further validate our approach in another domain associated with message contagion,
we examine associations between our raw metric variables, formula values and emotion
intensity metrics. Emotional content is associated with contagion [9–11], and multiple
studies have demonstrated that emotional content has unique viral properties [12–14].
Emotional content is also associated with higher depth of processing [15]. Accordingly,
higher emotional content should be associated with greater depth of processing—and as
our formulas are designed to reflect depth of processing on social media, our formulas
should also be associated with the level of the emotional content. To test this, we used
LIWC. Then, we conducted correlations between our raw metrics, formulas, and the
affective metrics from LIWC (positive emotion [posemo], negative emotion [negemo],
anxiety, anger, sadness). Results are in accordance with our theory because our for-
mulas are better at predicting emotion than raw metrics, and they combine all metrics
into one variable.

Table 2. Correlations among Twitter follower, friends, the golden ratio variable, and raw mes-
sage metrics (e.g., favorite counts) vs. our weighted variables for the initial dataset of 500 tweets
(coded as the white cells) and the expanded dataset of 4,122 (coded as the grey cells).

GR Fav RT Qt Rep W_1234 W_1244 W_1246 

GR - 0.071 0.033 .408* .764* .113* .113* .140* 

Fav .053** - .978* .139* .484* .995* .995* .993* 

RT .032* .962** - .149* .447* .989* .989* .986* 

Qt -.001 .165** .180** - .498* .177* .178* .193* 

Rep .327** .425** .363** -.001 - .530* .530* .557* 

W_1234 .087** .989** .975** .205** .515** - 1.000* .999* 

W_1244 .087** .989** .975** .205** .515** 1.000** - .999* 

W_1246 .106** .981** .964** .219** .563** .998** .998** -
 Note: * = p<.01, ** = p<.001

Table 3. Correlations among Twitter favorites, retweets, quoted tweets, and replies in the 4,100
tweet dataset and emotion variables, as depicted by LIWC.

Fav RT Qt Rep W_1234 W_1244 W_1246

Posemo .028t .024 −.009 .066** .034* .034* .037*
Negemo .027t .022 −.010 .034* .028t .028t .029t
Anxiety .001 .003 −.004 .017 .004 .004 .005
Anger .038* .037* −.007 .009 .037* .037* .036*
Sadness −.002 −.007 −.003 .009 −.001 −.001 .000

Note: * = p < .01, ** = p < .001
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5 Discussion

The purpose of this paper was to discover an effective method for predicting depth of
processing and, by extension, an estimated likelihood of offline behavior. We pursued
this goal by testing three formulas’ abilities to predict the golden mean at a significant
level. All three formulas performed at a significant level, and we identified the formula
that functioned the best for this task, which turned out to be the one involving the most
exponential amount of weighting among the levels of effort involved in reacting to
Twitter messages. We used the golden ratio as the test for the formulas because it is a
measure that indicates influence that is independent of the measures we used. The
golden ratio also allows us to examine the link between message level impact and user
level influence. Users who participate in online Twitter conversations on events of
significance are more likely to develop a twitter following if there messages are
impactful and impactful and emotional messages are more likely to be processed at
greater depth.

This study makes a significant contribution in several ways. It adopts an innovative
approach to predicting offline behavior by utilizing an information processing strategy,
specifically, depth of processing. In doing so, the study provides empirical data sup-
porting the position that there are vast differences in the extent of processing that occurs
between simplistic Twitter responses (e.g., favoriting a tweet, retweeting a tweet) and
Twitter responses that involve writing original content in some way, whether that
content accompanies a quoted tweet or is a reply tweet. This study is significant in its
testing of the influence each type of Twitter response has on depth of processing by
exploring the extent to which three formulae predicted the golden mean. The study’s
results provide further validation to the significance of the generation effect in
influencing depth of processing based on the relatively heavier weighting of tweets
involving original content generation. And finally, the method of this study can be
helpful to others who confront the problem of having quoted tweets and reply tweets in
a dataset without the originating tweets that inspired them.

The favoriting action occurred substantially more often than the quoted tweets, and
quoted tweets vastly outnumbered replies in the dataset. This uneven distribution
supports our assignment of heavier weights to responses that require a greater amount
of work. The uneven distribution also supports conventional power laws in which a
small number of people perform most of the work, sometimes referred to as the 80/20
rule in which 20% of users perform 80% of the work [16]. In pure power laws, the
jump between the first and second position is substantially larger than the jump
between the second and third position and so forth [16].

With consideration to the inverse of the formulas tested in this paper, influencers
have earned their following through the ability to inspire their followers to engage with
their content. In this paper, we found a significant correlation between depth of pro-
cessing and influencers, who were identified through their golden ratio of having a
significant number of followers despite not following many people comparatively. This
study offers general validation to communication strategies that integrate influencers as
effective message sources.
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6 Conclusions and Future Work

The purpose of this paper was to discover an effective method for predicting depth of
processing on social media and, by extension, an estimated likelihood of offline behavior.
We pursued this goal by testing three formulas’ abilities to predict the golden mean at a
significant level. All three formulas performed at a significant level, and we identified the
formula that functioned the best for this task, which turned out to be the one involving the
most exponential amount of weighting among the levels of effort involved in reacting to
Twitter messages. We used the golden mean as the test for the formulas because it is a
measure that indicates influence that is independent of the measures we used. To
strengthen the internal validity of this research, a study could run the formulas in the
context of a random group of users who are not united by tweeting about the same event.

Future research can explore the hidden audience that reads tweets but does not even
favorite them. Although the data from this study suggests that the audience that does not
even favorite a tweet has the least amount of processing, we expect that other reasons
also exist and that this is a heterogenous group. Specifically, we believe some might not
leave a mark because they don’t like the tweet and do not want to be confrontational by
posting a reply or quoted tweet, whereas others might engage in a deep level of pro-
cessing but desire anonymity for social reasons, professional reasons, or both categories.

Other future research can consider other factors that influence the level of pro-
cessing information receives. For example, highly emotional material, regardless of
valence, receives greater depth of processing and is recalled more easily [15].
Accordingly, emotional content has a greater capacity for influencing our behavior.
Depth of processing has also been found to be strongly impacted by repetition. When
individuals readily attend to material, repetition greatly improves learning, thus indi-
cating a greater depth of processing [17]. Repeated exposures can even promote
learning when individuals are disengaged [18]. Accordingly, information encountered
repeatedly on social media has a greater capacity to influence behavior. Thus, the
strongest equation in this study can be expanded to incorporate additional measures.

Next steps also include the use of machine learning to determine the optimum
weighting formula to best predict message level influence. By working with industry
partners or conducting mixed method experiments that combine online and offline
behavior, we can construct a dataset to assess the association between online behavior
(or its absence in hidden audiences) and offline behavior. We can use a data driven and
machine-learning approach to determine the optimal weights for our algorithm to
incorporate the full range of social media response behaviors to detect message con-
tagion. Ideally this algorithm would be flexible enough to function as a test of encoding
and learning in an online environment.

Also, future research is needed to test the formulas’ prediction of a new kind of
influencer, known as a nanoinfluencer [19]. Nanoinfluencers have the golden Twitter
ratio on a small scale—they have no more than 5,000 followers and typically are highly
specialized in a niche area. Testing the formulas used in this paper can help communi-
cation strategists assess how nanoinfluencers compare to major influencers with regard to
the depth of processing scores they achieve, controlling for the number of followers each
type of influencer has.
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In addition, this work can be extended into a corporate context by assessing the
strength of ties that exist between companies and the people who follow them on social
media. By collecting longitudinal data, researchers can analyze changes in depth of
processing over time as a measure of a company’s communications function.
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Abstract. The goal of this research is to develop a novel tool that can aid social
science researchers in inferring emotional trends over large-scale cultural
stressors. We demonstrate the usefulness of the tool in describing the emotional
timeline of a major crisis event – the 2017 Charlottesville protests. The tool
facilitates understanding of how large-scale cultural stressors yield changes in
emotional responses. The timeline tool describes the modulation of emotional
intensity with respect to how the Charlottesville event unfolded on Twitter. We
have developed multiple features associated with the tool that tailor the pre-
sentation of the data, including the ability to focus on single or multiple emo-
tions (e.g., anger and anxiety) and also delineate the timeline based on events
that precede crises events, in this case, the Charlottesville protests. By doing so,
we can begin to identify potential antecedents to various protest phenomena and
their accompanying emotional responses.

Keywords: Emotion analysis � Natural language processing � Crisis events �
Interactive tools � Social media analysis

1 Motivation

Communication about large-scale social events has primarily shifted to social media in
recent years [1]. Concomitantly, content from traditional media platforms such as news
outlets is guided by perspectives that are detached from actual events [2]. Social media,
on the other hand, can be used to disseminate information as an event unfolds. Indi-
viduals witnessing events firsthand can post content as events change and evolve. As a
result, local events can rapidly grow to become the national or international socio-
cultural issues that involve individuals who otherwise would not have been emotionally
involved [3].

An example of a local event that entered the national consciousness due to social
media was the 2017 Charlottesville protest that occurred in Virginia, USA. Despite an
abundance of news coverage, it remains unclear how specific emotions changed and
unfolded over the course of this protest event. In addition, we know very little about
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how information influences people’s emotional experience over the course of a long-
term dynamic series of related events, such as those that characterize the Charlottesville
protests.

Understanding how information modifies emotions expressed over the course of
many months is critical for elucidating the role of emotions in dynamic large-scale
cultural events. Emotions have been shown to engender certain actions tendencies; for
example, anger can increase activism [4] and sadness can increase donations [5],
suggesting that emotion may be critical for catalyzing social movements. Accordingly,
case study research on emotion responses on social media is critical for building theory
on emotionally influenced actions, enhancing the ability to predict emotional responses
to various types of situations and to contribute to professionals’ ability to develop
public responses to emotionally salient and meaningful events.

Our goal is to build and elucidate the emotional timelines of crises events that
encompass longer timescales, spanning not only weeks but months ahead of the crisis
event to understand how large-scale cultural stressors yield changes in emotional
responding. To situate our methodological approach, we selected an event of national
and international significance that involved a large time range of social media activity
and intense emotional responses from individuals on social media. Listed below are the
main contributions of this study:

1. We make available a large corpus of approximately 8 million tweets relating to the
Charlottesville event from February to October 2017, as well as the real-world event
details that preceded and followed the Charlottesville protest.

2. We make available an interactive visualization tool using RShiny with a simple web
interface that can be adapted to different crisis events and timelines. This tool can
aggregate, normalize, and plot the changes in emotion for the timeline of the protest
event. In this paper, we showcase five emotions for the purpose of analysis: anger,
anxiety, sadness, positive emotion, and negative emotion.

3. We describe our approach through sample analyses and present critical inferences
from the Charlottesville protest emotion timeline.

Our interactive visualization tool allows us to make inferences and describe the
modulation of emotional intensity with respect to the crisis event. This tool can be used
to describe factors and mechanisms that may cause events to yield different emotional
responses. In the next section of this paper, we explain our contributions in the context
of prior work.

2 Related Work

The creation of the emotional timeline tool is an interdisciplinary effort; as such, we
draw upon literature pertinent to emotion analysis from natural language text and the
design of visualization tools to aid in the analysis of large-scale heterogeneous data.
We describe related work in both areas in the sections below.
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2.1 Emotion Analysis from Social Media Text

There is a great body of work from psychology that theorizes about emotions [6, 7]. For
instance, Ekman [6] identified the six basic emotions as anger, disgust, fear, happiness,
sadness, and surprise. Prior research in automated analysis of emotions has focused on
training machine-learning classifiers that automatically discover the emotions in tweets.
EmoTex [8] applies supervised learning methods to detect emotions. Recently,
researchers in the natural language processing community [9, 10] have introduced
shared tasks of detecting the intensity of emotion felt by the producer of a social media
message. State-of-the-art systems in these shared tasks [11, 12] use approaches of
different ensemble models and applied feature vectors, including word embeddings,
semantic characteristics, and syntactic features to represent text. The current approa-
ches towards automated detection of emotions in text rely heavily on advances in
neural networks, specifically recurrent neural networks and convolutional neural net-
works to accurately predict emotions, in not only English but also other languages
[13, 14]. However, neural networks do not facilitate interpretable results, which tra-
ditional, bag-of-words approaches offer. Accordingly, we use a traditional dictionary-
based approach to automatically label emotions in social media messages.

2.2 Visualization Tools for Analysis of Timeline Data

Emotion analysis can be an insightful way to understand people’s reactions to major
events, such as how emotions spread during the course of 9/11 and Hurricane Katrina
[15, 16]. Digital media has ushered in the age of mass amateurization in which anyone
can be a writer, publisher, and photographer [17]. Rather than a traditional one-to-many
model of communication, digital media foster an environment of many-to-many dia-
logue [17]. The many-to-many dialogue can, however, create challenges when analysts
and researchers are trying to distill overall messages and topic trends.

Researchers have focused on combining visualization and automated analytical
approaches to improve the ability to approach timeline data with sophisticated analysis
techniques and conduct particularly high-level and complex tasks. For example, in the
medical field, scientists have focused on enhancing the understanding of qualitative and
quantitative data through a timeline visualization in the context of patients with pul-
monary embolism [18]. Urban studies researchers have used timeline-based visual
analytics to explore data and develop pattern interpretations to guide the development
of smart cities [19].

Time is one of the most important properties of emotional trend analysis. The state-
of-the-art approaches in natural language processing of emotions from social media text
and their analysis [20] lay the important groundwork in extraction of emotion, but
presenting this data in an accessible form that allows users to draw individual con-
clusions and observations is difficult. Timeline analysis has been used with visual-
ization tools to demonstrate the effectiveness of achieving various tasks related to
temporal sentiment and affective analysis of tweets [21]. Early work in this area probed
highly significant events in our history, namely 9/11, to examine how emotions
changed in response to specific incidents that occurred on that day [15]. These
researchers examined language content in pager texts to evaluate emotional trends over
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time [15]. Another prior work developed an interactive analytic tool to support multi-
dimensional emotion analysis from social media text to automatically detect an indi-
vidual’s emotions expressed at different times and summarize those emotions to reveal
their emotional style. The disadvantage of this tool is that it is limited to only one
person [22]. Taking into account a larger number of people can aid in understanding
the emotional dynamics that give rise to social and political movements, as well as
large scale reactions to crisis events [20].

3 Method

The goal of the present paper is to present a tool that meets the following key
objectives: Objective (1) present large amounts of data in an organized and meaningful
fashion that facilitates the observation of data trends of emotions; Objective (2) allow
the user to tailor the presentation of that data based on their needs or preferences;
Objective (3) organize the presentation of the data as a function of time to enable
examination of unfolding of dynamic events; Objective (4) be potentially modifiable to
present a variety of text features.

3.1 Data Collection

To achieve key Objective 1, we identified a significant emotional event that unfolded
over a long period of time: the 2017 Charlottesville protest. The 2017 Charlottesville
protest was a local event that entered the national consciousness due to social media. In
Charlottesville, Virginia, white nationalists and counter-protestors clashed violently
following the decision to remove a Robert E. Lee statue, placing a national focus on
white supremacy and creating a backlash that heavily condemned racism and hate
[23, 24]. Despite an abundance of news coverage, it remained unclear how specific
emotions changed and unfolded over the course of Charlottesville.

To obtain a comprehensive database of tweets relating to the Charlottesville protest,
we synthesized *8 million tweets that contained at least one of the keywords or
hashtags shown in Fig. 1. We used 2 conditions to pull the data. Condition 1 is a
combination of two sets of words that must be combined to identify a relevant tweet.
For Condition 2, the tweets should match one of the words in that set.

We obtained the data using the Twitter GNIP Historical PowerTrack API [25].
After the process of filtering duplicates, our final dataset consisted of 807,954 tweets
that were posted between February 7 and October 11, 2017, from 335,183 unique
Twitter IDs. We extracted the text of the tweet, the timestamp it was posted on, and the
information of the user who made the tweet from this resulting data for further pre-
processing. In the text of the tweet, we replaced all instances of URLs, numbers,
hashtags, and user mentions with <url>, <number>, <hashtag>, and <user>
respectively. We also ignored the occurrence of emojis in tweets for the present work,
in keeping with our focus on language analysis. We plan to include emoji analysis as
part of our future work.
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3.2 Automated Analysis of Emotion

The Linguistics Inquiry and Word Count (LIWC) tool is a widely used and validated
software for identifying text associated with themes and thought processes, feelings,
personality, and motivation [26]. While we present a focus on emotional content in this
article, in accordance with Objective 4, the tool can easily be modified to present other
LIWC features of interest, enabling a broader range of social and psychological insights.

Using the pre-processed text data, we used the LIWC [26] tool to compute the
proportion of words in each tweet that relate to (a) sadness (e.g., crying, grief),
(b) anxiety (e.g., worried, fearful), (c) anger (e.g., hate, kill, annoyed), and the higher
level emotional categories of (d) affect (e.g., happy, cried), (e) positive emotion (e.g.,
love, nice, sweet), and (f) negative emotion (e.g., hurt, ugly, nasty). The output of
LIWC is a numeric integer that measures the presence of each emotion (or feature) in
the text. We then aggregate the individually computed emotion values for tweets posted
per minute. Doing this makes the data less computationally expensive for future
operations of visualization and interactive options in the tool. This process also
smoothens the distribution of data by reducing the fluctuations of individual emotion
over the range of 0 to 60 s. In addition, for displaying the entire timeline from February
7 to October 11, 2017, we aggregate the emotions per tweets posted in 15-minute
intervals. This process gives us the timeline data per minute and per fifteen minute
intervals for all six emotions (listed above) in our analysis.

3.3 Tool Implementation and Design

We developed the tool using dygraphs, RShiny, and deployed it on the Shiny appli-
cation server. RShiny is a web framework for building web applications using R
programming language. Shiny helps us to turn our analysis into an interactive web
application running HTML, CSS, and Javascript. We used dygraphs to explore and
interpret dense datasets, which is the aggregated emotion values in our case. The tool is
available to the research community at the following link: https://proudme.shinyapps.
io/emotion/. The tool was designed and implemented with our key Objectives 1–4 as

Fig. 1. List of hashtags and keywords used to collect our data corpus for Charlottesville protest
event. The hashtags were split into two Conditions. In Condition 1, there are two sets of
keywords and hashtags and the search criteria is that the tweet should match at least one item
from each set. Condition 2 is a set of keywords, where the search criteria is to match at least one
item from the set.
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guiding principles. We describe the tool next and also describe how the design fulfills
our key objectives.

4 EmoVis – Emotional Trends Visualization Tool

In this section, we describe the tool we developed and its features. Figure 2 shows a
screenshot of the tool with annotations for key features (a–f), explained below.

(a) Main Window: The main window is the central part of the tool where the user can
interact with the data. It displays the trends of emotions that are selected and
displayed for the chosen time range. In the current screenshot (Fig. 2a), the rate of
anger and sadness emotions is displayed along with the tweet count over our
entire data collection period on the x-axis (Feb–Oct 2017). On the right y-axis is
the tweet count for each time point, ranging from 0 to 100,000. On the left y-axis
are the values of the anger and sadness emotions, ranging from 0 to 5. Hovering
over the graph and the timelines allows the user to see the actual values of each
point on the graph. Under the x-axis is a smaller graph showing the number of
tweets per day, which is also interactive and can be used to select the date range.
For example, sliding the bars on either end of the bottom graph inward will
narrow the time range, while sliding them outward will widen the time range. The
bottom snapshot also allows us to view the data in its entirety. Based on this view,
we can easily see that the number of tweets remain relatively even throughout the
collection period, with a substantive increase (seen as a hump) in August.

(b) Options Window: The options window allows users to customize their options for
the displayed graph. The Information Displayed by Day and Information Dis-
played by Month options allow the user to either focus on a particular day or on a
particular month respectively. These options can be used to answer questions such
as “Are the trends of emotions in the month of February different from those in
March?” and “Do the trends of emotions differ depending upon the day of the
week when people are tweeting?” Another option that is supported is the ability to
add one’s own plot title using the Input Plot Title function. This allows the user to
create a title in the main window graph for purposes such as taking a screenshot
for further use. The next option available is the ability to Add Event Annotations,
Select LIWC Emotion Dimension, and select Normalization Technique (explained
in detail in parts d, e and f below).

(c) Multiple Tabs: The multiple tabs allow the user to navigate easily between the
complete timeframe of data collection (Feb–Oct 2017) and an event-specific time
window (Objective 3). In this instance, the event-specific time window is August,
in which the largest Charlottesville protest occurred. This feature allows
researchers to conduct a more focused exploration of the Twitter activity that
occurred surrounding the Charlottesville protest (Objective 2).

(d) Options for Normalization Technique: We have 4 normalization technique
options for tailoring the data presentation in the tool (Objective 3). The data
presented in the tool is averaged by intensity or amplified by intensity (respec-
tively dividing or multiplying the feature integer with the tweet count/word
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count). Accordingly, there are 4 presentation options: (1) Average by Tweet
Count, (2) Average by Word Count, (3) Amplify by Tweet Count, or (4) Amplify
by Word Count.

(e) Options for Emotion Dimensions: Users have the option to select up to 6 emotions
from the list: (Sadness, Anxiety, Angry, Affect, Positive Emotion, and Negative
Emotion).

Fig. 2. Screenshots of the EmoVis tool and its various functions: (a) shows the main window
where the timeline trends are displayed; (b) shows the Options window where the user can select
various options to update the display in the main window; (c) shows the two tabs, one of which
displays the time range of the analysis during the entire data collection period (Feb–Oct 2017)
and one of which solely focuses on August to obtain depth; (d and e) show the options that are
available for normalization techniques and emotion dimensions respectively; (f) shows the
annotations of offline events that can be placed on the timeline to better situate the emotion
trends.
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(f) Annotations Descriptions: The event annotations allow the user to contextualize
the Twitter activity and emotion intensity with respect to specific events that
occurred surrounding and leading up to the Charlottesville protest (Objective 3).
In Fig. 2f, three events occurred at different times during the day on August 8,
2017 (as shown in the column exactTime). We also include a short label and a
textual description of the event to better situate any changes in emotion due to
events that occur offline.

Having discussed the functions present in the tool in this section, in the next section
we illustrate the utility of the tool by making inferences that would otherwise have been
difficult to make in the absence of the tool.

5 Discussion

We describe the utility of the tool via three illustrative examples. Through each
example, we show inferences that are made possible when viewing the data through the
tool that would have been difficult to make in the absence of the EmoVis tool.

Example 1: Figure 3 illustrates how the presence of Negative Emotion and Anger
evolves with respect to Tweet Count on August 12 and 13, the day of and the day after
the protest. We show event annotations on the timelines, starting with 6 and leading
through event 17. As shown in Fig. 2f, event 6 is the event indicating that White
Nationalist and counter protestors arrived at the site of the protests in Charlottesville.
We can also see how the Negative Emotion and Anger levels increased over time
during the day, along with the tweet count. While Negative Emotion and Anger show
similar patterns, Negative Emotion is higher than Anger. This snapshot of the timeline
in August reflected the immediate and profound role social media has in disseminating
information on a large socio-cultural scale. As the Unite the Right rally began,
occurred, and resulted in violent deaths, tweet count soared alongside negative emo-
tion. Emotion, especially, anger, remained high while tweet count slowly fell in the
days after the event.

Example 2: As seen in Fig. 2a, throughout the overall timeline from February to
October, anger continually grows alongside the tweet count. Interestingly the tool
allowed us to see that at the onset of the timeline, there was an emotional lag such that
emotions peaked 2 or 3 days after early critical events. As early key events and decision
points occurred, and small-scale local reactions began to occur, the emotional lag
shortened and emotions peaked 1 or 2 days after the key events that preceded the
protest. Once the protest occurred and the event reached national prominence, the
emotion lag disappeared, and emotion peaks were more immediate. This emotional lag
behavior that we could discover using the tool allows us to hypothesize that the degree
of emotional lag can be modeled to predict when emerging events might reach the
emotional mass needed to catalyze larger scale movements or national media attention.

Example 3: In Fig. 2a, we also observe that the tool allowed us to infer that more
distinct peaks occurred in the months more closely preceding August largely due to the
high-profile nature of the events (e.g., there was ample media attention), resulting in
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widespread emotional reactions. The events that garnered more media coverage and
national presence displayed higher levels of negative emotion from higher tweet counts
than localized events.

6 Conclusion and Future Work

In this paper, we have presented a visual analytics tool that we have named EmoVis,
which helps users conduct multidimensional emotional analysis of text. EmoVis
automatically analyzes the social media messages related to a social event by inferring
the emotional content in the tweet text over discrete time frames. It then visually
summarizes the complex emotion analysis results in a timeline-based tool. In addition,
EmoVis allows a user to interact with the timelines to further investigate the distri-
bution of each emotion across multiple events happening over the event timeline.

While the current functionality supports a wide range of analysis options, several
avenues of improvement suggest themselves. As part of our future work, we plan to
develop the EmoVis tool by integrating real-time data. Achieving this functionality can
help facilitate the analysis of events as they evolve in the offline world. In addition, in
the present version of the tool, we have leveraged the widely accepted LIWC software
in extracting the emotion values associated with the text. We are exploring other
methods that could augment the LIWC dimensions. Another area of improvement
would be the addition of the social network of users in the tool. This information could
be used in addition to the emotion timelines to make inferences that include, for
example, the amount of influence users have and the corresponding weight that could

Fig. 3. Screenshots of the EmoVis tool show trends of Negative Emotion and Anger, along with
Tweet Count during the Charlottesville protest. We focus on the protest and counter-protest that
took place on August 12, 2017, the events leading up to it, and what followed after. Boxes with
numbers in one graph (e.g., 6, 7, 8) indicate offline events that took place during that time.
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be assigned to emotions in a given moment based on their influence. This measure can
help in understanding the users that have the ability to emotionally influence others.
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Abstract. A common approach, adopted by most current research, represents
users of a social media platform as nodes in a network, connected by various
types of links indicating the different kinds of inter-user relationships and
interactions. However, social media dynamics and the observed behavioral
phenomena do not conform to this user-node-centric view, partly because it
ignores the behavioral impact of connected user collectives. GitHub is unique in
the social media setting in this respect: it is organized into “repositories”, which
along with the users who contribute to them, form highly-interactive task-
oriented “social collectives”. In this paper, we recast our understanding of all
social media as a landscape of collectives, or “convos”: sets of users connected
by a common interest in an (possibly evolving) information artifact, such as a
repository in GitHub, a subreddit in Reddit or a group of hashtags in Twitter.
We describe a computational approach to classifying convos at different stages
of their “lifespan” into distinct collective behavioral classes. We then train a
Multi-layer Perceptron (MLP) to learn transition probabilities between behav-
ioral classes to predict, with high-degree of accuracy, future behavior and
activity levels of these convos.

Keywords: Socio-behavioral computing � Social media �
Information diffusion � Simulation

1 Introduction

A common view of social media (Twitter, Facebook, Reddit, GitHub, etc.) is that of a
network of independent participants and the information that flows between them.
Typically, users in this network are viewed as nodes, connected by various types of
temporary and semi-permanent links that include group membership, friendship, fol-
lowership, and similar links. Information travels though these links, allowing users to
broadcast messages to their connections and to comment on and re-broadcast messages
received from others. Most research on social media analytics assumes this view, which
lends itself to formal analytics using graph and information propagation theories.

In reality, this user-node-centric view of social behavior is not sufficient. The
behavioral impact of connected user collectives, which we shall call “convos”, which
often act like hybrid organisms, makes it difficult to view individual users as indepen-
dent agents. It is our hypothesis that the collective-centric representation can adequately
capture a collective’s social dynamics, which is an important factor in predictions of
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future behavior, including such phenomena as information cascades. To test our
hypothesis, we define a convo as a set of users connected by a common interest in an
(possibly evolving) information artifact. A convo is part conversation and part task-
oriented collaboration, and its character varies across social media types and subject
matter. In GitHub, the convos form around the repositories; in Reddit, they arise in
subreddits where topics of interest to the group are discussed; in Twitter, convos are
circumscribed by groups of hashtags, or just by a message that continues to be
retweeted. We should note that convos are by their nature transient phenomena, different
than communities (which are defined by connectivity) and interest groups (which are
defined by topics); convos transcend both and are more readily compared to conver-
sations, gatherings/movements, or task-oriented groups.

Social behavior in a convo is exhibited by how much its various participants control
the direction of the ongoing interaction, how much they are involved in the activities,
and how they relate to each other. Convos are highly distributed; the participants are
not always present, they do not necessarily know one another, and they may be
involved in multiple convos at the same time. In a convo, however, everyone can
“hear” everyone else, just like in a real conversation. In a convo-based representation,
information spread, by definition, is confined to a convo and is equivalent to its growth
or decay. Since convos are group interactions, they also exhibit collective behaviors,
such as sociability, cohesion, task focus, etc. [1] that give us better insight into the
convo’s future: will it grow or shrink, and how fast.

Our objective is to identify a convo’s behavioral indicators and related observable
features that allow for an accurate characterization of its internal workings and evo-
lution over time, in terms of activity levels. Our approach is built around a general
hypothesis that current or past collective behavior of the convo’s participants, including
members and visitors, has a measurable impact on its future activity levels. Our goals
are twofold:

1. Given a set of features that describe a convo’s activities within an observation
interval (e.g., a week or a month), we wish to classify the resulting convo-slices
(i.e., the week-long or month-long snapshots of events and users) into a number of
distinctive classes within a multi-dimensional feature space. Such classes, or
clusters, can be identified by computing separable densely populated regions where
many data points (convo-slices) converge within close proximity of each other. One
characteristic of interest is the convo’s potential for popularity and activity changes
(growth, decline, steady) in the next interval; however, the actual time is not a factor
in our analysis, and we consider the convo’s behavioral characteristics more
broadly, as is explained in detail below.

2. Once the convo-slices are classified, we use a Multi-Layer Perceptron (MLP) to
learn the probability of a convo transitioning from one class to another within a
future time interval. In the first instantiation of this method, we trained an MLP that
can predict the correct state transition for the immediately following time interval
with 77% accuracy.

In this paper, we focus our experiments primarily on convos in GitHub (reposi-
tories) where the common artifact (the repository) is clearly defined, and where most
user interactions are conducted by directly manipulating the repository. In a recent
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U.S. Government evaluation, we demonstrated that a collective-centric representation
of GitHub can lead to highly accurate predictions of future activities, including
occurrence of information cascades. In the following section, we discuss the features
currently considered in repository classification and explain the rationale behind them.
We then briefly describe how this phenomenon can also be observed in Twitter and
Reddit.

2 Motivation

We are exploring a hypothesis that a repository in GitHub is a form of collaborative
task-oriented interaction, and thus may display similar socio-behavioral characteristics
as other collaborative settings. In particular, social behaviors such as topic control,
involvement, influence, etc. [1] can be observed from the communications between the
users. In GitHub, most communications occur through a limited set of commands,
called “events” that users post to request changes, make contributions, raise issues, etc.
[2], which is nonetheless rich enough to convey key behavioral indicators, such as new
topic introduction, subsequent mentions, disagreement, etc., and to a lesser degree,
sentiment. We further ask: how does the repository’s socio-behavioral structure inform
and predict this repository’s success as measured by an increased level of activity and
outside interest? For example, other studies [3] showed that a more equitable collab-
oration leads to more successful outcomes in task-oriented groups. Can a similar effect
be observed in GitHub?

We performed a series of preliminary investigations to verify if the above corre-
lation might hold in GitHub repositories. To do so, we selected a random subset of
public repositories that experienced a substantial (at least 20%) growth in either activity
(number of events per time unit) or popularity (number of users) over a period of 2 to 3
months anytime within a 2-year span (2015–2016). We observed two types of change:
(1) spikes, generally short-lived increases in popularity and/or activity spanning no
more than a single month after which the repository returns to its “regular” activity
level; and (2) shifts, more sustained increases (or decreases) where the new level of
activity and popularity is maintained over at least 2 months. In both cases, certain
regularities in the repository’s users’ collective behavior were noted: these included an
influx of new users, and a significant diversification of activities among the repository’s
core users (members). More sustained shifts occurred when the new users stayed with
the repository becoming steady contributors.

The above consideration, also signaled in our earlier paper [2], led to the initial
conceptualization of the convo phenomenon. If GitHub is like any other social media,
as we argued, would the convos exist in these media as well? In some cases, the answer
is pretty straightforward: in Reddit, a sub-reddit consisting of posts, each with its own
set of comments, naturally forms a convo. In Twitter, convos form around hashtags, or
frequently co-occurring groups of hashtags. In both cases, the interaction is mostly
verbal, and the language is not constrained; the information artifact, unlike the GitHub
repository, is highly distributed: a sum of the original posts and the various comments
attached to them.
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3 Related Work

The approach presented here draws on sociolinguistic analysis of group interactions,
particularly [1], [4] and [5] that exploited language features to model social dynamics
in a group. This included identifying leaders, influencers, powerful players, as well as
estimating group cohesion. Further research stemming from this line of work, [3]
demonstrated that groups displaying a certain balance of social behavior, for example,
power equitability, tend to be more successful in tasks than groups with strong,
dominating personalities. Since successful projects tend to attract attention, we stipu-
lated that the collective behavioral makeup may provide a key to solving the puzzle of
“unpredictable cascades” in social networks.

Further relevant work is a series of publications by Hofman and others [6–9] that
exploited the notion of influence as a factor in predicting information cascades in social
networks. The overall conclusions from these works was that cascades can only be
predicted with up to about 50% accuracy, and that the most influential people are not
the sources of most cascades. This sobering result has nonetheless revealed the inherent
limitations of these studies. For one, the notion of influence was largely limited to just
one factor, known as network centrality [1] and further confined to the physical con-
nectivity, i.e., discernible “follow” links, but not considering the patterns of informa-
tion flow. Specifically, one can be influential without necessarily being directly
connected to others. This limitation leads to another key issue: actual information
content flow in the network was not considered. Messages were simply seen as sealed
packages that people sent to one another. In our work presented here, we (partly) unseal
these information packages to gain more insight into group social behavior, specifically
topic control behavior [10]. Related GitHub specific work include [11] and [12].

4 Simulating Future Behavior

Our goal is to predict the behavioral trend a convo will take in the near future, based on
its socio-behavioral makeup. We explain this process in detail using GitHub reposi-
tories; the process for other media is analogous.

Using the feature values generated by a repository at time t, we attempt to predict
the behavioral trend that the repository will adopt at time t + 1, where the temporal unit
is selected so that a sufficient amount of activity can be observed in most repositories.
The intuition is to use the known feature-vector at a previous time interval to predict the
class of the unknown feature-vector at a future time interval. Once the class is selected,
we can project the repository’s future behavior based on the mean feature vector for
that class (alternatively, selecting a feature vector from the class probability
distribution).

Fig. 1. Simulation set up.

28 G. Katsios et al.



The test is constructed as shown in Fig. 1; predict each repository’s behavior in a
future interval, given an initial condition immediately preceding the test interval.

4.1 Types of Events

Most activities in GitHub are conducted through a relatively small set of 14 types of
events that are posted by users in appropriate repositories. We further divide these 14
types of events into three disjoint categories; Popularity Events, Collaborative Events
and Contributive Events. The Popularity category contains WatchEvent and ForkEvent.
These are the events by which external users show interest in the repository but make no
contribution to it. The Collaborative category contains IssuesEvent, IssueCom-
mentEvent, CommitCommentEvent, PullRequestReviewComment and GollumEvent.
These are the events by which both external and internal users can communicate various
problems, suggestions, agreements, and disagreements with any aspect of the repository,
including any previously posted events. Finally, the Contributive category contains
PushEvent, PullRequestEvent, CreateEvent, DeleteEvent, MemberEvent, PublicEvent
and ReleaseEvent. These are the events that can be performed almost exclusively by the
repository’s members (except for one variant of the PullRequestEvent) and deliver (or
attempt to deliver) specific changes to the repository’s content.

The reason we perform this separation is based on the observation that many bursts
of activity in a repository are triggered and sustained by Issue and Comment events
performed by GitHub users that are not members of the repository.

In other social media the set of event types is more constrained, and typically
consists of just two types: a posting and a comment. In Twitter a re-tweet simply
forwards the original message, while a quote and a reply may also add new content.
Due to the hierarchical structure of these convos, the original post/tweet is naturally
introducing a new topic (not unlike the GitHub Create command). The subsequent
comments/retweets carry this original topic but also can introduce new topics, thus
giving specific posters a degree of topic control, and consequently influence. This
explicit post-reply branching structure in Twitter and Reddit allows for cost effective
topic tracking in even very large datasets (as a contrast, consider a chatroom conver-
sation where everyone posts into the moving stream of messages).

4.2 Features

Some of the features described in Tables 1, 2 and 3 are simplifications of more detailed
socio-behavioral metrics that require a significant amount of time to compute. For
example, the Top Group GINI feature is computed based on an estimated equitability of
contributions among the users based on the counts of events posted (a rough equivalent
of the involvement metric) rather than content contributions (a topic control metric).
Nonetheless, this approximation allows for rapid (in minutes) testing of our approach
using thousands of repositories.

The feature set is divided in three logical groups, the first containing the event-centric
features, the second the user-centric features and third the topic-centric features. Event-
centric features use statistics collected though all event types and are listed in Table 1,
which contributes 16 values (2 event count variables, and 14 event distribution
percentages).
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To calculate the user-centric features, we define top group as the set of users that
jointly generate 90% of events during time t, while each person generates at least 10%.
This is the set of users whose joint behavior determines the repository’s socio-
behavioral profile at a given time. User-centric features, listed in Table 2, use the
statistics collected through contributive and collaborative events occurring in the
repository at time t. As a result, we construct two sub-sets of values; one sub-set reflects
the contributive behavior, occupying 19 values in the feature-vector, and the other
subset reflects the collaborative behavior, occupying another 19 values.

Topic-centric features are calculated by examining the event log of a repository and
recognize events that form topically related chains e.g., an Issue being raised and then
responded to by others, or a code change requested (PullRequestEvent) that is then
discussed and approved or disallowed. This contributes another 18 values to our feature
set. Thus, concatenating all subsets of features together, each repository-slice
(a repository snapshot at time interval t) will have a feature-vector consisting of 72 values.

Table 1. List of Event-centric features.

Name Explanation

Total Event Count Total number of events recorded in a repository during time t
Event Rate of
Change

Rate of change in the number of events from time t-1 to time t

Total Event
Distribution

The percentage of activity per event type generated inside the repository
at time t. This series of variables captures the nature of activity within a
repo

Table 2. List of User-centric features.

Name Explanation

Top Group Size The number of users that belong to the top group at time t. This
value corresponds most directly to the level of activity in a repo

Out of Top Group Size The number of people that generate events for the repository at
time t but are not members of the top group. This is the set of
potential top group members that may predict a future growth

Top Group Size
Difference

The difference in the number of new users in top group from time
t-1 to time t

Top Group Event
Count

Number of events by the members of the top group at time
t. Correlates with involvement distribution among the top users

Top Group Mean
Events

Average number of events by the top group users at time t

Top Group Stdev
Events

Standard deviation of the number of events by top group at t

Top Group Event Rate
of Change

Rate of change in the number of events made by the top group
from time t-1 to time t. This may reflect change to the group size or
an increased workload

(continued)
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Convo-Slice Vector Construction. For each convo-slice (in GitHub, a repository
snapshot at time t) we calculate the vector containing the features listed above, if the
convo-slice has a sufficient number of events in any of the time intervals under con-
sideration, and more than one member. This threshold is adjusted dynamically but we
generally require that the top group members contribute on average at least 3 distinct
events.

4.3 Clustering

Clustering can help us determine the number of behavioral trends within the training
data and the distribution of the rates by which repositories change from time t to t + 1.
After we have performed feature extraction from the training data, we attempt to group
similar time-repository vectors into clusters.

We first apply Principal Component Analysis (PCA) dimensionality reduction [13],
reducing the vectors dimensions from 72 to 5. Then, we apply Hierarchical Density
Based Spatial Clustering of Applications with Noise (HDBSCAN) [14]. This algorithm

Table 2. (continued)

Name Explanation

Top Group Size Rate of
Change

Rate of change in the size of the top group from time t-1 to time
t. This is a companion variable to the above

Top Group GINI The GINI coefficient of the distribution of events generated by the
top group at t. A measure of equitability of involvement

Top-10 User Event
Distribution

The percentage of events that the top-10 members of the top group
have generated at time t

Table 3. List of Topic-centric features.

Name Explanation

Number of Topics Total number of topics within time t. A topic is defined as any
sequence of events of length 2 or more that share the same service
assigned id. Equivalent to local topics in conversation

Number of Topics (L2) Number of topics which have at least 2 comments. These are
topics of minimum length of 3 or 4 (open, 2+ comments, close)

Number of Topics (U2) Number of topics which have at least 2 different commenters.
Corresponds to the citation measure in [1]

Topic Length Maximum topic length within time t
Topic Followers Maximum number of users posting comments on a topic
Topics Created Number of topics created within the time t
Topics Closed Number of topics closed within the time t
Number of Users Total number of users involved in all topics
Top-10 Topic Control
Distribution

The topic control distribution among the top-10 members of the
repository at time t. Equivalent to the socio-behavioral measure of
Topic Control [1]
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looks for densely packed observations and makes no assumption about the number or
the shape of the clusters. Additionally, this clustering algorithm marks observations
that lie in low-density regions as outliers.

Behavioral Trends. Using the clusters found by HDBSCAN, we can identify the
various behavioral trends that exist in our training data. Each behavioral trend consists
of the ‘average’ statistics generated by using the feature-vectors within the cluster, such
as mean number of events, mean top group size, mean rates of change, etc. Some
features, such as the Total Event Distribution, Top-10 User Event Distribution or the
Top-10 Topic Control Distribution cannot be summarized as averages across vectors.
In these cases, we calculate the individual mixture distributions by assuming each
feature represents a generalized Bernoulli distribution [15] and [16].

4.4 Training Set for Machine Learning

The main goal of this module is to use the known feature-vector at the previous time
stamp to predict the class of the unknown feature-vector at their next time stamp. The
assumption is that the evolution of repositories from time t to t + 1 can be projected
based on the evolution patterns observed in the past. In order to achieve this, we
represent the evolution pattern in the training data by assigning labels representative of
the convo’s next time interval to each current convo-slice.

After clustering, let’s consider each cluster to be a class (C1;C2; . . .;CK). Then, all
feature-vectors in cluster 1 will be assigned class C1, etc. We construct the input to the
learning algorithm as follows: For feature-vector vi, with time t-1, we retrieve v0i with
time t. Let v0i belong to some class Cp. Then, we construct an instance of training data
such that: x ¼ vi and y ¼ Cp.

Classifier: Multi-layer Perceptron. The machine learning algorithm chosen is the
Multi-layer Perceptron (MLP) artificial neural network [17]. The activation function of
our MLP is the Rectified Linear Unit (ReLU) [18], which results in better gradient
propagation with fewer vanishing gradient problems compared to sigmodal activation
functions [19]. Multi-class classification is performed using a Softmax layer at the
output.

5 Predicting Collective Behavior

After training, we apply the classifier as follows: given a feature-vector generated by a
convo from the initial condition, predict the behavioral trend that the convo will adopt
in its next time interval. Having this prediction, we can estimate the convo’s user
activity levels for that interval. We would like to note that we do not perform any
updates on our system based on the initial condition; we merely use it to generate a new
feature-vector.
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5.1 Discovered Behavioral Trends

HDBSCAN clustering can produce different results depending on what value the
minClusterSize parameter is set to. This parameter determines the smallest number of
points that can be considered a cluster. In our experiments, we have examined
minClusterSize values that range from 2 to 3000, which in turn produce a number of
clusters in the range of 3 to 623. For the remainder of the discussion, we will focus on
clustering results that yield 15 behavioral trends.

We set this empirical threshold for two reasons. First, due to the observation that
clustering results that produce a larger number of clusters lead towards lesser quality
behavioral trends. Second, since the total number of vectors does not change, dividing
them into many smaller clusters culminates in a harder classification task since each
class will have less reference points to be learned from. From the discovered behavioral
trends, we have identified 4 fundamental behaviors in GitHub:

1. Collaborative work, when multiple users contribute content and comments inside a
repository.

2. Individual work, when individual users work by adding content with little or no
interaction.

3. External interest without involvement, when external users show interest in a
repository (Watch, Fork) but don’t get involved otherwise.

4. External interest with response, when external users are engaged by repository
members.

We used the presence of these 4 types of behaviors in the clusters as a general
gauge of the quality of the clustering. It is interesting to note that the same classes exist
in the other media, although one may prefer to describe them a bit differently. For
example, the “collaborative work” class of GitHub corresponds to multiple posts or
tweets that form a debate between the contributors. Similarly, instead of “individual
work” in Reddit and Twitter, we often observe “single contributor with no response”.
“External interest without involvement” in GitHub best corresponds to a one-time
post/tweet that gets commented on/retweeted once by others without any further
involvement from the original posters, which is also quite common. Finally, the “ex-
ternal interest with response” maps on situations where there are branching commen-
taries that may draw the original contributors into the interaction. This apparent
correlation of behavioral types discovered across different media platforms provides a
partial validation of the convo approach described here.

5.2 Evaluation and Results

In order to train our system, we used GitHub data collected during the period of
1/1/2015 to 8/30/2017. We focused our experiments on convos (repositories) of three
particular domains of interest: Cryptocurrencies (Crypto), Cybersecurity (Cyber) and
Common Vulnerabilities & Exposures (CVE).

Moreover, we measure how well our classifiers can predict the next behavioral
trend that the convo will follow. We perform a 5-fold cross validation using our
training data and calculate the accuracy and F1-score metrics. The results, listed in
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Table 4, make explicit the strong correlation between the amount of training data and
the quality of the predictions; to train a classifier for GitHub, we require at least 500K
convo-slices (feature vectors). In our earlier experiments with 2 years-worth of GitHub
data we recorded 85% accuracy over 8 million convo-slices – a relatively minor gain
for significantly more data.

Experimental Set Up. To evaluate our approach, we use Normalized Root Mean
Squared Error (NRMSE), which is a measure of accuracy between different models
[20]. We compare our model against a naïve, but reasonable baseline which replicates
the activity levels observed in the initial condition. This baseline assumes there was no
change in any of the repositories while transitioning from one time-slice to the next.

To determine whether our system can capture and predict collective behavior tra-
jectories, we have prepared a series of 7 experiments for each domain. We train our
system following the architectural pipeline discussed in the previous sections by uti-
lizing GitHub data gathered from 2015 and 2016, keeping the 2017 data aside for
testing. The first experiment will use January 2017 as initial condition and make
activity estimations for February 2017. Then, for the second experiment we add Jan-
uary 2017 to the training set, use February 2017 as initial condition and carry out
estimations for March 2017. We repeat this process, for the remainder of the test set,
until August 2017.

Results. Using the NRMSE metric and baseline discussed above, we evaluate the
performance of our system. In addition to GitHub, we train our system on Reddit and
Twitter data following similar methods. This is done in order to demonstrate the
applicability of our approach in different social media platforms.

Table 4. Training data vs. classifier performance.

Domain Extracted convo-slices Accuracy F1-score

Crypto 49837 35% 19%
Cyber 587786 77% 23%
CVE 221134 51% 26%

Table 5. NRMSE evaluation results (B: baseline, P: predictions).
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Table 5 shows our system’s performance vs. the naïve baseline in all three plat-
forms and across the three scenarios. As already seen, the GitHub models that were
trained using more data perform better. Reddit and Twitter data available for these
scenarios were significantly smaller, thus yielding less accurate models.

6 Future Work

Future work will focus on a large-scale experimental validation of the convo design and
ways of maximizing its benefits in tasks such as cascade prediction in social media both
within and across social media platforms. The latter may involve solving the problem
of cross-convo communication, with the convos viewed as hybrid entities rather than
sets of individuals. Given the generally different levels of focus in these 3 media, even
when dealing with the same topic (such as cybersecurity issues, or Bitcoin’s price), is
there an activation threshold, possibly measured in terms of information intensity or
topic persistence coming out of one convo, that would cause a reaction in another
convo on a parallel platform? Currently such cross-platform correlations are poorly
understood, and we plan to focus initially on cases where they were observed, e.g., in
crypto currency price manipulation campaigns.

7 Conclusion

In this paper we presented a novel approach to analyzing and predicting collective
behavior in social media, starting with GitHub, and then mapping our approach onto
Twitter and Reddit. The approach is centered at the notion of the convo: a collective
user activity around an information artifact (a repository, a subreddit, a hashtag). We
postulate that the activity within a social media platform is best represented by a
collection of convos, which form, persist, and disappear dynamically over time. Each
convo is viewed as a basic unit of analysis: the users, the artifact they handle, and the
observable trace of their activity. This approach allows for direct incorporation of
socio-behavioral elements into the analysis that have been largely missing in previous
studies. While the work presented here is preliminary, we believe it would lead to new
capabilities of understanding and predicting behavior in social networks, including
information cascades.
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Abstract. We study the manipulated information dissemination and risk-
adjusted momentum return in the Chinese stock market. In this paper, we
employ excess media coverage as a proxy for manipulated information dissemi-
nation. The rawmomentum returns are negative across all degrees of manipulated
information dissemination, but turn into significantly positive after controlling for
risks. These outcomes hint that the manipulations of information dissemination
contribute to price instabilities, so rawmomentum returns are negative but turn into
positive owing to risk adjustments.Moreover, we also discover that the stockswith
high manipulated information dissemination exhibit big size characteristic and
resist market risk well.

Keywords: Manipulated information dissemination � Risk adjustments �
Momentum

1 Introduction

As is known to all, the stock price movements actually stem from the changes in
information. Information dissemination has crucial impacts on the stock markets [1, 2].
In details, information dissemination improves the incorporation of news into prices
[3]. Similarly, some studies hold that information dissemination enhances stock price
efficiency [4]. Hence, information dissemination really deserves our detections.

The Chinese stock market exhibits significantly negative momentum returns no
matter how long the formation and holding periods are [5]. If a market has significantly
positive momentum returns, there is a clear pattern of continuation in stock prices.
Stock prices are likely to maintain their past trends and show stable characteristic under
positive momentum returns. On the contrary, stock prices easily reverse and present
volatile patterns if a market has significantly negative momentum returns, suggesting
that price reversal and contrarian are prevalent in this market. The stock prices are
greatly volatile in China. Momentum is a result of gradual information dissemination
and momentum returns are larger within the stocks accompanied with slow information
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dissemination [6, 7], which suggests that stock price stability is negatively related to the
information dissemination.

Some literatures have studied information dissemination in the Chinese stock
market. For instance, price changes are driven by information diffusion and no price
reversal will be perceived in the short run [8]. Besides, information dissemination can
explain the increases in idiosyncratic volatility in China [9]. These discoveries again
imply information dissemination is related to stock price stability. We are interested in
the artificially manipulated information dissemination, which is measured as excess
media coverage in this paper. Therefore, we shed light on the relationship between
manipulated information dissemination and momentum return by portfolio approach
and risk adjustment analyses in the Chinese stock market.

Media coverage can be regarded as a proxy for information dissemination and it
affects stock prices and returns [10]. In the Chinese stockmarket, the promotions inmedia
coverage positively affect stocks [11]. That is, the stock returns increase with media
coverage. This finding suggests that media coverage enhances stock price stability.

The credible news from media significantly influences an IPO corporation’s stock
returns and the uncertain tone from news may do harm to the corporation [12]. In
addition, the trends of stock prices are positively correlated with the tones from media
reports [13]. From the perspective of news tone, media coverage is also able to stabilize
stock prices. In the above veins, it seems that the discussions on relationship between
information dissemination and stock prices do not reach very consistent outcomes.
Therefore, this contradiction in the literature also stimulates our motivation to carry out
this research.

The remainder of this paper is organized as follows. We introduce the calculations
of momentum, excess media coverage, construction procedures of different portfolios
and data in Sect. 2. Section 3 contains the empirical findings. Section 4 concludes this
paper.

2 Empirical Setup and Data

In this section, we describe the computations of excess media coverage, momentum
return and the construction details of different portfolios. Moreover, momentum return
computations include two parts.

First, raw momentum returns computations is based on rolling procedure [14].
Second, three factor models including CAPM, three-factor model [15] and four-factor
model [16] are used to compute the risk-adjusted momentum returns.

The momentum portfolios consist of the portfolio from independent classifications
and the portfolios from the dependent classifications. In this regard, we are able to
dissect the relationship between manipulated information dissemination and momen-
tum return completely.
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2.1 Excess Media Coverage Computations

The proxy for manipulated information dissemination is excess media coverage and it
is calculated by the logics as follows [17].

ln 1þ no:art:ð Þi¼ aþ
X4

n¼1

bnExpn;i þ ei;media ð1Þ

where ln 1þ no:art:ð Þi is the natural log of the number of articles of stock i,P4
n¼1 bnExpn;i contains the explanatory variables and their coefficients. They are the

natural log of market capitalization, a dummy is defined as 1 when a stock is indexed in
CSI 300 and 0 otherwise, a dummy is defined as 1 when a stock is listed in Shenzhen
stock exchange and 0 otherwise and the natural log of the number of analysts.

2.2 Raw Momentum Return Computations

In each month t, we rank the stocks into z groups by stock returns during the past t-6 to
t-1 months. The 1

z stocks with highest past returns are winner portfolio, while the 1
z

stocks with lowest past returns are loser portfolio. We create a long position for winner
portfolio and a short position for loser portfolio to make momentum portfolio in each
month t.

Within the future t + 1 to t + 6 months, we maintain the positions produced in
month t and calculate the average return of winner portfolio, Rtþ 1;tþ 6

W and loser
portfolio, Rtþ 1;tþ 6

L . Finally, a time series of Rtþ 1;tþ 6
W � Rtþ 1;tþ 6

L is generated by the
rolling procedure.

2.3 Capital Asset Pricing Model

ERi;t ¼ ai þ bmkt;iEMKTt þ ei;t ð2Þ

where ERi;t is the stock return in excess of risk-free rate, EMKTt is the market return in
excess of risk-free rate.

2.4 Three-Factor Model

ERi;t ¼ ai þ bmkt;iEMKTt þ
X2

p¼1

bp;iFactorp;t þ ei;t ð3Þ

where
P2

p¼1 bp;iFactorp;t denotes the size, book-to-market factor and related coeffi-
cients. They are SMBt (return differences between small and big stocks), and HMLt
(return differences between high book-to-market and low book-to-market stocks).
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2.5 Four-Factor Model

ERi;t ¼ ai þ bmkt;iEMKTt þ
X2

p¼1

bp;iFactorp;t þ bw;iWMLt þ ei;t ð4Þ

where WMLt represents the momentum factor (return differences between the stocks
with highest past returns and those with lowest past returns).

2.6 Momentum Portfolios with Various Classifications

These various classifications will make relatively complete analyses for the effect of
manipulated information dissemination (excess media coverage) on risk-adjusted
momentum returns. Interactive momentum portfolio is generated from the intersections
of independent classifications for the stocks by excess media coverage and stock
returns. This kind of momentum portfolio is noted as Inter (R, C).

Break-down momentum portfolio first classifies the stocks by returns and second
classifies the stocks by excess media coverage, which is noted as BD (R, C). We first
classify the stocks by excess media coverage and second classify the stocks by returns
to construct the conditional momentum portfolio. Con (C, R) represents this portfolio.

2.7 Data Descriptions

The monthly data is collected from China Infobank and China Stock Markets and
Accounting Research (CSMAR). In details, the data period ranges from June 2005 to
September 2016.

We find that the Chinese stock market has a significantly negative momentum
return of −0.026 (p-value = 0.005) with 6-month formation and holding period, sug-
gesting this market exhibits contrarian. The total mean of excess media coverage is
insignificant of 0.004 (p-value = 0.917). The mean of residual is assumed to be zero in
OLS regression, which indicates that excess media coverage is normal during our
sample period.

3 Empirical Findings

The risk-adjusted momentum returns are regression intercepts of CAPM (1F), three-
factor model (3F) and four-factor model (4F) [18, 19]. We want to observe whether
momentum returns survive after risk adjustments [20]. We also show the factor
coefficients of factor models. Owing to the length of this paper, we do not show the
results of raw momentum returns but they are available if required.

3.1 Risk-Adjusted Momentum Returns

This section shows the risk-adjusted momentum returns by the regression intercepts of
our factor models. We also offer p-values of the intercepts to confirm the significance of
the risk-adjusted momentum returns.
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Displayed in Table 1 are the risk-adjusted momentum returns (MR). The momen-
tum portfolios are Inter (R, C), BD (R, C), and Con (C, R). The levels of excess media
coverage contain three levels: high excess media coverage (HC), medium excess media
coverage (MC) and low excess media coverage (LC).

The raw momentum returns that we do not show here are all negative across all
levels of excess media coverage. When we control for risks by factor models, all the
risk-adjusted momentum returns are significantly positive. These results indicate that
the contrarian of the Chinese stock market is not robust if we adjust risk. In other
words, the contrarian of Chinese stock market may come from the manipulation of
information dissemination, so it disappears after controlling for risk.

3.2 Factor Sensitiveness of Factor Models

We provide the factor coefficients of factor models to detect the factor sensitiveness in
this section. The p-values are also reported to confirm the significance of factor
sensitiveness.

Table 1. Risk-adjusted momentum returns

1F p-value 3F p-value 4F p-value

Panel A: Risk-adjusted MR in Inter (R, C)
HC 0.095 0.000 0.106 0.000 0.106 0.000
MC 0.113 0.000 0.109 0.001 0.110 0.001
LC 0.109 0.000 0.108 0.000 0.111 0.000
Panel B: Risk-adjusted MR in BD (R, C)
HC 0.109 0.000 0.122 0.000 0.120 0.000
MC 0.102 0.000 0.102 0.000 0.105 0.000
LC 0.126 0.000 0.121 0.000 0.123 0.000
Panel C: Risk-adjusted MR in Con (C, R)
HC 0.111 0.000 0.125 0.000 0.124 0.000
MC 0.118 0.000 0.112 0.000 0.113 0.000
LC 0.113 0.000 0.114 0.000 0.117 0.000

Table 2. Factor sensitiveness of CAPM

b p-value

Panel A: Coefficients in Inter (R, C)
HC 0.053 0.725
MC 0.946 0.000
LC 0.388 0.005
Panel B: Coefficients in BD (R, C)
HC 0.183 0.202
MC 0.298 0.017

(continued)
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Displayed in Table 2 are the factor coefficients of CAPM. b represents the coef-
ficient of EMKT. The momentum portfolios are Inter (R, C), BD (R, C), and Con (C, R).
The levels of excess media coverage contain three levels: high excess media coverage
(HC), medium excess media coverage (MC) and low excess media coverage (LC).

An interesting outcome occurs in this table. Among Inter (R, C), BD (R, C), and Con
(C, R), the factor coefficients of EMKT are all insignificant (p-values = 0.725, 0.202 and
0.142, respectively) with high excess media coverage. This result implies that the stocks
whose information is manipulated to disseminate widely are not affected by the market
risk. By contrast, the stocks with medium excess media coverage or low excess media
coverage are easily affected by themarket risk. For instance, in Inter (R, C), the coefficient
is significantly positive of 0.946 (p-value = 0) with medium excess media coverage.

Displayed in Table 3 are the factor coefficients of Three-Factor Model. b represents
the coefficient of EMKT, s is the coefficient of SMB and h is the coefficient of HML.
The momentum portfolios are Inter (R, C), BD (R, C), and Con (C, R). The levels of
excess media coverage contain three levels: high excess media coverage (HC), medium
excess media coverage (MC) and low excess media coverage (LC).

Table 3. Factor sensitiveness of three-factor model

b p-value s p-value h p-value

Panel A: Coefficients in Inter (R, C)
HC −0.062 0.677 −0.565 0.092 0.984 0.047
MC 0.959 0.000 0.261 0.619 0.082 0.916
LC 0.390 0.007 0.015 0.963 −0.008 0.987
Panel B: Coefficients in BD (R, C)
HC 0.074 0.598 −0.792 0.014 0.689 0.141
MC 0.297 0.023 0.025 0.931 0.037 0.931
LC 0.932 0.000 0.209 0.671 −0.687 0.343
Panel C: Coefficients in Con (C, R)
HC 0.124 0.419 −0.827 0.019 0.587 0.251
MC 0.891 0.000 0.337 0.503 −0.360 0.627
LC 0.317 0.039 −0.057 0.869 −0.083 0.870

Table 2. (continued)

b p-value

LC 0.866 0.000
Panel C: Coefficients in Con (C, R)
HC 0.228 0.142
MC 0.840 0.000
LC 0.315 0.033
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The stocks with high excess media coverage are still not affected by market risk in
the three-factor model (p-values of b are 0.677, 0.598 and 0.419, respectively). Con-
sistently, the coefficients of SMB for this kind of stocks are all significantly negative (p-
values = 0.092, 0.014 and 0.019, respectively) among Inter (R, C), BD (R, C), and Con
(C, R), which indicates that these stocks exhibit big size [21]. Intuitively, the big
companies are more capable of manipulating information dissemination, so they have
high excess media coverage. They do well in resisting market risk, and thus tend to not
be affected by market risk. However, the coefficients of HML are not all significant
among Inter (R, C), BD (R, C), and Con (C, R), so the stocks are insensitive to HML.

Displayed in Table 4 are the factor coefficients of Four-Factor Model. b represents
the coefficient of EMKT, s is the coefficient of SMB, h is the coefficient of HML and
w is the coefficient of WML. The momentum portfolios are Inter (R, C), BD (R, C), and
Con (C, R). The levels of excess media coverage contain three levels: high excess
media coverage (HC), medium excess media coverage (MC) and low excess media
coverage (LC).

Among Inter (R, C), BD (R, C), and Con (C, R), with high excess media coverage,
the stocks are still not affected by market risk (p-values of b are 0.676, 0.615 and 0.428,
respectively). The coefficients of SMB for high coverage stocks keep significantly
negative (p-values = 0.099, 0.018 and 0.022, respectively). However, the coefficients
of HML andWML are not all significant among Inter (R, C), BD (R, C), and Con (C, R).
Consequently, the stocks are insensitive to HML and WML. In addition, the momentum
return of the Chinese stock market is not accounted for by the momentum factor, WML.

Table 4. Factor sensitiveness of four-factor model

b p-value s p-value h p-value w p-value

Panel A: Coefficients in Inter (R, C)
HC −0.06 0.676 −0.560 0.099 1.014 0.064 0.077 0.893
MC 0.960 0.000 0.251 0.637 0.017 0.984 −0.164 0.855
LC 0.394 0.007 −0.020 0.950 −0.215 0.678 −0.528 0.334
Panel B: Coefficients in BD (R, C)

b p-value s p-value h p-value w p-value
HC 0.071 0.615 −0.763 0.018 0.860 0.095 0.437 0.418
MC 0.301 0.021 −0.018 0.950 −0.222 0.635 −0.658 0.183
LC 0.937 0.000 0.161 0.744 −0.969 0.225 −0.719 0.391
Panel C: Coefficients in Con (C, R)

b p-value s p-value h p-value w p-value
HC 0.123 0.428 −0.810 0.022 0.686 0.224 0.253 0.669
MC 0.892 0.000 0.323 0.525 −0.442 0.589 −0.207 0.809
LC 0.323 0.035 −0.113 0.742 −0.418 0.449 −0.853 0.144
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4 Conclusions

We analyze manipulated information dissemination and risk-adjusted momentum
returns in China. By the use of excess media coverage as a proxy for manipulated
information dissemination, the raw momentum returns of Chinese stock market are
negative across all levels of excess media coverage. When we adjust risks by factor
models, the momentum returns all turn into significantly positive. These results suggest
that the manipulations of information dissemination contribute to stock price
instabilities.

However, every coin has two sides. Manipulating information also plays a positive
role to certain extent. In particular, the stocks with high excess media coverage exhibit
big size and are not affected by market risk. Although the big companies are more
capable of manipulating information dissemination, this tendency also helps them to
resist market risk well.
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Abstract. The most popular form of communication over the internet is text.
There are wide range of services that allow users to communicate in the natural
language using text messages. Twitter is one such popular Micro-blogging
platform where users post their thoughts, feeling or opinion on a day-to-day
basis. These text messages not only contain information about events, products
and others but also the writer’s attitude. This kind of text data is useful to
develop systems, which detect user emotions. Emotion detection has wide
variety of applications including customer service, public policy making, edu-
cation, future technology, and psychotherapy. In this work, we use Support
Vector Machine classifier model to automatically classify user emotions. We
achieve accuracy in the range of 88%. The Emotional information mined from
such data is huge and these findings can be more useful if the system is able to
provide some actionable recommendations to the user, which help them, achieve
their goal and gain benefits. The recommendations or patterns are Actionable if
user can perform action using the patterns to their advantage. Action Rules help
discover ways to reclassify objects with respect to a specific target, which the
user intends to change for their benefits. In this work, we focus on extracting
Action Rules with respect to the Emotion class from user tweets. We discover
actionable recommendations, which suggests ways to alter the user’s emotion to
a better or more positive state.

Keywords: Actionable pattern discovery � Data mining � Emotion mining �
Support Vector Machine � Scalability

1 Introduction

According to Merriam Webster, dictionary [1] Micro-blogging is blogging done with
severe space or size constraints typically by posting frequent brief messages about
personal activities. There are wide variety of such micro-blog services available on the
web including Twitter [2], Tumblr [3], Pownce (http://pownce.com) and many others.
Among these, Twitter is the most popular. According to ComScore [4], within eight
months of its launch, Twitter had about 94,000 users as of April 2007 [5]. In addition,
micro-blogging users may post several updates on a single day [5]. Approximately 500
million tweets are posted on Twitter per day. Thus, the amount of textual data generated is
huge when we consider the rate of growth of Twitter user’s since 2007 and the periodicity
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of the posts on a single day by a user. It allows adding emoticons, which are one of the
powerful tools to express human emotions. Hashtag is a tagging convention that helps
people associate tweets with certain events or contexts [6]. It is a keyword prefixed with
‘#’ symbol. These hashtags sometimes indicate the writer’s emotion. For example the
tweet, “Homemade chicken soup is the best #happy” indicates happiness [7].

Data mining from such rich sources of text helps gain useful insights in a range of
applications. For instance, Gupta et al. [8] study the customer care email in- order to
identify customer dissatisfaction and help improve business. Analyzing the social
media posts of a particular community might help government officials in public policy
making to improve the quality of life of people in that area. In educational domain,
identifying student’s thoughts and emotion about the university, faculty helps improve
the quality of education. In the field of psychology, where online social therapy is used
for assisting mental health as face-to-face early intervention services for psychosis is
for limited time period and benefits may not persist after its termination [9] and in
scenarios where machines are used as psychotherapist [10]. After information is
gathered from such data, it is necessary to validate the mined information. For this
purpose, there are many supervised learning models that help automatically classify
new set of test data, given a considerable amount of data for training.

With the proliferation of information through various sources, there is access to
enormous amount of data, at the same time leads to poor information in the raw form
and inefficient decision-making [11]. The volume of discovered patterns is huge despite
the use of data mining strategies, which leads to unreliable and uninteresting knowl-
edge [11]. Actionable patterns are those that help users benefit by using it to their own
advantage. Action Rules are special type of rules that help identify actionable patterns
from the data [12].

2 Related Work

In this section, we review literature works in the areas of Emotion classification from
text, and actionable pattern mining based on text classification.

2.1 Emotion Classification from Text

Mishne [13] classify writer’s mood in blog text collected from Live Journal, a free
weblog service using Yahoo API. They use following features to train the SVMlight
model from Support Vector Machine package: frequency counts (words, Part-Of-
Speech), and length of blog post; subjective nature of blogs like semantic orientation,
Point-wise Mutual Information (PMI) which is a measure of the degree of association
between two terms; features unique to online text like emphasized words, special
symbols including punctuation’s, and emoticons. They attribute subjective nature of the
corpus “annotation” and nature of blog posts as major factors for low accuracy.

Danisman and Alpkocak [14] use Vector Space Model (VSM) where each docu-
ment is a vector and terms correspond to dimensions and develop a text classifier. Term
Frequency - Inverse Document Frequency (tf-idf) weighting scheme is used to calculate
weight of each term in the document. They have analyzed the effect of emotional

Actionable Pattern Discovery for Tweet Emotions 47



intensity and stemming to the classification performance. Results show that Vector
Space Model performs equally well compared to other well-known classifiers.

Mohammad [15] developed corpus from Twitter posts using emotion hash-tags
called Twitter Emotion Corpus (TEC) consisting of 21,000 tweets. Support Vector
Machines (SVM) with Sequential Minimal Optimization (SMO) classifier was used
with unigram and bigram features. The automatic classifiers obtained an F-score much
higher than the random baseline (SemEval – 2007, 1000 headlines dataset). Similar to
Wang et al., in this paper best results are achieved with higher number of training
instances. For example, Joy-NotJoy classifier get the best results compared to Sadness-
NotSadness.

Roberts et al. [16] create emotion corpus from Twitter. The corpus contains seven
emotions annotated across 14 topics including Valentine’s Day, World Cup 2010,
Stock Market, Christmas etc. The emotions are based on Ekman’s [17] six basic
emotions and LOVE. The topics of each tweet obtained by considering the tweet
associated with a probabilistic mixture of topics using Latent Dirichlet Allocation
(LDA) topic modeling technique. The system uses a series of binary SVM classifiers to
detect each of the seven emotions annotated in the corpus. Each classifier performs
independently on a single emotion, resulting in 7 separate binary classifiers imple-
mented using the software available from WEKA and uses specific set of features like
punctuation, hypernyms, n-grams, and topics. According to the results, FEAR is the
best performing emotion and suggests that this emotion is highly lexicalized with less
variation than other emotions, as it has comparable recall but significantly higher
precision. Overall, in this work, the macro-average precision is 0.721 and recall is
0.627.

Purver et al. [18] used Twitter data labeled with emoticons and hash-tags to train
supervised classifiers. They used Support Vector Machines with linear kernel and
unigram features for classification. Their method had better performance for emotions
like happiness, sadness, and anger but not well in case of other emotions like fear,
surprise, and disgust. They achieved accuracy in the range of 60%.

2.2 Actionable Pattern Mining

In [19] the primary intent of the Action Rules generated is to provide viable sugges-
tions on how to make a twitter user feel more positive. For Twitter social network data,
Actionable Recommendations include - how to increase user friend’s count, and how to
change the overall sentiment from negative to positive, or from neutral to positive.

3 Methodology

3.1 Data Collection

In data collection step we used Twitter streaming API [20] to collect the data with the
following attributes TweetID, ReTweetCount, TweetFavouriteCount, TweetText,
Tweet- Language, Latitude, Longitude, TweetSource, UserID, UserFollowersCount,
UserFavoritesCount, UserFriendsCount, UserLanguage, UserLocation, UserTimeZone,
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IsFavorited, IsPossiblysensitive, IsRetweeted, RetweetedStatus, UserStatus,
MediaEntities. We collected around 520,000 tweets as raw data. Figure 1 shows the
overall model of the proposed methodology.

3.2 Pre-processing

The extracted tweet text is pre-processed to make the informal text suitable for emotion
classification. We lower case all the letters in the tweet; remove stop words i.e. the most
frequent words in English which will not add value to the final emotion; replace slang
words with formal text, example b4 ! before, chk ! check, etc. After pre-processing
we have around 200,000 tweets.

3.3 Emotion Labeling

To identify the emotion class, we use the National Research Council - NRC lexicon
[21, 22]. The Annotations in the lexicon are at WORD-SENSE level. Each line has the
format: <Term> <AffectCategory> <AssociationFlag> where Term is a word for
which emotion associations are provided, Affect Category is one of the eight emotions
anger, fear, anticipation, trust, surprise, sadness, joy, or disgust and one of two
polarities negative or positive, Association flag indicates that the target word has
association with category word or not.

Apart from word level annotation, to increase the weightage of each emotion class
assigned to tweet we also use the hashtags and emoticons inside the tweet text. For
hashtags, we utilize the NRC Hashtag Emotion Lexicon [15, 23], which is a list of
words and their associations with eight emotions. The associations are computed from
tweets with emotion-word hashtags such as #happy and #anger.

Fig. 2. Emotion labeling.Fig. 1. Overall methodology.

Table 1. Encoding categorical attributes.

Attribute Encoding

‘False’:0, ‘True’:1 ‘iPhone’:1, ‘Android’:2, ‘TweetDeck’:3, ‘web’:4
UserLanguage Each user language assigned a numeric value
MediaEntities ‘None’:0, ‘photo’:1
IsPossiblySensitive
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All emoticons retained in the data collection process and validated while assigning
weights to each emotion class. Figure 3 shows the list of emoticons used in this
process. Figure 2 explains the steps involved in assigning final emotion class.

3.4 Additional Pre-processing

In addition to pre-processing steps for text data, additional pre-processing is performed
on the numeric attributes of data in order to make it suitable for Classification. The data
set has the following Numeric Attributes: AngerScore, TrustScore, FearScore, Sad-
nessScore, AnticipationScore, DisgustScore, SurpriseScore, JoyScore, PositiveScore,
NegativeScore, LoveScore, PeopleScore, MessageScore, InstantScore, GetScore,
KnowScore, GoingScore, UserFollowersCount, UserFavoritesCount, User-
FriendsCount and are normalized using python scikit learn MinMaxScaler in the range
of −1 to +1. After additional pre-processing the data is converted into LIBSVM [24]
format that is suitable for classification using Support Vector Machine (Table 1).

3.5 Emotion Classification

Classification is a supervised machine learning model that learns the data using labeled
train set and predicts the test set for which the model does not know the actual class
labels. This model is further evaluated with the help of validation measures like pre-
cision, recall, f1-score, and accuracy. In this paper, we have used Support Vector
Machine as a classification model for automatically classifying Twitter dataset with
emotion. Figure 4 shows the overall processing flow of Support Vector Machine
classification utilized in this work.

Support Vector Machines – SVM: Support Vector Machines (SVM) are a useful
technique for data classification originally designed for binary classification [25, 26].
Hsu and Lin [26] provide overview of methods for multiclass support vector machines.
In order to extend binary SVM to multiclass problems there are three methods: ONE-
AGAINST-ALL, ONE-AGAINST-ONE, and Directed Acyclic Graph SVM -
DAGSVM methods. Formal definition of these methods as stated in [26]: ONE-
AGAINST-ALL: This method constructs k SVM models, where k is the number of
classes. The ith SVM is trained with all of the examples in the ith class with positive
labels, and all other examples with negative labels. ONE-AGAINST-ONE: This
method constructs k(k − 1)/2 classifiers where each one is trained on data from two

Fig. 3. Emoticons.
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classes. Directed Acyclic Graph SVM - DAGSVM: The training phase of DAGSVM is
the same as one-against-one method by solving k(k − 1)/2 internal nodes and k leaves.
Each node is a binary SVM of ith and jth classes. Given a test sample x, starting at the
root node, the binary decision function is evaluated. Then it moves to either left or right
depending on the output value. Therefore, we go through a path before reaching a leaf
node, which indicates the predicted class. In this paper, we utilize the ONE-AGAINST-
ALL method, pseudocode shown in Fig. 5.

3.6 Actionable Pattern Mining

Actionability is a property of the discovered knowledge. Patterns are considered
Actionable if the user can act upon them, and if this action can benefit the user, or help
them to accomplish their goals. Action Rules mining is a method to extract Actionable
patterns from the data. Action Rules are rules that describe a possible transition of data
from one state to another more desirable state. Action Rules are rules that help
reclassify data from one category to another more desirable category. Consider the
information system S in Table 2. Equations (1) and (2) are example Action Rules.
According to Eq. (1) r1 says that if the value A2 remains unchanged and value B will
change from B2 to B1 for a given object X, then it is expected that the value D will
change from H to A for object X.

In a similar way, the rule r2 in Eq. (2) says that if the value C2 remains unchanged
and value b will change from B2 to B1, then it is expected that the value D will change
from H to A.

r1 ¼ A, A2 � B, B2 ! B1ð Þð Þ !ð D, H ! Að Þ½ �: ð1Þ

r2 ¼ C, C2 � B, B2 ! B1ð Þð Þ !ð D, H ! Að Þ½ �: ð2Þ

By support and confidence of rule r we mean:

1. sup(r) = min{card(Y1 \ Z1), card(Y2 \ Z2)}
2. conf(r) = card(Y1 \ Z1)/ card(Y1). card(Y2 \ Z2)/ card(Y2). If card(Y1) 6¼ 0,

card(Y2) 6¼ 0, card(Y2 \ Z2) 6¼ 0.
3. Conf(r) = 0 otherwise.

Fig. 4. Process – Support Vector Machine. Fig. 5. Support Vector Machine - Pseudocode
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Now, let us consider the Eq. (1) for support and confidence with example.

• Ns a; a2 ! a2ð Þ ¼ x2; x3; x5; x6; x10f g; x2; x3; x5; x6; x10f g½ �
• Ns b; b2 ! b1ð Þ ¼ x2; x6; x8; x10f g; x1; x3; x4; x5; x7; x9f g½ �
• Ns a; a2 ! a2ð Þ � b; b2 ! b1ð Þ ¼ x2; x6; x10f g; x3; x5f g½ �
• Ns d;H ! Að Þ ¼ x1; x2; x6; x9; x10f g; x3; x4; x5; x7; x8f g½ �

Therefore, for rule r1, support sup(r1) = 2, confidence conf(r1) = 3/2 . 3/2 = 1.
Tzacheva et al. [31] describe that these formulas for support and confidence are too

complex for computation provide definition of new support and confidence for Action
Rules as below. New support and confidence of rule r is given as sup(r) = card(Y2 \
Z2), conf(r) = card(Y2 \ Z2)/ card(Y2).

3.7 Spark Scalability for Big Data

Increase in data size and the need to scale out computations to multiple nodes gave rise
to the distributed programming models. One such model is Apache Spark, which is
similar to Hadoop MapReduce. In addition to the similarities, Apache Spark includes
data sharing abstraction called Resilient Distributed Dataset’s (RDD’s) [27].

4 Experiments and Results

In this section, we describe our experiment and results. We extract the data via Twitter
streaming API [20] using Apache Spark [28] Scala programming language. The raw
data extracted consists of around 520,000 instances. The extracted data is processed as
explained in Sect. 3.2. As part of feature, augmentation additional attributes are added
to the existing corpus along with the emotion label. We use the NRC Lexicon [15, 23]
to label data with Emotion Class as shown on Fig. 2. This results in a corpus of tweets
and supporting features consisting of around 174,000 instances.

Table 2. Information system S.

X Attribute A Attribute B Attribute C Attribute D

X1 A1 B1 C1 H
X2 A2 B2 C1 H
X3 A2 B1 C1 A
X4 A1 B1 C2 A
X5 A2 B1 C2 A
X6 A2 B2 C2 H
X7 A1 B1 C2 A
X8 A1 B2 C1 A
X9 A1 B1 C1 H
X10 A2 B2 C1 H
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4.1 Classification – Support Vector Machine

We use WEKA Data Mining Software [29] and Apache Spark [28] to develop the
Support Vector Machine One Vs All Multi class classifier. Support Vector Machine
classification model requires pre-processing of data, which includes normalization,
categorical to numeric or binary, LIBSVM format. Based on the pre-processing three
experiments are performed: Using only the numerical attributes in the data, Using all
the attributes where the categorical fields are encoded as numeric values, Using all
attributes where the categorical fields are encoded as binary.

Experiment 1 - Using Only Numeric Attributes: Experiment 1 is performed by
selecting only the numerical attributes from the original dataset which includes:
AngerScore, TrustScore, FearScore, SadnessScore, AnticipationScore, DisgustScore,
SurpriseScore, JoyScore, PositiveScore, NegativeScore, LoveScore, PeopleScore,
MessageScore, InstantScore, GetScore, KnowScore, GoingScore, UserFollow-
ersCount, UserFavoritesCount, User- FriendsCount.

We achieve accuracy of 84.92% with WEKA Data Mining software Multiclass
Classifier with SVM Stochastic Gradient Descent (SGD) Tables 3 and 4.

We achieved almost similar accuracy with Spark single node and six-node cluster
as 88.16% and 88.01% respectively. The confusion matrix and classifier evaluation
with precision, recall, and F1-score is shown in Tables 6, and 5 respectively.

However, the Spark program runs faster in cluster when compared to Single Node
machine for all the three experiments. The results of average run time for execution is
shown in Table 7.

Table 3. WEKA – confusion matrix – experiment 1.

A B C D E F G H Class

10133 0 0 1481 0 0 0 0 A - Sadness
144 5535 1 2080 0 0 57 0 B - Joy
152 6 1477 716 17 0 2 0 C - Fear
104 10 33 15150 3 0 4 0 D - Anticipation
127 42 22 339 6342 0 1 0 E - Trust
50 18 10 293 213 1124 0 1 F - Surprise
165 6 85 179 61 3 2600 0 G - Anger

Table 4. WEKA – precision, recall, F-measure – experiment 1.

Measure Sadness Joy Fear Anticipation Trust Surprise Anger Disgust

Precision 0.922 0.985 0.892 0.712 0.935 0.996 0.926 1.000
Recall 0.872 0.708 0.623 0.990 0.923 0.658 0.839 0.593
F-Measure 0.897 0.824 0.734 0.828 0.929 0.792 0.880 0.744
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4.2 Action Rules

In this experiment, we extract action rules to identify what changes in attributes lead to
change in emotion to a more positive state. For example, change from ‘sadness’ to
‘trust’; ‘sadness’ to ‘joy’. The dataset consists of continuous attributes which are
discretized into intervals. The intervals are determined with the help of WEKA data
mining software using unsupervised attribute discretization [29]. The following are the
list of parameters set to discretize the data, 174688 instances, Weka – unsupervised
discretize filter with 5 bins and equal frequency binning. We use the following attri-
butes AngerScore, TrustScore, FearScore, SadnessScore, AnticipationScore, Dis-
gustScore, SurpriseScore, JoyScore, PositiveScore, NegativeScore, LoveScore,
PeopleScore, MessageScore, UserFollowersCount, UserFavoritesCount, User-
FriendsCount, Tweet- Source, FinalEmotion from the original dataset. Discretization
for the numeric attributes are shown in Table 9. The dataset with 174688 instances is
divided into 100 parts based on the target class attribute ‘FinalEmotion’. Action rules
are generated for one part of the dataset with 1439 instances and 18 attributes listed
above. The Table 8 gives list of parameters used for action rule generation.

Figure 6 shows sample action rules generated. Let us consider the action rule AR1,
this rule suggest possible changes to achieve a desirable emotional state of ‘joy’. The
action rule is interpreted as follows: If the user tends to use more positive words as

Table 5. Spark – precision, recall, F-measure – experiment 1.

Measure Anticipation Sadness Joy Trust Disgust Anger Fear Surprise

Precision 0.8898 0.8313 0.8848 0.8912 0.9634 0.9248 0.9153 0.0
Recall 0.9920 0.9984 0.8538 0.9096 0.8232 0.7697 0.4313 0.0
F-Measure 0.9381 0.9072 0.8691 0.9003 0.8878 0.8402 0.5864 0.0

Table 6. Spark – confusion matrix – experiment 1.

A B C D E F G H Class

15199.0 24.0 83.0 0.0 12.0 3.0 0.0 0.0 A - Anticipation
13.0 11675.0 2.0 3.0 0.0 0.0 0.0 0.0 B - Sadness
657.0 234.0 6633.0 137.0 9.0 94.0 4.0 0.0 C - Joy
409.0 172.0 25.0 6262.0 12.0 3.0 1.0 0.0 D - Trust
41.0 436.0 120.0 25.0 2898.0 0.0 0.0 0.0 E - Disgust
79.0 580.0 3.0 48.0 8.0 2401.0 0.0 0.0 F - Anger
140.0 630.0 127.0 301.0 24.0 75.0 984.0 0.0 G - Fear

Table 7. Average runtime – spark single node and spark cluster.

Experiment Number of
instances

Spark single node runtime
(secs)

Spark 6 node cluster
runtime (secs)

1 174688 256.75 207.70
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denoted by (JoyScore, 0 ! 2) and (PositiveScore, 0 ! 1), and reduce the words
related to negative emotions like disgust, sadness and anticipation as denoted by
(DisgustScore, 1 ! 0) and (SadnessScore, 2 ! 0) and (AnticipationScore, 2 ! 0),
then it is possible to change the emotion from ‘sadness’ to ‘joy’. In that case, the
emotion associated with this user tweet can be classified as ‘joy’, and we expect that the
user is feeling more positive.

5 Conclusion

In this work, we automatically detect user emotion from tweet data using the NRC
Emotion Lexicon [21, 22] to label the Emotion class for our data. We use Support
Vector Machine with Multiclass classification in particular ONE-AGAINST-ALL
implementation in both WEKA data mining software [29] and Apache Spark system

Fig. 6. Sample action rules.

Table 8. Action rule - parameters.

Parameter Values

Stable
attributes

LoveScore,
PeopleScore,
MessageScore

Decision
attribute

FinalEmotion

Support 20
Confidence 30

Table 9. Discretization parameters.

Attribute Bins ValueSet

AngerScore -infinity, 0.002068, 0.997299, 1.007317, 2.0893, infinity 0,1,2,3,4
TrustScore -infinity, 0.011484, 0.935696, 1.01071, 2.01071, infinity 0,1,2,3,4
FearScore -infinity, 0.003022, 0.990587, 1.00374, 2.06263, infinity 0,1,2,3,4
SadnessScore -infinity, 0.004326, 0.973808, 1.00306, 2.00306, infinity 0,1,2,3,4
AnticipationScore -infinity, 0.324121, 0.992358, 1.00685, 2.00551, infinity 0,1,2,3,4
DisgustScore -infinity, 0.000009, 0.997325, 1.00053, 2.00085, infinity 0,1,2,3,4
SurpriseScore -infinity, 0.000056, 0.999872, 1.00141, 2.00545, infinity 0,1,2,3,4
JoyScore -infinity, 0.001784, 0.999909, 1.00515, 2.00515, infinity 0,1,2,3,4
PositiveScore -infinity, 0.5, 1.5, 2.5, 3.5,infinity 0,1,2,3,4
NegativeScore -infinity, 0.5, 1.5, 2.5, 3.5,infinity 0,1,2,3,4
UserFollowersCount -infinity, 105.5, 307.5, 656.5, 1662.5,infinity 0,1,2,3,4
UserFavoritesCount -infinity, 575.5, 2570.5, 7123.5, 19418.5,infinity 0,1,2,3,4
UserFriendsCount -infinity,146.5, 310.5, 574.5, 1253.5, infinity 0,1,2,3,4
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[28] over Hadoop 6 node Cluster for big data scalability. We achieve accuracy of
84.9% to 88.01%. The Spark system is able to scale to BigData with six node cluster,
as the data is partitioned into several sets and processed in parallel at each cluster node.
This is an extension of previous study [30] of finding user emotions from tweet data
using the NRC emotion lexicon to label the emotion class for our data. In the previous
work, we examined several classifiers including Decision Tree, Decision Forest, and
Decision Table Majority. In this work, we extract Action Rules to identify what factors
can be improved in order for a user to attain a more desirable positive emotion. We
suggest actions that can be undertaken to reclassify user emotion from a negative
emotion to more positive emotion. For instance from ‘sadness’ to ‘joy’, ‘sadness’ to
‘trust’, and ‘fear’ to ‘trust’. In the future, we plan further test with larger social net-
working data. We also plan to apply this system for customer surveys and education
evaluations.
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Abstract. The World Economic Forum annual meeting, held in Davos,
Switzerland, emphasized the Fourth Industrial Revolution as one of the most
cutting-edge innovative techniques to be seen in the forthcoming era. This has a
greater impact on the future of production and the role of government, business
and academia in all developing technologies and innovation where industries,
communication and technologies meet. The fourth industrial revolution com-
bines the physical, digital, and biological spaces and is changing the healthcare
industry. The FCN-32 semantic segmentation was performed on the brain tumor
images which produced better results for identifying the tumors as ground truths
and predicted images was achieved. The best calculated loss = 0.0108 and
accuracy = 0.9964 for the given tumor images was achieved. The earlier
detecting and analysis of any disease can help diagnosing and treatment in better
means through artificial intelligence techniques. The healthcare industry can
serve better with faster and quality services to remote, rural and unreachable
areas and thereafter reduces the cost of hospitalization.

Keywords: Artificial Intelligence � Accuracy � Health care �
Industrial revolution � Machine learning � Semantic segmentation

1 Introduction

The fourth industrial revolution a present-day society has experienced an over-
whelming growth since the dawn of mechanical production and steam power energy
recognized in 1784, Artificial Intelligence (AI) will create waves in next industries and
will play a significant role in its development. Next, the timeline in 1870 the society’s
essential transformation was electrical energy and mass production, in 1969 the third
revolution with electronics through internet technologies. From detection of objects,
speech recognition, language translation, faces recognition and analyzing of images,
the whole world has seen the AI marshaling. Elon Musk, founder of OpenAI in a
statement quotes rightly that AI can potentially become “more dangerous than bombs”.
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The computer’s ability to learn through passing the task of optimization weights of the
variables, available data to make accurate predictions about the future. The machine
learning algorithms made it possible for the quality of the predictions to improve with
experience. The more data, the better the prediction engines are created.

Schwab, World Economic Forum chairman mentions that the evidence of histrionic
change is all around us and it’s all happening at exponential speed. With artificial intel-
ligence, mobile supercomputing, intelligent robots, self-driving cars, neuro-technological
brain enhancements, genetic editing has paved its way beyond the potentials.

With the implementation of AI to help optimize and scale operations through predictive
maintenance, improved safety among others. The promise of digital technology is to
transform the industry and advanced analytics into augmented reality, and other tech-
nologies that the Industrial Internet of Things (IIOT) is about to bringing the future. Digital
literacy, that gives students the adaptive abilities need to participate fully in the global digital
society. The digital economy and derive new opportunities for employment, innovation,
creative expression, and social inclusion. Education and lifelong learning will be important
to equip present and future generations to be a productive part of this new world but to meet
the societal challenges presented by the fourth industrial revolution, and the existential
challenges presented by climate change and population growth. Project based learning has
engaged youth to concentrate more and thereby kept them working and explore more.

Alvin Toffler, American writer suggests that “The illiterate of the 21st century will
not be those who cannot read and write, but those who cannot learn, unlearn, and
relearn” [1].

2 Previous Study

Park H describes that the fourth industrial revolution is built on the third revolution,
and is characterized as “a fusion of technologies that are blurring the lines between the
physical, digital, and biological spheres”. This fusion of technologies is not just a
product of science and engineering, but is a product of values and institutions.
Teamwork with industry, government, and academia builds a pooled vision of the
future. Advances in technological are giving rise to a large variety of smart connected
products and services, combining sensors, software, data analytics, and connectivity in
all kinds of ways. These innovative are restructuring healthcare industry boundaries
and are leading for the creation of whole new industries. Fourth industrial revolution
will be instrumental for all, as it will be connecting patients to doctors, to their care-
givers, and clinicians with combined technologies [2].

Prisilla and Iyyanki proposed a network which would detect the tumor part in the brain
of the human. The ordinary segmentation is time-consuming process and is tedious when
prepared manually, and is prone to human error. The code for automatic segmentation is
inexpensive, reliable, and is scalable; works with large networks with more accurate and
better at classification. This segmentation provides a faster and a well-planned treatment
for the large scale research. Extending the classification nets to segmentation, and
improving the architecture with multi-resolution layer combinations improves simplifying
and speeds up learning. The image segmentation can learn certain specific feature than any
macroscopic features, and moreover inclusion of more abnormal examples which are very
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variant and unusual. Hence, the convolutional neural network produced more accurate
segmentation result helping to understand the tumor part in the images of the brain for
assisting the surgeon to diagnose it faster and further analysis [3].

Prisilla et al. designed a decision tree for taking the decisions for the brain tumor
detection; the program helps to understand which attribute is most highly prioritized
and thus enables to understand the tumor of any disease. Decision trees are reliable and
scalable, providing high classification accuracy with a simple representation of col-
lected knowledge and effective decision making technique that can be used in medical
care. Decision tree supports and handle huge datasets with simple and fast integration.
It is easy to predict the classification of unseen records using decision tree [4].

Menze et al. stated that neuro-radiologists manually segmented the tumors with a
cross-rater dice score of 0.75–0.85, and the model predictions made by Menze and team
was equivalent with the experts made. UNet, an auto-encoder has an encoding path for
contracting pair with a decoding path i.e. expanding giving a “U” shape. The UNet
predicts a pixel-wise segmentation map of the input image rather than classifying the input
image as a whole. UNet segments brain tumors from rawMRI scans with very little data to
train a UNet model to accurately predict where tumors exist. The dice coefficient (BraTS
dataset) for the model is 0.82–0.88. The tumor segmentation masks as predicted by the
different UNet configurations gave 95% of the predictions differed by less than 0.1 dice
points and over 98% by less than 0.2 points. An UpSampling2D yielded an average test
dice score of 0.8718, while Conv2DTranspose produced 0.8707 [5].

De Fauw et al. developed the architecture of optical coherence tomography
(OCT) imaging for ophthalmology. The UK National Health Service (NHS) adopted to
use OCT for comprehensive initial assessment and patient triage requiring rapid non-
elective assessment of acute and chronic sight loss. But then two challenges faced by
automated diagnosis of a medical images are image variations, and secondly, patient-
to-patient inconsistency in pathological lab analyzing appearances of disease.

The existing approaches of deep learning deal with few combinations using a single
end-to-end black-box network that requires millions of labeled scans. The framework
decouples the two problems namely technical variations in the imaging process, and
pathology variants and solves them independently. A deep segmentation network
creates a detailed device-independent tissue segmentation map and a deep classification
network analyses this segmentation map and provides diagnoses and referral sugges-
tions. The presence of uncertain regions in the image is a significant challenge in OCT
image segmentation, thus the true tissue type cannot be inferred from the image.
Multiple instances are trained for the network segmentation and each network instance
creates a full segmentation map for the given scan, resulting in multiple hypotheses.
The clinical OCT scans analyses and makes a standard comparable to clinical experts.
The study concluded that the medical imaging addresses a wide range of medical
imaging techniques, and integrate clinical diagnoses [6].

3 Fourth Industrial Revolution

Newton who formulated the laws of motion from where first industrial revolution was
catalyzed to design stems engines. Faraday and Maxwell, a unified magnetic and electric
force has led to electricity generation and electric motor which were influential in the
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second industrial revolution. The third industrial revolution was catalyzed by the dis-
covery of a transistor, the electronic age that gave rise to computers and internet. The
fourth industrial revolution is power-driven by artificial intelligence and it will renovate
the workplace from tasks based features to the human centered features as in Fig. 1.

The degree of automation has improved the industrial companies with more
intelligent and self-adaptive as advances are made through artificial intelligence. The
fourth industrial revolution era, the diverse business models with customer access and
hence creating new refinements of production methods and generating extra digital
revenues and optimizing customer experience.

The fundamental technology that is essential for accelerating growth of revolution.
The first is the adoption/diffusion of the technology and second is a network effect, the
technologies needed to work to drive growth.

Digital energy: merging smart power grids and smart meters into platforms that dynamically
generate energy and demand from various sources.
Digital transport: capable of moving people and goods across oceans, skies, and land
independently.
Digital health: enabling remote health care from any corner.
Digital communication: connecting and interacting billions of people and things.
Digital production: it will bring a paradigm.

4 Informatics Research in Health Care

Open innovation, the blend of humans and computers to form distributed systems for
the purpose of accomplishing innovative tasks and accuracy. Several forms of
technology-driven R&D come to improve data acquisition accuracy; advanced big-data
analytics to spot hidden statistical patterns; artificial intelligence techniques, and
knowledge discovery. The humans and computers do have their own fortes and
weaknesses. Artificial intelligence is moving into the mainstream, and the convergence
of increasing computing power, big data and machine learning should be appreciated
for reshaping the world [7].

The big challenge faced in healthcare is aging in the today’s world population and
lifestyle-related diseases are mounting by 2020. Heart diseases, cancers, respiratory
diseases and diabetes are killing 31 million people a year according to the survey of
World Health Organization. Healthcare costs are spiraling out of control. The big data
and artificial intelligence revolution has led to the advent of the fourth industrial
revolution, combining connected devices with cloud computing.

4.1 Revolution in HealthCare

The healthcare sector is the major largest sector to benefit from what the World
Economic Forum calls the fourth industrial revolution. Mobile health applications can
monitor and provide direct provision of care to patients. The mHealth innovations can
help bring healthcare access across the world, improve clinical data gathering and
improve the delivery of health care information. Nanotechnology, the ability to
manipulate atoms and molecules, has the potential to improve diagnosis and treatment
of heart disease patients. Nanotechnology is being used to detect new viruses.
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The health sector will lead the track for healthcare practices to influence the pro-
mises of this new industrial revolution. The advancements in reformed healthcare will
trigger opportunities for developing faster and ensuring diagnostics will be indis-
pensable in determining accurately the efficacy of a treatment. The future for the health
care industry in adapting to this new era will continue to thrive in Fig. 2.

Visualizing about the world where science would overhaul the causes of diseases as
opposed to dropping the effects of indicators. Think the cell regeneration science would
help diabetes or renal failure patients relish disease-free lives as they benefit from early
transplants of artificial pancreas and kidney. AI techniques innovation will then finally
become the instrument to value-based health care, as long as it is true that regulatory
pathways progress at the speed science does, and new mechanisms for full transparency
of new cure.

4.2 Drones in HealthCare

Drone, a class of aircraft without a human on board; has paved the unreachable to
reachable by delivering the medications like blood, defibrillators, vaccinations, organs
or other health care items. The credible drone has the leapfrog over transportation
setup. Drones are usually known as unmanned aerial vehicles or unmanned aircraft,
remotely operated aircraft, and remotely piloted aircraft. Drones can carry two to five
kilograms and transport items about 12 km, traveling up to 40 km to 60 km per hour,
taking about 18 min including lift off and landing.

A smartphone app in the drone enables the senders to select the destinations. The
drone then mechanically generates a route based on the topography, weather, and
airspace and population density. The drones mechanically avoid airports, schools and
public squares to reach the destination. After handing over drone on reaching back to
its nest, the sim card and new battery is replaced along with the medication item for its

Fig. 1. Fourth industrial revolution Fig. 2. Healthcare
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next supply. Safety, accuracy and speed are more essential in healthcare for human
lives. From the remote clinics a health care worker can order supplies via text and the
delivery of any medical item reached within 15 min. Drone outreaches medication
where an ambulance cannot reach with much faster speed and thus saving lives [8].

4.3 Artificial Neural Networks in HealthCare

The broad exploring of ANN applications in health care in Fig. 3 have found added
advantages that includes self-learning, high-parallelism strength and high-speed and
error tolerance against noises which influence the constraints and representing a non-
linear systems in which the correlation among the variables is unknown. ANNs are
called connection-oriented networks, fashioned by the series of neurons, organized in
layers and each neuron is linked with another neuron in the next layer through a
weighted link. The number of neurons and one or more hidden layers of the perceptron
determine their complexity which creates new neural connections for solving complex
problem.

The Tables 1 and 2 [9] shows the predicted value ranges from 0.5 to 1.3 and
significance F-value has 0.00070 which is less than 0.05 respectively. Using Leven-
berg Marquardt backpropagation algorithm the network is trained by adjusting the
hidden layers and modifying weights and the performance plot for best validation
performance of 0.0182 is achieved at epoch 2 as in Figs. 2 and 5 [9]. The application of
ANN shows that the error rate drops by 80% on predicting the disease.

Fig. 3. Overview of an application of ANN in healthcare
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4.4 Security in Healthcare

The security of sensitive data throughout the data life cycle needs to be protected with
the same secure approach needed to produce hardened devices. The sensitive data is not
limited to processing information and includes a privacy regulations associated with
manufacturer’s property. With the growing traffic one can move along the signature-
based detection technologies, yet they are only to certain limited ability to detect
activities within their signature database. Hence protecting cloud data storage and data
movement needs the use of strong encryption, artificial intelligence, and machine
learning solutions provides robust and responsive threat intelligence, intrusion detec-
tion, and intrusion prevention solutions [10].

5 Results and Discussion

Semantic segmentation does indispensable tasks in analyzing images. The method of
associating each pixel of an image with a class label such as person, road, grass or car is
called sematic segmentation. The semantic segmentation can be implemented on image
segmentation and the disease detection in the health care centers for faster diagnosing.
In fully convolutional networks, each layer output in a ConVnet is a 3D array of size a
� b � c, where a and b represent height and width and are spatial dimensions and c is
channel dimension. The first layer is the image, with pixel size a � b and c, channel
dimension. In fully connected networks, the receptive field is the region in the input
space that a particular CNN’s feature is looking for. A receptive field of a feature can be
described by its center location and its size. The deep the layers the receptive field is
larger. An FCN works on any input size, and yields an output of corresponding spatial
dimensions.

The three steps involved in semantic segmentation

1. Image Classification
2. Upsampling through Deconvolution
3. Blending the Output

5.1 Image Classification

In classification, an input image is downsized and made to pass through all the con-
volution layers and fully connected layers, and results in one output, a predicted label
for the input image. The input image is downsized only to get a single predicted output.
The process of making output size smaller is referred as convolution by taking the input
image.

5.2 Upsampling Through Deconvolution

In deconvolution, it is through upsampling the output image size gets bigger. It is also
referred as upconvolution, and transposed convolution. The upsampling path is used
for enabling precise localization i.e., exactly where upsampling helps in recovering the
fine-grained spatial information lost while the pooling data.
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5.3 Blending the Output

After passing through several convolutional layers let’s say up to conv7, the output size
becomes smaller, then applying 32� upsampling makes the output to have the same
size of input image. But it makes the output label map rougher. This happens because
the deep features can be obtained when going deeper, but spatial location information is
lost when going deeper has to be noted. Which interprets the output from shallower
layers have more location information. If both are combined then the result is
enhanced. For fusing element by element addition is used to get the output in Fig. 5.

Output- the calculation of loss and accuracy
Found 5000 images belonging to 2 classes.
Found 2000 images belonging to 2 classes.
Epoch 1/20
2000/2000 [==============================] - 546s 273ms/step - loss: 

0.4128 - acc: 0.8264
Epoch 2/20
2000/2000 [==============================] - 574s 287ms/step - loss: 

0.2767 - acc: 0.8872
Epoch 3/20
2000/2000 [==============================] - 559s 280ms/step - loss: 

0.1717 - acc: 0.9340
Epoch 4/20
2000/2000 [==============================] - 561s 281ms/step - loss: 

0.1018 - acc: 0.9620
Epoch 18/20
2000/2000 [==============================] - 555s 277ms/step - loss: 

0.0133 - acc: 0.9957
Epoch 19/20
2000/2000 [==============================] - 553s 277ms/step - loss: 

0.0133 - acc: 0.9956
Epoch 20/20
2000/2000 [==============================] - 556s 278ms/step - loss: 

0.0132 - acc: 0.9960

The Fig. 4 demonstrates graphical representation of an accuracy/loss plot for data
training and validating of the fully convoluted images shown in the Fig. 5. For the
epoch 1, Fig. A shows a loss: 0.0132 and accuracy: 0.9960; Fig. B produces a loss:
0.0108 and accuracy: 0.9964; Fig. C produces a loss: 0.0153 and accuracy: 0.9948 and
Fig. D produces a loss: 0.0130 and accuracy: 0.9958 at 278 ms, 294 ms, 288 ms and
315 ms per step respectively. The Table 1 displays the corresponding accuracy/loss
values of the figures A, B, C and D plots.
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6 Fourth Industrial Revolution Prominence

The global income level rise and the improvement in the quality of life are coined in the
fourth industrial revolution across the world. The new innovative techniques led to a
supply-side miracle, with long-term gains in efficiency and productivity. The costs of
transportation and communication will drop, logistics and global supply chains will
become more effective, and the trading cost will diminish [11]. The key economic
concern, inequality combined with mass unemployment represents the greatest societal
concern associated with the fourth industrial revolution and thus the employees of

Fig. 4. An accuracy/loss plot for training and validation data

Table 1. Accuracy/loss values for training and validating data of fully convoluted images

A B C D
Epoch Loss Acc. Loss Acc. Loss Acc. Loss Acc.

1/20 0.4128 0.8264 0.3963 0.8352 0.3900 0.8363 0.4024 0.8332
2/20 0.2767 0.8872 0.2795 0.8859 0.2659 0.8910 0.2829 0.8846
……
19/20 0.0133 0.9956 0.0115 0.9965 0.0183 0.9941 0.0161 0.9948
20/20 0.0132 0.9960 0.0108 0.9964 0.0153 0.9948 0.0130 0.9958
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today need to get updated more than ever before. The government will gain new
technological powers to increase their control over populations, based on pervasive
surveillance systems and the ability to control digital infrastructure.

Fig. 5. Fully convolutional network outcome of brain tumor images. a. original image b. ground
truth, c. predicted image
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7 Conclusion

The medical resource delivery by drone will significantly reduce the number of patients
who need to be hospitalized and reduce the overall cost of medical services that comes
with hospitalization. The future health care services will enhance with intelligent
human-centered services that are dedicated and service-oriented. The fourth industrial
revolution brings positive facts on AI, ANN, deep learning and its application in the
field of health care. The FCN-32 produced a better predicted output for the brain tumor
images. Hence, semantic segmentation helps in detecting the tumors in any type of
cancer or diseases. On training the brain tumor image dataset, best accuracy = 0.9964
and loss = 0.0108 were achieved.

Fig. 5. (continued)
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Abstract. The technical revolution has been opening unprecedented opportu-
nities, but at the same time it has force people to face unheard of ethical
problems. The author believes that the totality of problems will include, on the
one hand, ethical aspects of people’s attitudes to AI, and on the other, problems
associated with AI itself, which can lead to systemic risks that exceed the danger
of using nuclear technologies that humanity was unable to keep under control. In
this regard, it is obvious that the potential risks and possible losses and damages
predicted by scientific analysis, which are fraught with the reckless use of AI,
are to be taken with great attention, although the probability of their occurrence
may seem quite low today. Basing on systemic approach, Strauss–Howe gen-
erational theory and survey methodology, the author has conducted a pilot
research engaging two sample populations – one of Russian university aca-
demics belonging to Generation X and the other of Russian university students
belonging to Generation Y. The overall number of the pilot survey participants
exceeded 100 respondents. The interim research results have revealed a kind of
current communication rivalry between AI apps users belonging to Genera-
tion Y and AI apps ‘virtual hostesses’ and collaboration trends in the attitudes of
the AI apps users belonging to Generation X, which are attributed to the pro-
found differences in the two generations’ value systems and mentalities and
might highlight a deeper problem of a possible partial loss of the national value
system as the core of the national mentality, as well as a possible mainstream of
Human–AI collaboration development based on a kind of communication riv-
alry and potential intellectual slavery.

Keywords: Artificial Intelligence � Generation X � Generation Y �
Collaboration � Communication rivalry � Ethical issues

1 Introduction

The influence of artificial intelligence (AI) on the lives of people over the past two
decades is constantly increasing and is expected to become even more global in the
near future. AI is used in various areas – from personal mobile devices and cars with
on-board voice control computers to space shuttles and the Alpha space station – and
has good prospects due to the continuous improvement of computer equipment and
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software, on the one hand, and the improvement of AI algorithms, which already
significantly surpass some expert competences of man – on the other. As the capa-
bilities of the AI develop, the volume of applications in which it is used will continue to
grow, and it is highly likely that AI will soon begin to self-improve based on self-
optimization of the algorithms, eventually reaching the level of human intelligence, and
then surpassing it.

In a number of applications of AI – from safe driving to medical diagnostics – its
superiority over humans has already been proven and documented. Nevertheless, we
cannot predict and control possible AI solutions in situations where serious injuries
caused by a collision of an unmanned vehicle with several pedestrians can be avoided
only at the cost of serious or fatal injuries to passengers inside an AI vehicle. Or, vice
versa, hitting a pedestrian might seem the best option for a driverless car. Thus, on 18
March 2018, an Uber self-driving auto struck and killed a woman on a street in Tempe,
Arizona, despite having an emergency backup driver behind the wheel [1].

In addition to all possible cautions and macabre forecasts, there is another danger,
no less significant than physical destruction, namely the danger of “loss of humanity”,
i.e. human losses of the most significant characteristics that distinguish man from
animals or robots.

2 AI on the Rise

Following the success of the Internet and ICTs, Artificial Intelligence is the next big
thing of the high-tech industry. Three essential aspects including next-generation
computing architecture, access to historical datasets, and advances in Deep Neural
Networks are accelerating the pace of innovation in the field of Machine Learning and
Artificial Intelligence [2].

A little over a decade ago, a supercomputer – IBM’s Deep Blue – defeated the then
world chess champion, Russian grandmaster Gary Kasparov. In 2016 DeepMind’s
computer program, AlphaGo, beat Go champion Lee Sedol, a Korean professional Go
player of 9 dan ran. On 18 June 2018, IBM’s Project Debater engaged in the first-ever
live, public debate with humans. On preparing arguments for and against the statement:
“We should subsidize space exploration,” the AI system stated that its aim is to help
“people make evidence-based decisions when the answers aren’t black-and-white” [3].

According to a recent Oxford and Yale University survey of over 350 AI
researchers, machines are predicted to be better than us at translating languages by
2024, writing high-school essays by 2026, driving a truck by 2027, working in retail by
2031, writing a book by 2049 and performing surgery by 2053 [4].

AI software is expected to create unseen business opportunities and societal values,
with still smarter chat bots providing expert assistance and robot advisors conducting
instantaneous research in most humanities. Artificial intelligence is getting big. The
evidence is everywhere. From critical life-saving medical equipment to smart homes,
AI will be infused into almost every application and device [2]. A few years more, and
humanity will be amazed at AI achievements and face new challenges. To be proactive,
researchers should set challenging tasks, rising issues that seem today too early or
insignificant before it has become too late the day after tomorrow.
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Addressing university students in 2017, Russian President Vladimir Putin stated
that the nation leading in AI ‘will be the ruler of the world’ and warned that AI offers
both ‘colossal opportunities’ and yet unpredictable threats [5]. The same year, Elon
Musk and 116 other technology leaders including Bill Gates and Steve Wozniak, Stuart
Russell and Stephen Hawking sent a petition to the United Nations warning of a “third
revolution in warfare” and calling for new regulations on the current and future AI
weapons development [6].

Nowadays, more than 50 nations are developing battlefield robots and drones. The
most sought-after are robots capable of making the “kill decision” without human
control. These weapons are currently not prohibited by International Law, but even if
they were, it is highly doubtful they can ever conform to IHL and IHRL or even laws
governing armed conflicts, as AI on the loose would have to avoid mistakes telling
friends from foes and combatants from civilians and provide aid to the latter along with
wounded comrades in arms. And the issue of accountability seems to be even more
complex. So far, these sore questions remain unanswered as the development of
intelligent killing machines has gradually turned into a yet unacknowledged arms race.
The numerous ‘collateral losses’ among civilians in Afghanistan, Pakistan, Yemen, and
Somalia have highlighted how ethically fraught the situation is [6].

3 Specificities of Two Generations

As is known, Generational Theory was developed by William Strauss and Neil Howe
based on the description of repetitive generational cycles in US history [7]. Though the
theory seems to be contradictory, having gained a lot of advocates and as many
opponents, the idea to compare generations seems to be quite fruitful, as people sep-
arated by 15–20 or more years naturally differ greatly due to the different life condi-
tions, which the 20th century used to change every 30 or 20 years or even faster. The
two generations, whose representatives’ attitudes are analysed in the presented
research, are Generation X and Generation Y, which life circumstances differed a lot as
the majority of their representatives were born in very different countries due to the
collapse of the Soviet Union.

The range of Generation X is from 1965 to 1984 (but the dates are not set in stone)
[8], therefore, the range of Generation Y is from 1985 to 2004. The traits listed below
are generalised, yet, they are found in most representatives of the generations (basing
on several surveys with the participants confirming the fact), naturally developed to a
different extent due to family upbringing and personal life circumstances.

3.1 Generation X

Russian Generation X is characterized with a changed value system (as compared to the
previous generation – that of their parents) and changes in the quality of life. However,
as this generation faced the tragic collapse of the USSR, the dispelled value of “public
good”, along with the need to survive, it has developed a number of core qualities,
partly borrowed from the two previous generations (such as the enduring values of
love, care, and family), along with hyper responsibility (in the first place – caring for
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others, even to the detriment of their own interests), strive for self-education and self-
knowledge, increased anxiety, a sense of internal conflict, emotional instability, and
exposure to depression. Mostly, this generation has easily entered the new digitalised
world, although some representatives experienced certain difficulties mastering new
ICTs.

3.2 Generation Y

Russian Generation Y has developed a new system of values, trying to get used to the
collapse of the USSR, the emergence of new technologies, high probability of terrorist
attacks and military conflicts. Therefore, the key traits characterising the generation
include love for freedom, “lightness” in relation to life, flexibility and adaptability to
changing conditions, increased attention to the quality of their life, desire to get fun and
satisfaction, reluctance to accept the shortcomings of other people, greater importance
of career than creating a family, a lack of desire to plan their future, preference of the
Internet to any other sources of knowledge, knowledge devaluation, along with
credulity, naivety and infantilism (due to the availability of any information). Being
digital natives, they are mostly on short terms with ICTs and cannot imagine their life
without PCs and all sorts of gadgets. Unlike their parents, they prefer to spend leisure
time in the virtual world, with some of them abusing the digital reality or digital reality
abusing them.

4 Research Outline

The introduced pilot research was planned to identify the contemporary perceptions of
AI by two university populations – academics and students, belonging to two different
generations – Generation X and Generation Y in order to reveal some current trends
and grope further possible challenges.

The methodology applied in the pilot research includes a questionnaire-based
survey designed to suit the research goals, content analysis of the participants’
responses, and extensive review of literature devoted to AI, UAVs and digitalisation at
large.

4.1 Research Goal and Hypotheses

The goal of the research is to reveal the attitudes of academics belonging to generation
X and students belonging to Generation Y to AI, its current achievements and future
advances and compare them basing on systemic approach and content analysis of the
contemporary discourse.

The goal of the pilot research prompted two hypotheses –

Hypothesis 1 – unlike representatives of Generation Y, representatives of Genera-
tion X are more restrained in their perception of AI and more cautious as regards to
its further development.
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Hypothesis 2 – unlike representatives of Generation X, representatives of Genera-
tion Y are on better terms with ICTs and gadgets and take AI for granted not
perceiving it as an equal partner in communication.

The analysis of the global research discourse and preliminary collegial discussions
of the issues raised in the questionnaire have contributed to identification of five
challenges facing the mankind in the near future, generated by the too high speed of
technological transformations, the rise of AI, drones and battlefield robots and human
inability or unwillingness to tackle sore issues before they start tackling humans. The
challenges revealing both the greatness of human intelligence and utter vulnerability of
humanity torn apart by contradictions and rivalry for world domination in the absence
of a comprehensive mankind development strategy are as follows

(1) The issue of trust seems to be the most serious challenge to date. With trust being
the most important quality in human relations valued since the first humans
appeared on the Earth, people haven’t learned to respect and value trust much
enough not to abuse and betray it. People do not trust strangers, nations do not
trust other nations and naturally, this approach will be transferred to human-AI
relations, with AI soon learning not to trust people.

(2) Teaching AI in combat robots and drones to kill people (even the most evil ones)
is the shortest way to face the challenge of possible annihilation and only probable
survival.

(3) The underestimation of AI abilities to learn and study, including its soon realised
requirement to study people may lay ground for a further built vicious circle in
human-AI relations, with people possibly trapped inside.

(4) The current lack of respect to the still young AI making its first steps can be easily
transferred to more mature AI developments, which may soon learn to disrespect
and disregard people.

(5) The utilitarian attitude to AI may lead to humans’ attempting to get new slaves
and thus the challenge of losing some important qualities that the mankind has
gained for the last 150 years after slavery was abolished and all the people were
proclaimed equal. And here, again it is important to keep in mind the AI growing
ability to learn faster than most humans can imagine.

4.2 Research Methods and Processes

The research methodology rests upon systemic and comparative approaches to the
ideas of AI perception and collaboration with it in the present and in the future, and
includes a literature review, a discourse analysis and a qualitative empirical study
launched as a pilot survey of two university populations’ attitudes and opinions.

The questionnaire consisted of 3 background questions (Age, Gender, Occupation)
and 16 thematic research questions, some of which were scaled according to Likert
bipolar scaling, measuring the participants’ positive or negative responses from ‘Fully
approve’ to ‘Totally disapprove’ aimed at revealing the respondents’ attitudes to certain
AI issues and multiple-choice questions intended to identify the respondents’ knowl-
edge, habits or opinions.
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4.3 Respondents

The survey was designed as pilot and was supposed to be voluntary, so the samples were
limited by the number of questionnaires handed out, the timeframe and the participants’
free choice to take part in the survey. The pilot research was planned to be comparative,
engaging students and academics of Lipetsk State Pedagogical University, Russia. The
university was chosen due to its characteristics.

Lipetsk State Pedagogical University (LSPU) belongs to the categories of ‘small’
and applied universities as its population of students is about 5,000 persons and its
academic population is 356 persons (288 full-timers and 68 part-timers). LSPU pro-
vides education in the following 10 fields: mathematics, technical studies, law, social
sciences, philology, psychology, education studies, natural sciences, cultural studies
and arts, physical culture and sports, at all the three levels – for Bachelor’s, Master’s
and post-graduates.

5 Research Results

The participation in the survey was voluntary and intended to encompass as many
academics and students as possible. However, as the population of students at LSPU is
14 times larger, it was decided that the samples could be unequal covering twice as
many students as academics. Therefore, 40 academics were provided with question-
naires printed out on paper, with 38 questionnaires returned valid for further analysis;
and 80 questionnaires printed out on paper were distributed among students, with 78
students returning questionnaires valid for analysis.

The background questions were supposed to identify the respondents’ age, gender
and occupation, as these data have proved the respondents’ relevance to the research,
with age and occupation in particular as the research presumed comparison of two
generations – Generation Y and Generation X represented by students and academics
accordingly.

The histograms below (Figs. 1 and 2) show a majority of the employees were aged
from 31 to 45 (68%), with 23% aged from 46 to 55, 3% aged from 26 to 30, 3% aged
from 56 to 60 and 3% aged over 60. These data confirm that an overwhelming majority
of the academics taking part in the survey belong to Generation X and the rest are very
close to it. A majority (83%) of the students participating in the research were under 20
years of age – Bachelor’s students, with 17% of them aged from 21 to 25, i.e. Master’s

Fig. 1. Academics’ age groups Fig. 2. Students’ age groups
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students. It means that all the student participants belong to Generation Y. Therefore,
the samples are relevant for the research goal and can be compared safely.

Gender is a variable of secondary importance for this research, yet, it also proves its
validity as the shares of female and male participants in the two samples are not
contradictory – there are 48% of male and 52% of female participants in the academics
sample, against 31% of male and 69% of female respondents in the student sample
(Figs. 3 and 4 below). However, it would be interesting to go into a deeper research
investigating the specificity of women’s and men’s attitudes to AI.

The histograms below prove that all the employees in the sample are engaged in
teaching, and that the main occupation of the student sample is studies, which confirms
the validity of both groups of the participants for the research (see Figs. 5 and 6 below).

Question 1 intended to identify the participants’ general attitude to AI, ranging it
from highly positive to utterly negative. 26% of the academics expressed their highly
positive attitude to AI (against 12% of the student sample). The shares of the
respondents who expressed their positive attitudes were very close – 29% of the
academics and 26% of the students. Neutral attitude (close to indifferent) was expressed
by 13% of the Generation X representatives and 40% of the Generation Y represen-
tatives. But cautious about AI were 32% of the academics and 21% of the students,
with the attitude of 1% being utterly negative. The higher level of cautiousness among
the academics proves Hypothesis 1.

Fig. 3. Academics’ gender Fig. 4. Students’ gender

Fig. 5. Employees’ occupation Fig. 6. Students’ occupation
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Question 2 inquired about the presence of AI in the participants’ life. 52% of the
academics and 63% of the students confirmed that AI was present in their life, 35% and
31% correspondingly found this question difficult to answer, and 13% of the academics
and 6% of the students denied AI presence in their life. The shares of AI proponents in
the two groups were closer to each other than the shares of those who did not feel the
presence of AI in their life. The twice as big share of the denying academics proves
Hypothesis 2.

Question 3 aimed at revealing the participants’ estimation of the usefulness of AI
developments ranging from ‘Very useful’ to ‘Harmful’. The attitudes of the two group
members proved to be very similar, with the academics perceiving AI a bit more
warmly: 46% of them found AI very useful (against 21% of the students), 35%
believed AI is useful (against 59% of the students), yet, the bulk share of positive
attitudes was practically the same (81% of the academics and 80% of the students),
16% of the academics and 12% of the students were neutral about the idea, 5% of the
students found AI useless and equal shares of both groups believed that AI develop-
ments are harmful. The somewhat warmer welcome of the academics accounts for their
professional vision and mission and their habit to be in the vanguard of the progress.

Question 4 targeted to reveal the respondents’ perception of AI safety /danger. The
students’ responses showed a higher level of trust to AI, as 5% of the student
respondents were sure of AI being totally safe (with 0% responses of the academics in
this estimation), 14% of the students and 16% of the academics believed that AI was
safe, 59% and 58% accordingly believed AI was neutral, 19% of the students and 26%
of the academics found AI dangerous, and 3% of the students thought it was very
dangerous. The data received from both groups are very close, though the academics
proved to have sensed more danger in AI developments.

Question 5 aimed at identifying the kinds of AI present in the respondents’ life. For
the research purposes the following AI developments were chosen: chat-bots (Face-
book, VKontakte, etc.), chess-playing computers, self-driven autos, electronic con-
cierges (OK Google, Siri, Alisa), bank terminals recognising images, and drones
recognising images. The received responses showed that the survey participants must
have misunderstood the question and answered it basing on their knowledge of certain
AI developments, and not on their actual presence in their lives. Thus, 27% of the
academics and 40% of the students confirmed the presence of chat-bots (Facebook,
VKontakte, etc.) and 38% and 29% accordingly admitted the presence of electronic
concierges (OK Google, Siri, Alisa). These data seem to be quite truthful but then come
the responses, inspiring much doubt. 6% of the academics and 11% of the students
stated they had chess-playing computers in their lives obviously confusing Deep Blue
with chess play computer games, 2% of the academics (0% of the students) indicated
the presence of self-driven autos in their life, though such vehicles are still under
development in Russia, 27% of the academics and 18% of the students stated the
availability of bank terminals recognising images, though their future installation was
only announced by Sberbank some weeks ago, and 2% of the students (0% of the
academics) confirmed the availability of drones recognising images, though again, such
drones are only entering mass production and only for military and defence purposes.
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The received data were contradictory proving that a larger share of students deal
with chat-bots, though a larger share of academics seem to use electronic concierges.

Therefore, Question 6 intended to clear up the respondents’ practices of using chat-
bots and electronic concierges and identify the frequency of their usage. The received
responses were predictable and proved Hypothesis 2 confirming that representatives of
Generation Y are on better terms with AI developments and ICTs at large: 21% of the
students and only 10% of the academics used the development very often; 27% of the
students and just 16% of the academics used them often; 26% of the students and 19%
of the academics used the AI developments occasionally; 18% of the students and 29%
of the academics used them seldom, and only 8% of the students against 26% of the
academics never used chat-bots and electronic concierges.

Question 7 targeted ethical issues in the mode of building a dialogue with an
electronic concierge /chat-bot and inquired whether the respondents would say “thank
you” at the end of the conversation. The received data turned out to be quite unex-
pected – the students proved to be more polite towards chat-bots and electronic con-
cierges and did not forget to thank Siri, Alisa or OK Google in 20% of cases (8% of the
students did it always and 12% did it often), though only 3% of the academics thanked
electronic concierges always and 10% did it often. 22% of the students and 19% of the
academics thanked them occasionally. 21% of the students and 16% of the academics
did it seldom but the number of those respondents who never thanked electronic
concierges and chat-bots is really high – 37% of the students and 52% of the aca-
demics. The greater number of polite students supposedly accounts for the over-
whelming majority of female students in the sample and possibly, for the field of the
academics’ expertise (most of them worked in the Institute of Natural, Mathematical
and Technical Sciences and may be prone to perceiving AI formally as a scope of
algorithms). Further interviews with some representatives (both male and female) of
both samples may shed some light on the reasons for such responses.

However, answering Question 8 aimed at identifying the level of importance of the
electronic concierges’ addressing the respondents by name and finishing the conver-
sations with “Thank you for contacting me /asking me”, an overwhelming majority of
the student population (76%) confirmed its importance, with 19% admitting high
importance, with only 4% seeing no difference and 1% stating low importance. Unlike
the representatives of Generation Y who seemed to be highly concerned with AI polite
treatment, the representatives of Generation X were not so much obsessed with display
of respect by AI: only 25% of the sample confirmed importance of being called by
name at the beginning of the conversation and being thanked at the end, and just 2%
found it very important; 43% of the academics did not see much difference, 26% stated
low importance and 4% admitted low importance. These data show that representatives
of Generation Y are more sensible to the way AI may treat them in communications (so
far), and proved to be much more demanding and having higher expectations in
comparison with the representatives of Generation X.

The difference between the share of the students who often or always thanked the
electronic concierges and the share of the students who expected to be thanked has
revealed an ethical inconsistency, and this behaviour pattern violates the proverb ‘How
goes around comes around’, which was developed as an important rule, almost a value
in the minds of Generation X.
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Question 9 focused on the respondents’ attitude to the possibility of using artificial
intelligence in advertising and marketing at large. This information is important for
revealing the level of trust to AI as part of persuasive technologies. A majority of the
student population approved (43%) and fully approved (3%) AI use in marketing and
advertising in particular in comparison to 16% (approved) and 6% (fully approved) of
the academics. Most academics (62%) and many students (40%) expressed their neutral
attitude to the issue. The shares of those who disapproved (13% of the academics and
10% of the students) and those who totally disapproved the idea (3% of the academics
and 4% of the students) were almost the same. The data confirmed a higher level of
trust characteristic of the student population.

Question 10 was supposed to identify the level of trust to the information provided
by electronic concierges. The received data are provided in the table below (Table 1)

The students’ responses demonstrate a higher level of trust to the information
provided by electronic concierges.

Going further into the issue of trust to the information provided by intelligent
systems, Question 11 was designed to identify the respondents’ attitude to probability
of unreliable information provided by AI systems. 5% of the students considered the
probability very low (0% of the academics), 26% of the students found it low (10% of
the academics), 24% of the students and 35% of the academics found it difficult to
decide, 40% of the students and 45% of the academics admitted it was probable and 5%
of the students and 10% of the academics thought the probability was very high.
These data confirm the previously received information of the students’ higher level of
trust to AI.

Questions 12 and 13 were similar to Questions 10 and 11 but aimed to identify the
level of trust to chat-bots. The data received in response to Question 12 were as follows
(Table 2)

Table 1. Levels of trust to information provided by electronic concierges.

Degree of trust Academics Students

by 100% 3% 5%
by 60–75% 36% 42%
by 40–50% 23% 28%
by 10–30% 19% 21%
I don’t trust at all 19% 4%

Table 2. Levels of trust to information provided by chat-bots

Degree of trust Academics Students

by 100% 3% 5%
by 60–75% 23% 35%
by 40–50% 32% 39%
by 10–30% 19% 13%
I don’t trust at all 23% 8%
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The participants’ responses revealed an overall lower level of trust to chat-bots in
comparison with electronic concierges and consistently higher level of trust in per-
ception of the representative of Generation Y.

Question 13 inquired more data on the probability of unreliable information pro-
vided by chat-bots. 4% of the students believed that the probability was very low (0%
of the academics), 14% of the students considered it low (10% of the academics), 33%
of the students and 26% of the academics chose the option ‘Difficult to say,’ 36% of the
students and 48% of the academics agreed that it was probable and 13% of the students
and 16% of the academics found the probability very high. These data show a higher
level of trust to AI demonstrated by the students and at the same time a lower level to
trust to the reliability of the information provided by chat-bots in comparison with
electronic concierges.

Question 14 was designed to clarify the respondents’ attitudes to the new method of
warfare using artificial intelligence (combat robots, drones, etc.). 10% of the academics
and 9% of the students found it very promising, 10% of the academics and 9% of the
students believed it was promising, 26% of the academics and 21% of the students
expressed their neutral attitude; however, 19% of the academics and 37% of the stu-
dents were cautious about the new AI-based warfare, and 35% of the academics and
21% of the students expressed a negative attitude to the issue. Though the share of
positive and neutral attitudes practically coincides, the representatives of Generation Y
proved to be more cautious and the representatives of Generation X showed a more
negative attitude to the issue, which can be partly explained by their larger life
experience and expertise.

Question 15 focused on identifying the stakeholder responsible for the development
and use of artificial intelligence, in the respondents’ opinion. The respondents put the
responsibility on the core stakeholders to the following extent (Table 3)

The responses have revealed the higher level of the academics’ own responsibility
blaming primarily the society at large, then the government they voted for and only
then producing corporations, as well as customers/consumers and operators of robo-
tized machines. The students mainly found responsible producing corporations, trying
to avoid any responsibility for such sore issues. These two behaviour modes are typical
for representatives of the two generations.

Question 16 aimed at identifying the respondents’ attitudes to further AI devel-
opment. A majority of the responses proved to be positive, which means the Russian
university students and employees are in trend: 13% of the academics and 21% of the

Table 3. Key stakeholders’ responsibility for AI development and use

Responsible stakeholder Academics Students

Government 27% 18%
Producing corporations 18% 44%
Customers/consumers 12% 9%
Operators of robotized machines 12% 10%
Society at large 31% 19%
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students believed that further AI development was undoubtedly worth continuing, and
45% of the academics and 40% of the students found it promising. For 29% of the
academics and 26% of the students it was difficult to express their opinions, while 13%
of the academics and 10% of the students stated that further AI development should not
be continued and 3% of the students even believed it should be banned. The mainly
positive attitudes reflected the high expectations for AI advance and achievements
based on the previously received unprecedented support provided by ICTs and the
Internet, which made the world smaller and life faster.

6 Conclusions and Discussion

The results of the AI discourse analysis and the responses of the survey participants
have revealed differences in attitudes to AI of Russian representatives of Generation X
and Generation Y stipulated by the differences in their attitudes to life in general, to the
world and to themselves.

The findings have highlighted an interim communication rivalry between repre-
sentatives of Generation Y and AI, as the former have higher expectations and
requirements for respect and courtesy than they are ready to offer.

The survey has proved both hypothesis and demonstrated the higher level of trust to
AI on the part of the students – representatives of Generation Y. The results of sec-
ondary importance have shown a higher level of trust to electronic concierges in
comparison to chat-bots and highlighted a considerable lack of trust to the relevance
and reliability of the information provided by both electronic concierges and chat-bots
(the latter perceived as less reliable).

The five challenges formulated above prompt a number of priorities, some of them
being really urgent (primarily including control over the development and use of
robotized machines and drones).

With AI getting integrated into human lives more deeply, it is important to learn
from the previous lessons taught by the Internet and ICTs and take some preliminary
measures allowing people to always remain humans and decision-makers.
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Abstract. Cytological diagnosis is useful in the practical context compared to
the histopathology, since it can classify pathologies among the cutaneous
masses, the samples can be collected easily without anesthetizing the patient, at
very low cost. However, an experimented veterinarian performs the cytological
diagnosis in approximately 25 min. Artificial intelligence is being used for the
diagnosis of many pathologies in human medicine, the experience gained by
years of work in the area of work allow to issue correct diagnoses, this expe-
rience can be trained in an intelligent system. In this work, we collected a total
of 1500 original cytologic images, performed some preliminary tests and also
propose a deep learning based approach for image analysis and classification
using convolutional neural networks (CNN). To adjust the parameters of the
classification model, we recommend to perform a random and grid search will
be applied, modifying the batch size of images for training, the number of
layers, the learning speed and the selection of three optimizers: Adadelta,
RMSProp and SGD. The performance of the classifiers will be evaluated by
measuring the accuracy and two loss functions: cross-categorical entropy and
mean square error. These metrics will be evaluated in a set of images different
from those with which the model was trained (test set). By applying this model,
an image classifier can be generated that efficiently identifies a cytology diag-
nostic in a short time and with an optimal detection rate. This is the first
approach for the development of a more complex model of skin mass detection
in all its types.
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1 Introduction

Currently, the cytology study for cancer detection is one of the most important lines of
research in medicine worldwide, due to cancer disease attacks the majority of existing
species on the planet. The main affected are domestic animals and humans.

Cutaneous tumors in dogs are an increasingly common pathology, for this reason it
is very important to recognize and treat in time, with the appropriate veterinary pro-
cedure. cytological diagnosis is a type of morphological diagnosis based on the
microscopic characteristics of cells and extracellular components spontaneously
detached from tissues or obtained by procedures.

The study presented by Graf et al. [1], describes the most common tumor types that
are mast cell tumors (16.35%), lipomas (12.47%), hair follicle tumors (12.34%),
histiocytomas (12.10%), soft tissue sarcomas (10.86%) and melanocytic tumors
(8.63%). This research consisted of a database of 1000 tumors per category.

A regional investigation is the one presented in the article of Vinueza et al. [2], which
indicates that in Ecuador a study was carried out from 13.573 medical records collected
between 2011 and 2014, where cases of patients with neoplasm are increasingly com-
mon. These analyses were performed using cytology and histopathology, which results
were the detection of some type of neoplasm. The prevalence of tumors in the population
was 4.94%, being more frequent in soft tissues (39.3%), skin and annexes (24.4%), and
in females, in the mammary gland (14.3%).

The use of cytology as a diagnosis in the clinic has allowed us to perform the first
diagnostic evaluation of skin masses, as occurred during a 20-year study period, where
the search revealed 400 brain lesions diagnosed by cytology, of which 338 were
neoplasms (84.5%) and 62 non-neoplastic lesions (15.5%) [3].

There is a growing interest in using imaging for diagnostic purposes (primary
and/or consultation). An important consideration is whether it can safely replace
conventional light microscopy as the method by which pathologists review histological
sections, cytology slides and hematology slides to render diagnoses [4].

Automated classification of skin lesions is a challenging task due to the variability
of characteristics in each lesion. However, training a neural network and testing its
performance against 21 certified dermatologists, demonstrated that artificial intelligence
is capable of classifying skin cancer with a level of competence comparable to der-
matologists, thus potentially extending the reach of dermatologists outside the clinic,
which allows to provide low-cost universal access to vital diagnostic care [5].

To determine the molecular class of the tumor, pathologists will have to manually
mark the nuclei activity biomarkers through a microscope and use a semiquantitative
assessment method to assign a histochemical score (H score) to each mammary tumor
nucleus. Manually marking positively stained nuclei is a slow, imprecise and subjective
process which will lead to inter-observer and intra-observer discrepancies. The end-to-
end deep learning system directly predicts the H score and automatically imitates the
pathologists’ decision process and uses one fully convolutional network (FCN) to
extract all nuclei region (tumor and non-tumor), as a high-level decision making
mechanism to directly output the H-score of the mammary tumor image [6].
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Image-based machine learning and deep learning in particular have recently
demonstrated expert-level accuracy in medical image classification. In a recent study, a
deep network is trained to predict colorectal cancer outcome based on images of tumor
tissue samples. This network was able to predict results in 420 cancer patients out-
performing the visual histological assessment performed by human experts [7].

The aim of the present study is to develop a classifier based on cutaneous images of
cytologies applying deep learning to classify the type of masses. In addition, the images
will be pre-processed to generate an optimal data bank to be entered into the classifier.

2 Theoretical Background

2.1 Artificial Neural Networks

Artificial Neural Networks (ANN) are data-modelling techniques aimed to analyse
complex relationships between input data with its corresponding outputs. ANN are
based on set of interconnected artificial neurons that perform the functions of learning,
memorization, generalization or abstraction of relevant features. Its functioning is
inspired by the human central nervous system, which has numerous cells that work
quickly and helps in decision making [8].

In recent years, ANN have become a subject of much relevance in the scientific and
research field, due to its ability to handle noise, randomness or incomplete data. ANN
have being used for text-to-speech processing, pattern recognition, image segmenta-
tion, and are also used in robotics.

The basic structure of a neuron can be represented by X = {xi, i = 1, 2, …, n} as the
input patterns presented to to the neuron, and Y representing the output of the model.
Each input is multiplied by its weight wi, and the bias b is added, the result goes
through a transfer function f [9]. The relationship between input and output can be
described as follows in Eq. (1).

Y ¼ f
Xn

i¼1

wi � xi þ b

 !
ð1Þ

The Multilayer Perceptron (MLP) is a layered neural network. The general scheme
of an MLP consists of one input layer, several hidden layers and one output layer. The
transfer function is commonly a sigmoid function, however, some other functions can be
used [10, 11]. Neurons receive the results of the previous layer and calculates an output
to the next layer. The final output layer returns the output of the network [10, 12].

The number of neurons, layers and their connections is known as the architecture of
the ANN and it is a key parameter. The architecture depends on the complexity of the
data, and there is no general rule for choosing it, this have to be done as an empirical
process [13, 14].
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2.2 Convolutional Neural Networks

It is a special type of ANN, Convolutional Neural Networks (CNN) use a variation of
MLP to require minimal preprocessing, instead of having weights for all the entries, the
weights are shared and are convolved through a sliding window [15]. This convolu-
tional property together with a grouping layer makes the model better suited to the
images. Our image classification models will be based on CNN networks with the
following parameters [16]:

Convolutional layer: is an array of weights, to slide across the previous layer to
compute the dot product of the weights and inputs. To reduce the error, a back-
propagation algorithm is used.
Activation function: is a non-linear function (sigmoid or rectified linear unit), which
is applied to elements of the convolution.
Pooling layer: reduces the complexity of a CNN by decreasing the size of the maps.
Two commonly used methods are max pooling and average pooling.
Output layer: is equal to the number of classes in the dataset. Usually it is used a
softmax function for classification at the output.
Number of epochs: is the number of times for training and validating the neural
network with an acceptable level of accuracy.
Batch size: defines the number of a subset of of samples which will be loaded and
propagated during training and validation of the neural network.
Learning rate: controls the size of weight and bias changes in learning of the
training algorithm.
Number of hidden layers: defines how many fully connected layers will have the
CNN. Each neuron has its activation value which is calculated based on its input
values and its weights.

As shown in Fig. 1, input images of cytology are a 3� 32� 32 array of numbers, in
which 3 correspond to RGB channels of image, in the first convolutional layer, a 2�2
kernel is applied and featuremap changes to 32� 18� 18. In each subsequent layer, some
transformations are performed, until the last fully connected layer. Finally, the output
layer has three neurons, one for each class (neoplastic, inflammatory and hyperplastic).

Fig. 1. Schematic representation of a convolutional neural network.
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3 Materials and Methods

3.1 Dataset Collection

A database of 1500 cytological images taken from samples of skin masses in dogs of
different ages and physiological conditions were collected. These samples have been
labeled by an expert in three classes: neoplastic, inflammatory and hyperplastic.

Samples were obtained from dogs with clinical history at the Veterinary Clinic of
the Universidad Técnica de Machala. Clinic symptoms of cutaneous masses were
recorded among with all physiological data of the animal. Additionally informative
data were recorded.

The techniques for taking cytological samples applied to this study were FNAP (by
fine needle aspiration), PAF (by fine needle) and imprint, the samples were deposited
on a slide plate and then used as diff staining media. Diff-QuikTM or GIEMSA is
applied and then the sample is observed at microscope using 40x and 100x lens. After
this procedure, the digital image was taken and labeled by an expert. All samples of
skin masses have its corresponding histopathologic study using the following criteria:

Inflammatory Characteristics: Presence of different inflammatory patterns with a
varied population of cells such as neutrophils (with or without degenerative
changes), lymphocytes, plasma cells, monocytes, macrophages, eosinophils and
mast cells.
Hyperplastic Characteristics: Large nuclei of little condensed chromatin and
prominent nucleoli. The cytoplasm is frequently basophilic and the nucleus-
cytoplasm ratio (N: C) relatively constant.
Neoplastic Characteristics: In general, neoplastic cells are larger, more pleomor-
phic and have a higher and more variable relationship (N: C) compared to normal
cells of that same tissue. The pleomorphism presented will be considered, assessing
the anisocytosis, cellular macrocytosis, hypercellularity and in the nuclei the fol-
lowing criteria can be seen: macrocariosis, anisocariosis, multinucleation, increase
of images with mitosis, abnormal mitoses, thick chromatin pattern, nuclear molding,
macronucleus, angular nucleoli and anisonucleosis. The neoplastic cells can be
classified into three categories based on certain common characteristics such as
discrete or round cells, epithelial cells and mesenchymal cells.

3.2 Image Classification

For the generation of classification models, several techniques were tested to obtain the
most appropriate, in addition, a filtering technique is proposed to improve the per-
formance of models during testing. In the training phase, the information was divided
in training(70%), validation(20%) and test(10%) subsets, using a cross-validation
technique.

The general procedure to train the image classifier is described below:

1. Upload images from your directory, and organized in folders which must be named
as the classes.

2. Reshape all images in a list using the python library called Numpy.
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3. Define the pixel values as “float32” format and save the resulting vector.
4. Normalize the pixel values between 0 and 1.
5. Create a vector of labels.
6. Divide the data using a cross-validation technique.

The evaluation of the preliminary experiments was based on the Accuracy
(ACC) [17], which measures the proportion of correct classifications made by the
model.

4 Results and Discussion

4.1 Preliminary Results

In this work we show the creation of a homogeneous cytological imaging dataset, with
three classes: neoplastic, inflammatory and hyperplastic. This classes have been labeled
by an expert and it is the first step to develop an image classifier that efficiently
identifies a cytology diagnosis in a short time and with an optimal detection rate.

In Fig. 2. It can be found three examples of cytologic images. (A), mesenchymal
neoplastic cells compatible with hemangiosarcoma, (B), an inflammation of the
granulomatous type and (C), a cytological sample non-inflammatory lymphoid
hyperplasia.

In a first approach, a subset of 50 images were used to train during 100 epochs, a
model using a pre-trained CNN to extract features of the images. The feature extraction
performance in cytological images of our CNN model is based on transfer-learning and
fine tuning on the Inception-v3 model [18]. The algorithm was trained to classify
examples in the dataset distributed in three classes according to the typology of tissue:
neoplastic, inflammatory, hyperplastic.

Image augmentation was applied to the subset of images. This approach allowed to
have some preliminary results with low computational cost. Max ACC in preliminary
tests reached 0.7, using a learning rate of 0.01, SGD optimizer and freezing the

(A). Neoplastic 
(Hemangiosarcoma)

(B). Inflammatory
(Pyogranuloma)

(C). Hyperplastic
(Lymphoid)

Fig. 2. Examples of cytological images contained in dataset
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inception pre-trained network at later 150. It is very important to perform exhaustive
tests, using the complete dataset, and to optimize the architecture of the ANN,
according to the proposed approach.

4.2 Program Code

The code used to obtain preliminary results is shown below. There are two main
processed in this algorithm: transfer learning and fine tuning.

def train(X_train, X_val, y_train, y_val, layer_freeze):
tfCallBack = keras.callbacks.TensorBoard('./logs/')
base_model = InceptionV3

#transfer learning
for layer in base_model.layers:

layer.trainable = False
model = base_model.output
model = GlobalAveragePooling2D()(model)
model = Dense(nhl, activation='relu')(model)
predictions = Dense(3, activation='softmax')(model)
model = Model(inputs, outputs=predictions)
model.compilenum_epoch(optimizer='rmsprop',

loss='categorical_crossentropy',
metrics=['accuracy'])

model.fit(X_train, y_train,
batch_size=batch_size,
epochs=100,
verbose=2,
validation_data=(X_val, y_val),
callbacks=[tfCallBack])

#fine tuning
for layer in model.layers[:layer_freeze]:

layer.trainable = False
for layer in model.layers[layer_freeze:]:

layer.trainable = True
model.compile(optimizer=SGD,

loss='categorical_crossentropy',
metrics=['accuracy'])

Transfer-learning is an efficient technique used to deal with labeled information
from a source domain to a destination domain, in order to build an efficient prediction
model. In this process come convolutional layers are frozen making them non-trainable
and last layer is removed. A new fully connected layer is added, taking the rest of the
network for feature extraction and for training the model. Fine-tuning is a process to
take a network model that has already been trained for a given task, and make it
perform a second similar task.
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4.3 Proposed Approach

For the development of our classification models, we recommend to use Tensorflow
[19], a machine learning library developed by Google, and some high level libraries as
Keras and SkLearn. The proposed models have to be evaluated in terms of accuracy
and two loss functions.

The optimization algorithms are necessary arguments to elaborate a NN model in
Keras, in such a way that the gradient descent is tuned properly. The following opti-
mizers are proposed:

Stochastic Gradient Descent: also called SGD, it uses the input sample to recal-
culate the weights, allowing it to be updated at a more frequent rate. Therefore a
faster convergence is achieved [20].
RMSprop: it reduces the learning rate for a weight, dividing it by a moving average
of the magnitudes of recent gradients for that weight [21].
Adadelta: it is used to control gradient descent. It is a useful optimizer since ir
occupies low computational cost, and adapts dynamically over time [22].

5 Conclusions

Our findings show the potential of the proposed approach to classify cytology images
in order to support diagnostic decision in veterinary practice. However, to get better
results, it is necessary to perform an optimization of the model as proposed here.

The benefit of applying artificial intelligence is the automation of the detection of
the images, the precision and adaptability of this process. In medicine, artificial
intelligence has provided excellent results, both in the classification, grouping,
regression of data or forecasting the biological behavior in general.

This work proposes a first approach for the development of a more complex model
for skin mass detection in all its types, which will allow to develop an accurate skin
mass analysis software. Its application pottencially is able to improve the diagnosis in
time and accuracy.

Acknowledgements [1]. The authors wish to thank CEDIA National Research and Education
Network. Iván Ramírez-Morales would also like to thank the support provided by NVIDIA. This
work is part of DINTA-UTMACH and GIPASA research groups.

References

1. Graf, R., Pospischil, A., Guscetti, F., Meier, D., Welle, M., Dettwiler, M.: Cutaneous tumors
in swiss dogs: retrospective data from the swiss canine cancer registry, 2008–2013. Vet.
Pathol. 55, 809–820 (2018)

2. Vinueza, R.L., Cabrera, F., Donoso, L., Pérez, J., Díaz, R.: Frecuencia de neoplasias en
caninos en Quito. Ecuador. Rev Investig Vet Peru 28, 92–100 (2017)

3. Hamasaki, M., Chang, K.H.F., Nabeshima, K., Tauchi-Nishi, P.S.: Intraoperative squash and
touch preparation cytology of brain lesions stained with H + E and diff-QUIKTM: a 20-year
retrospective analysis and comparative literature review. Acta Cytol. 62, 44–53 (2018)

90 L. Zapata et al.



4. Pantanowitz, L., Sinard, J.H., Henricks, W.H., Fatheree, L.A., Carter, A.B., Contis, L., et al.:
Validating whole slide imaging for diagnostic purposes in pathology: guideline from the
college of American Pathologists Pathology and Laboratory Quality Center. Arch. Pathol.
Lab. Med. 137, 1710–1722 (2013)

5. Esteva, A., Kuprel, B., Novoa, R.A., Ko, J., Swetter, S.M., Blau, H.M., et al.: Dermatologist-
level classification of skin cancer with deep neural networks. Nature 542, 115–118 (2017)

6. Liu, J., Xu, B., Zheng, C., Gong, Y., Garibaldi, J., Soria, D., et al.: An end-to-end deep
learning histochemical scoring system for breast cancer TMA. IEEE Trans. Med. Imaging
(2018). https://doi.org/10.1109/tmi.2018.2868333

7. Bychkov, D., Linder, N., Turkki, R., Nordling, S., Kovanen, P.E., Verrill, C., et al.: Deep
learning based tissue analysis predicts outcome in colorectal cancer. Sci. Rep. 8, 3395 (2018)

8. Cascardi, A., Micelli, F., Aiello, M.A.: An artificial neural networks model for the prediction
of the compressive strength of FRP-confined concrete circular columns. Eng. Struct. 140,
199–208 (2017)

9. Jiang, J., Trundle, P., Ren, J.: Medical image analysis with artificial neural networks.
Comput. Med. Imaging Graph. 34, 617–631 (2010)

10. Kruse, R., Borgelt, C., Klawonn, F., Moewes, C., Steinbrecher, M., Held, P.: Multi-layer
perceptrons. In: Computational Intelligence, pp. 47–81. Springer, London (2013)

11. Ruck, D.W., Rogers, S.K., Kabrisky, M., Oxley, M.E., Suter, B.W.: The multilayer
perceptron as an approximation to a Bayes optimal discriminant function. IEEE Trans.
Neural. Netw. 1, 296–298 (1990)

12. Gardner, M.W., Dorling, S.R.: Artificial neural networks (the multilayer perceptron)—a
review of applications in the atmospheric sciences. Atmos. Environ. 32, 2627–2636 (1998)

13. Herrera, F., Hervas, C., Otero, J., Sánchez, L.: Un estudio empırico preliminar sobre los tests
estadısticosmás habituales en el aprendizaje automático. Tendencias deLaMinerıa deDatosEn
Espana, Red Espanola de Minerıa de Datos Y Aprendizaje (TIC2002-11124-E), pp. 403–412
(2004)

14. Rivero, D., Fernandez-Blanco, E., Dorado, J., Pazos, A.: Using recurrent ANNs for the
detection of epileptic seizures in EEG signals. IEEE Congr. Evol. Comput. (CEC) 2011,
587–592 (2011)

15. Wahab, N., Khan, A., Lee, Y.S.: Two-phase deep convolutional neural network for reducing
class skewness in histopathological images based breast cancer detection. Comput. Biol.
Med. 85, 86–97 (2017)

16. Soriano, D., Aguilar, C., Ramirez-Morales, I., Tusa, E., Rivas, W., Pinta, M.: Mammogram
classification schemes by using convolutional neural networks. In: Technology Trends,
pp. 71–85. Springer, Charm (2018)

17. Fawcett, T.: An introduction to ROC analysis. Pattern Recogn. Lett. 27, 861–874 (2006)
18. Szegedy, C., Vanhoucke, V., Ioffe, S., Shlens, J., Wojna, Z.: Rethinking the inception

architecture for computer vision. In: Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition, pp. 2818–2826. cv-foundation.org (2016)

19. Abadi, M., Barham, P., Chen, J., Chen, Z., Davis, A., Dean, J.: Tensorflow: a system for
large-scale machine learning. In: OSDI (2016)

20. Bottou, L.: Large-scale machine learning with stochastic gradient descent. In: Proceedings of
COMPSTAT 2010, pp. 177–186. Physica-Verlag HD (2010)

21. Hinton, G., Srivastava, N., Swersky, K.: Neural networks for machine learning lecture 6a
overview of mini-batch gradient descent. Cited on 2012:14

22. Zeiler, M.D.: ADADELTA: An Adaptive Learning Rate Method. arXiv [csLG] (2012)

Detection of Cutaneous Tumors in Dogs Using Deep Learning Techniques 91

http://dx.doi.org/10.1109/tmi.2018.2868333


Future Research Method of Landscape Design
Based on Big Data

Jingcen Li(&)

School of Design, Shanghai Jiaotong University,
800 Dongchuan RD. Minhang District, Shanghai, China

Li_jingcen@163.com

Abstract. Big data has become a very hot topic in the field of urban research
and planning, which can contribute to the full scale, refinement, humanization
and experience quantification of urban planning, but it is still rarely applied in
the field of landscape architecture. Big data is dynamic and objective, so it is
suitable for landscape research. This paper constructs a new approach to land-
scape research based on big data with reference to the PERSONA approach in
Internet products. Then, through the literature review, it is found that Volun-
teered Geographic Information (VGI) is more suitable for small scale site
analysis.

Keywords: Big data � Research method � Landscape design �
Volunteered Geographic Information

1 Introduction

In the contemporary context of information, digitization and networking, the conno-
tation and form of urban space are undergoing rapid changes. It is becoming
increasingly difficult to integrate and create large-scale urban space through traditional
urban design method. The field of urban design has gradually expanded from the
traditional single spatial level to a complex multi-spatial level, from the former static
material space to a dynamic and fast-paced urban complex giant system. Many scholars
have recognized that emerging big data has great advantages in terms of collection
source, scale and scope, timeliness, and this change has the possibility to promote the
development of urban design from quantitative change to qualitative change.

Based on these changes, some Chinese scholars have proposed four generations of
urban design: the first generation of traditional urban design before 1920, the second
generation of modernist urban design after the industrial revolution, and the third
generation of green urban design since 1970. And nowadays, China is gradually
entering the fourth generation of urban design, which has the characteristics of full-
scale, refined, humanized and empirically quantified. At present, many scholars around
the world have used big data to conduct citizen behavior analysis and urban spatial
analysis. Big data has become an indispensable tool for urban planners.

The change of urban design method and concept has influenced the development of
landscape design. Such keywords as “bottom-up”, “participatory design” and “hu-
manity” have been emphasized gradually in recent years. The landscape architecture no
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longer only emphasizes the aesthetics, designers should also take more attention to
make sites more user-friendly. However, through the reading of literature about the big
data, it is found that there are few research methods on the micro scale, while most of
the articles are studied on the macro scale such as country and region. So, it’s difficult
for landscape designers to use the big data. Therefore, this paper intends to sort out
some methods of data collection, processing and analysis suitable for small-scale sites
in the literature, and then form a systematic research method for landscape architecture,
in order to help landscape designers understand sites and users better.

2 Traditional Research Method

The traditional landscape survey method, also known as the field work, is one of the
most important parts of the landscape design process. It is mainly divided into two
parts, one is the site research, and the other is the user research. The former mainly
studies the surrounding conditions of the site, such as accessibility and passenger flow
volume. The latter mainly studies the user needs. Landscape designers use the method
of questionnaire survey or random interview to understand users’ thoughts. If condi-
tions permit, a focus group will be set up to express their needs.

However, as mentioned in many studies, this traditional research method is
defective [1–3]. Firstly, the data obtained from the traditional research method is static,
but the use of the site changes over time, so the traditional way cannot help designers
understand the dynamic use of the site. Secondly, field research requires a lot of time
and money, but the number of samples collected is very limited. Finally, the traditional
research method is very subjective, so the feasibility of data is highly dependent on the
way of investigation.

There are still advantages in the traditional landscape research method. Firstly, the
data obtained from the traditional way is highly accurate for it doesn’t depend on the
accuracy of the device. Then, the data is more representative than the big data, because
the traditional way take into account some people who seldom use the Internet and
mobile devices, such as the elderly and children. Thirdly, data collection, processing,
and analysis here is pretty easy, so there is no high data analysis requirement for
landscape designers. Finally, thanks to direct contact with users, their evaluation and
needs for the site can be better understood.

3 Method Generation

The new landscape research method mainly adopts the method of data analysis.
Compared with the traditional field work, the new method can optimize some data
obtained through inappropriate and limited statistical methods, such as passenger flow
volume. With the help of big data, the result of the landscape research method can be
more dynamic, objective and comprehensive. Therefore, the new method can help
landscape designers understand users and sites better.

The specific step is similar to the traditional research method and is divided into
two parts: site analysis and user segmentation. Since the traditional survey method is to
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communicate with site users directly, while the new method is based on data collection,
processing and analysis. There is no part of direct contact and communication with
users in this step, so this step needs a new method to support.

At present, due to the popularity of the Internet and mobile devices, Internet
products have prospered and formed a more systematic user analysis method based on
the background of big data, called PERSONA. The specific steps are as follows:

Step 1: Identify the overall map of the costumers;
Step 2: Detailed the target population, conducted in-depth analysis of the target
population, excavated the core needs, and drew a complete portrait;
Step 3: The brand usually has more than one segment of the group, for each crowd
design customized marketing plan [4].

According to the above steps, it can be seen that the PERSONA is a process of
gradually refining the user classification. Through careful user classification, differ-
entiated services can be provided to the users. Currently, PERSONA has been widely
applied in personalized recommendation and advertising (Fig. 1).

Based on the actual needs of landscape research and user classification method of
PERSONA, the following steps are drawn:

Traditional Research Method

Site research
User flow volume
User density

User research

Step 1: analyze the 
data to get the user 
flow volume and 
user space distri-
bution density 
around the site and 
in the site.

Step 2: study the behaviors 
of the users arriving at the 
site, and classify the target
users according to differ-
ent behaviors.

PERSONA

Step 3: The brand usually 
has more than one segment 
of the group, for each 
crowd design customized 
marketing plan; 

Step 3: according to the 
classification of each 
group, the user's prefer-
ence for the site can be 
studied. Then the space 
combination can be carried 
out according to the user's 
different preference.

user
seg-
ment

user 
needs 
of each 
group

Step 1: Identify the overall 
map of the costumers; 

Step 2: Detailed the target 
population, conducted in-
depth analysis of the target 
population, excavated the 
core needs, and drew a 
complete portrait;

Research Method Based on Big Data

Fig. 1. The generation of Research Method of Landscape Design Based on Big Data
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4 Interpretation

The specific steps of landscape research method based on big data are as follows:

Step 1: analyze the data to get the user flow volume and user space distribution
density around the site and in the site.
Step 2: study the behaviors of the users arriving at the site, and classify the target
users according to different behaviors.
Step 3: according to the classification of each group, the user’s preference for the
site can be studied. Then the space combination can be carried out according to the
user’s different preference.

In the following paragraphs, each step is described in detail. At the same time, this
paper will illustrate how to select data for each step with literature research.

4.1 Step 1: Analyze the Data to Get the User Flow Volume and User
Space Distribution Density Around the Site and in the Site

The data analysis of step 1 is mainly for the research of the site. Since the people
around the site are likely to go to the site, the research scope is not only limited to the
site, but also the surrounding of the site. As mentioned above, both passenger flow
volume and user spatial density distribution are dynamic data. The former lays more
emphasis on time dynamics, while the latter lays more emphasis on space dynamics.
Both of them can help designers reasonably configure service facilities.

Although the purposes of many studies are inconsistent, many scholars have
applied various data to study the spatial and temporal variations of sites (Table 1).

Table 1. The application of big data to study the spatial and temporal variations of sites.

Data type Author Data sources Research method

GPS Wang, X.
et al.

Amap The customer flow of the site in
different time periods is calculated by
an application called Amap Index
developed by Amap company [5]

GPS Chen, Y.
et al.

The hourly real-time
Tencent user density
(RTUD)

The RTUD data from social media is
used to analyze the time-spatial
distribution of urban park users [2]

Smart card data Li, F. et al. Smart card data in
Beijing

Spatially visualize the bus station
distribution information and the bus
swipe secondary data, and then
combine the land use status to obtain
the destination attributes of the
residents, and determine the frequency
of each land use [6]

(continued)
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Most studies of this step use GPS for data analysis. GPS is suitable for large-scale
urban space due to the huge and real-time data, so it is widely used in urban research
[1]. However, GPS has some disadvantages, such as the inability to obtain personal
attributes and accuracy problems, so it is more suitable for analyzing the overall
situation of users rather than classifying users.

4.2 Step 2: Study the Behaviors of the Users Arriving at the Site,
and Classify the Target Users According to Different Behaviors

4.3 Step 3: According to the Classification of Each Group, the User’s
Preference for the Site Can Be Studied. Then the Space Combination
Can Be Carried Out According to the User’s Different Preference

Since most of the literature classifies users for the purpose of studying the preferences
of different groups, the step 2 and step 3 are inseparable. So, this section combines the
two steps.

Table 1. (continued)

Data type Author Data sources Research method

Volunteered
geographic
information
(VGI)

Sun, Y.
et al.

Geotagged photos
from Flickr

Use Flickr photos as an example to
explore the possibilities of VGI to
analyze spatiotemporal patterns of
tourists’ accommodation in Vienna [7]

VGI Zhang, Z.
et al.

LBS sign-in data of
Weibo

This paper takes Sina Weibo as the
research object, introduces LBS sign-in
data, and uses the “horizontal” and
“longitudinal” time stratification
method to empirically study the spatio-
temporal evolution characteristics of
tourists inside Nanjing Zhongshan
Scenic Spot by dividing gender and
regional attributes [8]

Wi-Fi Huang, W. Indoor positioning
system

Wi-Fi location devices are installed in
major scenic spots of huangshan scenic
area to obtain mobile phone location
data. After processing, the spatial-
temporal trajectory data of tourists are
formed to analyze the spatial-temporal
distribution of tourist behaviors [9]

Others Li, Y.
et al.

Google street view
images

Use City of Buffalo as a case study area
to explore extracting pedestrian count
data based on Google Street View
images using machine vision and
learning technology [10]
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Firstly, the user classification method of traditional landscape research is mainly
based on the basic attributes of the population (gender and age). Secondly, due to the
limited information of some data, it cannot reflect the differences between the users or
describe the behavioral characteristics of users. Therefore, in most literature, the
classification of users is based on basic attributes (Table 2). However, this way of
classifying users can only obtain the differences in behaviors and preferences caused by
gender gap or cultural custom gap, which is imprecise.

Social network big data contains a large amount of Spatial and Temporal infor-
mation, semantic information, emotional information, correlation information, etc., and
its analysis and mining can help us to know users in many aspects. For example, when
studying the behavioral characteristics of Sydney tourists, Abbasi, A. et al. extracted
the tweets posted by users on Twitter, and then filtered out the higher-frequency words
in tweets for clustering to identify the purpose of the tourists [11].

In the past, the evaluation of planning and design was mainly based on the sub-
jective feelings of a few experts or users. But now big data can realize the flexible
interaction between landscape designers and users. For example, the designer can
obtain the text information published by the user and the spatial information when the
user publishes the text through the data of the social platform, in order to collect the
user’s psychological feelings or cognition of the space and other information, and
judge whether the landscape planning can meet the needs of users. Timely discovery of
site problems is conducive to design improvement. Some scholars have used big data to
analyze users’ preferences and evaluations (Table 3).

Table 2. The application of big data to classify users.

Data type Author Data sources Research method

VGI Vu, H.
et al.

Geotagged
photos from
Flickr

By extracting the geographic information
in the photos, the differences in travel
preferences between Asian tourists and
western tourists were compared [12]

VGI + Mobile
phone data

Girardin,
F. et al.

Geotagged
photos from
Flickr

By collecting geotagged photos made
public on Flickr, and the number of users
making calls from mobile phones on the
TIM system, we found inconsistencies in
user behavior across different regions of
Rome [13]

Mobile phone
data

Tian, B.
et al.

Mobile phone
data from
Shanghai

Through the analysis of mobile phone
data, local residents and nonlocal tourists
are identified. And then calculate the
proportion of residents and nonlocal
tourists visiting different blocks [14]

VGI Abbasi, A.
et al.

Twitter By extracting the word frequency of
tweets posted by users, the activity
purpose of tourists can be identified [11]
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And with the emergence of some specialized and niche mobile applications, it is
possible to study the behavior patterns of a specific group of people. Sports social
media, for example, has boomed in the last five years, showing runners’ jogging routes.
This superimposed map of running routes helps to study the behavior and preferences
of runners and provides a reference for the planning of jogging paths (Table 4).

4.4 Conclusion

In this paper, a new approach of landscape research is formed based on the needs of
landscape research and PERSONA. Then combine the literature reading to carry on the
concrete explanation to each step.

In the process of literature reading, it can be found that most of the current user
classification is based on the user’s basic attributes. This classification method cannot
help the landscape designers to understand the difference of user behavior, and has low
reference value in the design process.

Moreover, in the process of the planner using big data to study the city, SCD,
floating car (taxi)GPS data and MPD are frequently used in the research process due to
the need of large samples with relatively universal significance [1]. However, according
to the literature, it is found that VGI is more suitable for use in small-scale sites,
because it can realize refinement of individual attribute data and well applied to
facilities site selection and evaluation [1]. In addition, with the development of some
niche software, the specific behaviors and preferences of some groups can be

Table 3. The application of big data to analyze users’ preferences and evaluations.

Data
type

Author Data sources Research method

VGI Wang, X.
et al.

Dianping.com Through word frequency analysis of
the site evaluation on dianping.com,
the user evaluation is obtained [5]

Web
search
terms

Zhang, Y.
et al.

Search words frequency of
Baidu, Google,
Mafengwo.com,
TripAvisor

Through the research on the search
word frequency of different
websites, to analyze the interest of
tourists, and compare the differences
of tourists’ interest in scenic spots at
home and abroad [15]

Table 4. The application of big data to study the behavior patterns of a specific group.

Data
type

Author Data
sources

Research method

VGI Oksanen J.
et al.

Sports
tracking

Get movement data from the mobile motion tracking app
and generate a heat map of the ride [16]

98 J. Li



understood through the analysis of the text, pictures, location and other information
submitted by users in these applications.

The advantage of the new landscape research method compared with the traditional
one is that the data is more objective and huger. And because of the real-time data, it
can realize the interaction between the landscape designers and the users.

5 Discussion

Big data has become a very hot topic in the field of urban research and planning
practice, but some scholars have “cold thought” about big data, thinking that big data
may cause some errors and errors due to its inauthentic data collection, representa-
tiveness problems, consistency and reliability problems. And also big data may cause
ethical issues [17]. So as some scholars believe, big data is only a tool to assist the
arrangement and expansion of ideas, which cannot completely replace the design steps,
and the role of big data should be viewed rationally [18].

Secondly, although this paper focuses more on the role of big data, the traditional
research method can clearly know the specific behavior of users and the specific feeling
of using space, which is not available in the research method described in this paper.
Therefore, the future research method can be combined with the traditional design
research method, which is more helpful for landscape designers to have a deeper and
comprehensive understanding of site users.

The method in this paper is not only helpful to the process of landscape research,
but also to the process of site maintenance and management. Because of the dynamic of
big data, designers can make timely adjustments to the site according to the real-time
site use data.

Finally, this method is still not widely used in landscape design field. One reason is
that big data is controlled by many Internet companies, and the data is limited to
acquire. And secondly, because the concept of big data is gradually emerging, land-
scape designers have not yet met the expectations of big data analysis and application
skills. So, it is difficult to try to apply big data in the landscape planning and design
research. Therefore, the application of big data in landscape design still needs efforts
and support from all aspects.
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Abstract. Studies have shown that the construction industry is one of the
biggest polluters on the planet, so environmental standards must be implemented
to minimize its impact. The daily increase in housing is shortening the forests
and areas once protected. Due to the increase in demand for housing in
Guayaquil, the population has migrated to neighboring cantons acquiring villas
in urbanizations. This increase in the real estate sector is not ecologically sus-
tainable because harmful materials are used for the environment and health, in
addition to the use of machinery that uses fossil fuel. The objective of this
research is to determine what would be the new regulations of environmental
management in the building systems for the buildings of “La Aurora” by
reviewing the pollutants that throw the materials most used in construction in
order to establish the margins of contamination allowed and the means to
compensate for the damage created. To determine the new regulations, a sce-
nario analysis combined with neutrosophical cognitive maps and the TOPSIS
multicriteria method is used. This combination allows analyzing the main sce-
narios and ordering them according to the multiple dimensions of the problem.
Among the proposals to mitigate environmental pollution are the use of less
polluting materials in construction, clean energies in the illumination of homes
and public spaces as well as the increase of green areas and reforestation pro-
grams per m2 of areas dedicated to develop.

Keywords: Human factors in architecture �
Sustainable urban planning and infrastructure

1 Introduction

The increase in real estate throughout the Ecuadorian territory, mainly in the Delta del
Guayas is impressive as it has invited directly to the people to seek a rational and
funded long-term housing, this demand comes mostly neighbors, such as Guayaquil,
Samborondón and Daule, which has led to the creation of housing plans called citadels
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or private developments, in Daule, giving as a complex product of villas and condo-
miniums such as “La Joya”, “Villa Club” cantons “La Rioja”, “Villa Italia” and “Villas
del Rey”, which serve predominantly social class consumers called “media-alta”.

This increase in the real estate sector conceptualized as unsustainable, to meet three
of its four pillars (economic, social and political), leaving aside the eco systemic or
environmental axis.

One of the main problems is the traditional construction system that is highly
polluting and generates significant wastes that are not managed for better disposal;
using materials harmful to health and require the use of much energy for its creation;
besides using fossil fuels in heavy of semi or heavy machinery, which emit pollutants
such as sulfur oxide and nitrogen oxide, among others.

The lack of standards environmental management and restoration and maintenance
of protected areas, has allowed promoters made deforestation, indiscriminate agricul-
tural practices to implement developable projects, resulting in increased environmental
pollution in the parish “La Aurora” currently it is affected by the rise in temperature by
2° and air pollution.

This increase in environmental pollution, anticipated negative effects for the future
of “La Aurora”, such as infectious diseases, acid rain, as well as the total loss of forests
and protected areas, thus creating a serious greenhouse effect and unsustainable con-
ditions for life in the territory if it remains poorly managing the environment as
invisible axis in planning the growing developments in “La Aurora”.

2 Matherials and Methods

Sustainability must meet four indicators, and these should be maintained over time, but
one of these is true, the project is not sustainable, these indicators are: economic,
political, social and ecological, usually almost all projects maintain in time three of
these indicators, but the latest environmental issue environmental, usually it does not
become of interest to investors, as they see an expense having to generate an envi-
ronmental certification in their companies or projects, seen as a loss of investment
because it generates no revenues, according to [1] and on the other hand feel that giving
space to the environment in their projects puts at a disadvantage by not optimize the
maximum of its territory. This issue of sustainability in the ecological environment,
creates a lot of contingency,

Environmental management through standards and regulations improves the rela-
tionship between environmental and urban project, and therefore participates in the
management of them, like assessing the technical and financial [2] aspects.

The construction sector is considered one of the main sources of environmental
pollution in the world compared to other industries [3], it produces CO2 emissions,
noise pollution and cross-contamination through the transfer of waste to sites unsuit-
able [4]. Projects in these developments are done thinking about the economic and
political indicator, rather than the social and environmental.

These constructions do not maintain a respectful process with the environment and
have a massive direct or indirect effect, and very few technical managers or contractors
who devote their efforts to contribute to the care and maintenance of the environment
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[3], let alone when they are massive housing construction, as in the case of private
developments in many sectors of Ecuador, and in this study “La Aurora”, known for its
high housing demand affecting the Delta del Guayas.

3 Methodology

The methodology applied in this case was conducted in Chile and Spain, which ana-
lyzes the ecological footprint per square meter for comparative development of
materials and construction techniques, in which the former is mainly built with wood,
and the other with concrete brick and the study found that the mark in Chile can be
reduced from 0.17 to 0.07 hag/ m2, by the use of recycled wood and in Spain the 25%
reduction is achieved by the use of concrete and steel recycled [5].

The application of computer software through a casual model, which is a tool used
to understand complex systems, it is useful for decision making, which is natural and
easy to understand and is convincing because it gives us a particular conclusion, and
specifically casual model used the fuzzy cognitive maps (MCD). In decision scenario
analysis is used [6], so this methodology was used combining the MCD by the neu-
trosophical studying the origin, nature and scope of neutralities [7] and the multi
method TOPSIS (Technique for order preference by similarity to perfect solution);
relative vs absolute, which is also a decision-making model which is based on solving
the problems posed by nesting using algorithms [8].

As reviewed above, the problems caused by the construction industry, as the use of
machines that use fossil fuel and materials used that leave a large footprint when being
manufactured and a huge waste the time of use, cause a greenhouse effect, and altering
weather conditions affecting the environment Delta Guayas. In 1992 the Framework
Convention of the United Nations was created on Climate Change (UNFCCC) and in
1995 the first COP (Conference of Parties) in Berlin was held, this was the basis for that
in 1997 the Kyoto Protocol was signed, according to which 37 countries agreed to
lower the gases that cause greenhouse effects 5.2% for 2012, compared to levels
(GHG) 1990 [9] (Table 1).

Table 1. Estimate of the temperature increase year 2100

Scenario for the year 2100 Average
temperature
increase

Increase in
temperature (16%
probability)

Increase in
temperature (84%
probability)

Current trend without changes
in the political intervention
(Baseline)

3,8 °C 3,1 °C 4,8 °C

Current trend high stage 3,7 °C 3,0 °C 4,6 °C
Current trend low scenario 3,6 °C 2,9 °C 4,4 °C
Confirmed commitments 3,1 °C 3,1 °C 3,9 °C
Conditional commitments 3,0 °C 2,4 °C 3,8 °C
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A history of decision-making on climate change mitigation, maintaining the
objective agreed in Kyoto (1997), which is to reduce GHG levels to minimize damage
and enhance opportunities that are beneficial to the planet. There is evidence in the
Scopus database, which scientific papers of this kind have been increasing in recent
years, indicating that there is a greater awareness of the problems caused by climate
change, a total of 1188 articles published were found from 1992 to adaptation and
mitigation 542 articles published since 1995 (Fig. 1).

Climate change is a fact, should join efforts to mitigate and caused extensive
damage and adapt to the construction industry to stop influencing the following major
pollutants points:

1. Materials - The construction consumes significant amounts of materials such as
wood, steel, copper, glass, aluminum, polymers, etc. All these materials must be
extracted from the earth’s crust, at the expense of energy and habitat destruction.

2. Energy - Physical assembly building consumes a lot of energy. This harvest fossil
energy emitted CO2 and air pollutants conventional, besides contributing to
resource extraction and associated habitat loss.

3. Systemic Impacts - Basically, building construction contributes to the continuous
operation of the systems that cause environmental damage. This incurs both the
vehicle system, power and data systems and industrial system that produces the
various “spare parts” that a building consumes during its lifetime.

In the construction sector more than 2 tons of raw materials needed per m2 house
we build, the amount of energy associated with the manufacture of the materials that
make up a home can amount to approximately one third of energy consumption a
family over a period of 50 years, production of construction and demolition waste
exceeds one ton annually per capita.

Heavy and semi heavy machinery used in construction are a major pollutant, and
using fossil fuels, but instead are helpful to optimize the construction process, these
greatly facilitate the hard work and help reduce the number of accidents caused in these
processes; but are nevertheless highly pollutant carbon emissions released into the
atmosphere. Implementing a regulation mode law made for environmental management

Fig. 1. Articles published in decision making for adaptation and mitigation to climate change
(1992–2016)
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in the construction processes must provide a new construction system that addresses the
reduction of pollutants and use of environmentally friendly materials and the use of
clean energy, applied to the conservation of ecosystems and the environment, is an
eminent task, creating new regulations (Fig. 2).

4 Results

4.1 A New Model of Environmental Management

Environmental regulation, as a set of formal rules, understand the rules imposed by the
government to limit polluting activities and penalties, fines and legal costs for breach
[10–12]. There are different regulatory instruments, such as command and control
instruments and market-based (taxes and subsidies) [13]. In this study, we focused on
command and control instruments, as they are comparable in different states. As
required an interested party, the government is responsible for the formal license of
construction companies to operate and provide the necessary legitimacy companies
[14–17]. Compliance with the regulation represents the basic phase of commitment to
environmental [18] management. Environmental regulation provides equal conditions
for all players and balances, competitive forces, which can measure highest standards
of operational change [19]. Companies with a strategy of pure pollution prevention are
primarily concerned compliance with environmental regulation [20]. In general, the

Machinery Descrip on Environmental impact
Self-propelled machine on wheels or chains with a 
superstructure zapaz to perform a rota on of 360º, 
which excavates, loads, li s, rotates and unloads 
materials by the ac on of a spoon fixed to a set of 
boom and rocker, without the chassis or structure 
When moving, there are different types of cable 
excavators, mechanical, hydraulic, mounted on chains, 
wheels, res, rails.

Noise inside and 
outside, emission of 
gases (carbon dioxide 
CO2, nitrogen dioxide, 
nitrogen oxide (IV), 
nitric oxide NO2), 
par cles in suspension 
(dust).

The backhoe is a machine in which the boom lowers 
and rises in each opera on; the spoon, a ached to it, 
digs pulling towards the cart, ie backwards, instead of 
pushing forward, as does the normal excavator. This is 
used to excavate ver cal slopes below the plane and 
support of the machine, load, move, mobilize and 
demobilize.

Noise inside and 
outside, emission of 
gases (carbon dioxide 
CO2, nitrogen dioxide, 
nitrogen oxide (IV), 
nitric oxide NO2), 
par cles in suspension 
(dust).

Machine for earth movement with great power and 
robustness in its structure, specially designed for the 
work of cu ng (digging) and at the same me pushing 
with the blade (transport). It is used to excavate (open-
cut in large dimensions) and carry in large dimensions.

Noise inside and 
outside, emission of 
gases (carbon dioxide 
CO2, nitrogen dioxide, 
nitrogen oxide (IV), 
nitric oxide NO2), 
par cles in suspension 
(dust).

The front loader is a tractor, mounted on tracks or 
wheels, which has a large bucket at the front end, the 
loaders are loading equipment, hauling and eventually 
excava on, in the case of hauling is only 
recommended in distance short It is used to excavate, 
load, unload, haul or transport.

Noise inside and 
outside, emission of 
gases (carbon dioxide 
CO2, nitrogen dioxide, 
nitrogen oxide (IV), 
nitric oxide NO2), 
par cles in suspension 
(dust).

Fig. 2. Classification of construction machinery and its environmental impact
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mere adoption of a compliance strategy for an environmental reactive strategy in which
companies do not seek a competitive advantage [12].

Environmental regulation mainly aims to reduce externalities. The command and
control instruments tend to increase operating costs in the first moments after imple-
mentation [12]. In recent decades, emerging countries have improved control systems
on polluting practices, reducing the regulatory gap between them and developed
countries [21]. In terms of effectiveness, coercive regulation, generally composed of
command and control instruments it is assumed. Improve environmental management
practices. A study on the industrial sector of Brazil indicated that sanctions and
demands from regulators were the most influential in the environmental performance of
company’s factors [22].

Therefore two management strategies for the development of environmental reg-
ulations are analyzed:

Voluntary standards - are self-regulatory strategies that go beyond compliance.
In the literature there is a wide range of terminologies to indicate such strategies:
Practical/ voluntary environmental initiatives [14, 23]; environmental standards vol-
unteers [11, 13]; and voluntary standards (2) [9, 24].

Demand Stakeholders - the importance of stakeholders in achieving the goal of
legislation is widely recognized [25]. The definition of stakeholders themselves, as
those that affect or are affected by the company [26], shows its importance in business
strategy. Develop resources in the complexity of the interaction between the company
and its partners, creating value on complementarity [27, 28]. In view of this, pressure
from stakeholders has an important influence on the implementation of environmental
strategies and contributes to the development of resources [29, 30] (Fig. 3).

By this hypothetical model, they can increase the effectiveness of environmental
management practices and seek precautionary nature rights established in the Consti-
tution of 2008 and COTAC and the COA, to care for our environment and ecosystems.

4.2 Materials Analysis

The analysis focused on the foundations of the structure, partitions, window frames,
doors and roof of the building in question. Subsystems and its associated materials are
listed in Table 2.

The limit for the system under study is delimited from the extraction of raw
materials, through manufacturing, distribution and final disposal, as shown in Fig. 4.

Fig. 3. Hypothesized model
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Despite the significant period of time and impacts due mainly to the use energy and
water, use phase of buildings was excluded from the analysis. On the one hand, in
relation to the use of water and energy, considerations not related to the materials
studied, and second, the potential for renovations and building maintenance are the
responsibility of the user and the need for configuration.

As the end of life, despite regulatory recommendations, however, it is known that in
practice most construction waste in “La Aurora” have their final destination or not in
specific landfills. In fact, approximately 3% of waste is recycled in Guayaquil, and the
vast majority has its final disposal in landfills and unauthorized vacant lots. Further-
more, one should also consider the effective reuse of some materials and products when
construction is completed and demolishing a building, which is described below in
Table 3.

Table 2. Subsystems and associated materials

Building system Characteristics Materials

Foundation Reinforced concrete structure Cement
Steel

Structure Reinforced concrete structure Cement
Steel
Wood

Masonry Brick blocks and mortar applied Cement
Ceramic

Wall covering Tiles, flooring, mortar applied Cement
Ceramic

Frames Doors and wood windows Cement
Steel
Wood

Roofing Roof with two slopes on ceramic tiles and wooden structure Steel
Wood
Ceramic

Fig. 4. Layout of the system´s boundary.
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As a database, use the Ecoinvent and also use the base data Idemat 2001. As for the
quality of the databases, highlights the fact that they are of foreign origin and, therefore
portray reality European. In addition, the construction technology in the country itself
is largely artisanal hand, unlike what happens in the reference countries. So if you
search, adjust inventories constitutive modeling processes whenever possible, and
necessary travel and type of energy used.

Data Collection. Quantification of materials was based, in general, in the August issue
of the Journal of the Chamber of Construction of Guayaquil - Construction and
Development (August, 2018), which is characterized as one of the reliable databases on
building in the city of Guayaquil.

Lifecycles of materials used were modeled as input and output streams of the
processes, as shown in Fig. 5. Note that the inputs and outputs were based on the
databases used in this work.

On the subject of transport, road transport was favored at all stages, given the
proximity of the sites (Via Daule, La Aurora and Pascuales) and the field of road
network in the country. As for the manufacturing phase, it has been regarded as the
place of its realization, the site of the extraction of raw materials. With regard to the
distribution phase, an average of distances between existing providers near the con-
struction site was considered, this distance being equal to 10 km. Finally, at the end of
the stage of life, we have taken into account only those scenarios in which the waste is
destined for landfills and processed for recycling, with displacements of 12 and 55 km,
respectively (Table 4).

This evaluation is translated consumption rate and residues identified in the
inventory phase, environmental, such as the greenhouse effect, hole in the ozone, smog,
acid rain, eutrophication, toxicity, among other layer impacts. For this, the calculation
methodology IMPACT 2002 + , which proposes a combination of classical approaches
(midpoint) and directed to damage (endpoint), grouping the strengths of methods, such
as IMPACT2002 +, was used Eco Indicator99 LMC 2000 and IPCC. selected for

Table 3. Distribution of waste at its end of life.

Material Quantity Treatment

Cement and ceramic 25% Recycling
75% Landfilling

Steel and wood 50% Recycling
50% Landfilling

Fig. 5. Schematic of the modeling life cycle.
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further observation categories are related to global warming, consumption of natural
resources, non-renewable energy consumption and toxicity to human health (Fig. 6).

Analyze the results, it was found that the most serious impacts are related to global
warming, consumption of non-renewable energy and toxicity to human health. In
connection with global warming, it has been found that is most responsible represented
by lifecycle ceramics. We know that global warming is produced largely by burning
fossil fuels, both used in manufacturing processes and distribution, transportation. It is
also important to note that the ceramic material was in larger amounts, corresponding to
about 75% by weight of the materials considered for the building studied, as shown in
Fig. 7 Therefore, it is expected that is responsible for major impacts.

It was observed, therefore the ceramic was highlighted as the most responsible for
the impacts, perhaps because they require a greater amount of mass between the
materials. In addition, the life cycles of cement and steel also had a significant impact,
most often related to toxic substances.

Table 4. Displacements between phases of the material’s life cycle

Material Process Origin - Destination

Steel Extraction 3 km
Manufacturing 10 km

Ceramic Extraction 3 km
Manufacturing 42 km

Cement Extraction 3 km
Manufacturing 60 km

Wood Extraction 3–5 km
Manufacturing 100–200 km

Fig. 6. Analysis IMPACT 2002 + on construction materials
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5 Discussion and Recomendations

The construction industry generates pollutants into the environment by more than 50%
overall contaminant being the industry that generates the most negative environmental
impacts, so that the application of these regulations set new standards for the system
construction for the lifting of future construction in La Aurora. Not only manufacturers
of building materials, but also to all the agents in the building process (architects,
engineers, surveyors, builders and administration), establishing six essential require-
ments (general criteria are specified in documents in its annexes interpretive and must
be fulfilled for a lifetime economically reasonable) for construction products; one of
which is related to the “Hygiene,

It also works must be designed and constructed so that the amount of energy
required in use shall be low and that the products must not release pollutants or waste
liable to be dispersed in the environment and change the quality of the environment and
behaving risks the health of humans, animals or plants, and compromising the balance
of ecosystems.

Materials shall not emit toxic or in the production process or in construction
materials, avoiding therefore dangerous or unhealthy indoor environment for occu-
pants, as what has been called sick building syndrome, whose occupants could suffer
respiratory diseases. This is meant to address, for example, those buildings built in the
seventies on, very energy efficient, but so tight Nordic countries could not breathe and
many people became ill.

The impact on the environment must be considered at every stage of the life cycle
of building material, especially when manufactured, produces and constructs; used in
finished works; and topples, download, or revalue incinerates waste. It is considered to
be supporting the development of initiatives in various industrial sectors, based on
voluntary agreements, including the development of codes of conduct and guidelines of
good environmental practices that promote pro-active voluntary action. Similarly,
environmental agreements between industry and public authorities Construction should
be completed in statements of intent or partnerships, may be adopted in the form of
unilateral industry committee, but recognized by those authorities.

Fig. 7. Composition of the building materials studied in Kg.
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6 Conclusions

The results show that urbanization promotes economic growth through the accumu-
lation of physical capital, knowledge capital and human capital; the relationship
between growth and urbanization is a benign [31] interaction, in this globalized world
economic expansion and high ecological pressure, especially in the construction sector,
identify the major causes of environmental pollution by buildings we do [5].

Materials with less environmental impact, for use in the building must incorporate
environmental sustainability criteria, such as high energy efficiency, durability,
recoverability, renewable resources, use of clean technology and waste recovery. While
there is no universally accepted methodology that quantifies the many and varied
existing criteria, the possibility of using other methods such as the Life Cycle Analysis.
True, this methodology is costly, but it is the most reliable tool for assessing envi-
ronmental burdens associated with a product or activity. Therefore, collaboration
between the authorities and the industry sector of construction in order to develop a
Life Cycle Inventory is necessary.

Also a National Plan for Sustainable Building to collect not only the criteria for the
use of materials with low environmental impact, but also other subject areas mentioned,
among others, energy efficiency and waste management of construction and demoli-
tion. In line with this waste management, development of rules requiring all con-
struction projects incorporating recyclable materials from plants installed to effect
treatment it is necessary. Finally, and with regard to public projects, the rules regulate
the Contracts of Public Administrations should take into account the environmental
variable, rewarding those projects involving building materials that create the least
number of construction waste.

Acknowledgments. The authors would like to School of Architecture and Urbanism of the
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Abstract. Random Walks Samplings are important method to analyze any kind
of network; it allows knowing the network’s state any time, independently of the
node from which the random walk starts. In this work, we have implemented a
random walk of this type on a Markov Chain Network through Metropolis-
Hastings Random Walks algorithm. This algorithm is an efficient method of
sampling because it ensures that all nodes can be sampled with a uniform
probability. We have determinate the required number of rounds of a random
walk to ensuring the steady state of the network system. We concluded that, to
determinate the correct number of rounds with which the system will find the
steady state it is necessary start the random walk from different nodes, selected
analytically, especially looking for nodes that may have random walks critics.

Keywords: Markov chains � Small worlds � Metropolis hastings �
Random walks � Node sampling � Random sampling

1 Introduction

Actually, most complex systems such as biological cell development networks and
brain activity are studied under their network structure [1] to understand how it
communicate, work, self-organize, evolve, etc. This allows to understand the impor-
tance of the subject of our study within the field of computing, since the application of
random sampling can be seen in various environments such as for the efficient col-
lection of energy data in wireless sensor networks [2], analysis of social networks and
information [3], operations on big data [4], etc. This paper presents the results of
random walks in a graph with characteristics of a Markov Chain, by implementing the
Metropolis-Hastings Random Walks (MHRW) algorithm, with which random samples
can be obtained after a certain number of jumps (rounds), and in such a way that all the
nodes of the network have a uniform probability of being chosen as a sample. The work
has determined the number of rounds with which a uniform sampling distribution is
obtained, and with a stable average error which is called the “steady state of the
network”, regardless of the node by which the walk begins. In addition, experiments
have been carried out starting the random walks from initial nodes chosen in an
analytical way, taking into account the main concepts and metrics on graphs, which has
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allowed executing a possible method of finding nodes that present special character-
istics and provoke that the random path is come back critical.

2 MHRW Algorithm

The importance of the implementation of sampling algorithms and random walks on
networks is studied by Sevilla et al. [5], Arcos [6], among others. According to [7] the
Metropolis-Hastings Algorithm (M–H) is extremely versatile, and is widely used in
physics, the authors use (1) as probability density function:

Z
q x; yð Þdy ¼ 1 ð1Þ

This density is capable of generating a new state y when the current state is
x starting from q(x, y), however (1) does not guarantee that the probability of staying in
the state x is the same as passing to the state y (condition of reversibility), since the
probability of transiting from x to y would be greater. Then, it is convenient to include a
condition that reduces the number of state changes from x to y, by entering a probability
a(x, y) < 1; if a state change does not occur, it remains in x returning this value for the
given distribution. Then, we can establish the following relationship:

pMH x; yð Þ � q x; yð Þa x; yð Þ for x 6¼ y ð2Þ

where a x; yð Þ is still to be determined. With PMH x; yð Þ he reversibility condition can
be satisfied as shown below (consider that a y; xð Þ � 1):

p xð Þq x; yð Þa x; yð Þ ¼ p yð Þq y; xð Þa y; xð Þ
¼ p yð Þq y; xð Þ ð3Þ

where p represents the desired distribution, then:

a x; yð Þ ¼ p yð Þq y; xð Þ
p xð Þq x; yð Þ ð4Þ

Thus, the authors conclude that PMH x; yð Þ is reversible. The probability of
obtaining a new value of the state during the tour is:

a x; yð Þ ¼ min p yð Þq y; xð Þ
p xð Þq x; yð Þ ; 1
h i

; if p xð Þq x; yð Þ[ 0
1; any other case

(
ð5Þ
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3 Concepts and Basic Notions

A network of any nature can be represented by a graph which consists of a finite set of
nodes. Each node represents an element of the network and must have a unique
identifier; the way in which network elements are connected are represented by edges;
an edge is a line joining a pair of nodes; when a node O is directly connected to a node
P by an edge, we can say that O and P are neighboring nodes. In a directed graph each
edge has an address, that is, each edge ai that begins in a source node O allows jump to
a destination node P, but it is impossible to jump from node P to node O using the same
edge ai, Fig. 1. In an undirected graph edges are bidirectional, that is, it is possible to
jump from node O to node P, and form node P to node O using the same edge ai for
both cases, Fig. 2. In an undirected graph the number of edges that are connected to it
determines the degree of a node. A connected graph is a graph in which all its nodes are
connected to each other by edges (Fig. 1). A disconnected graph is a graph in which a
node or group of nodes in the graph are isolated from another group of nodes (Fig. 3).
A weighted graph is a graph in which each ai has an associated weight wi, this weight
represents the cost of jumping from the origin node O to the destination node P using
the edge ai (Fig. 4). An unweighted graph is a graph in which all its edges have the
same associated weight, in this case the weight of each edge ai in the graph is not
graphically represented (Fig. 2). The present study uses an undirected, connected and
unweighted graph, which coincides with the representation of Fig. 2.

O P

SR

Q

Fig. 1. Directed, connected and unweighted graph.

O P

SR

Q

Fig. 2. Undirected, connected and unweighted graph.
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In a random walk we call the node in which the state of the network is located at an
instant of time t, that is, if the state of the network at time t is in node O, then, the node
O is the current node at time t, if the next state of the network at time t + 1 is the node
P, then node P is the current node at time t + 1.

A random walk is constructed in the following way: given a graph G and an initial
node O as starting point (current node) in which the state of the network is located at
time t = 0, a neighbor node of O is randomly selected, this can be the node P, then, the
state of the network passes to node P at time t = 1, then P is the current node, then, a
neighbor node of P is selected randomly, this can be the node Q, and the state of the
network passes to node Q which is the current node at time t = 2, this is repeated
successively until a stop condition is reached. It should be noted that in order to
determine that a network passes from one state to another, some condition may be
imposed, in case this condition is not fulfilled, and the node O is the current node, the
network would not change state and the current node would continue being the node
O [8–10], in this work this condition is defined in (6).

Our goal is to demonstrate that by using the MHRW algorithm we can perform a
uniform sampling of the nodes of a connected, undirected and unweighted graph, and
stabilize the mean error with respect to the uniform distribution, understood by uniform
distribution to all the nodes have the same probability of being chosen as a sample.

O P

SR

Q

Fig. 3. Undirected, disconnected and unweighted graph.

O P

SR

8 8Q

Fig. 4. Undirected, disconnected and unweighted.
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4 Discussion

We have used a graph with characteristics of Markov chain that was obtained from the
Network Data Repository1, it represents the Facebook network of the Massachusetts
Institute of Technology (MIT), it is composed by 6402 interconnected nodes through
251230 edges. For each experiment, a number of samples equivalent to 100 * number
of graph nodes was obtained uniformly. In the simulation, 100 random walks were
executed by randomly selecting the initial node, and also by taking at convenience
nodes that present relevant characteristics in graph analysis; the results are summarized
in Table 1. The condition of the implementation with which it is satisfied (5), is given
by the generation of a random value p in a uniform manner, such that:

p�min
degree currentnodeð Þ
degree neighborNodeð Þ ; 1

� �
ð6Þ

That is, the higher the degree of the neighbor selected at random, the less likely it is
that it will be visited or chosen as a sample (current node); when the condition of (6) is
met, the current node becomes the selected neighbor. The criterion to stop the exe-
cution of the simulation in each case was given by the stabilization of the mean error
calculated by (7), that is, when the value of the error showed no significant changes, the
experiment was stopped.

E ¼
Pn

i¼1
mi�freq
freq

n
ð7Þ

Where n is the number of nodes in the graph, mi is the number of times the node
i was taken as a sample, and freq is the sampling frequency. For the random selection
of the neighbor, a uniform distribution function was used [11]; it was possible to verify
that this function generates random numbers with a distribution similar to the distri-
bution of the random selection of the neighboring nodes during all the samplings made
in all experiments (Figs. 5 and 6).

Fig. 5. Distribución del muestreo de los nodos seleccionados después de paseos de 20.000
rondas.

1 http://networkrepository.com/.
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Analyzing the results obtained, we conclude that, for the set of tests proposed, the
average error is stabilized at approximately 8%, as shown in Table 1, which is cor-
roborated by making increasingly long random walks, we have conducted experiments
with 20,000 rounds prior to taking the sample. The variation of the average error can be
seen in Fig. 7. The first column of Table 1 shows the identifier of the node, the second
column shows the name of the metric by which the node was chosen, the third column
shows the value of the metric specified in the second column, the fourth column shows
the number of rounds needed for the average error value to reach a steady state, the fifth
column shows the value of the average error obtained during the random walk (� 8%
in all the cases). As can be seen in Table 1, when the random walk was initiated by the
node 1010 whose eigenvector value is the highest of all, the number of necessary
rounds increased considerably compared to the previous nodes, this led us to analyze
the characteristics of this node; it is a node of degree 1 whose only neighbor had a
significantly higher degree, later we verified if there was another node whose degree is
1 and whose only neighbor has an even greater degree than the previous one, this is
how we find the node 4503.

Fig. 6. Distribution of random numbers generated with the uniform distribution function.

Table 1. Results of executed experiments

Node Metric Value Rounds Avg. error

2411 Random selected node – 400 0.081
6400 Lowest degree 1 470 0.081
2982 Highest degree 708 350 0.080
30 Lowest betweenness 0 750 0.081

1940 Highest betweenness 4.9E + 12 300 0.083
173 Lowest coefficient

clustering
0 400 0.083

3302 Highest coefficient
clustering

1 500 0.080

(continued)
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When the random walk was started by this node, the value of the average error
decreased at a significantly lower speed, so this became the most critical route of the set
of tests performed, the results are shown in the penultimate row of Table 1. The feature
of node 4503 is that its degree is 1, and its only neighbor (node 2720) has a degree of
617, so meeting a condition that satisfies Eq. (6) has a probability of 1/617, then, the
random walks turned out to be longer. Sampling reached a steady state after a walk of
approximately 6,000 rounds. That is why we have verified that the number of rounds
with which it is guaranteed that the random walks in the graph arrive at a stationary
state applying MHRW is 6,000, regardless of the node by which the route begins,
which coincides with the result published in [5].

In Table 2 the first column shows the number of rounds used in each random walk,
the second column indicates the value of the average error obtained in each trip, the
third column shows the identifier of the most sampled node in each random walk, the
fourth column shows the number of times that the most sampled node was selected as a
sample; In this table it can be seen that in random walks that do not reach 6000 rounds
the most sampled node is 4503, that is, due to the small probability of jumping to its
neighbor node, the most sampled node is the same node, which prevents reaching the
steady state. Note also that although at 4000 rounds the mean average error has
decreased to a value of 0.081, the number of times that node 4503 has been sampled is
approximately ten times greater than the desired average, so the uniform distribution

Table 1. (continued)

Node Metric Value Rounds Avg. error

3277 Lowest closeness 0.181 500 0.080
2982 Highest closeness 0.495 300 0.083
558 Lowest eigenvector 0.001 290 0.083
1010 Highest eigenvector 4,9+12 1600 0.079
4503 Critic node – 6000 0.078

Average error 0.081

Fig. 7. Variation of the average error of the random walk initiated by a node chosen randomly
(Node 2411).
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Sampling is achieved only in a walk of 6000 rounds, under these conditions the most
sampled node is a node different from the initial node. Then, a possible method to find
initial nodes that present critical random walks could be taking as initial node the node
whose value of eigenvector is the highest of all.

5 Conclusions

The MHRW algorithm guarantees that the walk in a graph are completely random,
giving all the nodes the same probability of being visited and taken as a sample, so it is
an important tool when performing statistical and predictive analyzes; it should be
considered that the algorithm in its implementation requires a random number gener-
ator engine whose distribution directly influences the mean error value of the sampling.
From the results obtained it can be concluded that it is important to test the random
walks starting from different nodes, but not only randomly, is necessary choosing them
analytically considering the characteristics of the graph, then, is possible deduce ways
of looking for other nodes that are interesting for the analysis and to determine a
number of rounds with greater precision. Finally, we conclude that the value of the
mean error obtained in a sample will be smaller the larger the sample size obtained.

Table 2. Nodes most sampled in random walks that started by node 4503 according to the
number of rounds.

Rounds Avg. error Most sampled node Sampling frequency

100 2 4503 545013
200 1 4503 463663
300 1 4503 394263
400 1 4503 334579
500 0.891 4503 284823
600 0.759 4503 242464
700 0.645 4503 206069
800 0.549 4503 175609
900 0.469 4503 149929
1000 0.398 4503 126889
1100 0.341 4503 107955
1200 0.291 4503 91417
1300 0.254 4503 78415
1400 0.221 4503 66384
1500 0.196 4503 56738
1800 0.144 4503 34783
2100 0.117 4503 21413
3000 0.088 4503 5062
4000 0.081 4503 1054
5000 0.081 4503 291
6000 0.078 3267 138

Random Samplings Using Metropolis Hastings Algorithm 121



Random walks should be carried out by increasing the number of rounds progressively,
in such a way that a sufficient number of rounds can be established to guarantee the
steady state of the network, but that it does not generate unnecessary computational
cost.
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Abstract. There are different features in domain terms on different domain. In
this paper, we took TCM clinical symptom terms as example to discuss the
acquirement of domain terms due to the particularity and complexity in clinical
symptom terms. We analyze the feature of TCM clinical symptom terms, and
define the formal representation of the word-formation. Then we use the term in
the TCM Clinical Terminology as seed terms, and generate word-formation rule
base. We recognize the new TCM clinical symptom terms in the medical records
based on the word-formation rule base. Then we verify the recognized terms
with statistical method to implement the automatic recognition of TCM clinical
symptom terms, as the basis of data analysis and data application in the further.

Keywords: Automatic acquirement � Knowledge ontology � Domain terms �
TCM clinical symptom terms

1 Introduction

Medical data contains rich knowledge. Reliable and creative data mining depends more
on high-quality medical data with rich information. In the process of medical treatment,
Traditional Chinese Medicine (referred to as TCM) clinical terms commonly used
which is the main expressions for professional medical physicians’ communication,
professionals and patients’ communication, professionals and computers communica-
tion, and different systems of computers information exchange, and the clinical data are
generally represented by natural language. The symptom is the most important patient
information. The doctor’s description is accurate but free while writing clinical records.
For example, the patient has “bitter taste” and “thirst”, and the doctor’s description will
be “thirst and bitter taste” instead of two terms “bitter taste” and “thirst”. In order to the
need of data analysis and data mining, the expressions must be recognized completely.
For example, cough for many days, in which time word is significant to doctor’s
diagnosis. The diversity and complexity of TCM clinical terms expression will increase
the difficulty of acquirement.
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Now most terminologies are constructed manually. The number of clinical terms is
limited, and a large number of commonly used clinical terms appear in clinical records,
hence we need to use automated acquirement techniques to derive clinical common
terminology from clinical data.

2 Related Works

In the early stage, the rule-based method was used to automatically extract terms. The
rules were established based on linguistic knowledge and the terms matched the rules
would be recognized. Beatriee et al. [1] used the part of speech patterns to get candidate
words who limited the term into Noun phrase in the field of science and technology.
The rule-based method could get a higher quality term. However, ability of the method
is limited and the types of recognized terms are not comprehensive because the manual
rules limited by linguistic knowledge cannot cover all feature of term composition.

At present, terms are typically extracted by statistical methods on the basis of the
corpus, Church, etc. [2] introduced the concept of mutual information to evaluate the
combination ability of two words for the first time. Making use of the context infor-
mation of the term, Frantzi [3] put forward the parameters of the NC-value to extract
terms. Xing [4] discussed the distribution regularities and characteristics of term, and
noted that the Chinese terms are mainly concentrated between 2–6 characters. Com-
bining mutual information formulas with logarithmic formulas, Dubo [5] extracted
terms from the general field. Chen etc. [6] proposed a method to obtain domain
vocabulary based on the boot-strapping.

The research of term obtaining in the field of medical is mainly focused on the
biomedical. Olsson [7] etc. proposed rule-based method to identify biomedical ter-
minology, the precision has certainly improved compared to dictionary-based method,
but it is difficult to extend and transplantation. In recent years, the way that using the
methods of term obtaining in some fields of common sense mostly utilizes the
obtaining methods and models of western terminology directly. Taking advantage of
conditional random field, Wang [8], Zhao [9], Zhang [10], Meng [11] etc. extract
Chinese medicine terminology from the Ming and Qing Dynasty Ancient Medicine
Case, web pages, the Classified Medical Records of Famous Doctors, Treatise on
Exogenous Febrile Disease respectively in order to get a better result.

In the present study, the automatic extraction of TCM clinical terminology has the
following limitations: (1) Current automatic extraction methods are mostly based on
statistical methods, but the methods require massive manual tagging training corpus.
One of the foundation of the TCM corpus’s construction is the TCM clinical terms;
(2) The complexity and historicity increase the difficulty of extraction; (3) Cur-
rently TCM terminology recognition is based on the classical Chinese medicine lit-
eratures. However, many new terms appear in clinical records.
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3 Key of the Technique of Automatic Acquirement of TCM
Clinical Symptom Terms

Because the formation of the TCM clinical symptom terms fit a certain composition
principle, in this paper, we analyze the characteristics of TCM clinical terms based on
TCM theory, concept and relationship. Then the formation rules of TCM clinical
symptom terms are studied by pattern learning. Finally, the clinical symptom terms can
be automatically identified by pattern matching and statistical method.

3.1 Framework

In this paper, the acquisition of clinical symptom terms are as follows. First, analyze the
characteristics of TCM clinical symptom terms and the rules of construction. Then,
study the pattern expression and the word formation rules of TCM clinical symptom
terms by pattern learning. Automatically recognize and validate clinical symptom terms
by pattern matching and statistical method. Finally, realize the automatic expansion of
TCM Clinical Terminology. The Fig. 1 shows the framework of method of acquiring
TCM clinical symptom terms.

3.2 The Rules Analysis of Term Composition Based on Pattern Learning

The clinical symptom term has some fixed expressions by the term analysis from TCM
Clinical Terminology.

Fig. 1. Framework Diagram
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“cough” is a term in clinical expression “cough for many days”. Therefore, we can
define pattern “term +time class-word”. At the same time, because “cough” is a verb,
we can extract pattern “verb + time class-word”. The expression or term “fever for
three days” can be recognized by the two patterns from string “…fever for three days,
fever is a kind of systemic symptom…”.

“thirst” is also a term in clinical expressions “thirst and bitter taste”. We can extract
pattern “X and Y”. “mouth” is a body, and “dry” and “bitter” are both adjective that
describe “mouth”. At the further, we can acquire pattern “[body][adjective][and][ad-
jective]” and recognize term “thin white fur” by the pattern from clinical records “Stool
and pee are normal. Tongue is pale red. Tongue fur is thin and white. Pulse is weak”.

“flaming of deficiency-fire” and “dizzy” is also terms in clinical expressions o term
“flaming of deficiency-fire accompanied with dizzy”. We found that two terms were
usually linked by word “accompanied with” to a new term. We can construct pattern
[X][accompanied with]Y, with which we can extract new expression or term “cough
accompanied with aversion to cold” from the clinical record sentence “…the patient
coughed accompanied with aversion to cold and had no sweat. Throat itched three days
ago”.

TCM clinical terms are usually composed of body and symptom. We can build
patter “body + symptom”, with which two new terms “extremity joint pain” and “low
limb cold” can be extracted from strings “…had chronic rheumatoid arthritis, extremity
joint pain and low limb cold, and the joints don’t bent and spread”.

The patterns are made up some parts and every part can be word or collection of the
same type of word. We defined some predicates as follows.

wi: a word or a part of a term
wi.in: wi belong to a word class
wi.pos: the part of speech of wi(reference to the Peking University POS Table)
wi.synonym: the synonym of wi
wi.antonym: the antonym of wi
wi.term: wi is clinical term

Symbol definitions:

[]: a term of a patterm
|: or
&: and

Some terms often show the same semantic meaning. Therefore, we define the
concept of word class that is a collection of words in which every word expresses the
same or similar meaning. The definition is as follows.

! the name of word class = word string 1 | word string 2|…
The examples are as follows.
! body class-word = mouth | eye | tongue | head | extremity joints | joint |…
! time class-word = year | month | day | hour |…
! conjunction class-word = both…and…| and |…
! accompany-class word = accompanying | accompany with
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The examples can be expressed by the patterns in Table 1 based on previous
definition.

We take clinical terms as seeds in TCM Clinical Terminology and partition terms
from an atom point. The patterns of term composition are study by pattern learning
algorithm. Then the corpus of term composition patterns is built by manual check.

3.3 Terms Acquirement Based on Pattern Recognize and Statistics

The term features are analyzed at first from the TCM Clinical Terminology. Based on
the features we can acquire some rules about TCM terms composition and the patterns
of terms. The new TCM clinical symptom terms can be recognized from clinical
records using patterns.

First, we segment TCM clinical records. But now there is no special Chinese word
segment system focusing on TCM. In this paper, we build word segment diction by
some exist diction like The Diction of Traditional Chinese Medicine, and segment
TCM records by the reverse directional maximum match method (RMM). Because the
new clinical symptom term will be segment to some individual words, we need to
recognize and count the number of word strings matching patterns. There is a priori
knowledge that the common terms will be occur many times. On the foundation of
hypothesis, the string will be a new clinical symptom term if it matches some pattern
and happen frequently. The algorithm details are as follows.

Example of Algorithm of Clinical common terms Automatic Identification

Table 1. The sample table of term pattern

Examples Patterns

Cough for many days [w1.pos = v][w2.pos = m][w3.in = ! time-class word]
[w1.term][w2.pos = m][[w3.in = ! time-class word]]

Thirst and bitter taste [w1.term][w2.in = ! conjunction-class word][w2.term]
[w1.in = ! body-class word][w2.in = ! symptom-class
word][w3.in = ! conjunction-class word][w4.pos = a|v]
[w1.in = ! body-class word][w2.in = ! symptom-class
word][w3.in = ! conjunction-class word][w4.term]

Flaming of deficiency-fire
accompanied with dizzy

[w1.term][w2.in = ! accompany-class word][w2.term]

Dizzy [w1.in = ! body-class word][w2.in = ! symptom-class
word]
[w1.in = ! body-class word][w2.pos = a]
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Input：TCM Clinic Terms Patters,Rules,Diction,TCM Records

Output：new TCM clinical symptom terms
Begin

Read patterns and rules, and Build index;
Build double array tree of TCM clinical symptom terms 
diction;
Word segment in TCM clinical records;
Read every sentence of TCM clinical records;
If(Match(Wi...Wj,Rule1))

term Wi...Wj;
count(term):=count(term)+1;

If(count(term)>threshold)
Output new term;

End

4 Results and Analysis

We take the terms as seeds from the TCM Clinical Terminology, analysis the rules of
word composition and the patterns, and take 100 clinical records as train corpus.

We use patterns to recognize the new terms, such as “cough for three days”, “cough
for three days with aversion to cold”, “sore throat”, “Muscular stiffness”, “Muscular
stiffness and a little fever”, “chest tightness”, “red tongue”, “thin white fur”, “thin white
fur and a little yellow dry fur”. The method is useful to recognize new clinical symptom
terms from traditional Chinese medicine clinical records.

5 Conclusion and Perspective

It is the key problem in Traditional Chinese Medicine that builds TCM clinical
symptom term ontology and concepts’ association relationship which is useful to
eliminate uncertainty of TCM concept and relation. The automatic acquirement of
TCM concepts and semantic relations are the key parts of the construction of TCM
clinical symptom term ontology.

In this paper, firstly, we construct patterns and rules based on the characteristic of
the TCM clinical symptom term and take the terms as the seed in TCM Clinical
Terminology. Secondly, the formation of TCM clinical term would be studied based on
seeds and the TCM clinical term patterns corpus will be built. At last, we can use the
method of pattern recognition and statistical validation to automatically recognize new
terms from clinical records. It is the next work that automatically acquiring terms and
their relationships from large clinical records, to provide theoretical and fundamental
support for TCM information construction.

Acknowledgments. This paper is supported by grants from National Key R&D Program of
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Abstract. The trend of digitalization has led to disruptive changes in produc-
tion and supply chain planning, where autonomous machines and artificial
intelligence gain competitive advantages. Besides, the satisfaction of customers’
wishes has reached top priority for demand-driven companies. Consequently,
companies implement digital applications, for instance neural networks for
accurate demand forecasting and optimized decision-making tools, to cope with
nervous operational planning activities. Since planning tasks require human-
machine interaction to increase performance and efficiency of planning deci-
sions, this analysis focuses on forms of interaction to determine the right level of
collaboration. The paper outlines various levels of interaction and analyses the
impact of human reactions in the context of an industrial demand planning
algorithm use case at Infineon Technologies AG conducting a behavioral
experiment. The results show that a variance in the levels of human-machine
interaction has influence on human acceptance of algorithms, but further
experiments need to be conducted to outline an overall framework.

Keywords: Behavioral analysis � Human-machine collaboration �
Demand planning � Digitalization � Supply chain planning

1 Introduction

Globalization and dynamic growth have resulted in fast paced and volatile production
and supply chain planning cycles, making it increasingly challenging as well as
essential to create stable and accurate demand forecasts. A precise demand forecast is
crucial for any business to be capable to optimize the flow of materials, information,
products, human resources, and finance, throughout a supply chain from the supplier’s
supplier to the customer’s customer [1]. Thus, a proper prediction accuracy enables
minimizing common problems, such as over- and/or underproduction, excessive
inventory costs, wastage and loss of business [2]. Typically, literature categorizes
forecasting methods into two types: subjective and model-based. While judgmental
forecasting comprises of guesses, experiences and intuitions of human planners,
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statistical forecasting signalizes mathematical rules, relationships between variables
and projection of historical data [3].

Enabled by the emerging trend of digitalization, the latest technology developments
in machine learning and artificial intelligence enable the opportunity of combining
statistical and judgmental models to improve forecast accuracy overall in more efficient
processes. However, while such optimized decision-making tools can help provide
accurate and time-consistent demand forecasts, they rely on human-machine interaction
at a level not seen before. The interaction of digital solutions with humans has already
been thoroughly examined for the shop floor level, e.g. assembly robots supporting
operators at automotive production lines. Nevertheless, planning processes have not
been in focus of research so far.

Considering this trend, digital solutions are important, time and investment con-
suming to keep pace in a competitive environment. Therefore, human reactions to
digital interactions are an essential basic knowledge, which needs to be researched on
to improve performance and optimize processes.

This paper aims to provide a first insight into human-machine interaction on a
planning level on the example of demand planning. Consequently, the derived research
question is stated to: “How can humans and machines interact in the best possible way
to improve demand planning decisions reaching high forecast accuracy?” Answering
this question, we outline levels of human-machine collaboration and examine the
reaction of human planners at each level, analyzing differences in the demand plan
making usage of behavior research.

In a first step, Sect. 2 presents the literature review of necessary background
knowledge and the specific topic streams. Section 3 describes the developed concep-
tual model of the demand-planning scenario and the derived behavior experimental
setup. Section 4 shows and discusses the results of the experiment. Section 5 concludes
the paper with a summary and outlines of the next steps.

2 Literature Review

The literature review comprises of the three main streams: combinational demand
forecasting, human-machine interaction and advice taking. The first section provides
insights into concepts of demand forecasting as a typical supply chain planning action.
Hereby, the focus is on methods already combining judgmental and statistical forecasts.
Next, starting with the well-known levels of automation the section gives an overview
of current research and developments of human-machine interaction. The last literature
stream deals with the field of advice taking in decision-making.

2.1 Demand Forecasting

Overall, structuring the literature on demand forecasting by aiming on research com-
bining judgmental and statistical methods, five collaboration levels identifies them-
selves [4].

An option to integrate both method areas is to revise judgmental forecast based on
statistical exploration. Hereby, the initial judgment made by experts is unaided by any

Behavioral Analysis of Human-Machine Interaction 131



statistical method, but opinion and experience based. Revised judgmental forecast is
mostly more accurate than unrevised judgmental forecast [5].

Another way to link both method streams is to combine two separate forecast
approaches after conduction: Out of domain knowledge, experts provide a judgmental
forecast undergoing a merger with an extrapolation forecast afterwards. Three advan-
tages come out of this procedure. First, the results are more objective in comparison to
unaided judgments. Second, the process is systematically structured and, hence, rep-
etitions with similar results can take place. Third, the approach utilizes the domain
knowledge in a more efficient way [6]. While revised judgmental forecast manage
without domain knowledge for the unaided judge, revised extrapolation forecasts insert
domain knowledge. Consequently, revised extrapolation forecasts are the most com-
mon way to integrate statistical and judgmental forecasts. This method improves
forecast accuracy in the case, that the expert adjusting the forecast can identify the
missing pattern from the statistical model [4].

Next, rule-based forecasting approaches use structured judgmental inputs for sta-
tistical procedures [7]. As every situation is unique, this method tries to adjust each
single forecast with their own peculiarities. As a requirement, the domain knowledge
must be the cornerstone to achieve an accurate forecast [8].

Another possibility is the so-called econometric forecasting. Within such methods,
expert judgments incorporate into a structured approach. The judgmental entries serve
as decision criteria to select appropriate mathematical forecasting models. Often the
choice is on regression models due to being able to consider multi-variate parameter
dependencies. This method promises to be the most accurate one, when the relevant
domain knowledge is underlying and properly considered [9].

Figure 1 summarizes the different collaboration levels in a graphical process-
oriented manner.

Experts are divided over which forecast method is superior [4, 10–12]. When the
first statistical methods showed up, judgmental forecasting was criticized for being too
unstable and dependent on humans. Years later, experts found out that the human
component of forecasting is an essential input [13]. Especially, practitioners in all
industries trusted in judgmental forecasting. While statistical models are good in
finding patterns and processing a large amount of historical data and parameters,
judgement can deal with exceptions [14]. However, unstructured and biased human
decisions can also be harmful to the accuracy of planning [7]. Thus, a combination of
both method streams can provide good solution in today’s business bringing the
advantages of judgmental and statistical forecasting together. Various researchers
verify that integrated statistical and judgmental methods improve forecast accuracy
[15].

2.2 Human-Machine Interaction

Research on human-machine interaction is a fundamental aspect to investigate different
collaboration levels elaborating varying roles for humans and machines. The first
researchers worked on this topic already in 1978, well known as levels of automation,
providing different granularities, at which the human can work alongside a machine,
ranging from complete human autonomy to complete machine autonomy [16]. By
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proceeding time, the discourse included levels where the machine replaces the human
at action and decision levels [17].

Today, the trend of digitalization enabling social and cognitive computing, the
discourse shifts from levels of automation to collaborative approaches. In a more
digitalized world, the role of the human changes from that of a controller of machines
and processes, to that of a supervisor [18]. Due to high levels of volatility and pos-
sibilities of escalations in manufacturing and planning processes, machines are still
unable to replace human intuition completely, although ongoing research is increas-
ingly focusing on developing machines with human cognitive intelligence [19].
However, in line with the outcome separation in demand forecasting, human-machine
interaction is manifold as well. Consequently, the same idea emerged to develop
systems that are not replacements but instead are team players, working in collabo-
ration with the humans to improve processes and optimize decisions together [20]. This
idea refers as teaming approach and incorporates smart tools and humans in a joint
group to derive optimal decisions in an efficient way.

2.3 Decision Making

Combining judgmental and statistical methods in demand planning and forecasting is
highly dependent on human trust in machines.

Research categorize advice taking - independent from other humans or machines -
into three different types: recommendation for, recommendation against and provision
of information [21].

Overall, significantly most humans take advice because they feel uncomfortable to
ignore the advice from others completely. Here, the belief that advisors have more

Fig. 1. Integration of judgmental and statistical methods [7].
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experience and expertise biases the decision maker, although behavior experiments
show that this takes place even if advisors do not consider themselves as more expe-
rienced or expert. Lastly, most subjects want to share the responsibility of their actions
and decisions. Hereby, people hope that the occurrence of errors reduces when multiple
opinions are included in the decisions making process [22].

Although humans take advice, research has shown that human beings underweight
advice coming from a machine [23–25]. People discount the advice from an algorithm
significantly more than that from a human [26]. This phenomenon was termed “al-
gorithm aversion” [27]. It refers to the preference of people choosing a forecaster over a
statistical forecasting model [27, 28]. In addition, people trust machine advice more if
they see the machine err [29]. A reason for that might be the expert label given to the
computer during the experiment of the conducted behavior experiments [30]. Never-
theless, humans tend to trust algorithm advice more when the alternative human advice
is coming from a novice. Similarly, humans trust more in the human experts than in the
machine [31]. Thus, the quality of advice can matter. Although, research indicates that
people do not tend to believe experts more than laymen [32]. This may be because
human beings know that even highly qualified experts can err [32]. Consequently, if
humans have the chance to modify the algorithm after the algorithm erred, they are
more likely to use the model forecast [33]. Thus, the ability to modify the algorithm
builds trust between humans and machines.

Research has also shown that specific kinds of feedback can improve forecast
accuracy [34]. Explanation of the used statistical method tends to improve the judg-
mental forecast in general, but only in specific series and periods [35]. Thus, it can be
summarized, that information as feedback or as explanation can improve forecast
accuracy with the restriction that every case has peculiarities.

3 Methodology

The following chapter describes in a first step the use case background and the
respective demand planning process and decision. Second, procedures, details and
formal aspects of the conducted behavior experiment are explained.

3.1 Demand Planning at the Case Company

The aim of this study is to examine the impact of human-machine interaction levels in
the context of decision making for the use case of demand planning. Therefore, the
demand planning landscape, tools and processes of the semiconductor company Infi-
neon Technologies AG provide the use case setting. The semiconductor industry
reflects a suitable for the experiment due to its characteristics of a highly volatile
demand, to the bullwhip effect exposed at the upstream segment of the supply chain
and to the tremendous pace of technology developments accompany by lead-times up
to nine month. The demand planning process covers following the international SCOR-
model the short-term operational planning and mid-term tactical planning. In this use
case, the focus is on the operational level in form of a product specific detailed plan for
the next 26 weeks [36].
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Throughout the demand planning process, the human planner called “Supply Chain
Planner” (SCP) decides on rules for operational demand planning and stock targets.
Most of these processes execute afterwards automatically [36]. An advanced master
planning tool matches the inserted demand with the available capacity and hereby
calculates a production plan for the next 26 weeks.

However, demand fluctuations, cycle time differences, quality issues or strategic
reasons can make it necessary for the SCP to step-in and make adjustments to ensure
right quantity and on-time production [37]. The SCP has to make his decision covering
five different depend dimensions. The SCP can decide on the priority of the product
demand, the specific forecast period, the product granularity, the stocking points along
the internal supply chain and the quantity of product decently.

3.2 Behavior Experiment

For any behavior experiment, a huge number of subjects is beneficial. Since the time
and number of planers is limited, the described demand planning decision was con-
verted in a daily life decision. Hereby, not only planers, but also non-professionals
could take place in the experiment since no domain knowledge is needed. This also
provides the basis for the external validity of the results. In multi-level workshops with
field experts, the described dimensions of demand planning converted into a wine
selection. Table 1 shows the overview of the dimensions in the proxy case.

Next, we selected revised extrapolation forecast for this study based on the over-
view of options of combinations of judgmental and statistical forecasting methods.
Former research shows that revised extrapolation forecast can improve forecast accu-
racy by the capability of the planners to identify missing patterns of the statistical
forecast procedure [4]. Every participants needs to do 24 decisions one each respective
planning cycle.

This paper examines three human-machine interaction scenarios to determine the
best possible collaboration combination. Hereby, no interaction between human and
machine serves as the baseline, the control group. The scenario represents the provision
of a forecast value without any information about the method. On the first interaction
derived from the literature finding, the planner can select between different opportu-
nities given by the machine. Hereby, each option refers to his personal attitude of risk
aversion, e.g. if a planner wants the algorithm to overestimate the demand if he wants
to minimize his inventory costs by underestimation but risking potential shortages. The

Table 1. Wine selection decision.

Dimension Options

Priority Personnel estimation: red or white wine
Granularity Barrel – six pack – bottle – glass
Period Consumption of wine; mature of wine
Amount How much should you buy?
Stocking point fridge, kitchen, wine cellar
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last interaction level enables the possibility to question the machine about the
assumptions it made for its calculations. This was designed in the form of a chat
interface as common in the case company to provide a feeling of a colleague inter-
action. This presented the highest form of interaction.

During the experiments the participants only get a storyboard with the forecasting
situations, e.g. having a house party with 43 guests. Treatment group 1 (T1) can
interact with the algorithm by a chat box and receive an explanation regarding the
calculation style. Treatment group 2 (T2) can select between lean, normal and safety
planning.

After the experiment, the subjects had to answer survey questions to gather
demographic information such as age, gender and education level. Participants also
provided information in an open field, how they felt about the algorithm (control
group), chatting with the algorithm (T1) and calculation style (T2).

The conducted behavior study on the wine selection case derived from the real
system of demand planning examines the subjects’ behavior on the three different
human-machine interaction scenarios presented. Therefore, the following hypotheses
are tested:

H0 ¼ Difference in interaction levels does not influence
human acceptance of the algorithm:

H1 ¼ Difference in interaction levels does influence
human acceptance of the algorithm:

For the hypotheses test 65 participants were randomly but evenly assigned to the
three test cases. The most participants were from the innovations department of Infi-
neon. The validity of using non-professionals subjects in forecasting tasks with
context-independent information is supported by literature [38]. As discussed in the
literature, experts do not perform significantly better than non-experts when the tasks
do not involve domain knowledge. The environment was a laboratory study as T1, with
the possibility to chat with the algorithm, needed to be observed. Therefore, the
experimenter himself answered the questions, unknown to the participants.

oTree, in connection with the programming language Python, was used to create a
user-friendly experiment interface. The interpreter PyCharm enabled the development
of the code and heroku as the webserver for publishing the experiment to the
participants.

4 Results

Enabling a better understanding of the experiment data and results, the structured
analysis starts with demographics followed by a participant’s evaluation and ending
with a significance calculation.
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Among the 65 participants over all, 49% were female and 51% were male. Also
examining the groups one by one, the gender is balanced except for treatment group 2,
which had a bit more male participants than female (12). In control group and treatment
group 1, 22 participants per group had joined the game, while in treatment group 2, 21
attendees answered questions. The mean age of all three groups were 29 rounded up to
years. However, 56 of 65 participants refer to the generation Y, which are characterized
by a multitasking environment with support of technologies as they played around with
it from a very young age. Therefore, an easy adaption to new innovative technologies
coming up in future can be assumed.

Calculating, if there is a statistically significant difference between the interaction
levels, the Kruskal-Wallis (KW) takes place. The test is applied on the usage of the
model forecast and on how often the proposed value of the model forecast has been
changed.

The first calculation of the KW test analyzes whether the participant wants to take
the model forecast or his own forecast. The highest amount of acceptance is to choose
the model forecast three times, the lowest stays with the own decision three times. The
Kruskal-Wallis test bases on ranks, as shown in Table 2.

After the rank definition is set, it is applied to the collected dataset and every
participant i gets a rank sum Ri, where n represents the observations and tj the number
of used observations of rank j. The KW test is then conducted as follows:

H ¼ 12
n nþ 1ð Þ

Xc

i¼1

Ri2

nni� 3 nþ 1ð Þ: ð1Þ

Hkorr ¼ H

1�
Pm

j¼1
t3j �tjð Þ

N3�N

: ð2Þ

For the first test, Hkorr calculates to 5.866. This Hkorr-value is compared to the
critical value, which depends on the significance level (a) and degrees of freedom. With
three groups the degree of freedom is 2 and the a is usually set to a1 = 0.05 or a2 = 0.1.
a describes the bias that the H0 hypothesis is rejected even if it is true. For the
experiment the critical values can be found as in the chi-square distribution:

Table 2. Ranks in the Kruskal-Wallis test.

Rank Description

0 The participant never used the model forecast
1 The participant used the model forecast one time
2 The participant used the model forecast two times
3 The participant used the model forecast all three times
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1� a1 ¼¼ 0:95 ! z1 ¼ 5:99

1� a2 ¼¼ 0:90 ! z2 ¼ 4:61

If the value of test is higher than the critical value the result is interpreted as
significant. The Hkorr-value of 5.866 is between the two critical values, which means it
depends on the a, if the difference between the groups could be significant. Considering
the small sample size, it can be interpreted as significant for a level of a2, but a refined
experimented set-up size is recommended for future research.

The second analysis tests how often the participants change the value from the
model to their own estimation. There are 24 possible opportunities for change. Every
participant is analyzed on the number of changes made and put in a ranking for the
Kruskal-Wallis test. The KW test shows the results of H = 4.236 and Hkorr = 4.366.

The results support the H0 and do not show a significant difference between the
three groups. The Hkorr-value of 4.366 is not higher neither of the critical values.
Hence, H1 is rejected.

A further approach to determine, if there is a significant difference, is the com-
parison of the control group with n1 of T1, and then with n2 of T2. The Mann-Whitney-
U-test is conducted for this, which is also based on the ranking R of values. The z-
standard distribution provides the comparable critical value. Thus, both the U-value
and z-values are calculated as follows:

U ¼ n1n2 þ n1 n1 þ 1ð Þ
2

� R1: ð3Þ

zj j ¼ U � n1n2
2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n1n2 n1 þ n2 þ 1ð Þ
12

q : ð4Þ

For the experiment, U equals to 228.5 |z| to 0.31688. Both calculations are com-
pared to the z standard distribution values, which are dependent on a. The critical
values are as follows:

a1 ¼ 0:05 !z ¼ 1:96
a2 ¼ 0:1 !z ¼ 1:645

The comparison of control group and T1 does not yield a significant difference
(0.31688 < 1.645 < 1.96). However, the relation between control group and T2 is
interesting. Since the value lies between 1.645 and 1.96, the choice of a is again a
major aspect (1.645 < 1.77364 < 1.96). Although, a should not be enhanced without
valid justification, the result shows that the behavior regarding the interaction in T2
differs from the control group.

A look at the distribution of the values also confirms the results of the two tests.
Figure 2 depicts the distribution for the KW test. While the control group does not
significantly differ from the T1 (a), T2 (b) is significantly different from the other two
groups. The participants of T2 stayed with the model’s proposals twice as much as
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those of the other two groups. Less than 50% of the participants from T1 use the
opportunity to chat with the algorithm. This shows that people felt uncomfortable
talking to a machine. The control group also demonstrates a mistrust in the model as
most people of the group changed the model’s proposal at least once.

A final look at the answers to the question, how the participants ‘felt’ about the
different aspects of the experiment, confirms that the participants are not comfortable
talking to the algorithm, although they endorse the opportunity to interact regarding the
calculation style.

5 Conclusion

The study provides a first insight in the topic of human-machine interaction on a
planning level by conducting a behavior study. The approach exhibits how a company
can deal with the challenge of digitalization in supply chain planning processes. The
examined literature provides detailed information on the combinations of judgmental
and statistical methods, and shows how automation and human tendency for advice
taking can lead to collaboration possibilities for improved decision-making regarding
performance and efficiency.

The results of the behavioral experiment are not completely distinct. The statistical
computation indicates a significant difference between the treatment group 2 and the
control group. Due to drawbacks of the Kruskal-Wallis test, the Mann-Whitney-U-Test
confirm the results. Both tests show similar outcomes: the statistical results are
ambiguous regarding the influence of different interaction levels on human acceptance
of the algorithm. Hence, the H0 cannot be definitely rejected and no conclusive
statement can be made regarding the influence of differences in interaction levels on the
human acceptance of the algorithm. Therefore, the research question regarding the best

Fig. 2. Distribution of values for the Kruskal-Wallis test.
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possible way for humans and machine to interact to improve demand planning deci-
sions for high accuracy, cannot be answered satisfactorily at this point of the research.

The reason for the inconclusive results could be the oversimplification of the
demand planning decision, an unrepresentative group of participants, but mainly the
limited sample size. Moreover, the evaluation of participant’s endorsements and sta-
tistical calculations produce contradictory findings and indicates towards a bias in the
behavior. However, the research is a first step forward in understanding human-
machine interaction. It shows that interaction does improve acceptance of algorithm by
humans.
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Abstract. System-informational culture (SIC) phenomenology impels human
to work in sophisticated scientific space of computer models. Applying com-
puter instrumental systems one has to investigate and compare different fields of
knowledge suffering constant cognitive, educational, and intellectual problems.
Inter-discipline activity in SIC leans on meanings understanding presented in the
utmost mathematical abstractions (UMA). Work in SIC era unites cognition,
education, and scientific research. SIC entelechies are to evolve rational part of
consciousness. The objective is achievable by means of purposeful labor
assisted by deep-learned artificial intelligence (DL IA). Technology is con-
tributed allowing consciousness double helix auto-moulding in order to solve
universalities problem. DL IA is to unwind intellectual processes and develop
person’s scope of life. System axiomatic method is applied to coordinatization
method and continuity property investigation.

Keywords: System-informational culture �
Deep-learned artificial intelligence � Universal tutoring �
System axiomatic method � Coordinatization � Consciousness double helix �
Scope of life � Language of categories � Cogno-ontological knowledge base

1 Introduction

Human activity rationalization in SIC gives ground to innovations. Robotics is applied
to patterns recognition in dynamical situations and management in undetermined
conditions [1–3]. Semantic technology and fuzzy logic help to solve the problems. Vast
and promising horizons lie before IA. They are IA-based tutoring and IA-assistant
cognition. They prepare man to natural life in sophisticated culture [4, 5]. Evolution
created universal intellectual structures and language processing for natural intelligence
(IN) to lean on [6]. Our approach to rational consciousness auto-moulding considers
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neurophenomenology presentations and linguistic ontology of man. It leans on UMA in
order to cope with universalities problem solution with the help of DL IA. Requirement
of SIC is to teach man to cultivate and understand meanings [7].

1.1 System-Informational Culture

On the agenda of SIC is multidisciplinary human activity in computer networks world
uniting cognition and research. Change starts in human mind due to its adaptive ability
to deal with an ever-changing anthropogenic environment. Mathematics substantiates
knowledge transforming senses into meanings. For the reason, rational knowledge
becomes the most determinate. Man exists in meanings. Ontological essence shows
itself in meta-mathematics and its language. UMA express meanings in concise form fit
for rational investigation. Busy by the study, man auto-moulds inevitably his con-
sciousness. Complex intellectual processes especially affect mind occupied by reflec-
tion over UMA. In sophisticated culture, life-long deep-learned tutoring partner must
support the labor. It can be only super computer DL IA. Traditional teaching cannot
help person to accomplish intellectual breaks and profit scientific meanings.

The objective of the study is to contribute technology of universal tutoring (TU).
Everybody is able to philogenesis apperception and can be trained for natural existence
in SIC. Ergonomics must lean on post-neo-classical science, practice of trans-
disciplinary activity, informatics tools. Mind is to be fostered following thesis “onto-
genesis repeats anthropogenesis”. In order to correspond to noosphere sophistication,
man is to be busy in multi-disciplinary electronic libraries where DL IA co-processes
big scientific data semantically.

Person’s auto-evolving occurs on the grounds of knowledge without premises in the
form of system axiomatic method (AMS) and de docta ignorantia principles, synergetic
paradigm, and semantic glottogonia. Rational thinking uses rough minutes of mathe-
matics. TU leads to rational man’s auto-building. Engineering of DL IA consists of
cogno-ontological knowledge base CogOntKB implementation [7, 8]. Knowledge of
philogenetic significance is compressed in it. UMA are its universal core expressed in
language of categories (LC). The base creates educational environment for person’s
rational auto-development. DL IA is to help human to transform ideal mathematical
constructions in real (obvious) presentations [4].

1.2 Scope of Life as Ergonomics Entelechies in SIC

Artificial intelligence replaces man in different fields of activity [1–3]. Now it is time to
solve indirect IA problem that is to assist man in intellectual activity itself [4, 5].
Universalities problem resolution enables man with scope of life (SL) as person’s
ability to unwind internal intellectual processes perceiving and understanding mean-
ingful informational flows. Success of trans-disciplinary activity is based on SL
availability. SL secures trained existence in different intellectual worlds, see Fig. 1, and
can be attained only on the basis of universal essences identification, study and their
understanding. Traditional teaching develops static world scope that differs from SL
dynamics. Universal laws usage by SL cannot be substituted by mere calculations, see
Fig. 1. It supposes thinking in meanings and mathesis universalis mastering [8].
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Role of the latter plays LC. Noosphere hermeneutics circle can be significantly enlarged
if new generation of intellectual tools will be applied to cognition [8–10].

In future, it is impossible to do with DL IA as life-long tutoring partner and
collaborator in resolving intellectual problems [4, 5]. DL IA must develop person’s SL
because men themselves, computer technologies, models from different knowledge
fields, scientific methods, and tools become very sophisticated. Only system holistic
view and work on the level of meanings will help to cope with intellectual difficulties
of multidisciplinary activity. Mutual work in networks and communications are also
united by complex meanings.

Origins of mathematics teach how to investigate relations among things. TU allows
attaining knowledge auto-obviousness by means of real - ideal disco-ordination mas-
tering in phenomena apperception. Reflection level is strengthened to a great extent
with the help of mathematics and LC usage. Many examples show how universal
properties are discovered if systems are described in LC. The language expresses
meanings in constructive, concise, and visual form of commutative diagrams. Besides,
CogOntKB is implemented in it as strata of interconnected categories [5, 7]. Object
oriented programming practice supports it. Interpretation scheme of tasks execution
imitates IN thinking. Pursued objective is achieved by TU technology because trans-
disciplinary SIC meanings have already been modeled in mathematics [5].

1.3 Cognitive Ontological Base and Problem of Knowledge
Understanding

Meanings apperception is instinct of natural intelligence (IN) developing man’s intel-
lectual abilities. It is entelechies of human existence. Direct problem of education in
SIC is to auto-mould rational part of consciousness in trend of sophistication [5]. DL IA
is able to maintain the process being aware of it. In order to cognate complex
knowledge, TU is needed. TU must be continuous and adaptive to every person.

Thinking is instinct to synchronize man’s inner presentations about third world with
outer anthropogenic reality. Thinking is reflection over disco-ordination between them
causing efforts to find out reasons of it. In order to remove real-ideal synchronization
lack, consciousness attempts to give answers on arising questions. Sensual humani-
tarian form of knowledge precedes an explanation. Mind selects convenient tools
within reach of thinking in order to resolve arising problems. They are natural (LN) and
natural sciences LSNð Þ languages [6, 11]. However, they are not sufficient to fill up the
gap in case of sophisticated knowledge pierced by meanings. Rational tools are to be

Fig. 1. Scope of world is versus scope of life in pattern recognition. Equality of rectangular
areas: (a) neuron networks in SIC versus (b) gnomon in 3 c. BC.
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applied to fulfill corresponding intellectual break. Only AMS of mathematics exposes
essences of knowledge [8]. Rough rational minutes allow applying formal algebraic
systems with their operations for phenomena study. Due to LC, investigation becomes
supplied by comparative analysis of structures. Coordinatization admits systems study
by means of calculations [12].

Systems conceal complex meanings expressible in the form of sophisticated UMA.
Problem of IN is to reveal, identify, and study them in order to return their initial auto-
obviousness. True directives are required to be ruled by. Understanding is process of
UMA investigation. Pre-established knowledge unity and its anticipated meaning are
kept in universal constructions of LC [9, 10]. DL IA design in accordance with IN
entelechies allows organizing constructive dialog between these intelligencies. It cre-
ates necessary context for knowledge investigation and mutual tutoring from positions
of universality. Encouraging questions and responses concerning system properties will
develop SL and man’s holistic presentations. In its functioning, DL IA leans on
philogenetic achievements presented in cognitive base CogOntKB dynamics built in LC

[5]. DL IA engineering - teaching is its continuous enriching by interconnected
mathematical structures embedded in computer-integrated environment.

1.4 Consciousness Double Helix

Mathematics unity and power manifest itself in its embedding theorems and free
algebraic systems. They reflect processes of knowledge generalization and special-
ization. Cognitive potential of mathematics is stipulated by ideal objects consistency
securing cognogenesis liberty. AMS of modeling provides a person with co-ordinated
presentations about system laws. Neuro-phenomenology of thinking is based on lin-
guistic abilities [4, 6, 11]. Languages spring up unexpectedly and inexplicably as man’s
need of communication with and explication of outer world [6, 11]. Consciousness
double helix (CDH) is model of IN functioning (Fig. 2).

Fig. 2. Consciousness double helix as duality of natural and categories languages.
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CDH changes constantly its configuration. It is done by means of auto-folding and
crossing-over processes. Humanitarian and rational parts of consciousness are inter-
acting while hypothesis are propounded and verified. Processes of CDH crossing-over
strengthen thinking in trend of meanings. It supports humanitarian and natural sciences
glottogonia. Natural language (LN) allows sensing knowledge in metaphoric form.
Language of categories (LC) impels to search knowledge essence presented in the form
of UMA. Noosphere evolution created LC as tool for meanings processing. CDH model
tracts IN as language processor (Fig. 2).

CDH auto-folding is synergetic process with intensifications. According to syner-
getic paradigm, knowledge generalization and understanding are auto-resolved by
means of sequent bifurcations coming to new ideal presentations moulding. Mathesis
universalis of LC was discovered on the way. It brought about employment of system
axiomatic method (AMS). Thinking happens on the ground of modeling. CDH auto-
folding compresses knowledge selecting UMA and helping person to enter
hermeneutics circle of SIC. Intellectual activity is natural for human life. CDH trans-
formations take place under constant influence of culture. Besides traditional education,
SIC manifests itself by means of cognition tools. Among them, there is IA that is to be
life-long IN partner in cognition. DL IA creation is educational imperative of SIC.
Humanitarian and rational origins mutual penetration synchronizes person’s real and
ideal notions giving birth to SL (Fig. 2). UMA transcedentality proves the approach
can come true.

2 Coordinatization and Measuring Universality

DL IA tutoring system could apply AMS to universalities identification and study.
Coordinatization universality is stipulated by possibility to map different external
structures into mathematical ones. This is objectization process. It supports thinking
enabling it with operational level. Numerous algebraic systems are used for the aim
because numeric ones are insufficient. Mathematical structures give true general view.
They compress knowledge picking out meanings. Due to coordinatization, it is possible
to discover new knowledge with the help of calculations. This method unites ideal
presentations with “real” work in computer systems. Ideal indicates phenomena and
suggests objects for measurement. UMA structures and commutative diagrams of LC

admit even meaning contemplation in frames of wholesome system. Calculation and
reflection promote understanding [8, 10].

2.1 On Risks Estimation

Casualty plays ubiquitous role in our world [14]. Probability theory is tool for risks
estimation and decision-making under uncertainty [1–3]. UMA unite casualties study
with other mathematical theories.

Example 1. Category of casual values (CV). Probability space is object in CV category.
This structure X ¼ _X;A; dx

� �
consists of casual events A;A � _X, r – algebra A and

additive measure dx : A! ½0; 1� defined on it. Morphisms f : X! X0 are equivalence
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classes f ¼ _f 0 : _f 0 � _f , dx _f 6¼ _f 0
� � ¼ 0

� �
of measurable functions _f : _X! _X0

such as:

8A0 �A0 ) f�1 A0ð Þ �A: ð1Þ

Correlations P A0ð Þ ¼ dx0f Að Þ ¼ dxf�1 A0ð Þ take place. Thus, event A probability is
number P Að Þ ¼ dx Að Þ; 0 � P Að Þ � 1. This measure is continuous function A!
P Að Þ respectively algebra A operations (axiom) [14]. Due to (1) and object X0 coor-
dinatization, one can replace X ¼ _X;A; dx

� �
by probability space Rn;B; dPn

� �
having

coordinates system. Instead of f , CVn ¼ f 0; f 0 : X! Rn; is now considered. Proba-
bility distributions dPn preserve morphisms properties. This is unique measure dPn ¼
cont d _Pn

� �
built with the help of continuation theorem [14]. Its building starts from

assigning probabilities d _Pn : P! R to events from rectangular sets algebra P. Min-
imal r - algebra B ¼ gen Pð Þ is generated by P.

Let X ¼ X1 � X2 	 _X1 � _X2; gen A1 � A2ð Þ; cont dx1 � dx2ð Þ� �
be objects

Xi; i ¼ 1; 2, product (universal construction) and domfi ¼ X. Then CV fi : Xi !
X0; i ¼ 1; 2; are called independent.

At last, Lebesgue’s integral is applied to P Að Þ calculation:

P Að Þ ¼
Z

dPv; v xð Þ ¼ 1, x 2 A

Coordinates allow applying arithmetic operations to CV. Behavior of CV
sequences is studied in the theory. CV numeric characteristics can be also found by
integration. Infinite - dimensional object can be furnished with probability measure if
there is a family of coordinated measures on cylindrical sets [14].

Next UMA can be identified in probability theory. They are: 0, 1; limit (co-)cone,
(co-)product; (co-)Descartes’ square; inverse image, epi(mono)(iso)-morphism, factor-
object. Analysis shows that category CV is not complete because it does not contain 0
(zero). Any CV morphism is epi-morphism and every object is atomic. CV category
contains 1 (unit) – one-point distribution and, the most important of all, there is
generator of all probability distributions. It is uniform measure du on [0, 1].

2.2 Metrical Measurements

Category MES of all l-measurable spaces is inheritor of CV system [14]. It inherits
generator − homogeneous measure. Geometrical measurements issued in derivation –

integration calculus discovery. Superposition cannot damage maps properties such as
measurability, continuity, and smoothness. Hence, there are corresponding categories
of all continuous (TOP) and differentiable (DIF) functions. Geometry applies measures
of another kind.

Example 2. Topological space T 2 TOP metrication means its topology introducing
with the help of metric q : T � T ! Rþ . Area Sm uð Þ measuring of m-dimensional
surfaces corresponds to “ordinary” length, area, or volume calculation in case of
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m ¼ 1; 2; 3. Due to space T coordinatization u : T ! Rn, any elementary figure (or
cube) u in T is presented by a map u : Im ! Rn; I ¼ 0; 1½ �; n 
 m. Cube is example of
m-dimensional surface. Any figure is union of elementary ones. It is known [15],
notion of area Sm uð Þ is defined only for piecewise smooth maps u.

For measuring, it is convenient to use Euclid’s’ norm du ¼ u2 � u1j j where
ui ¼ u tið Þ 2 Rn; i ¼ 1; 2. It is equivalent to distance q t1; t2ð Þ between points t1; t2 2 T .
Meaning of the norm is segment u1; u2½ � length. For polygonal lines, value Sm uð Þ;m ¼
1; is sum of its segments lengths. By Pithagoras’ theorem, length of infinitely small
curved segment is equal to du tð Þ ¼ u0 tð Þj jdt. For the whole line, this measure is found
by means of Riemann’s integral limit construction m ¼ 1ð Þ:

Sm uð Þ ¼
Z

Im
u0j jdt

In general, m 
 2, it is multiple integral of the first kind dt ¼ dt1 � . . .� dtmð Þ.
Even for polyhedron area calculation it is impossible to do with integrals. If m 
 3
then area search does not come to equally compounded/complemented figures [16].
Measure Sm uð Þ differs significantly or even does not exist for near-by objects compared
in uniform distance, i.e. dependence u! Sm uð Þ is discontinuous.

Area measuring admits generalization. Point of view on surfaces is changed sig-
nificantly if they are orientated being m-cubes algebraic sums (chains)
u ¼ k1u1þ . . .þ kkuk; k1; . . .; kk 2 R. Then surface is a vector in linear space
Um ¼ uf g. Let Xm;n ¼ KmRn� be m-th outer degree of space Rn� dual Rn; dx2Rn. In
other words, Rn� is space of m-th order alternating differential forms x. Here, CDH
auto-folding is observed (Fig. 2). Bi-linear functional J x;uð Þ : Xm;n � Um ! R is the
second kind integral applied to orientated surface area Sorm uð Þ ¼ J x;uð Þ calculation:

J x;uð Þ ¼
Z

u

x ¼
Z

Im

u� xð Þ;u� : Xm;n uð Þ ! Xm;n Imð Þ

It requires surface embedding in space Rmþ 1;m 
 2; and next differential forms
m ¼ 1; 2ð Þ integrating:

x1;n ¼ s1dx
1þ . . .þ sndx

n;x2;3 ¼ N1dx
2Kdx3 � N2dx

1Kdx3þN3dx
1Kdx2:

Vector-functions s;N : u! Rn; x ¼ u tð Þ; are

m ¼ 1) s ¼ s xð Þ u0 xð Þk ; sj j ¼ 1;m ¼ 2; n ¼ 3) N ¼ N xð Þ?u; Nj j ¼ 1:

Integrations over surface u and its boundary @u are connected by Stokes’ theorem

Z

u

dx ¼
Z

@u

x
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inherited from Newton-Leibnitz’s one [15]. CDH auto-folding created new ideal pre-
sentation about differential form outer derivation d : Xm�1;n @uð Þ ! Xm;n uð Þ. It dis-
plays also dual correlations d2x ¼ 0; @2u ¼ 0 between forms and surfaces.

3 Continuity Universality

Continuity was widely used in previous sections. Everybody “feels” continuity but
rarely comprehend it. DL IA tutoring system could apply AMS for discovering origins
of continuity [8]. Sensual form of geometric presentations secures transition to UMA-
based definition explaining its meaning. “Real” geometric view and “ideal” algebraic
essence of continuity are united in this approach. Geometry can be constructed on the
base of symmetries [17]. Besides it, in our approach natural numbers (NN) ordering is
used. It is also required NN embedding in more general algebraic systems. It worth
mentioning that NN completion up to continuous objects can be done without leaning
on order notion.

Example 3. Continuous objects and maps phenomenology. Man percepts world
symmetries. For instance, translations conserve discrete ray. Existence of “minimal”
move brings life to finite rings and infinite natural number object (NNO). The latter is
system of cone morphisms (operations). The meaning is expressible by commutative
diagrams possessing universality property [9, 10, 12, 13]. Language of categories
presents UMA in geometrical form helpful for their auto-obviousness discovering.

Every line l is a cone inheritor. It consists of two anti-isomorphic “rays” lþ ; l� with
common initial point - vertex O. Transition from cone lþ to line l demonstrates how lþ
symmetries semi-group is embedded in group of all line translations. Discrete line
l meaning is integer number object (INO). It has linear ordering unlike initial cone lþ
perfect ordering. NNO and INO auto-morphisms (symmetries) correspond to arithmetic
operations with natural (N) and integer (Z) numbers [4, 10].

Line has mutually inverse translations s; s�1 : l! l; s � s�1 ¼ 1 generating the
whole group of translations. In category SET, object INO coincides with set Z of all
integer numbers. Similar to NNO [4, 10], object INO possesses next universality
property:

1

1

01 | |

s

s

h

g

g

Z Z

A A

−

−

↓ ↓
ψ ð2Þ

There are two superposed commutative diagrams in (2). In other words, there is
unique morphism w : Z ! A whatever object A might be selected having isomor-
phisms g; g�1 : A! A. Object INO is not perfectly ordered as NNO was but it is linear
ordered: z1 � z2 , 9n 2 Nz1þ n ¼ z2: On the base of definition (2), auto-morphisms
w ¼ �n or w ¼ þn; n 2 N; n 6¼ 0; are discovered. It is sufficient to choose g ¼
s; h ¼ n or g ¼ þn; h ¼ 0 and A ¼ Z in (2) correspondingly. The symmetries allow
visualizing INO arithmetic operations properties. All translations þ n; s 	 þ 1 have
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inverse ones +-n, i.e. þ n � ðþ�nÞ ¼ 0. Composition of aþ b arrows s and its asso-
ciative law prove correctness of addition laws. They are associative and commutative
ones. Observable consequence of multiplication �kð Þ diagram is distributive law
mþ nð Þ�k ¼ m�k þ n�k. In case of morphisms ��n; n 2 N; corresponding com-
mutative diagrams take form:

ð3Þ

In particular, one can see explicitly in diagram (3) that ��1 : Z ! Z is anti-isotone
map satisfying to the law �1ð Þ��1 	 �1ð Þ � �1ð Þ ¼ 1. Cone of non-negative integer
numbers Zþ ¼ N is identified as algebra consisting of all isotone maps Z ! Z:

Applied coordinatization allows introducing infinite discrete plane as product
Z � Z. It has discrete group of movements - translations þ z1;z2ð Þ; z1; z2ð Þ 2 Z � Z.
Algebra Z � Z inherits also multiplication from ring Z. Algebraic meaning of the plane
is Z � Z is module over ring Z. Its elements are vectors z1; z2ð Þ.

By means of plane Z � Z factorization, rational numbers q 2 Q are built. They are
equivalence classes q consisting of collinear vectors z1; z2ð Þ; z2 6¼ 0 habitually denoted
by fractions q ¼ z1=z2 [12, 13]. Algebra Q has inverse arithmetic operations and linear
ordering q1 
 q2 , q1 � q2 2 Qþ inherited from Z. It is field having clear
geometrical interpretation. Factorization means that any ray in discrete plane Z � Z
having slope angle q ¼ n

m is mapped in single point q 2 Q (Fig. 3). Diverse UMA were
once more applied to these structures. AMS explains continuous objects phe-
nomenology. Let Q1, Q2 be upper Q2 ¼ QD

1 and lower Q1 ¼ Qr2 cones of one set to
another. Limit cones supQ1ð Þ and co-cones inf Q2ð Þ existence and coincidence are to
be postulated:

ð4Þ

Without loss of generality, pair Q1, Q2 in (4) is decomposition of ordered set
Q considered as a category. Morphism q1 ! q2 means that relation q2 � q1 takes
place. Let Q1, Q2 be sub-categories of Q. There is functor U : Q2 ! Q1. Objects Q1, Q2

are to be substituted in schemes (4) by commutative diagrams
qi  q0i if qi� q0; i ¼ 1; 2.

Axiom 1. For all object Q partitions Q1 [ Q2 there exist objects supQ1; inf Q2 sat-
isfying to the property (4). Besides,þ1, supQ;�1, inf Q.

Axiom 2 (Archimedes). For all Q divisions, equality supQ1 ¼ inf Q2 takes place.
Ideal object from axiom 2 is denoted by r ¼ r Q1;Q2ð Þ. New numeric system of

ideal elements R is obtained that embeds Q. Linear ordering is translated from Q to R,
see (4). Axioms 1, 2 shows that all numbers supA ¼ supAr; inf A ¼ inf AD are
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ordered: inf A A supA;A � Q. Equalities sup �Að Þ ¼ �inf A; inf �Að Þ ¼ �supA
are also consequences of axioms 1, 2. Algebra R is field because it inherits arithmetic
operations from Q by means of limit constructions (4) usage:

1 1 2

21

2 2 2121

sup inf

1 2 212 2

inf
|

;

inf

q Q Q
q Q r Q

Q Q r Q r Q Q r Q

Q r Q Q r QQ Q r

′∈ ∩
′ ′ ′

′ ′ ′ ′′ ′′ ′ ′

ð5Þ

Isotone map +q makes the diagrams correct Q02 ¼ Q2þ q; r0 ¼ rþ q
� �

.
On the base of schemes (5) and isotone maps �q : Q! Q; q 2 Qþ , multiplication

�r; r 2 Rþ ; is introduced. The operation is continued on negative numbers due to the
law ��r , �r ���1; r 2 Rþ . It completes continuous line R building. Thus, conti-
nuity property issues from axioms 1, 2.

Let take in consideration rational numbers geometrical interpretation, see Fig. 3,
and diagrams (4), (5). Then real numbers r are slope angles of real lines r1 ¼ rr2.
Instead of Z � Z factorization, rational line q1 ¼ p

q q2 can be completed by points

r1; r2ð Þ; r1 ¼ p
q r2: In its turn, limit cones of slope angles p

q allows building real numbers

r. They are slope angles of new “real” lines r1 ¼ rr2 It means that “ideal” continuous
lines complete rational plane Q. Continuous plane R� R is emerging. In its turn, R� R
factorization transforms the lines in points u, see Fig. 3, restoring linear ordering.
Generation of complex numbers algebra C ¼ O; þ ;R� Rð Þ displays CDH auto-
folding (Fig. 2). Translations þ z of the plane are vectors z ¼ r1; r2ð Þ 2 R� R. Other
morphisms are: plane rotations on angles u, homotheties �r ¼ �ðr;rÞ (Fig. 3). Under
sequent rotations, angles u are summed up. In previous rational constructions slope
angles q were summed up. To express the operation by means of vector z, polar
coordinates system is to be used z ¼ u; qð Þ. It is more convenient to present complex
numbers (object CNO) applying matrix algebra C0 to their coordinatization z! Z. It
can be done due to isomorphism C ’ C0. New “ideal” numbers Z are now deprived of
ordering. Quaternion body (QBO) H is also built by this method:

Z 2 C02�2;H 2 C04�4 , Z ¼ r1 �r2
r2 r1

� �
;H ¼ z1 ��z2

z2 �z1

� �
: ð6Þ

CDH crossing-over is resulted in glottogonia - usage of matrix language (Fig. 2).
These algebraic forms are more suitable for planes R2;C2 morphisms presentation.

Fig. 3. Continuity genesis N ) Q) R: lines slope angle q ¼ n
m and limit angle u.
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Numbers genesis is chain NNO) INO) RatNO) RNO) CNO) QBO. Other
continuous algebras CNO and QBO are built. According to Frobenius’ theorem, any
attempt to continue the chain is doomed to failure. Numeric system collapses [13]. In
order to introduce continuous sub-objects and maps, family O of open sets is to be
considered. It defines topology T ¼ T \ Of g and gives ground to category TOP of
continuous maps f : T1 ! T2 satisfying to next characteristic property:

8A0� T0 ) f�1 A0ð Þ � T. ð10Þ

For instance, arithmetic operations are continuous functions. Definition (1’) is
similar to (1). The former conserves topology and the latter – r� algebras.

Due to coordinatization, geometry can be studied by calculations. Linear equations
are applied to investigate straight lines property to divide planes in two parts. Discrete
lines in Q2 do not partition planes. Any line in R2 ’ C does it (Fig. 4). Hyper-planes in
quaternion space H;H ’ C2 have the same property (Fig. 4(a)).

Unlike ordered set �R ¼ R [ 1f g closure, only one ideal element is to be added
to obtain spheres: �C ¼ C [ 1f g ’ S2; �H ¼ H [ 1f g ’ S4, see Fig. 4(a). Cones (4)
are applied here to sequences zkf g; Hkf g having norms zkj j; Hkj j ! 1; k !1.

4 Conclusions

Perspective of DL IA engineering consists of technical system design capable of
meanings co-processing. It is not autonomous action. It supposes IA-IN partnership for
IN rational auto-moulding sake. IA is used to promote person’s universal learning
necessary for successful trans-disciplinary labor in SIC. Up-to-date education crisis can
be resolved only by means of mutual natural and artificial intelligences deep-tutoring. It
can be done with the help of universal mathematical essences identifying and under-
standing. Cognitive revolution will be settled by mankind’s reach at last the highest 23-
d nature development level in classification of E. Haeckel (1834–1919). Meanings co-
processing and fostering enriches thinking and consciousness removing divergence
between person’s internal reflections and external scientific world.

Fig. 4. (a) Continuous spheres �C; �H; (b) discrete plane Q2.
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Abstract. Many mining algorithms have been presented for business big data
such as marketing baskets, but they cannot be effective or efficient for mining
DNA sequences, any of which is typically with a small alphabet but a much long
sizes. This paper will design a compact data structure called Association Matrix,
and give an algorithm to specially mine long DNA sequences. The Association
Matrix is novel in-memory data structure, which can be so compact that it can
deal with super long DNA sequences in a limited memory spaces. Such, based
on the Association Matrix structure, we can design the algorithms for efficiently
mining key segments from DNA sequences. Additionally, we will show our
related experiments and results in this paper.

Keywords: Data mining � DNA sequence � Association Matrix

1 Introduction

Using data mining techniques to analyze biological data is becoming an important
research problem. However, most typical data mining algorithms were designed for
business or governmental databases, so they could not be an ideal solution to analyze
biological data like DNA sequences. One of the most important issues is main memory
inefficiencies for super long DNA sequences.

In biological computing, a DNA sequence is often abstracted into a string of
characters, which has a small alphabet composed of A, T, G and C, but is a very long
size. For example, the human genome is made of roughly three billion of nucleic acids.
These features should result to create a different type of study in data mining.

As we known, finding and extracting genetic fragments from a long sequence is an
important problem in biology. In data mining, there have been some studies in
searching the key segments from an experimental data sequence. Therefore, this paper
will aim at finding out key DNA fractions from DNA sequences through using data
mining techniques.

In 2012, Papapetrou et al. developed three methods for efficiently detecting poly-
regions in DNA sequences [1]. The first applied entropy-based recursive segmentation
method; the second used a set of sliding windows to summarize out sequence seg-
ments; the third employed a voting-based technique to mine key segments. These
methods provide the basic ideas of mining key segments from DNA sequences.
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From the view of data mining, one related problem to this paper is to mining
frequent sequences from sequential databases. In 1995, Agrawal introduced and dis-
cussed the issue of sequential mining and it was going to become an important research
branch of data mining [2]. In 1996, Algorithm GSP was developed for mining
sequential patterns that is a breadth-first search and button-up method [3]. Free-Span is
another efficient algorithm for mining sequential patterns [4], which has less effort than
GSP in candidate sequence generation. In fact, up to now, many effective algorithms
for mining sequential data have been presented [5, 6].

Applying data mining techniques to analyzing DNA sequences has also become a
research focus. Bell et al. used sequential mining methods to discover common strings
from DNA sequences [7]. Liu et al. discussed the problem of principal component
analysis and discriminate analysis of DNA features, which employed sequence clas-
sification techniques [8]. Habib et al. gave the methods of DNA motif comparison that
was based on Bayesian algorithms of data mining [9].

Other related works have: Mannila and his colleagues presented a series methods
for mining key sub-sequences from long event sequences, including mining frequent
episodes from long sequences [10], and similarity evaluation between event sequences
[11]; Keogh gave an online mining method to segment long time series [12]; Stegmaier
constructed an unsupervised clustering approach in DNA sequences [13]; Wu made use
periodic wildcard gaps to discovering frequent patterns [14].

Our contributions in this paper are: (1) Through designing compact in-memory data
structures and short sequence based processing mechanisms, it provides a novel idea to
analyze DNA sequences. (2) It introduces an efficient structure called Association
Matrix which can help effectively mining key segments from super long DNA
sequences. The rest of this paper is organized as follows. Section 2 introduces the
Association Matrix structure. Section 3 gives the algorithms for mining key segments
from a long DNA sequence. In Sect. 4, we evaluate the performance of the proposed
methods. Section 5 concludes this paper.

2 Association Matrix for DNA Sequences

As is known to all that a cell uses DNA to store their genetic information, and a DNA
molecule is composed of two linear strands coiled in a double helix, Because two
strands strictly abide by the base pairing rules, in modern bioinformatics, a DNA
sequence can be represented as a character string composed of A (adenine), T (thy-
mine), C (cytosine), and G (guanine). That is, a DNA sequence is denoted by s = <e1,
e2, …, eL>, ei 2 {A, G, C, T} for all i = 1, 2, …, L.

Definition 1 (Association Matrix). Supposed a character setW and a sequence onW, say
s = <e1, e2,…, eL>. For any a sub-sequence p of s and any element q ofW, Association
Value of p with q on s is defined as the number of q occurs just after p on s. Given a sub-
sequences of s with length m, its Association Matrix is organized into (vij)m*4, where vij
is the Association Value of the i sub-sequences with the j character of W.

Example 1. Considering s = <ATGTCGTGATTGCATTACTACT>, for p = <A>, its
Association Value with T is 3; for p = <AT>, its Association Value with T is 2.
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Example 2. Considering s in Example 1 as a DNA sequence, then the Association
Matrix of all its sub-sequences with size 1 is the following.

0 3 2 0
2 2 1 3
1 2 0 1
1 2 1 0

2
664

3
775 ðð1ÞÞ

3 Mining Key Segments from DNA Sequences

Discovering key segments from aDNAsequence is an important target forDNAanalyses.
In fact, in a super long DNA sequence, there exist some key sub-sequences that are often
much shorter but appearance-frequent, which is important to identify a life object.

Definition 2 (Key Segment). Given a DNA sequence s and a minimum association
threshold t, if a sub-sequence p of s is a key segment with size n, when the Association
Value that p and any element q in{A, T, G, C} is not less than t, the p + q is a key
segment of s with size n + 1.

According to Definition 2, we can make iteration with incremental sizes to find out
all key short sequences from a long DNA sequence.

Algorithm Make-key-segment (keySet: ^string)
{Assuming the investigated DNA sequence is s; minimum 

association threshold t};
var k,m,n,i,j: Integer;

rowSet: Array[] of string;
p: Array[][] of Integer;

begin
k := 1; m := 4;
repeat

generate Association Matrix with size k {p[i][j]};
n := 0;
for i=1 TO m 

for j=1 TO 4 
if p[i][j] >= t 

begin
n := n+1;
generate and insert the corresponding se- 
quence with size k+1 to rowSet[n];

insert rowSet[n] to keySet;
end

m := n; k++;
until m=0; 
return keyset;
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Example 3. Considering s in Example 1 as a DNA sequence, by Algorithm Make-key-
segment, we can recursively find out its key segments as Table 1 shown.

4 Experiments

In this section, we will show some our experimental results, which can prove the above
algorithm has the better performances in main memory space and CPU executing time.
In word, comparing with Algorithm Free-Span that is one of the popular sequential
pattern mining algorithms [4], the proposed Algorithm Make-key-segment in this paper
has obvious advantages in time and space consumptions.

The dataset for the experiments is C256S64N4D100 K [15], and they were con-
ducted on a computer with 800 MHz CPU with 2 GB main memory.

Figures 1 and 2 respectively show the comparing results in execution time and
main memory space usages when running Algorithm Make-key-segment and Free-
Span in the same technique environments.

From Fig. 1, with increasing Minimum Association Degrees, Algorithm Make-key-
segment can keep a good scale down in time consumption and is faster than Algorithm
Free-span.

As shown in Fig. 2, Algorithm Make-key-segment need less memory spaces than
Free-span do. A main factor contributed to these results is using Association matrix
structure, which can be more compact than other data structure such that used in Free-
Span.

Table 1. Process of searching key segments from a DNS sequence (t = 2).

Size k Association Matrix Key segments

1 0 3 3 0
2 2 1 3
1 2 0 1
1 2 1 0

2

664

3

775

{<AT>, <AC>, <TA>,
<TT>, <TG>, <CT>, <GT>}

2 0 2 0 1
0 2 0 0
0 0 2 0
1 0 0 1
1 1 1 0
1 0 0 0
0 0 1 1

2

666666664

3

777777775

{<ATT>, <ACT>, <TAC>}

3 1 0 0 1
1 0 0 0
0 2 0 0

2
4

3
5

{<TACT>}
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5 Conclusions

DNA sequences are a different type of explosion of search space from classic trans-
action sequences, and so traditional sequential mining techniques for transactional data
are not effective for them. This paper has studied the problem of mining key segments
from DNA sequences.

We are working on more experiments and graph layout algorithms in this research
field. We will also investigate more biological sequences and do research to them.

Fig. 1. Execution time of Algorithm Make-key-segment and Free-Span on Dataset
C256S64N4D100 K [15], with different Minimum Association Degrees.

Fig. 2. Memory usages of Algorithm Make-key-segment and Free-Span on Dataset
C256S64N4D100 K, with different Minimum Association Degrees.
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Abstract. With the rapid development of cloud technologies, evaluating cloud-
based services has emerged as a critical consideration for data center storage
system reliability, and ensuring such reliability is the primary priority for such
centers. Therefore, a mechanism by which data centers can automatically
monitor and perform predictive maintenance to prevent hard disk failures can
effectively improve the reliability of cloud services. This study develops an
alarm system for self-monitoring hard drives that provides fault prediction for
hard disk failure. Combined with big data analysis and deep learning tech-
nologies, machine fault pre-diagnosis technology is used as the starting point for
fault warning. Finally, a predictive model is constructed using Long and Short
Term Memory (LSTM) Neural Networks for Recurrent Neural Networks
(RNN). The resulting monitoring process provides condition monitoring and
fault diagnosis for equipment which can diagnose abnormalities before failure,
thus ensuring optimal equipment operation.

Keywords: Big data � Hard disk � Failure prediction �
Recurrent neural networks (RNN) � Long and short term memory (LSTM)

1 Introduction

Following the rapid development of cloud computing technologies, many companies
now provide large-scale cloud services to user bases numbering in the millions. Thus,
from the service provider’s perspective, data center reliability is a critical issue, par-
ticularly in terms of hard disk failure on servers, which can interrupt cloud services and
result in data loss.

Developers and IT teams require reliable and robust system equipment, including
hard drives. Hard drive failure and subsequent data loss are still a serious issue, despite
the development of solid state drives (SSD) for servers. SSDs are still considerably
more expensive than hard disk drives (HDDs) in server environments. Current HDD
providers offer warranty periods ranging from one to three years, but statistics show
that as many as 9% of HDDs fail annually [1] without warning. Extended usage of an
HDD can result in damage that can result in abrupt failure, potentially leading to data
loss with serious consequences for the enterprise. Therefore, maintaining such devices
and preventing such loss is of paramount importance.

Traditionally, this is accomplished through preventative maintenance with planned,
regular maintenance scheduled based on the age of the equipment. However, this
approach can increase operating costs through the pre-mature replacement of still-
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functioning equipment. Predictive maintenance uses actual real-time data to predict
future failure of still operating equipment, allowing maintenance personnel to schedule
maintenance in advance. Predictive maintenance models are trained using historical
data, providing for real-time insight into actual equipment status and predicting future
failure. This allows for equipment to be replaced closer to its actual failure point, thus
conserving resources.

This study uses big data analytics and artificial intelligence to develop a real-time
system for predicting hard drive failure, thus aiding developers and IT teams to
maintain data centers. The system can alert maintenance staff to potential imminent
failure, allowing for early monitoring and maintenance work. We develop predictive
frameworks for hard disk failures by analyzing machine log files instead of using
traditional statistical prediction methods. The development process involves the fol-
lowing tasks: (1) retrieving and pre-processing data from the hard disk; (2) training and
verifying the predictive model; (3) establishing a predictive system based on the model;
and (4) predicting hard drive faults in real-time through streaming data.

The remainder of this paper is organized as follows. Section 2 reviews the relevant
literature on techniques such as hard disk failure prediction, recurrent neural networks,
and long short-term memory. Section 3 introduces the experimental design, with
experimental methods designed based on the requirements and methods introduced in
Sects. 1 and 2. Finally, Sect. 4 provides conclusions and recommendations for future
research.

2 Related Works

2.1 Predictive Maintenance

Predictive maintenance is one way to maintain industrial, commercial, government and
residential technology installations. It involves performing functional inspections and
repairs or replacement of components, equipment or devices to maintain machine or
facility operations. Maintenance techniques can include restorative, preventive or
predictive maintenance.

Predictive maintenance monitors the actual operating condition of equipment and
seeking to predict whether it will fail in the future, rather than operating-time or
calendar-based maintenance scheduling. PM uses the analysis and modeling of col-
lected equipment data for vibration, temperature and other parameters to predict
equipment failure and to devise appropriate maintenance planning, thus reducing
maintenance costs. Moreover, continuously collected data can be subjected to big data
analysis techniques to incrementally improve fault prediction accuracy.

Canizo [2] established a cloud-based analytics platform that uses data from cloud
deployments to generate a predictive model for individual monitored wind turbines,
predicting wind turbine status in ten minute increments and displaying a visualization
of the predicted results. Zhao [3] proposed a predictive maintenance method based on
anomalies detected through data correlations among sensors. The results show this
approach outperforms the use of sensor data alone, and can be used to predict failures
in advance, thus reducing downtime and maintenance costs.
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2.2 Machine Learning

Machine learning is a discipline in computer science that studies the development of
programs that can learn. According to Samuel [4], “Machine learning allows a com-
puter to learn without explicit programming.” Machine learning techniques are widely
used in data mining, email filtering, computer vision, natural language processing
(NLP), optical character recognition (OCR), biometrics, search engines, medical
diagnostics, credit card fraud detection and speech recognition.

Machine learning is part of artificial intelligence, and is often applied to research on
prediction or categorization problems. Machine learning is primarily an algorithm that
allows computers to “learn” autonomously. Applying machine learning techniques to
historical data allows the computer to learn from feedback, examples and expertise.
This feedback loop is used to arrive at identical or completely different predictions for
similar future situations. Sample data is used in machine learning training to generate a
model, which can then be applied to a test data set for prediction.

The performance limitations of machine learning are determined by data and fea-
tures, and this upper limit can only be approximated by modeling methods. Prior to
machine learning modeling, one must first use feature engineering methods to identify
the important eigenvalues in the data. Brownlee [5] argued that feature engineering is
the process of transforming raw data into features that better represent the underlying
problems of predictive models, thereby improving model accuracy for invisible data.
However, using machine learning methods to predict possible hard disk failure requires
expert knowledge to perform feature engineering. With the important eigenvalues and
data, the prediction module can be built, but hard disk data will vary between manu-
facturers, raising the need to re-execute feature engineering and the construction of new
prediction modules. Deep learning can overcome such problems because it does not
require feature engineering.

Deep learning is a branch of machine learning, and is a type of algorithm based on
feature learning of data. Feature learning is a technique by which features are learned,
transforming raw data into a form that can be effectively learned by machine. It avoids
issues related to manual feature extraction, allowing the computer to simultaneously
learn to use and extract features. This replaces the need for domain-specific subject
matter expertise in identifying the important eigenvalues in the research data. Several
deep learning architectures have been applied with good results to computer vision,
speech recognition, and natural language processing, including deep neural networks
(DNN) and recurrent neural networks (RNN).

2.3 Recurrent Neural Networks

Recurrent neural networks (RNNs) are a type of neural network in which each node has
a direct one-way connection, and each node has different inputs or outputs at different
time points. Each connection has a weight that can adjust the value. The most basic
RNN architecture has three nodes which are divided into input, hidden and output
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nodes. Giles [6] used RNN to make financial exchange rate forecasts. The results
indicate that RNN can identify important information within foreign exchange rate data
and accurately predict future movements. In addition, the method can extract important
feature values from data during the training process.

Long and short-term memory networks (LSTMs) are a special type of RNN that
learns long-term dependencies. They were introduced by Hochreiter and Schmidhuber
[7], and subsequently modified by many other groups. LSTM is clearly designed to
avoid long-term dependencies. LSTM combined with the appropriate gradient-based
learning algorithms, can solve the Vanishing or Exploding Gradient Problems that
RNN can experience in long-term memory training, and provides a solution for the
time series characteristics problem in hard disk failure prediction. Graves [8] used the
TIMIT database to evaluate the bidirectional LSTM (BLSTM) and several other net-
work architecture tests in a framewise phoneme classification. They found that bidi-
rectional networks outperform unidirectional networks, while LSTM outperforms
RNN, and multilayer perceptrons (MLPs) are much faster and more accurate.

3 Research Methodology

This study was based on data from Backblaze, an online service offering encrypted
backups for individuals, families, organizations and businesses in more than 140
countries. As of the end of 2017, Backblaze used 93,240 hard drives ranging in size
from 3 TB to 12 TB.

3.1 Research Architecture

As shown in Fig. 1, this study proposes an architecture consisting of three modules:
(1) an extraction, cleanup and loading (ECL) module; (2) a deep learning (DL) module;
and (3) a prediction and health management (PHM) module. The ECL module accounts
for fault mode (FM) and extract and access (ES), while the ML consists of generating
modules, and the PHM includes condition monitoring (CM) and a warning system
(WS).

3.2 ECL Module

The ECL module consists of two basic components: Failure Mode (FM) and Extraction
and Storage (ES).

Backblaze defines a hard disk failure as follows: (1) HDD completely stops
working. (2) HDD data indicates imminent failure. When a hard disk meets either of
these criteria, it is removed from the server, marked as malfunctioning, and replaced.
A “dead” HDD displays no response to read or write commands. Backblaze uses
SMART statistics as indicators of imminent disk failure, and a disk determined to be at
risk of failure will be removed.
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The extraction and storage components are responsible for collecting SMART data
from system log files. Pre-processing includes SMART extraction, noise cleanup and
classification. The module performs the following tasks:

• Data extraction – Extracting information from raw data.
• Data cleaning – removal of data noise.
• Data loading – loading data to its final destination.

3.3 DL Module

The second module system consists primarily of a generated model. We define the
HDD failure mode and applied SMART training data to implement the deep learning
algorithm to solve the predictive monitoring problem for HDD failure. Figure 2 shows
an overview of the deep learning model.

In the model construction step, the document system’s SMART attributes are
already ready for model training. The prediction model for establishing LSTM was
built using Keras, a high-level neural network API written in Python that runs as a
backend with TensorFlow, CNTK or Theano. Using Keras to build a predictive LSTM
network includes three steps: (1) data initialization, (2) fitting it to the training data, and
(3) fault prediction. The output is the result of an HDD failure prediction.

Fig. 1. Research architecture
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3.4 PHM Module

To present the overall research architecture, we propose using a more sophisticated
approach for monitoring equipment. Collecting and processing data requires an
infrastructure. In Pinheiro’s research, the infrastructure describing system health is a
large distributed software system that collects and stores hundreds of attribute values
from all of Google’s servers [9]. It also provides an interface for processing data for any
analysis task. We use the health system infrastructure to illustrate the infrastructure of
the research architecture, with the infrastructure concept map shown in Fig. 3.

The research architecture infrastructure consists of a data collection layer that
collects all historical or streaming data from each device, which is then stored and
processed using a distributed file system, and finally processed using an analytics

Fig. 2. Deep learning module
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server to product prediction results. Thus far, we have trained our prediction model. To
further improve on the original monitoring system, we propose a two-step method as
follows: (1) A Value Prediction (VP) component establishes a background service on a
device, and the streaming data is sent to the cloud-based analysis platform; and (2) the
Warning System (WS) component runs on the analysis server, analyzing the streaming
data received from the device and providing device status reports to the user.

To collect SMART data from a hard drive requires a HDD monitoring kit or
software. This study used smartmontools (https://www.smartmontools.org/), which
consists of two utilities, smartctl and smartd, which monitor SMART data on HDDs
and SSDs. This system allows the user to check hard disk SMART data and run various
tests to determine disk health. Figure 4 presents a screenshot of smartmontools mon-
itoring SMART data.

The warning system monitors streaming data from the hard disk, with the WS flow
chart shown in Fig. 5.

Fig. 4. Smartmontools reading SMART data
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Once the hard disk data has been collected from the status monitor, the following
steps are taken:

1. Extract the SMART attributes from the streaming data.
2. Perform fault prediction based on modules built by LSTM. If the prediction result is

0, the hard disk is working properly, but a prediction result of 1 indicates imminent
damage and triggers a warning message.

4 Conclusion and Future Works

With the emergence of cloud computing and related online services, many large
enterprises are increasingly providing services to users through large data centers. Data
center maintenance teams must ensure server reliability in order to provide stable,
continuous cloud services. In a server, the hard disk is a component particularly prone
to failure, thus effective hard disk maintenance can greatly contribute to overall server
performance.

The proposed system collects device information for analysis, allowing for the
possibility of predicting hard disk failure running the LSTM algorithm on Apache
Spark. The system consists of two stages: modeling and real-time prediction. In the
modeling stage, historical data is used to generate the LSTM module. Test data is used
to verify the ability of the established prediction module to predict hard disk failures. In
the real-time prediction stage, data collected from the device in real time is run through
the trained prediction module to predict hard disk failure in real-time.

The proposed system allows IT teams to quickly and effectively monitor hard drive
condition. Deep learning methods are applied to provide a new kind of insight into
data, allowing for improved efficiency in the maintenance of large storage systems.
Accurate prediction of device failure reduces the need for scheduled maintenance and
ensures that each device is in service for its entire useful life time.

This study proposes an innovative approach to monitoring hard disk failures. The
concepts developed extend beyond descriptive statistics and charts. The implementa-
tion uses SMART statistics to predict imminent hard disk failure. However, hard disks
from various vendors will have different SMART statistics. While each manufacturer
follows general guidelines in defining data attributes, the meaning of the SMART
values ultimately depends on the definition provided by the hard disk manufacturer.
Therefore, this proposed system provides a predictive model for hard disk manufac-
turers, but the predictive model cannot be applied to hard disks from all other manu-
facturers. Thus, when predicting and analyzing performance of hard disks from various
manufacturers, one must use historical data specific to each disk to establish a new
prediction module.

The Internet of Things (IoT) concept uses the Internet as a means of linking
physical devices. In the future, IoT will raise many opportunities for improving pro-
ductivity and efficiency. The cloud analytics platform could be used to collect data
from multiple sources and multiple devices, providing significant advantages to
managing large numbers of devices in a wide range of domains.
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In this research, the BackBlaze data of the hard disk is used to train the module that
can predict the hard disk failure based on the SMART data and issue alert when there is
a possibility of failure. In order to improve the results of the prediction, we suggest
developing a complete solution, which can predict the timing of the hard disk failure
more accurately. Furthermore, it can inform the user when the monitored hard disk is
about to be failed and show the remaining lifetime, helping the user understand the
status of the hard disk more clearly.
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Abstract. The objective of this paper is to identify the most visited places
through a sentiment analysis of the tweets posted by people who visited a
specific region of a city. The analyzed data were related to preferences and
opinions about tourist places. This paper outlines an architectural framework
and a methodology to collect and analysis big data from twitter platform.

Keywords: Big data � User’s interest � Sentiment analysis � Harvesting

1 Introduction

Big Data techniques are widely used in data harvesting studies. The amount of data
traveling on the Internet today is large, complex and interesting. Big data is the way
that information is handled. The processing of large quantities of data is complex,
nevertheless, there are many predictive analytics tools that control data volume,
velocity and variety. The value of data or quality and veracity or consistence of data are
additional issues for a big data approach [1].

Twitter contains massive human – information. Nowadays, Twitter has 350 million
users geographically distributed in all world. A twitter user has little geospatial
information, because the users disable the user’s location in their smartphone. Twitter
user tracking by associating the longitude and latitude. Microblogging today has
become a very popular communication tool among Internet users. Millions of messages
are appearing daily in Twitter. The users share opinions on a variety of topics and
discuss current issues. Microblogging Twitter become valuable sources of people’s
opinions of sentiment analysis [2].

In this paper, we propose the identification and validation of the most popular
tourist places in a city by using Big data Techniques and Twitter as the data source. In
our case, our interest in detected the best places to visit in a specific city. We use
Microblogging of twitter for the following reasons: In Microblogging platforms, the
people express their opinion and sentiments. This site is constantly updated in real time
and grows moment by moment. The tourist’s audience tweet in regular form,
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this audience is representative; it is possible to collect information of individual
tourists, familial tourists, and group tourists. The tweets contain positive, negative and
neutral sentiments. The geo-location Twitter users are possible to detect.

Our proposal could be applied to any city, furthermore, in this article we collected
data from New York, Paris, and London. We harvested and analyzed more than 16
million tweets to find better places to visit in these cities. These results are important
because any recommendation system required information of the best places previously
identified by other users.

The remainder of this paper is organized as follows: In Sect. 2, an overview of
different twitter analysis is mentioned. Next, in Sect. 3 the data recollection, framework
proposal, analysis, and results are described. Third, in Sect. 4 the results are analyzed.
Finally, conclusions and future work are discussed in Sect. 5.

2 Literature Review

The growth of online environments has made the issue of information search and
selection increasingly cumbersome [3]. The recent explosion of digital data is so
important because using big data, managers can measure, and hence know, radically
more about their business, and directly translate that knowledge into improved
decision-making and performance [4]. As of 2012, about 2.5 Exabyte of data are
created each day. More data cross the internet every second than was stored in the
entire internet 20 years ago. This gives companies an opportunity to work with many
petabytes of data in a single data set.

However, for some companies, Velocity is more important than volume. Real Time o
nearly real time information makes it possible for a company to be much more agile.
Additionally, big data takes the form of messages, updates and images posted to social
networks [4]. Thus, variety is another characteristic to considerwhenwediscussBigData.

Twitter is a popular microblogging service where users create status messages
called tweets. Twitter is mainly characterized by social functions [5] These tweets
sometimes express opinions about different topics [6]. Millions of people are using
social network sites to express their emotions, opinions and disclose about daily lives.
However, people write anything such as social activities or any comment on products.
Through the online communities provide, an interactive forum where consumers
inform and influence others. Moreover, social media provides an opportunity for
business that giving a platform to connect with their customers such as social media for
connecting with the customer’s perspective of products and services [7]. Microblog-
ging websites have evolved to become source of varied of information on which people
post real time messages about their opinions on a variety of topics discuss current
issues, complain and express positive sentiment for products they use a daily life. In
fact, companies manufacturing such products have started to poll these microblogs to
get a sense of general sentiment for their product [8].

The amount of information about travel destinations and their associated resources
such as accommodations, restaurants, museums or events among others is commonly
searched for tourists in order to plan a trip [9]. Additionally, tourists visiting urban
destinations require identifiers the most interesting attractions [10]. For this reason,
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we observe the opportunity of analyses a data set based in microblogging Twitter,
where the user’s express opinions of their visit specific cities. We will analyze the
sentiment expressed in a tweet the objective will be determining the most interesting
places evaluated by the tourist. This information we called the opinion of other people.
These results will be important for the tourism enterprises.

3 Method

3.1 Architecture

To use the Twitter API, a virtual machine was implemented. Elasticsearch, Kibana,
Cerebro as servers have been used, additionally scripts Phyton were necessary to apply
the harvesting architecture. The virtual machine was defined in a web server (Fig. 1).

3.2 Methodology

For a recommender based in content, it is necessary the analysis of other tourist
interest. Thus a Harvesting Methodology is applied. It defined: Data structuration, Data
collection, Sentiment detection, Sentiment classification and the Presentation of results.

3.3 Data Structuration

The objective is to identify and map the attributes of Twitter that Elastic Search needs
to collect. The tweets are collected in JSON format. They are send later to a NO-SQL
database.

Fig. 1. Big data architecture
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3.4 Data Collection

16 million of tweets were collected, by one month. The not structured data was
structured. It was necessary to ensure that data is correct and representative. Tweepy
library collected the information.

Data were collected in Paris, London and New York. Each city was segmented,
Fig. 2 shown the segmentation on Paris, Fig. 3 on New York and Fig. 4 on London.

Fig. 3. Segmentation on New York

Fig. 4. Segmentation on London

Fig. 2. Segmentation on Paris
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The data collected from twitter is necessary transform to format JSON. Then, it was
stored in Elastic Search.

3.5 Sentiment Detection

The sentiment detection of a tweet is based in the analysis of the emotional charge
makes it possible to distinguish the polarity (positive, negative, neutral), intensity
(positive, negative) and emotion (happy, sad and others).

The sentiment analysis is detected by Text Blob library of Phyton, for that purpose
is necessary import the code to the Text Blob, that is observed in Fig. 5.

In Fig. 6 we observe the code to obtain the polarity of every tweet and writing the
polarity positive, negative o neutral.

3.6 Sentiments Classification

A learning supervised algorithm was applied, the machine was trained. The polarity
(positive, negative, neutral) and the subjectivity (objective/subjective) is getting from
the learning algorithm.

The informal nature of twitter requires the tweet pre-processing for demand the
need to correct the colloquial expressions of the texts. The actions are: (a) eliminate the

Fig. 5. Importation of tweets to the Text Blob

Fig. 6. Code for tweet sentiment detection
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Uniform Resource Locator (URL) of message, it is observed in Fig. 7 (b) tokenizer the
words of twitter, (c) delete the stop words, whitespace and lines breaks, (d) replace
smileys with their corresponding categories: happy, sad, tongue, wink and others,
(e) exclude terms belonging to certain morph syntactic categories that are not signifi-
cant for the analysis of feelings.

For natural language pre-processing, we use Text Blob for detection and classifi-
cation of feelings. The classification is observed in Fig. 8.

Because not all tweets have coordinates. It was necessary to separate the storage of
tweets that have coordinates (Fig. 9) and those that not have coordinates (Fig. 10).

Fig. 7. Clean text of twit

Fig. 8. Sentiments classification

Fig. 9. Code for storage the tweets in elastic search

174 M. Tenemaza et al.



4 Results

The general purpose of the analysis is to transform the data obtained from twitter into
meaningful information. The first step to ending the process is together the segments in
each city. It is observed in Fig. 11, this process is known as re-indexation (Fig. 12).

Fig. 10. Code for storage the tweets without coordinates

Fig. 11. London segments

Fig. 12. Query to configure the London index
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4.1 Scenarios

The three scenarios are Paris, New York and London. The data was collected from 20
May 2018 to 12 August 2018. In total, 16’064,840 tweets was collected. For this study
only was analyzed the tweets with coordinates (Table 1).

Figure 13 shown the number of tweets in New York, The 15 July 2018 there are the
greatest number of tweets. Figure 14 shown the best places in New York. The red area
represents 50% of positive tweets. And the orange area represents 26% of positive
tweets. The other areas son referenced in the rest of tweets. 90% of tweets refer to
Times Square, Fifth Avenue, 40 theaters that make up the Broadway circle. Others
references are the World Trade Center among others.

Table 1. Scenarios by city

City Tweets with coordinates Tweets without coordinates

Paris 95,696 982,116
New York 439,996 4,121,340
London 187,908 2,109,975
World 7,139,185 -

Fig. 13. Tweets in New York by date
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The same process was applied to Paris and London. With a map of coordinates all
the tourist places mentioned in tweets of Paris, London or New York were appreciated.
The results are observed in Fig. 15 All these results are offered in a REST web service.

5 Conclusions

Our results are coincident with the world barometer where the most visited city is
New York and the most visited places in that city.

Our work had shown the potential of big data tools in the sentiment analysis of
tweets. It is possible analyses emoticons, hashtags and others, it shows the potential of
twitter information.

The big data – natural language processing tools used are useful and easily the
processing of text, the polarity and translate of emoticons.

Fig. 14. The best places in New York

Fig. 15. Touristic places mentioned in tweets
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Microblogging data like twitter, on which users post real-time reactions to and
opinions about specific places in different cities is the best material to define a tourism
recommender.

Our future work will be developing a touristic recommender based in the other
user’s information based in analysis of twitter using Big Data tools.
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Abstract. Today is topical the automation of the production part of the search
strategy. It is required to study the internal organization of information, which is
presented not in a semantic way, but from the position of structuring informa-
tion. Mathematic formulas reflecting the internal organization of information
that affects the effectiveness of the choice of the method for solving the problem
become actual. Modern quality indicators do not use the parameters of infor-
mation structuring. But the structured information can forms the stable links and
relationships between the procedural knowledge of the subject area used in
modern computer systems to support scientific research, to organize effective
selection of the most appropriate method for solving the current applied prob-
lem. The following scientific idea is proposed. A structured subject area has an
optimal scope for making any right decision. Structured information can’t be
superfluous or incomplete, since it takes into account all ideal cases.

Keywords: Information � Entropy � Quality of information � Knowledge �
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1 Introduction

At present, the quality of information is determined by such indicators as representa-
tiveness, content-richness, sufficiency, accessibility, relevance, timeliness, precision,
validity, and stability. However, the structuredness of information indicator is not
included among them, although it can show the nature of stable associations and
relationships between procedural knowledge of a given domain, e.g. «optimization
methods» that now has to be used in the modern computer systems for supporting the
scientific research in order to organize efficient choice of the most suitable solution
method for the current applied problem. The structured approach of depicting the
information also allows meeting the needs of qualitative visualization of the domain.
Currently, for determining the quality of information, they mainly use such variables as
semantic capacity, semantic throughput capacity, and the information coefficient. The
information coefficient can be considered the most useful for qualitative evaluation of
information represented in a domain as of the present. The problem is the fact that
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variables used in calculating this coefficient characterize the meaningful content of
information (semantics) and the pragmatic content of information (pragmatics) while
overlooking the structuredness of information completely. The scientific idea suggested
by the authors puts forward the following fact as the basis: a well-structured domain
has an optimum volume for making any correct decision. The information structured in
the domain cannot be excessive as it is required for making a correct decision con-
cerning the following problem which has its own set of conditions. It cannot be
incomplete, too, as all the ideal cases have to be taken into account in the structure of
the domain. The domain structure visualizes logical and graphic associations between
procedural knowledge of the domain and helps analyze it, find new logical and graphic
associations and obtain new procedural knowledge.

Within the contemporary cognitive approach [1], an object is described by: a set of
the object parameters the meanings of which are given linguistically or numerically and
a set of cause-effect relationships given over the set of all possible values of the
parameters. Formally, the model is represented as an oriented graph – a cognitive
map. The cognitive map is a model of expert’s knowledge about processes in a
dynamic situation with cause-effect relationships (W, F), where W = |wij| – orgraph
adjacency matrix, F – the set of dynamic situation factors, F = {fi}, i,…, n. The «hard»
systems analysis is based on precise measurements and is oriented to optimizing the
systems. For each factors, the set of linguistic values is determined, Xi = {xiq}, and for
modeling the dynamics of situation parameters change and obtaining the forecasts of
development of the situation, a system of finite-difference equations is set as follows:

X tþ 1ð Þ ¼ WX 0ð Þ; ð1Þ

here X(0) is the vector of initial increment of values of the factors, t = 0;
X(t + 1) is the vector of change of the factors values at time points t = 1, …, n;
W is the adjacency matrix.

The soft systems analysis (P. Checkland) is oriented to structuring the knowledge
about a poorly defined situation in order to understand the main processes in the
situation. Then, the decision-making task consists in analyzing the system state change
dynamics which is represented by vectors of state at successive time points X(t), 8t and
interpretations thereof. An interpretation is the representation of the vector of state of
the object obtained in the process of modeling within the interpreting system

W : X tð Þ ! 0; ð2Þ

where 0 is the interpreting system.
By interpreting system 0, the subjective conceptual system of the decision-making

person is meant – the person’s knowledge about the domain. The person’s intellectual
abilities W – reasoning, generalization, and imagination, – are considered to be able to
represent vector of state X(t) as a notion of domain 0 in which the cognitive map is
built. All these methods imply cognitive modeling in which cognitive processes within
the human intellect are used that are generated by interpreting the results of modeling
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of a crude model of the reality in the form of a cognitive map into the subject’s
conceptual system. Meanwhile, exploratory research requires using the natural struc-
turing – and in the human intellect, cognitive processes are generated by the processes
of understanding and memorizing the knowledge belonging to a domain by means of
structuring this knowledge. Cognitive maps being a well-known tool only help visu-
alize the knowledge well in order to remember it.

This approach allows using Shannon’s entropy formula in a completely different
way, with the structural approach to be taken into account against reduction of
uncertainty. Entropy is expected to decrease as the completely new property appears.
This proves the hypothesis: a non-trivial method of solving a problem having a unique
property reduces the uncertainty of the domain.

For carrying out the research, the object of the research was selected – the con-
temporary information system for supporting the scientific research, Optimel, in which
one can efficiently select the most suitable method for solving the current applied
problem [2, 3]. The subject of the research will be the optimization methods domain
that features structuredness and visualization which is sufficient for conducting the
research. Conclusions will be made using the rules and reasoning principles based on
the empirical data about the object of the research. The basis for obtaining the data is
the optimization methods domain that is to be studied experimentally. In order to
explain any facts found, a hypothesis will be put forward. Shannon’s model will be
supplemented proceeding from the data obtained. Within the research, it is necessary to
find the dependence between the contemporary indicators of the quality of information
and the information structuredness extent.

2 Studying a Degenerated Structure

Let gradual structuring of the elements of set M be considered which are the solution
methods for optimization problems having description and their own properties. First,
the elements of set i have property Ci(i) = C0

M ¼ i 2 I j Ci ið Þf g ¼ i 2 I j C0 ið Þf g: ð3Þ

Next, let several elements be successively isolated from set M. Each one will differ
from other elements of the set in property Ci(i), where i = N, …, 1. For this, rule 1 is
used which helps structure the set.

So, the following is obtained (see Figs. 1, 2, 3, 4 and 5):

M1 ¼ i 2 I j C1 i� 1ð Þf g;M2 ¼ i 2 I j C2 i� 2ð Þf g;M3 ¼ i 2 I j C3 i� 3ð Þf g;
M4 ¼ i 2 I j C4 i� 4ð Þf g; . . .;MN ¼ i 2 I j CN 1ð Þf g: ð4Þ

As a result, a left-side degenerated tree is obtained. Even in case of such a structure,
looking for a method from set M will be more efficient than in the case of using ready
structure of the Prolog logical language.

Structural isolation i of the method can be considered an equally probable process
in which the quantity of elements being structured changes at the increment of 1 from
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the maximum value N. Let Shannon’s entropy formula H(AB) for this process be
written down as:

H ABð Þ ¼ H Að ÞþH Bð Þ ¼ � 1=ið Þ � log2 1=ið Þ � i� 1ð Þ=ið Þ � log2 i� 1ð Þ=ið Þ; ð5Þ

where system A is solution method being structured (i);
system B is the quantity of the remaining solution methods (i);
system AB is the process of structuring;
i - the quantity of problem solving methods to be structured which is decreased at
the increment of 1 in the process of the methods structuring, i = N, N − 1, N − 2,
…, 1.

Fig. 1. Structural isolation of the tree root by property C1.

Fig. 2. Structural isolation of element N − 1 of set M by property C2
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Fig. 4. Structural isolation of element N − 3 of set M by property C4

Fig. 3. Structural isolation of element N − 2 of set M by property C3

Fig. 5. Structural isolation of element 1 of set M by property CN
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Next, the data from the obtained structure of the binary question-answer system tree
will be used. The structure was used in the Optimel software product [2]. First, the
shared root is isolated, so i = N = 64. Now, group B includes 63 methods of solving
the problems. This is why

H64 ABð Þ ¼ � 1=64ð Þ � log2 1=64ð Þ � 64� 1ð Þ=64ð Þ � log2 64� 1ð Þ=64ð Þ ¼
¼ 0; 09375þ 0; 02237 ¼ 0; 11612:

ð6Þ

After isolating the method having the index of 63, group B will include 62
methods. Let the following be written down for structural isolation of the solution
method having index 63:

H63 ABð Þ ¼ � 1=63ð Þ � log2 1=63ð Þ � 63� 1ð Þ=63ð Þ � log2 63� 1ð Þ=63ð Þ ¼
¼ 0; 09488þ 0; 02272 ¼ 0; 11759:

ð7Þ

In the similar manner, Table 1 is filled in with data using formula (5) and depen-
dence graph H(AB) is built (Fig. 6). It is clear from Fig. 6 that entropy of system AB
consisting of i solution methods has the minimum value of 0,11 at position i = 64.
Therefore, the higher the quantity of solution methods being structured, the lower the
minimum value of uncertainty is. It should be reminded that the tree is left-side,
degenerated and has the height of h = 63.

As a new method of solving the problem is added to set M, it will occupy the
required position among structured elements i. The methods located on the right of the
place where it was added will shift by one position to the right. Meanwhile, the
minimum entropy value will decrease. Equation (5) have to be used, where
i = 64 + 1 = 65. In the formulas, i = 64 + n if n methods are added to set M.

Fig. 6. Entropy of the system being in the process of structuring
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3 Studying the Process of Structuring

When structuring a set, it is more efficient to obtain data structures that differ from the
degenerated structures in the form. Such an approach helps obtain the optimal code. Let
the calculation for the data structure be given – a binary question-answer system tree
(see Figs. 7 and 8) which was obtained by O. Popova and B. Popov. Let the above
Eq. (5) and Fig. 7 be used. Let Table 2 be filled in with calculated data according to
which the system structuring process entropy (Fig. 9) is built. Let the resulting value of
entropy of system RH and Ent(H) + 1 (Fig. 10) be built, too, as is the convention in
calculating Hartley’s measure.

Table 1. The value of Shannon entropy H(AB) of the system being structured.

i H(A) H(B) H(AB) i H(A) H(B) H(AB)

2 0,5 0,5 1 34 0,149631 0,041802 0,191433
4 0,5 0,311278 0,811278 36 0,143609 0,039513 0,183122
6 0,430827 0,219195 0,650022 38 0,138103 0,037462 0,175565
8 0,375 0,168564 0,543564 40 0,133048 0,035613 0,168661
10 0,332193 0,136803 0,468996 42 0,128389 0,033938 0,162326
12 0,298747 0,11507 0,413817 44 0,124078 0,032413 0,156491
14 0,271954 0,099278 0,371232 46 0,120077 0,03102 0,151097
16 0,25 0,08729 0,33729 48 0,116353 0,029741 0,146094
18 0,231663 0,077881 0,309543 50 0,112877 0,028563 0,141441
20 0,216096 0,070301 0,286397 52 0,109624 0,027476 0,137099
22 0,202701 0,064064 0,266765 54 0,106572 0,026468 0,13304
24 0,19104 0,058842 0,249882 56 0,103703 0,025531 0,129234
26 0,180786 0,054407 0,235193 58 0,101 0,024658 0,125658
28 0,171691 0,050594 0,222285 60 0,098448 0,023843 0,122292
30 0,163563 0,047279 0,210842 62 0,096035 0,023081 0,119116
32 0,15625 0,044372 0,200622 64 0,09375 0,022365 0,116115

Table 2. The value of entropy of the system being structured at various levels of the tree

i H0 H1 H2 H3 H4 H5 H6 H7 H8 H9 H10 H11 RH entH

1 0,11 0,11 0,26 0,50 1,0 2
2 0,20 0,20 0,43 0,76 0,54 0,72 0,91 3,7 4
3 0,27 0,27 0,57 0,91 0,81 0,97 0,91 4,7 5
4 0,33 0,34 0,68 0,99 0,95 0,97 4,2 5
5 0,39 0,39 0,77 0,99 1 0,72 4,2 5
6 0,44 0,45 0,84 0,91 0,95 3,6 4
7 0,49 0,50 0,90 0,76 0,81 0,91 4,3 5

(continued)
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Table 2. (continued)

i H0 H1 H2 H3 H4 H5 H6 H7 H8 H9 H10 H11 RH entH

8 0,54 0,54 0,94 0,50 0,54 0,91 4,0 5
9 0,58 0,59 0,97 2,1 3
10 0,62 0,63 0,99 0,39 0,72 3,3 4
11 0,66 0,66 1 0,61 0,97 3,9 4
12 0,69 0,70 0,99 0,77 0,97 0,91 5,0 6
13 0,72 0,73 0,97 0,89 0,72 0,91 4,9 5
14 0,75 0,76 0,94 0,96 3,4 4
15 0,78 0,79 0,90 0,99 0,54 0,72 0,91 5,6 6
16 0,81 0,81 0,84 0,99 0,81 0,97 0,91 6,1 7
17 0,83 0,84 0,77 0,96 0,95 0,97 5,3 6
18 0,85 0,86 0,68 0,89 1 0,72 5,0 6
19 0,87 0,88 0,57 0,77 0,95 4,0 5
20 0,89 0,90 0,43 0,61 0,81 0,91 4,5 5
21 0,91 0,91 0,26 0,39 0,54 0,91 3,9 4
22 0,92 0,93 1,8 2
23 0,94 0,94 0,16 0,19 0,81 0,91 3,9 4
24 0,95 0,95 0,28 0,32 1 0,91 4,4 5
25 0,96 0,96 0,37 0,43 0,81 3,5 4
26 0,97 0,97 0,46 0,52 2,9 3
27 0,98 0,98 0,53 0,60 0,21 0,91 4,2 5
28 0,98 0,99 0,60 0,67 0,35 0,91 4,5 5
29 0,99 0,99 0,65 0,73 0,46 3,8 4
30 0,99 0,99 0,71 0,78 0,56 0,22 0,91 5,2 6
31 0,99 0,99 0,75 0,83 0,65 0,38 0,91 5,5 6
32 1 0,99 0,80 0,87 0,72 0,50 4,9 5
33 0,99 0,99 0,83 0,90 0,78 0,60 0,24 5,3 6
34 0,99 0,99 0,87 0,93 0,83 0,69 0,41 5,7 6
35 0,99 0,99 0,90 0,95 0,88 0,76 0,54 0,26 0,35 0,65 7,3 8
36 0,98 0,98 0,92 0,97 0,91 0,82 0,65 0,43 0,56 0,91 8,1 9
37 0,98 0,97 0,94 0,98 0,94 0,87 0,73 0,57 0,72 1 0,81 9,5 10
38 0,97 0,96 0,96 0,99 0,97 0,91 0,81 0,68 0,83 0,91 1 0,91 10,9 11
39 0,96 0,95 0,97 1 0,98 0,95 0,87 0,77 0,91 0,65 0,81 0,91 10,7 11
40 0,95 0,94 0,98 0,99 0,99 0,97 0,91 0,84 0,97 8,5 9
41 0,94 0,93 0,99 0,98 1 0,99 0,95 0,90 0,99 0,50 0,81 10,0 11
42 0,92 0,91 0,99 0,97 0,99 0,99 0,97 0,94 0,99 0,76 1 10,5 11
43 0,91 0,90 0,99 0,95 0,98 0,99 0,99 0,97 0,97 0,91 0,81 10,4 11
44 0,89 0,88 0,99 0,93 0,97 0,99 1 0,99 0,91 0,99 9,5 10
45 0,87 0,86 0,98 0,90 0,94 0,97 0,99 1 0,83 0,99 0,72 10,1 11
46 0,85 0,84 0,97 0,87 0,91 0,95 0,97 0,99 0,72 0,91 0,97 10,0 11

(continued)
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Table 2. (continued)

i H0 H1 H2 H3 H4 H5 H6 H7 H8 H9 H10 H11 RH entH

47 0,83 0,81 0,96 0,83 0,88 0,91 0,95 0,97 0,56 0,76 0,97 0,91 10,4 11
48 0,81 0,79 0,94 0,78 0,83 0,87 0,91 0,94 0,35 0,50 0,72 0,91 9,4 10
49 0,78 0,76 0,92 0,73 0,78 0,82 0,87 0,90 6,5 7
50 0,75 0,73 0,90 0,67 0,72 0,76 0,81 0,84 0,59 6,8 7
51 0,72 0,70 0,87 0,60 0,65 0,69 0,73 0,77 0,86 6,6 7
52 0,69 0,66 0,83 0,52 0,56 0,60 0,65 0,68 0,98 0,72 0,81 0,91 8,6 9
53 0,66 0,63 0,80 0,43 0,46 0,50 0,54 0,57 0,98 0,97 1 0,91 8,4 9
54 0,62 0,59 0,75 0,32 0,35 0,38 0,41 0,43 0,86 0,97 0,81 6,5 7
55 0,58 0,54 0,71 0,19 0,21 0,22 0,24 0,26 0,59 0,72 4,3 5
56 0,54 0,50 0,65 1,7 2
57 0,49 0,45 0,60 0,59 0,81 2,9 3
58 0,44 0,39 0,53 0,86 1 0,91 4,1 5
59 0,39 0,34 0,46 0,98 0,81 0,91 3,9 4
60 0,33 0,27 0,37 0,98 1,9 2
61 0,27 0,20 0,28 0,86 0,91 2,5 3
62 0,20 0,11 0,16 0,59 0,91 1,9 2
63 0,11 0,1 1
64 0 1

Fig. 7. The structure of binary question-answer system tree
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Fig. 9. Entropy of the process of Fig. 7 system structuring

Fig. 8. Identification of the property for method M41 (M41 = {41 2 64 | C1, C2, C3, C6, C11,
C18, C28, C39, C45, C48, C52, C59})
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4 Results and Discussion

Having compared Figs. 7 and 10, one can conclude that the outline of the tree repeats
the shape of the entropy graph. Let it be considered that location height value h of
element i on the tree for set M is Hartley’s measure. In Fig. 7, height h is represented
by the blue column of the histogram. Height h for property Ci is shown by the red
column of the histogram. Therefore, Hartley’s measure and Shannon’s uncertainty
measure coincide, with the structural isolation of each element i from set M being
equally probable and not depending statistically. Hence the information capacity of the
system consisting of set M is used up fully. Now M is structured and uncertainty of the
situation is completely eliminated, as M includes all the known methods for solving
optimization problems.

Therefore, the information of a structured domain equals entropy:

I ¼ H: ð8Þ

In terms of the scientific and technical advance which implies new optimization
problems emerging that require new solution methods to be found, the situation with
the optimization methods domain is only resolved partially. This is why the new
knowledge is the partial information which is difference between initial H0 and final H1

entropy:

I ¼ H0 � H1: ð9Þ

Representing the domain information from the standpoint of its being structured is
detailed by the classical definition of the notion «bit information» of Shannon’s model
in full: «… it equals the quantity of yes and no answers to reasonably posed questions
using which the same information can be obtained» [4].

Fig. 10. Entropy dependence graph of system RH and Ent(H) + 1
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The contemporary Shannon’s model cannot predict a list of possible states of the
system in advance, for instance, emergence of a new solution method for an opti-
mization problem. Popova and Popov suggest using logical and graphical representa-
tion of information in the domain. Infological structure of the domain knowledge
obtained by the new algorithm of knowledge structuring which is approximated to the
human intelligence helps not only find the strongest solution for the problem but also
discover a new solution method [5] by selecting a new property of the method. The
structured domain [6] contains information featuring undisputable importance and
value because it is only ideal knowledge that is accumulated in the domain. When
progressing along the tree, the most suitable one or the strongest problem solving
method will be selected. The properties passed will contain explanation of the choice
[7] made. Therefore, structuring the domain information and taking it into account in
the calculations allows eliminating the formal aspect and considering such indicators of
the information as its value, importance and content-richness.

O. Popova and B. Popov believe the sign side of messages should not be rejected in
Shannon’s model because a relevantly fitted sign system can improve structuring and
help obtain efficient logical and graphical diagrams. For solving the above example, the
sign system using 4 denotatums (Table 3) was used. The denotatums and the corre-
sponding connotatum form the binary question-answer system tree which visually
repeats the structural form of the way knowledge is represented by the human intellect
and uses new logical and graphical associations.

It can be concluded that structural representation of information and taking into
account the structural constituent in indicators of the quality of information represen-
tation allow enhancing Shannon’s model. It may also be spoken about the structured
information of the domain being already represented in a qualitative manner. Now the
efficiency of ways of representing the domain information can be compared from the
standpoint of structuring it.
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Table 3. Sign system.

denotatum Property Ci Method i no yes

connotatum a property rep-
resented in 
the question 
in the natural 
language form

name of the 
solution method 
in the natural 
language form

the problem 
has no such 
property,  
transition

the problem 
has such a 
property,  
transition
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Abstract. In the last decade, machine learning has increasingly been utilized
for solving various types of problems in different domains, such as, manufac-
turing finance, and healthcare. However, designing and fine-tuning algorithms
require extensive expertise in artificial intelligence. Although many software
packages wrap the complexity of machine learning and simplify their use,
programming skills are still needed for operating algorithms and interpreting
their results. Additionally, as machine learning experts and non-technical users
have different backgrounds and skills, they experience issues in exchanging
information about requirements, features, and structure of input and output data.
This paper introduces a meta-language based on the Goal-Question-Metric

paradigm to facilitate the design of machine learning algorithms and promote
end-user development. The proposed methodology was initially developed to
formalize the relationship between conceptual goals, operational questions, and
quantitative metrics, so that measurable items can help quantify qualitative
goals. Conversely, in our work, we apply it to machine learning with a two-fold
objective: (1) empower non-technical users to operate artificial intelligence
systems, and (2) provide all the stakeholders, such as, programmers and domain
experts, with a modeling language.

Keywords: End-user development � Artificial intelligence �Machine learning �
Neural networks � Meta-design � Goal question metric

1 Introduction

In the recent years, artificial intelligence (AI) systems [1] ended a long incubation
phase and became mainstream technology. Nowadays, different types of machine
learning (ML) algorithms are utilized for a variety of tasks (e.g., computer vision,
natural language processing, and audio and speech recognition) in several different
applications in diverse contexts and domains (e.g., robotics, manufacturing, and
healthcare) [2]. Indeed, the design and implementation of ML algorithms, and
specifically, neural networks (NNs), involve a number of challenges, such as, selecting
the most relevant features and creating a representative model, identifying the type of
task (i.e., supervised or unsupervised learning), choosing which family of algorithm to
use (e.g., logistic regression, Support Vector Machines, or Artificial Neural Networks),
selecting the most effective approach (e.g., recurrent or feed forward NNs), configuring
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parameters (e.g., number of input and hidden layers), and fine-tuning the system for
increasing its performance (e.g., introducing modifications, pre-processing input, or
using hybrid approaches) [1]. Consequently, the overwhelming complexity of ML
restrained its progress, in the last decades. To this end, communities in the field of AI
joined their efforts and created software libraries that package ML systems into ready-
to-use toolkits. These, in turn, enable a larger spectrum of professionals to choose
among many available algorithms and to conveniently use them by simply customizing
their behavior. As a result, developers do not have to deal with the complexity and risks
of programming a system from scratch. Examples include Tensorflow [3], Apache
MXnet [4], Microsoft Cognitive Toolkit (CNTK) [5], Scikit-learn [6], Pytorch [7], and
many other toolkits that empower developers to operate ML systems and incorporate
them in projects. As several software libraries are released under Open Source licenses,
they foster the growing adoption of ML algorithms and, simultaneously, contribute to
addressing current open issues and to improving performance. Moreover, the Open
Source community, as well as organizations, released additional libraries. Nowadays,
packages (e.g., sample datasets, visual or command-line tools, software automatic
feature selection) can be layered on top of ML engines to achieve higher levels of
abstraction and streamline the most tedious operations. In addition, by hiding com-
plexity, toolkits render ML systems accessible to less-expert users, increase their
awareness on AI, and promote their willingness explore the field [8].

Nevertheless, understanding and operating ML libraries still require some degree of
programming literacy, which prevents many individuals who lack coding skills from
being able to approach the use of machine learning algorithms and even understand
their dynamics. Also, this is due to several factors that contribute to rendering ML
obscure [9], such as, the inherent properties of the hidden layers of a NN. As a
consequence, the intrinsic and intentional opacity of algorithms and requirements in
terms of technical literacy increase the current divide between programmers who are
expert about AI but lack domain knowledge [10] and customers who should not be
required to be proficient in ML and yet, are not provided with any actionable frame-
work for approaching it. This, in turn, leads to unrealistic expectations, communication
barriers, and slower adoption rate, especially among small businesses. As the number
of organizations that demand or are offered ML-based solutions is increasing, facili-
tation tools are needed to benefit both domain experts and AI scientists. Regardless of
the experience level and the availability of powerful tools, given the novelty of this
field, there is a lack of meta-design methodologies that improve the ergonomic aspects
of machine learning and enable end-user development (EUD) of AI systems.

In this paper, we focus on the socio-technical dimension of artificial intelligence,
and we propose a meta-language and design framework that (1) supports individuals
with a broader spectrum of expertise to approach and leverage AI, (2) facilitates
communication and information exchange between stakeholders having different
backgrounds and heterogeneous skills, and (3) provides users with an actionable lan-
guage for representing the meta-design of a ML system. To this end, we adopt the
Goal-Question-Metric (GQM) approach as a viable framework for supporting end-user
development across multiple disciplines. We describe the model and we detail exam-
ples of its implementation.
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2 Related Work

Artificial Intelligence has the objective of creating systems that enable computers to
supplement or replace human intelligence in solving problems that require some degree
of decision-making [11]. In the last decades, research led to algorithms that, in addition
to processing data, learn from them, that is, they are able to modify their internal
structure based on the information they are trained with. By doing this, they can cope
with certain degree of ambiguity and variation, fill-in data gaps, and leverage existing
knowledge to take decisions in unprecedented scenarios. As an example, neural net-
works are being utilized in the healthcare domain to automatically identify cancer [12],
monitor eye conditions [13], detect movement disorders [14], or support physicians’
decisions in rehabilitation programs [15]. Moreover, recent advances in AI produced
deep learning systems that are able to autonomously design their internal structure
based on the input data. As a result, they achieve higher accuracy and performance in
tasks that involve unstructured information (e.g., text, sound, and images) [16], though
they require longer training time or more powerful hardware resources.

Although several groups pursuit the development of a general AI, that is, a unique
system that can deal with any type of task, most of the problems are solved with narrow
algorithms, each focused at one specific aspect. To this end, toolkits are extremely
useful, as organizations can access a collection of methods and use them as building
blocks, on a case by case basis. Although well-curated packages are more functional
and easier to use than pure algorithms, they are not fully self-operational [17] and their
implementation requires highly-skilled AI scientists, though there are early attempts to
create high-level programming languages that support end-users [18].

To this end, several methodologies for the operationalization of conceptual models
are available. The goal-question-metric paradigm is a structured approach for trans-
lating high-level objectives into actionable, quantitative metrics [19]. Most of the work
using the GQM method is related to software engineering [20, 21]: as an example, the
authors of [22] proposed a solution based on GQM for classifying well-known design
patterns using machine learning. However, their goals and metrics consist in a perfect
bijection. Hence, there is little advantage in using a predictor and in approaching the
problem with the use of machine learning. Conversely, in [23], the authors describe a
framework for risk management: the GQM methodology is utilized to determine which
metrics affect projects. To this end, they envision a high-level goal, identify questions
that need to be answered in order to evaluate whether the objective is met, and specify
metrics that help take a quantitative approach to addressing each of the questions. After
identifying the key metrics, they use them as features to train an artificial neural
network (ANN) to produce a regression function estimate and to establish the success
probability of a project based on the comparison between the threshold value and the
regression function. The authors of [24] utilize ML techniques to evaluate the quality of
software metrics defined using a GQM approach. Nevertheless, the structure of GQM
itself can be utilized as an interpretation framework for artificial reasoning and,
specifically, for describing the structure and functioning of neural networks, though it
can be applied to other families of AI algorithms as well, as detailed in the next Section.
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3 GQM as a Meta-Language for Machine Learning

GQM was initially designed as a language for translating business goals into questions
and, ultimately, into metrics, in a top-down fashion. As a result, it can be utilized as a
tool for supporting the top management in taking business decisions and developing
assessment plans: specifying questions that enable middle managers to determine
whether certain goals are met helps teams focus on the most important aspects, that is,
improving the metrics that are meaningful to reaching their objectives. Simultaneously,
data collected from low-level processes can be interpreted by middle managers, who
can report to the executives in a bottom-up fashion. This type of hierarchical structure
can be represented as a pyramid of connections: the graph resulting from a GQM model
and its closed-loop process are shown in Fig. 1.

Although the GQM method is primarily considered as a top-down approach to
problem solving, it can be utilized in a bottom-up fashion to identify the questions and
goals that can be addressed using data and metrics that are already available: the
simplicity of this model makes it very powerful, because it provides a versatile, bi-
directional generative process for (1) quantifying high-level concepts and define which
metrics are needed and, simultaneously, (2) for analyzing available measurements to
generate hypotheses and theories. Furthermore, it results in a closed-loop system:
information from goals and metrics can be utilized to evaluate whether the structure
consistent and, in case, to make changes that can be reflected in the process.

Indeed, current applications of the GQM methodology rely on human intelligence
and domain knowledge for processing information. However, its logic is similar to a
neural network: a set of quantitative features (metrics) collected from an input layer
(quantitative level) are fed into an internal layer (operational level) in which nodes
(question) enable processing data and generating outputs (goals). Both in GQM and in
NNs, metrics (features), either in elementary or aggregated form, serve as relevant

Fig. 1. An example of the logical structure of GQM, adapted from [25]: conceptual goals are
specified into questions that can be answered by evaluating quantitative elementary or aggregated
metrics. The model can be approached both in a top-down and in a bottom-up fashion to close the
information loop between the conceptual, operational, and quantitative abstraction levels.
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predictors for the goal (output). The specificity of the intelligent system relies in the
operational level: humans use domain knowledge for specifying the connections that
link the conceptual and the quantitative levels (and vice versa) and build the GQM
graph, whereas the hidden layer of a neural network incorporates methods, such as,
activation function and backpropagation, that introduce non-linearity and enable
weighing nodes and pruning connections. The analogy applies to most families and
types of ML algorithms. The main difference between the goal-question-metric
approach and a neural network is in that the former enables specifying multiple goals,
whereas the outputs of a NN typically belong a homogeneous set.

In our work, we propose the GQM approach as a conceptual framework for the
operationalization of systems and processes and, specifically, as a meta-language for
designing applications based on machine learning. Specifically, we aim at leveraging it
as a user-friendly and algorithm-agnostic modeling instrument that can abstract the
lower-level components of a ML system and their technical implementation, so that AI
experts and non-technical users can utilize it as a meta-design and collaboration tool.

3.1 Meta-Language

In its traditional use, GQM serves two purposes in representing systems and processes:
as a top-down modeling instrument, its objective is helping identify measurable ele-
ments (i.e., metrics); on the other hand, after the quantitative level has been structured,
it is a bottom-up assessment tool that uses data to measure qualitative goals. Although
the state of the art primarily considered goal-question-metric for its applied outcome, its
conceptual design is extremely valuable as a meta-language. As with other modeling
languages utilized in software engineering, such as, the Unified Modeling Language
(UML) [26], it can be applied to achieve a formal representation of a system. However,
GQM is especially relevant to the ML domain from a system design standpoint: as its
elements and graph-like structure mimic the structure and functioning of artificial
intelligence algorithms, from machine learning to deep learning, they can be utilized as
components of a meta-language for modeling the relationship between input features
and output goals.

Self-explaining, Cross-Domain Definitions. The use of straightforward vocabulary,
such as, metrics and goals, makes the language easy to understand by non-technical
users, as the terms are already utilized in business rules across different backgrounds.
Moreover, abstracting from the concepts of inputs and outputs removes any potential
suggestion of an implicit direction, enables approaching the model in a top-down as
well as in a bottom-up fashion, and supports its use for data-driven specification and for
conceptual description and analysis.

Design Process as a Meta-representation of How ML Works. As discussed earlier, the
fundamental components of GQM especially mimic the structure of a neural network.
Specifically, defining the conceptual model with the goal-question-metric approach
involves a process in which a human agent with sufficient expertise of a domain defines
the layers and nodes and trains the resulting network: questions, which represent nodes
in the hidden layer, leverage explicit and tacit knowledge and facilitate connecting
input features and outputs. As human experience enables to directly prune nodes and
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connections that have low relevance, the graph resulting from GQM modeling directly
translates into a network in which all links are significant and have the same weight.
Although the similarity with NNs is straightforward, the goal-question-metric approach
can similarly be applied to any ML algorithm.

Actionable by All the Stakeholders. On a merely conceptual level, the GQM meta-
language, as other types of modeling tools, supports communication and exchange of
information between domain experts and engineers. In addition, differently from
instruments that serve a representational function only, structures obtained using the
GQM meta-language are immediately actionable: the defined metrics can directly be
utilized, either for helping humans measure goals or as an input dataset for a machine
learning algorithm. Therefore, non-technical users can describe objectives, formalize
domain knowledge, and explain the information needed for the assessment of goals.
Conversely, AI experts can utilize the quantitative level as a model of the dataset;
questions in the operational layer can become criteria for deciding the family and type
of algorithm, whereas goals suggest the overall complexity of the problem and help
refine implementation choices.

Interoperable and Robust to Iterations. Although the GQM meta-language can be
utilized as a shared collaboration tool by any stakeholder, it supports separation of
concerns and removes any interdependence between the model and its implementation.
As a result, decisions regarding the configuration of a specific application do not affect
how the graph structure is defined, and vice versa, changes in the GQM diagram can be
treated as iterations and managed using a versioning system. This, in turn, enables
reflecting them at an application level. Furthermore, the GQM meta-language is
algorithm-agnostic: as changes in the machine learning engine do not affect the model,
they can be implemented without impacting non-technical end users. Consequently, it
is an interoperable, reusable, scalable, and suitable tool for designing systems that cope
with high degree innovation and for domains that are exposed to intrinsic and extrinsic
change factors.

Extensible. The goal-question-metric meta-language supports adding features and
components that can improve its expressiveness. For instance, metrics and questions in
a GQM graph can be associated with different weights, so that the structure can include
a specification of the importance of each element, regardless of whether their relevance
is decided by a human agent or calculated by a machine. This, in turn, can be utilized
by non-technical stakeholders to be more specific in assessing the goal, or by AI
experts, who can take weights into consideration when designing the network (e.g., for
training purposes and for fine-tuning it). Moreover, software implementations of the
GQM meta-language could interact with packages that incorporate ML algorithms, data
visualization libraries, and performance analysis tools.

3.2 Domain-Knowledge Sharing Tool

One of the crucial activities in the development of software, especially if they incor-
porate some form of AI, is the collection and analysis of system requirements. As an
example, numerous applications use artificial NNs in medical diagnosis, though
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interaction between stakeholders is often inefficient because health professionals and
AI scientists approach data collection differently, structure information in dissimilar
fashion, and present concepts using their own jargons. This is especially relevant to the
outcome of a ML-based system: not being able to capture important domain features is
among the main reason of poor performance.

To this end, GQM can be utilized as a tool that facilitates communication between
ML-experts and non-technical users. The methodology inherently gathers information
and structures it in an easy-to-understand and non-ambiguous written format that
supports knowledge transfer across domains and among stakeholders. In addition, it
can be utilized to elicit and formalize tacit knowledge, that is, information that would
otherwise be difficult to collect or transfer using traditional means (e.g., automatic
knowledge based on acquired expertise). Simultaneously, this approach results in better
project documentation and helps track, revise, and improve software requirements and
specifications over project iterations. In this context, the GQM meta-language can help
engineer a lean participatory design and development process, increase communication
and awareness among all stakeholders, and produce project documentation for future
use. Indeed, other methodologies and meta-languages (e.g., UML) can be utilized for
this purpose. However, in comparison, the GQM meta-language can especially capture
the key items of a system based on machine learning, and it has the unique advantage
of incorporating the conceptual and operationalization layers in a single model that
completely describes the system and its conceptual, operational, and quantitative
abstraction levels, while remaining independent from a specific implementation.

Incorporating the three layers in a single GQM meta-model results in a self-
explanatory, actionable instrument that encapsulates and describes a problem in a way
that is useful for the community of domain experts as well as for ML developers.
Consequently, it can be utilized to create shared repositories of reusable practices and
processes in which users could publish a formal description of the problem together
with datasets that represent the defined metrics. This, in turn, would result in a self-
contained package that provides the ML community with the necessary information for
developing or customizing algorithms and contributing solutions. Simultaneously, this
could give an impulse and stimulate different approaches in the context of AI.

3.3 Feature Selection

Indeed, having too many irrelevant features in a dataset affects the accuracy of AI
models and causes overfitting. Moreover, the more data available, the longer it takes to
train the system, especially in the case of deep neural networks. Therefore, feature
selection, that is, preparing the dataset to remove redundant and misleading informa-
tion, is among the most crucial tasks in machine learning. Although there are tools that
automate this activity, this step is often the most labor-intensive part of building an AI
system for a two-fold reason: (1) most businesses collect data in formats that are not
ready for being utilized in ML (e.g., scarce, scattered in multiple databases, or stored in
unstructured and ambiguous formats); moreover, domain knowledge is required for
distinguishing relevant features from less significant ones, depending on the objective.
In this regard, the GQM meta-language inherently helps highlight the relationship
between relevant metrics and goals and empowers domain experts to contribute to the
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process and make it more efficient. Furthermore, it provides all stakeholders with a
formal protocol that describes the type of information that needs to be collected for
each goal and the format required for each metric.

3.4 Network of Machine Learning Agents

As discussed earlier, GQM supports designing models that include multiple goals. This
contrasts with most implementations of narrow AIs, which typically have one objec-
tive, only. Nevertheless, this feature is advantageous in that a single structure defined in
the GQM meta-language can be utilized to represent the entire set of multifaceted
aspects in the problem space: the resulting graph describes a network of ML agents that
use a shared pool of metrics to achieve their individual objectives. By doing this, the
meta-language provides a way to measure the complexity of the model and results in a
better understanding of the algorithms that will be required for implementing a solu-
tion. Furthermore, it creates a single representation of the several datasets that are
required for assessing the different objectives. This, in turn, optimizes consistency,
efficiency, and data reuse. Simultaneously, an overview of the entire problem space
might help stakeholders identify alternative assessment and implementation strategies.

3.5 End-User Development

The simple and intuitive structure of GQM provides an interpretation framework for
ML and it can help non-technical users understand how AI algorithms work without
overwhelming them with non-necessary implementation details. Moreover, the GQM
meta-language is suitable for supporting end-user development and for empowering
domain experts to become active contributors. The introduction of UML as a modeling
tool for software resulted in systems that support end-user development, which, in turn,
simplified programming and helped refine modeling tools. The GQM meta-language
offers a similar opportunity for system-system co-evolution in the context of ML. In
this regard, software using the GQM meta-language as a specification format could
interact with ML toolkits to enable users to dynamically instantiate agents that
implement a specific algorithm depending on the goal. This would result in the pos-
sibility of empowering non-technical users to design the GQM graph, select an option
from the list of available agents, train it using datasets defined in accordance with the
metrics, and compare its performance with other algorithms.

Finally, from a human-system co-evolution perspective, reviewing the structure of
a GQM model based on the performance of ML algorithms can result in a self-
reflection process that supports domain experts in improving the definition of their
objectives, the questions that must be asked to meet goals, and the metrics that must be
collected to answer the questions, thus making the overall process more efficient.
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4 Conclusion

Artificial intelligence is expected to be one of the disciplines that will impact society
the most, in the next years. However, implementing machine learning algorithms still
requires sophisticated programming skills: though packages, libraries and toolkits are
available, most of their potential is accessible to experts and developers.

In this paper, we proposed the goal-question-metric approach as a meta-language
for modeling machine learning systems. Although GQM has primarily been utilized to
evaluate software metrics, we demonstrated that it is especially suitable as a description
language for the meta-design of ML applications. We detailed its advantages for non-
technical users, that is, it wraps the complexity of the implementation of machine
learning in an easy-to-access abstraction layer, simplifies the understanding and use of
algorithms, and supports end-user development. Moreover, we detailed how it can be
utilized by AI experts an interoperable, reusable, and scalable modeling tool. Being
algorithm-agnostic, the GQM meta-language is independent from any technical
implementation and, thus, can facilitate communication among all the stakeholders
involved in the development of a ML-based system, regardless of their level of pro-
ficiency with AI or programming languages. Finally, we outlined the main differences
with other modeling languages, such as UML, and we presented examples of the
proposed methodology as a viable instrument for gathering requirements, for feature
selection, and for dynamically reflecting changes to the model.
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Abstract. Steel is the most important material in the world of engineering and
construction. Modern steelmaking relies on computer vision technologies, like
optical cameras to monitor the production and manufacturing processes, which
helps companies improve product quality. In this paper, we propose a deep
learning method to automatically detect defects on the steel surface. The
architecture of our proposed system is separated into two parts. The first part
uses a revised version of single shot multibox detector (SSD) model to learn
possible defects. Then, deep residual network (ResNet) is used to classify three
types of defects: Rust, Scar, and Sponge. The combination of these two models
is investigated and discussed thoroughly in this paper. This work additionally
employs a real industry dataset to confirm the feasibility of the proposed method
and make sure it is applicable to real-world scenarios. The experimental results
show that the proposed method can achieve higher precision and recall scores in
steel surface defect detection.

Keywords: Fully convolutional networks � Defect detection � SSD � ResNet

1 Introduction

The billet is an upstream product of the rod and wire from Sinosteel. The process of
producing billet from casting to production involves cooling, sand-blasting, rusting,
inspection, grinding and heating, and finally rolling into strips. Billets are approxi-
mately 145 mm � 145 mm in size, and can be supplied to strip and wire factories for
rolling into strip steel, wire rods and linear steel. However, inspection is necessary to
ensure the quality of the product before it is sent out.

The surface temperature of billets reaches as high as 700 to 900° [1] in the pro-
duction environment. These conditions make defect detection on billets difficult to
achieve. Traditional billet defect detection methods are divided into visual inspection
[2, 3] and magnetic particle inspection [4]. However, visual inspection is more cost and
time efficient; therefore, we will only focus on visual inspection in this paper. The types
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of defects found can indicate the cause of defect formation and be used to improve the
steelmaking process, since different defects have different causes.

In this paper, we develop a billet defect detection technology based on convolu-
tional neural network. We propose a hierarchical structure to defect defects with
revised SSD and ResNet50 [5, 6]. The experimental results show the effectiveness of
the proposed method.

2 Architecture Overview

2.1 Structure of SSD

With the rise of convolutional neural networks, many models have evolved, such as
Faster RCNN [7], Mask RCNN [8], Single Shot Multibox Detector (SSD) [9], and You
Only Look Once (YOLO) [10]. All of these models have object detection capabilities.
Among them, we chose the SSD300 version as the basic model. The reasons that we
selected SSD300 are as follow:

• Faster RCNN and Mask RCNN are two-stage methods, which means that the
training process is performed in two steps. In contrast, SSD and YOLO are one-
stage methods, which are more efficient.

• The detection speed is better than that of other models. According to the author’s
paper, the detection speed of SSD300 is 59 FPS (frames per second).

• The architecture of SSD300 is simpler than other models’ architectures and easier to
adjust.

• SSD has multi-scale predictions.

The original SSD300 contains anchor boxes that are a combination of horizontal
and vertical rectangles as shown in Fig. 1(a). In this work, we only use three horizontal
rectangles as shown in Fig. 1(b). When there are many prediction boxes on an object,
as shown in Fig. 2(a), non-maximum suppression (NMS) in SSD can solve this
problem as shown in Fig. 2(b).

Fig. 1. (a) Original anchor box. (b) Customized anchor box.
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In Figs. 3–5, we present our revisions to the SSD architecture based on charac-
teristics of collected defect images. Billet defects are mainly small ones. In Fig. 4, a
75 � 75 feature map is added to convolutional block 3 of the VGG16 layer, and the
last two feature maps (3 � 3 and 1 � 1) are removed. In order to compare advantages
and disadvantages of various SSD structures, the original SSD module (SSD300) and
modified SSD module (revised-SSD300) will be trained. In addition, the revised-
SSD300 will be extended to a revised-SSD600 with an input size of 600 � 600 as
shown in Fig. 5. Therefore, in total, three models will be trained for comparison.

2.2 Introduction of SENet and ResNet

In our main task, we need to detect two defects, called “sponge” and “scar” defects.
The task of SSD is to determine whether the defects exist and where they are. We also
added Squeeze-and-Excitation Net (SENet) [11] structure in our model to boost the

Fig. 2. (a) Bounding boxes before NMS. (b) Bounding box after NMS.

Fig. 3. SSD300 architecture.
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results with adaptive weights for each feature map. SENet is not a complete network
structure, but rather a small architecture in between convolution blocks. When SENet is
applied, our method is called Revised-SSDSE, which is shown in Fig. 5.

Sometimes, another non-defect factor, called “rusty factor” as shown in Fig. 9(c),
will be present in the dataset. The rusty factors, which are not defects, have various
shapes and features and significantly affect our results. In order to detect rusty factors in
the dataset, the 3 � 3 and 1 � 1 layers must be added back to the revised SSD network.

After determining the existence and location of defects, ResNet should identify the
name of the defect. In this paper, we use ResNet50 [12] and classify three categories of
defects as shown in Fig. 9. The defect from SSD will be resized to 224 � 224 to fit the
input size for ResNet50. The combination of revised-SSDSE600 and ResNet50 forms
the complete hierarchical structure as shown in Fig. 6.

Fig. 4. Revised-SSD300 architecture.

Fig. 5. Revised-SSDSE600 architecture.
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3 System Requirements

3.1 Hardware and Software

The hardware and software environment used in this paper is given in Table 1. The
software part of the system includes Anaconda and GPU environment settings.

Fig. 6. Final hierarchical structure.

Table 1. Hardware and software environment.

Environment Description

Operating System Windows 10
Central Processing Unit
(CPU)

Intel(R) Core(TM) i7-7700 CPU @ 3.60 GHz

Graphics processing unit
(GPU)

NVIDIA GeForce GTX 1080 Ti 12G

CPU Memory 8 GB
Distribution Anaconda v4.1.0
Programming Language Python v3.5.4
Python Library TensorFlow v1.8.0, Keras v2.1.6, Matplotlib v2.2.0, PIL

v5.1.0
Editor Visual Studio Community 2017
GPU Platform NVIDIA CUDA 9.0
GPU Library NVIDIA cuDNN 7.0
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3.2 Data Annotation

We use LabelImg v1.6.01 tool to mark defect locations and non-defect classes in the
dataset for the SSD model. LabelImg supports several operating system platforms, like
Windows, Linux and Mac OS X. In this work, we use a Windows environment. After
the labeling process is completed, the label result is saved in an XML format.

4 Experimental Results

The detection results are affected by camera types, illumination, number of defective
samples, and other factors. The training process is performed as follows.

• Collect various defect samples.
• Mark the defect samples and generate corresponding XML files containing defect

information.
• Train marked defect samples through the neural network structure and save the

training results.

4.1 Initial Test

In the initial test, we prepared defect data with 464 Scar and 246 Sponge images in the
dataset, 10% of which were validation and 90% of which were training data. The
experimental results are shown in Table 2. The results in Fig. 7 show that the per-
formance of the revised-SSD300 is similar to that of the revised-SSD600, but better
than SSD300. There are too many redundant boxes when SSD300 is applied, as
presented in Fig. 7b.

We test the daily images provided by the onsite database and used the following
parameters as an accurate benchmark for calculating the system performance [13]:

• True Positive (TP).
• True Negative (TN).
• False Positive (FP).
• False Negative (FN).
• Precision (P) in Eq. (1).
• Recall (R) in Eq. (2).

Table 2. Initial results of models.

Model Sponge ScarRemain

SSD 300 60% 85%
revised-SSD300 74% 95%
revised-SSD600 76% 95%

1 https://github.com/tzutalin/labelImg.
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• F-Measure is a comprehensive evaluation index, which is used to understand
whether two values of Precision and Recall are good, as shown in Eq. (3).

P ¼ TP= TPþ FPð Þ: ð1Þ
R ¼ TP= TPþ FNð Þ: ð2Þ

F-Measure ¼ 2� P� Rð Þ= PþRð Þ: ð3Þ

Fig. 7. (a) Original image. (b) SSD300 prediction results. (c) Revised-SSD300 prediction
results. (d) SSD600 prediction results. (e) Original image. (f) Original image. (g) Revised-
SSD300 prediction results. (h) SSD600 prediction results.
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4.2 Final Test

According to Tables 3 and 4, after a seven-day training period, the highest precision
and recall of the revised-SSD300 were 100% and 77.6%, respectively. The revised-
SSD600 had a better recall due to its high-resolution images. However, the

Fig. 8. Defect samples produced from SSD directly.

Fig. 9. Extension of defect range. (a) Scar. (b) Sponge. (c) Rust.
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combination of the revised-SSDSE600 and ResNet50 achieved the highest precision
and recall rates.

Note that Fig. 10 shows that if we used defect bounding boxes directly from SSD
for ResNet as shown in Fig. 8, the training process was hard to converge because the
bounding boxes were too fitted to the defects. Therefore, we enlarged the range of the
bounding boxes as shown in Fig. 9. After extending the bounding box, the training
process could converge, which enabled the performance in Table 5 to be achieved.

Table 3. Final test results of revised-SSD300.

Time (day) TP TN FP FN P (%) R (%) F-Measure (%)

1 302 19 1 87 99.6 77.6 87.2
2 142 13 4 95 97.2 59.9 74.1
3 102 38 19 88 84.2 53.6 65.5
4 97 38 11 75 89.8 56.3 69.2
5 35 3 0 37 100 48.6 65.4
6 54 5 0 43 100 5.56 71.5
7 73 5 1 51 98.6 58.8 73.7

Table 4. Final test results of revised-SSD600.

Time (day) TP TN FP FN P (%) R (%) F-Measure (%)

1 315 19 1 74 99.6 80.9 89.3
2 183 13 4 54 97.8 77.2 86.3
3 139 38 19 51 87.9 73.1 79.8
4 105 38 11 67 90.5 61.0 72.9
5 45 3 0 27 100 62.5 76.9
6 61 5 0 36 100 62.8 77.2
7 89 5 1 35 98.8 71.7 83.1

Table 5. Final test results of the combination of revised-SSDSE600 and ResNet50.

Time (day) TP TN FP FN P (%) R (%) F-Measure (%)

1 353 19 1 36 99.7 90.7 95.0
2 226 13 4 11 98.2 95.3 96.7
3 179 38 19 11 90.4 94.2 92.2
4 138 38 11 34 92.6 80.2 85.9
5 66 3 0 6 100 91.6 95.6
6 95 5 0 2 100 97.9 98.9
7 118 5 1 6 99.1 95.1 97.1
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5 Conclusions

In this paper, we design a hierarchical model to build a defect detection system for steel
billets. We have modified the architecture of SSD by changing the sizes of feature maps
and the sizes of anchor boxes to fit the shape of defects. The experimental results
demonstrate the effectiveness of the proposed method. In further work, we will collect
more rust defect images, because rusty types include many variations.
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Abstract. Algorithmic assurances assist human users in trusting advanced
autonomous systems appropriately. This work explores one approach to creating
assurances in which systems self-assess their decision-making capabilities,
resulting in a ‘self-confidence’ measure. We present a framework for self-
confidence assessment and reporting using meta-analysis factors, and then
develop a new factor pertaining to ‘solver quality’ in the context of solving
Markov decision processes (MDPs), which are widely used in autonomous
systems. A novel method for computing solver quality self-confidence is
derived, drawing inspiration from empirical hardness models. Numerical
examples show our approach has desirable properties for enabling an MDP-
based agent to self-assess its performance for a given task under different
conditions. Experimental results for a simulated autonomous vehicle navigation
problem show significantly improved delegated task performance outcomes in
conditions where self-confidence reports are provided to users.

Keywords: Human-Machine systems � Artificial intelligence � Self-assessment

1 Introduction

Autonomous physical systems (APS) designed to perform complex tasks without
human intervention for extended periods of time require at least one or more of the
capabilities of an artificially intelligent physical agent (i.e. reasoning, knowledge
representation, planning, learning, perception, control, communication) [1]. Yet, an
APS always interacts with a human user in some way [2]. As these capabilities expand,
APS also become more difficult for non-expert (and in some cases expert) users to
understand [2]. For APS driven by AI and learning, predictions about behavior and
performance limits can be hard to match to intended behaviors in noisy, untested, and
‘out of band’ scenarios. This raises questions about user trust in autonomous systems,
i.e. a user’s willingness to depend on an APS to carry out a delegated set of tasks, given
the user’s own (often limited and non-expert) understanding of the APS capabilities.

This work examines how APS can be designed to actively adjust users’ expecta-
tions and understanding of APS capabilities which inform trust. Many different algo-
rithmic assurances have been proposed to this end [1]. Process-based meta-analysis
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techniques allow APS to self-qualify their capabilities and competency boundaries, by
evaluating and reporting their degree of ‘self-trust’ or self-confidence for a task.

Several definitions and algorithmic approaches have been proposed recently which
enable APS to automatically generate self-confidence scores in the context of different
tasks and uncertainty-based capability assessments [1, 3]. This work restricts attention
to the following definition of self-confidence, which captures the others to a large
extent: an agent’s perceived ability to achieve assigned goals (within a defined region
of autonomous behavior) after accounting for (1) uncertainties in its knowledge of the
world, (2) uncertainties of its own state, and (3) uncertainties about its reasoning
process and execution abilities. However, a general algorithmic framework for com-
puting and communicating self-confidence for general decision-making autonomy
architectures and capabilities has yet to be established. Furthermore, it has not yet been
confirmed experimentally whether (or in what contexts) human-APS interfaces that
incorporate self-confidence reporting improve the ability of users to delegate of tasks
within APS competency limits, compared to status quo interfaces that do not use such
reporting. This paper provides results aimed at addressing both of these gaps.

In Sect. 2, we motivate the machine self-confidence idea and ground the concept
for autonomous planning problems in the context of general Markov Decision Pro-
cesses (MDPs), using a concrete uncertain navigation application example where tasks
are delegated by a user. We review a factorization based framework for self-confidence
assessment called Factorized Machine Self-Confidence (FaMSeC), and in Sect. 3
present a novel strategy for computing the so-called ‘solver quality’ factor of self-
confidence, drawing inspiration from empirical hardness modeling literature [4].
Numerical examples for the UGV navigation problem under different MDP solver,
parameter, and environment conditions, indicate that the self-confidence scores exhibit
desired properties. Section 4 describes the setup and initial outcomes of experimental
trials to investigate the effects of reporting self-confidence to users on simulated
instances of the UGV navigation problem. The results show significantly improved
delegated task performance outcomes in conditions where self-confidence feedback is
provided to users vs. conditions where no self-confidence feedback is provided, pro-
viding favorable evidence for the efficacy of self-confidence reporting. Section 5
presents conclusions and avenues for future investigation.

2 Background and Preliminaries

MDP-based Planning. We present here an algorithmic framework for assessing
machine self-confidence with respect to APS capabilities that can be modeled as
Markov decision processes (MDPs). MDPs are composed of finite states and actions
that capture nondeterminism in state transitions by modeling probability distributions
p(�) from which the next state will be sampled. MDPs have well-established connec-
tions to other techniques for decision-making and learning under uncertainty, such as
partially-observable MDPs (POMDPs) in limited observability environments and
reinforcement learning with incomplete model information [8]. This provides a path-
way to generalizing the notions and analyses for self-confidence assessments developed
here for MDPs.
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We consider generic MDP formulations of a task T delegated to an APS. In an MDP
framing, the APS must find an optimal policy p� ¼ u xð Þ for an MDP with state x and
actions u, so that the value function U ¼ E

P1
k¼0 c

ir xk; ukð Þ� �
is maximized for times

k ¼ 0; . . .;1 – where R(xk, uk) is larger (lower) for (un)favorable states and actions,
E[�] is the expectation over all future states, and c 2 ð0; 1Þ is a future discount that can
be tuned. Given uk, xk updates via a Markovian model xkþ 1 � p xkþ 1jxk; ukð Þ, i.e. xi is
known at time k (no sensor noise), but state transitions k ! kþ 1 are not deterministic.
The optimal state-action policy p� is recovered from Bellman’s equations via dynamic
programming. In many practice, approximations p are needed to handle complex or
uncertain dynamics (e.g. for reinforcement learning or very large state spaces) [5].

Donut Delivery Application. Consider a concrete grounding example called the
‘Donut Delivery’ problem (based on a ‘VIP escort’ scenario [4, 6]). As shown in
Fig. 1, an autonomous donut delivery truck (ADT) navigates a road network in order to
reach a delivery destination while avoiding a motorcycle gang (MG) that will steal the
donuts if they cross paths with the delivery truck. The motorcycle gang’s uncertain
location is estimated via noisy observations from unattended ground sensors (UGS).
The delivery truck selects a sequence of discrete actions: stay in place, turn left/right,
go back, go straight. The ADT motion, UGS readings, and MG behavior are proba-
bilistic and thus highly uncertain. As a result, the problems of decision-making and
sensing are strongly coupled. Certain trajectories may allow the ADT to localize the
MG before heading to the goal but incur a high time penalty. Other paths lead to rapid
delivery, but since the MG can take multiple paths there can also be high MG location
uncertainty, which in turn increases capture risk. A human supervisor monitoring the
ADT does not have direct control of the ADT—but can (based on whatever limited
amount of information is provided to the supervisor) provide ‘go’ or ‘no go’ commands
to proceed with or abort the delivery operation before it commences.

UGS

UGS

UGS UGS

UGS

UGS

UGS
UGS

UGS

Destination

MG

ADT

Supervisor

Fig. 1. ADT in road network evading MG with information from noisy UGS.

Fig. 2. Factorized Machine Self-Confidence (FaMSeC) information flow
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The combined ADT and MG location states can be discretized to produce a discrete-
time time-invariant Markov process. This leads to an initial state probability distribu-
tion and state transition matrix, which is a function of the ADT’s actions. The reward
R(xk, uk) = Rk models preferences over the states, e.g. Rk ¼ �200 if the ADT and MG
are not co-located and the ADT is not yet at the goal; Rk ¼ �2000 if the MG catches
the ADT (i.e. they are co-located), and Rk ¼ þ 2000 if the ADT reaches the goal and
avoids capture. For simplicity, we treat the MG’s state as fully observable (e.g. due to
the availability of highly accurate UGS data), so that the ADT’s planning problem
leads directly to an MDP.

Self-confidence Factorization and Calculation. We briefly review and explore an
algorithmic approach known as Factorized Machine Self-confidence (FaMSeC) for
assessing and communicating machine self-confidence [7]. FaMSeC represents and
computes self-confidence as a decomposable multi-factor function, which combines
shorthand assessments of where/when operations and approximations that constitute a
realized model-based autonomous decision-making system are expected to break
down. Similar to the approach in [8], FaMSeC encodes metrics for correctness and
quality of an autonomous system that an expert designer would use to account for
variations in task, environment, system implementation, and context. The key inno-
vation with respect to this previous work is that FaMSeC allows an APS to compute
assessments of self-confidence in a completely automated manner, i.e. without the need
for a human expert to specify how confident an APS ought to be under a specific set of
a priori variations.

FaMSeC’s self-confidence computing approach is depicted in Fig. 2. This uses a set
of self-confidence factors (dashed lines) derived from core algorithmic decision-making
components (white boxes in the ‘Autonomy’ block). The total self-confidence score
and the score for each factor can be mapped onto an arbitrary scale, e.g. Lxi to Uxi,
where Lxi indicates ‘complete lack of confidence’ (i.e. some aspect of task, environ-
ment, or context falls completely outside the system’s competency boundaries), and Uxi

indicates ‘complete confidence’ (i.e. all aspects of task, environment, and mission
context are well within system’s competency boundaries). These scales can vary and
have different qualitative interpretations. The main idea is that these bounds in any case
should provide a clear sense of ‘confidence direction’ (i.e. degree of self-trust).

Five self-confidence factors are considered by Ref. [7]: (1) xI—interpretation of user
intent and task: were the user’s intentions properly translated into suitable tasks?;
(2) xM—model and data validity: are the agent’s learned/assumed models and training
data well-matched to the actual task?; (3) xQ—solver quality: are approximations for
finding decision-making policies appropriate for a given model?; (4) xO—expected
outcome assessment: does a particular policy lead to a desirable landscape of expected
outcomes for states and rewards?; and (5) xP—past history and experiences: how does
the system’s previous experiences inform assessment of competency for the current
task at hand? These five factors provide only an initial and likely incomplete set of
variables to consider in the highly limited context of MDPs. Furthermore, they are
primarily aimed at self-assessment prior to the execution of a task, whereas it is
conceivable that other self-confidence factors could be included to account for in situ
and post hoc self-assessments. This work assumes for simplicity that the overall
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mapping from self-confidence factors to an “overall score” consists of a direct report of
all or some fixed subset of the component factors, e.g. xSC = {xI, xM, xQ, xO, xP}.

We will use the Donut Delivery problem to examine two core issues: (i) how should
these factors generally behave?, and (ii) how these factors be calculated?

To address (i), we may for instance consider the limiting behaviors and principal
interactions that are expected for the various factors with respect to a given class of
MDP solver, e.g. sampling-based Monte Carlo solvers for finding an approximately
optimal policy p� [9]. Figure 3 shows expected FaMSeC factor behaviors when using a
hypothetical Monte Carlo solver, as conditions describing the task, environment, and
solver realization are varied. The resulting notional factor scores are mapped onto an
arbitrary finite range of −1 (total lack of confidence) to +1 (complete confidence). For
instance, xQ is expected to change as the number of samples used by the solver varies.

This thought exercise underscores the importance of accounting for complex inter-
factor dependences while formulating approaches that address (ii). A simplifying
assumption is to examine each factor in isolation along ‘boundary conditions’ where
other factors do not change and do not contribute to overall self-confidence score.
Reference [1] developed such an approach to compute xO for MDPs, for boundary
conditions xM ¼ UxM (perfect model of task), xI ¼ UxI (perfectly interpreted task and
Rk reward), xQ ¼ UxQ (optimal p� policy available), and xP ¼ UxP (previously
encountered task). The resulting overall self-confidence score then depends only on xO.
This can be quantified as a measure of R ¼ pp R1ð Þ, the probability distribution of
achievable cumulative reward values R1 ¼ P1

k¼0 Rk achieved under policy p. Intu-
itively, R summarizes the landscape of possible outcomes for the APS if it were to
apply the policy p to carry out its task, and thus provides useful information about the
intrinsic difficulty or feasibility of a task by considering statistics beyond just the mean
value of R (which p approximately maximizes via an MDP solver). For instance, if a
large portion of R lies around very large negative values, then the task cannot be done
without a high probability of encountering unfavorable outcomes (even with optimal
decision-making).

Reference [7] compares several candidate measures of R, and recommends the
logistically transformed upper partial moment/lower partial moment (UPM/LPM). This
score quantifies the probability mass lying on either side of �R1, which represents a

Fig. 3. Notional factors for Donut Delivery problem, with scaling to the interval [−1, 1].
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user-defined minimally acceptable cumulative reward value (e.g. which can be trans-
lated from the maximum acceptable time to reach the goal). In the Donut Delivery
problem, �R1 corresponds to a user-specified maximum acceptable time to successfully
reach the delivery destination. The distribution R can be empirically estimated from
Monte Carlo sample simulations, by applying p to the assumed MDP state dynamics
model. Figure 4 illustrates how this allows xO to measure intrinsic task difficulty, and
thus provide an uncertainty-driven signal to users to adjust APS performance
expectations.

However, computation of other factors and inter-factor dependencies are not con-
sidered by Ref. [7]. Furthermore, studies with human users have not yet been done to
validate and evaluate the impact of self-confidence reporting on task delegation. The
remainder of the paper addresses both gaps.

3 Solver Quality Definition and Calculation

The insights above are extended to formally define and compute the solver quality
FaMSeC factor xQ. For APS planning, xQ indicates how well a generic solver S for a
planning problem will ‘perform’ on a given task T of class cT. We restrict cT here to the
class of all applicable MDP problems, so that S is any type of MDP solver (although
the ideas developed here are even more generalizable).

A formal definition for xQ must make the notion of S’s ‘performance’ precise to
enable some form of quantitative evaluation. For MDPs, any particular task instance T
has a corresponding optimal policy p� which by definition leads to corresponding best
achievable total reward. This suggests that a natural performance metric for assessing
the competence of a generic solver S would be some quantitative comparison of the
(approximate) policy p̂� p�. Such a ‘strong’ comparison can be done in many ways
depending on the application context, e.g. by directly comparing actions taken by the
policies in different states of interest, or by comparing the resulting expected total
reward distributions or other artifacts of the different policies. But since p� is usually
unavailable (or else S would not be needed), xQ should also allow for ‘weak’ com-
parison to other reference ‘baseline’ solvers that yield policies with performance as

Fig. 4. xO assessments for Donut Delivery problem in various environments.
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good as/very close to the true optimal p�. This may require comparing two completely
different types of solvers (e.g. a deterministic approximation vs. a Monte Carlo
approximation), so xQ should also ideally enable comparison across solver classes, as
well as assessments of online/anytime solvers (for which complete state coverage and
policy convergence may not be possible in large state/action spaces).

At the same time, xQ should account for the expected self-confidence metric trends
and boundary conditions mentioned earlier in Fig. 3 for the Donut Delivery applica-
tion. In particular, xQ should be defined also to naturally account for the influence of
both characteristics of S and features of T simultaneously. For instance, if the task T is
not particularly complex or is characterized by a very small amount of uncertainty (e.g.
so as to be nearly deterministic), then it is possible that a small sample size could
suffice to closely approximate the optimal policy, in which case xQ should indicate very
high confidence. Moreover, while it is impossible to assess performance on all tasks in
cT, xQ should be able to reflect S’s performance on any task instance T in cT, including
previously unseen tasks (e.g. new road networks for the Donut Delivery problem).

A natural starting point for devising a quantitative assessment of xQ according to
these desiderata is to again examine how information about R ¼ p R1ð Þ (which is
already used to form xO) can be analyzed further. Note that xO indirectly depends on xQ,
since reliable estimation of R requires knowing p�. But in practice, an MDP-based APS
will often employ an approximate policy p̂ instead of the true optimal policy p�. In
turn, this leads to an estimate pp̂ðR1Þ of the expected reward distribution which differs
from the true pp� R1ð Þ under the optimal p�. We show next that, if a surrogate model R̂
for RT can be found when p� is unknown but pT is available (where pT � p�), then a
quantitative comparison of the simulated RC of a ‘candidate’ solver to the surrogate R̂
leads to a suitable metric for xQ (where xQ is no longer considered ‘perfect’ as it was
when deriving xO).

Fig. 5. (Left) key values for computing xQ, where x is a ‘feature of interest’ for T or S; (right)
offline training phase of surrogate M(T) and online calculation of xQ.

Machine Self-confidence in Autonomous Systems 219



Calculation. F Following the above discussion, a surrogate model M(T) can be
learned, as shown in Fig. 5 (right), to predict the reward distribution of the ‘trusted’
reference solver ST on task T (which ideally comes close to approximating the optimal
p or converges to it with unlimited computing resources). The candidate solver S must
then be evaluated online with respect to the trusted solver ST. To do this, we compare
the predicted performance of ST to the simulated performance of solver S on task T, the
latter of which is denoted by R. This approach is inspired by empirical hardness
modeling techniques [10], which use surrogate models to predict the actual run time of
NP-complete problem solvers. The key terms for computing xQ are shown in Fig. 5
(left). The basic premise is to evaluate a scaled version of the ‘distance’ between the
difference between the reward distributions of the trusted (T) and candidate (C) solvers,
while accounting for the overall expected range of rewards of the trusted solver across
multiple task instances. Reference [7] derives one possible formula for capturing this
relationship,

xQ ¼ 2
1þ exp �q/5ð Þ ; f ¼ Dl

rH � rL
; q = sign Dlð Þf a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H2 P;Qð Þ

p
ð1Þ

where H2(P, Q) is the Hellinger distance between the RT (P) and RC (Q); Δµ is the
difference in the means of these pdfs; rH and rL are largest and smallest R∞ values
observed in the ST training set; and the a is a tuning parameter to adjust the level of
interaction between f and H2. The quantity xQ ranges from LxQ = 0 (total lack of
confidence in S relative to ST) to UxQ = 2 (complete confidence in S relative to ST),
with the midpoint at 1 (equal confidence in S relative to ST). Figure 6 shows the
expected (uncertain) rewards for a trusted solver ST and candidate solver S given some
realization of a task variable/solver parameter. Shown in the table are the xQ for varying
conditions. At point B, the mean reward of S is lower than ST’s, and the corresponding
variance is higher. This indicates that S provides a worse/less reliable policy compared
to ST, and so xQ < 1. But when r = 5 (i.e. rH � rL ¼ 5, the global reward range is
‘large’), the candidate solver is now only slightly worse than the trusted solver, so
xQ = 0.667. When r = 0.05, S is clearly much less capable than ST, and so xQ = 0.002.
At point C, the mean reward of S is now larger than that of ST, but S’s reward
distribution has a larger variance. For r = 5, S is only marginally better than ST, and so
xQ = 1.095. As the global reward range r decreases, the difference in capability
between S and ST increases, e.g. such that xQ = 1.995 at r = 0.005.

*

Fig. 6. xQ assessments on synthetic R = p(R∞) distributions for ST and S.
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4 Autonomous Donut Delivery Dispatch Experiment

An Amazon Mechanical Turk experiment was designed in order to investigate how xQ
and xO effect user behavior, if at all. In the experiment participants acted as ‘dispatch
supervisors’ for the ADT delivery problem described in Sect. 2. The hypothesis to be
tested is that users who are presented with self-confidence metrics will perform better in
the dispatch task, as measured by higher task scores. Of the two FaMSeC metrics
discussed above (xQ and xO), each is either ‘present’ or ‘absent’. Therefore the
experiment is a 2(xQ) � 2(xO) design, resulting in 4 conditions. Condition 1 is the
‘control’ where both xQ and xO are absent. In condition 2 xQ is present, in condition 3
xO is present, and in condition 4 both xQ and xO are present. A screenshot of a typical
task is shown in Fig. 7 (in the figure both xQ and xO are displayed indicating that this is
condition 4; other conditions had an identical layout with the applicable values
missing/present). Based on feedback from a pilot study, the numerical values for xQ and
xO were mapped to a 5 value Likert-type set of verbal descriptions ranging between
‘very bad’ and ‘very good’, to help users more easily grasp the scales when the two
different metrics are placed next to each other. Participants were paid a base rate of
$1.60 for completing the Human Intelligence Task (HIT), and were able to get a bonus
of up to $1.00 based on their performance. Pilot data indicated that this would be
equivalent to approximately $7–10/h. In practice the ‘Turkers’ were quite a bit faster
than those in the pilot study, and earned around $13/h. Source code for the experiment
is available on Github1. Generally, each participant must decide whether the autono-
mous delivery vehicle should attempt to make a delivery, or decline the delivery.
A successful delivery attempt results in +1 point, failure in −1 point, and declining a
delivery in −1/4 point. After being trained (and passing a quiz), participants are given a
randomized sequence of 43 different delivery scenarios with varying maps. A pool of
500 possible road-networks were generated with varying N (N = [8, 35]) and varying
transition probability (probability of traveling in the desired direction as opposed to a
different direction). The experiment set of 43 tasks is a subset of the pool of 500 road-
networks sampled in a pseudo random way over the xQ/xO space to avoid clustered
samples.

Initial Results and Discussion. Some preliminary data comparing the difference in
cumulative ‘total score’ is shown in Fig. 8. The total number of participants repre-
sented here is N = 255, with n = {63, 63, 64, 65} for conditions 1–4 respectively.
A two-way analysis of variance was conducted on the influence of two independent
variables (xQ and xO) on the participant’s total score. Two levels were included for xQ
and xO (‘present’ and ‘absent’). All effects were statistically significant at the 0.05
significance level. The main effect of xQ yielded an F ratio of F(1,251) = 107.9,
p < 0.001, indicating a significant difference between xQ ‘present’
M = � 1:63; SD ¼ 3:06ð Þ and ‘absent’ M ¼ �5:08; SD ¼ 3:61ð Þ conditions. The
main effect of xO yielded an F ratio of F(1,251) = 124.5, p < 0.001, indicating a
significant difference between xO ‘present’ M ¼ �1:51; SD ¼ 2:63ð Þ, and ‘absent’

1 https://github.com/COHRINT/SC_experiment.
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M ¼ �5:23; SD ¼ 3:82ð Þ conditions. The interaction effect was also significant,
F(1,251) = 26.4, p < 0.001. These results indicate that the participants were able to
recognize limitations of the UDT and make more appropriate dispatch decisions when
xQ and xO were present. However, post-hoc analysis is still needed to get a more
detailed understanding of the differences. At the end of the experiment participants
answered survey questions about their perception of the ADT, how much they trusted
the system, and how capable they thought it was. Our hypothesis is that the presence of
self-confidence metrics would also affect these responses, but these data are still being
analyzed.

Arguably the ‘Donut Delivery’ task is too simple to be interesting. There are a few
different reasons that it was chosen: (1) Using a more complex problem would intro-
duce too many confounding factors that could limit the possibility of accurately
observing effects of the FaMSeC metrics; (2) Having a simple task is desirable when
trying to run an experiment a large, diverse, group of non-experts; (3) If support for the
hypotheses were found in this experiment then more realistic, expensive, experiments
could be run in the future.

Fig. 7. Example screenshot from the Amazon Mechanical Turk experiment.

Fig. 8. Total score from each condition; red vertical lines indicate the sample mean.
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5 Conclusions

We have investigated how Factorized Machine Self-Confidence (FaMSeC) factors can
be implemented as algorithmic assurances to aid users of autonomous systems. Since
these factors provide meta-cognitive self-assessments of different aspects of decision-
making under uncertainty, reporting these factors can allow users to better task and use
autonomous systems. Preliminary findings from a human participant study indicated
that the reporting of two FaMSeC factors significantly improved users’ ability to
perform as a dispatch supervisors for the Donut Delivery task. Future work involves
further analyzing the experimental results to identify effects of FaMSeC factors on user
behavior and attitudes. Also, in condition 4 of the experiment the factors were pre-
sented separately; it would be interesting to investigate how those might be combined
into a single summary metric. Such a combination might become even more critical for
complex tasks or as other FaMSeC metrics are incorporated, since it may become
difficult for users to process many different metrics simultaneously. Finally, future
work will identify strategies for computing other FaMSeC factors for MDP-based
autonomy, as well as explore other contexts for computing and using FaMSeC.
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Abstract. Compared with traditional flower recognition methods, the existing
flower recognition applications on the market use advanced deep learning
technology to improve the accuracy of plant recognition and solve the problem
of plant recognition. The article studied the five applications that users com-
monly use, comparing and analyzing their recognition accuracy, and finally
putting forward the feasibility advice for further improvement of flower
recognition applications. The method of sampling survey was adopted, this
paper divides the garden flowers and wild flowers into different levels according
to their common degrees. Each type of flower was shot from 5 different angles
and scenes, and recognized by these five applications separately. The results
showed that the rankings of the five applications evaluated were Hua Bangzhu,
Hua Banlv, Xing Se, Microsoft’s Flower Recognition, and Find Flower
Recognition. At pre-sent, it is necessary to continuously improve from the
aspects of technology, products and plant libraries.

Keywords: Convolutional neural network � Deep learning �
Flower recognition � Accuracy

1 Introduction

Plant identification is one of the Botany research foundation technology, traditional
plant identification method mainly through artificial sampling and contrast, inefficient
and unable to popularize the public [1]. With the advent of Big data, the deep con-
volutional neural network has more complex network structure and the more powerful
features learning ability and expression ability, because of its highly parallel processing
ability, adaptive ability, more advantages of the fault-tolerant rate [2]. Developers will
be introduced in the field of plant identification, greatly improve the efficiency of the
plant identification [3]. Through machine learning method, the definition of image
features of massive plant images is completed, and the features such as color, texture,
shape and connected components are extracted for clustering analysis [4]. With this as
the technical support, the application of flower recognition that is easy for users to use
is developed, so as to solve the accuracy of plant recognition [5].

Deep learning concept put forward by Hinton and others in 2006, is a deep network
structure of the artificial intelligence algorithm [6]. At present, there are many flower
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recognition applications in the market, all of which use the deep learning technology
based on convolutional neural network [7]. In this paper, the well-known flower
recognition applications, such as Hua Bangzhu, Hua Banlv, Xing Se, Microsoft’s
Flower Recognition, and Find Flower Recognition, are selected to verify the recog-
nition rate [8].

Find Flower Recognition can identify thousands of common flower plants. Hua
Bangzhu and Hua Banlv are products developed by the same company, but the two
products have different target groups. Hua Bangzhu is a platform for flower growers to
communicate and interact. Hua Banlv has a powerful photo recognition function, is an
intelligent flower identification sharps. At present, it has been able to identify nearly
3,000 genera and 5,000 species of wild and cultivated plants in China, almost covering
common flowers and trees around. Microsoft flower recognition can currently identify
400 kinds of common flower varieties in urban greening and parks in China, and
because of the development of the function of identifying common daily objects, it has
a certain impact on the accuracy of flower recognition. Shape and color can currently
identify more than 4,000 species of plants [9].

In this paper, through the study of the five applications with the most users, the
analysis accuracy is compared and analyzed. The SPSS analysis software is used for
data statistics and analysis, and finally the feasible suggestions for the further
improvement of the flower identification application are proposed.

2 Materials and Methods

In this study, the sampling survey method was used to compare and analyze the
recognition accuracy of these five flowers recognition applications. According to the
common degree, the common, common and uncommon plants of garden plants and
wild plants were investigated. 15 plants were selected as the research objects. The
survey conducted in-depth excavation and analysis of user identification scenarios.
Each plant randomly selected five different angles and different scenes for recognition
(Fig. 1), and excluded interferences, all using clear flower maps of plants.

Fig. 1. Research content of flowers within the project
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The five applications sequentially identify the selected plants, and score the
accuracy according to the recognition results, and scores from 0 to 5 in the order of the
answers (Fig. 2). Find Flower Recognition, Hua Bangzhu, and Microsoft’s Flower
Recognition all provide 5 answers, so the scores correspond to 0 points (no result), 1
point (recognition result 5), 2 points (recognition result 4), 3 points (recognition result
3), 4 points (recognition result 2), 5 points (recognition result 1); Hua Banlv provides 1
answer, so the score corresponds to 0 (no result), 5 points (have results); Xing Se
provides 1 to 3 answers, so the scores correspond to 0 points (no result), 1 point
(recognition result 3), 3 points (recognition result 2), and 5 points (recognition result 1).
The total scores of garden plants and wild plants totaled 1125 points.

This study used these five applications to identify plants, and finally scored the
recognition results, using SPSS analysis software for data statistics and analysis. The
statistical methods involved include Reliability and Validity analysis, Nonparametric
tests.

3 Results and Discussion

3.1 Reliability and Validity

This study used Cronbach’s a coefficient to test the reliability of the survey. Usually the
value of Cronbach’s a coefficient is between 0 and 1. If it is greater than 0.70, it
indicates that the survey has good index reliability.

The results of the analysis showed that the Cronbach’s a coefficients of Find
Flower, Hua Bangzhu, Microsoft’s flower, Hua Banlv, and Xing Se were 0.967, 0.931,
0.958, 0.783, and 0.846, respectively. It shows that the experiment has high credibility
and internal consistency for the investigation of each APP, and has very good reliability
and stability.

In this study, the construct validity of the experiment was tested by KMO and
Bartlett spherical test. The KMO value was greater than 0.70 and the Bartlett spherical
test was less than 0.50, indicating that the survey had good validity. The results of the
analysis showed that the KMO values of Find Flower Recognition, Hua Bangzhu,
Microsoft’s Flower Recognition, Hua Banlv, and Xing Se were 0.905, 0.871, 0.890,
0.729, and 0.819, all of which were greater than 0.70; the Bartlett spherical test had a p-
value of 0.000. Rejecting the null hypothesis indicates that the experiment is effective.

Fig. 2. The score of the five flower recognition applications
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3.2 Nonparametric Tests

The survey data does not follow the normal distribution, so this paper uses the non-
parametric test Kruskal-Wallis H test and chart for comparative analysis. The essence
of the Kruskal-Wallis H test is to test whether there is a significant difference in the
overall recognition rate distribution among multiple applications and between multiple
plant species under the premise of the same plant; the chart uses a histogram, a stacked
map, a pie chart to The form of the statistical total score is comparatively analyzed, and
the total score is high, indicating that the recognition rate is high; on the contrary, the
recognition rate is low.

The Kruskal-Wallis H test of the nonparametric test was used to analyze the sig-
nificant differences between the five applications (see Table 1); and the five applica-
tions were used to count the total scores of the different angles of each plant and plotted
as columns (Fig. 3). It can be concluded that Hua Bangzhu, Hua Banlv, Xing Se and
Find � Flower Recognition, Microsoft’s Flower Recognition, and the asymptotic sig-
nificance are all 0.000, rejecting the null hypothesis. Through the histogram, it can be
seen that the first three are about 1.5 to 2 times of the latter two, which has obvious
advantages in correct rate.

In the research process, the recognition rate of the two applications of Hua Bangzhu
and Hua Banlv is higher than that of the other three. On the one hand, there is a plant
photo support of the Chinese plant image library, and on the other hand, the identifi-
cation data generated by the user identification exchange is greatly improved. Its
recognition rate. There is no significant difference between Xing Se and the top two,
and it has a good recognition rate. It provides maps of plant attractions, and relies on
user-provided plant pictures and supplements of expert identification to generate data,
which improves the interaction between users and products. Achieving the goal of
browsing the global selection of flower-seeking sites without leaving home, but
because it will check the plant library through user feedback, the recognition rate has
decreased. The lower total score was Find Flower Recognition and Microsoft’s Flower
Recognition, and the asymptotic p value of the two was 0.442, the difference was not
significant. Among them, Microsoft’s Flower Recognition relies on its own techno-
logical advantages to develop a proprietary identification model, and includes 400

Table 1. Analysis of the difference significance in the application for recognizing five types of
flowers

APP Hua
Bangzhu

Microsoft’s Flower
Recognition

Hua
Banlv

Xing
Se

Find � Flower
Recognition

0.000 0.442 0.000 0.000

Hua Bangzhu 0.000 0.068 0.058
Microsoft’s Flower
Recognition

0.000 0.000

Ilua Banlv 0.434
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kinds of horticultural flowers in the system. The answer of this application provides
higher credibility, thanks to its strong technical support, but its identification. The range
is small, resulting in low recognition rate; the recognition rate of Find Flower
Recognition is the lowest, the first is that its recognition range is small, the second is
that its recognition model is not in training, the technology is not strong enough,
resulting in low plant recognition rate. (p > 0.05, indicating that the difference is not
significant; 0.01 < p < 0.05 means significant difference; p < 0.01 means that the
difference is extremely significant).

3.3 Plant Category Test

Through the comparative analysis of garden plants and wild plants, we can further
understand the difference between the five applications for the overall recognition rate
of plants (see Table 2).

The recognition accuracy of these five applications for garden plants and wild
plants is asymptotically p-value of 0.723, indicating that there is no significant dif-
ference. The pie chart shows that the six groups of data are close to equal (Fig. 4). But
each of the gardens, the species of the species are slightly higher than the total score of
the wild, and the recognition rates of the common plants in the garden and the common
plants in the wild have obvious differences, and the phase difference value is nearly 400
points. The data shows that these five applications are better at the recognition rate of

Fig. 3. Total score histogram of the five flower recognition applications

Table 2. Analysis of difference significance in plant categories

Plant category Overall The common Common Uncommon

Garden vs wild 0.723 0.000 0.057 0.110
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garden plants, depending on the majority of the user community’s range of activities in
the garden.

3.4 Internal Inspection of Flower Application

Through the identification and comparison of garden plants and wild plants in each
application, the specific identification tendency of the application can be known (see
Table 3).

The results showed that the asymptotic Sig values of the garden plant recognition
rate and the wild plant recognition rate of Find Flower Recognition and Microsoft’s
Flower Recognition application were both 0.000, less than the significance level of
0.05, and the cumulative score of the garden plants was found to be approximately It is
twice as large as wild plants (Fig. 5).

Fig. 4. Total score of plant samples

Table 3. Analysis of difference between garden plants and wild plants in five flower recognition
applications

APP Find � Flower
Recognition

Hua
Bangzhu

Microsoft’s
Flower
Recognition

Hua
Banlv

Xing
Se

Garden vs wild
(overall)

0.000 0.893 0.000 0.486 0.320

Garden vs wild
(the common)

0.001 0.489 0.014 0.389 0.199

Garden vs wild
(common)

0.043 0.859 0.017 0.878 0.572

Garden vs wild
(uncommon)

0.035 0.681 0.019 0.097 1.000
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At the same time, the asymptotic Sig values of common, common and uncommon
categories of gardens and wild plants in these two applications are less than 0.05,
indicating a very significant difference. The pie chart visually reflects the proportion of
common, common and uncommon samples between garden plants and wild plants
(Fig. 6). It can be found that the recognition rate of garden plants in these two
applications is higher than that of wild plants. Degree level. Therefore, these two
applications focus on the storage of garden plants, and the recognition rate has a lot of
room for improvement.

Fig. 5. Stacking of garden plants and wild plants of five flower recognition applications

Fig. 6. Different levels of the total pie chart of Find � Flower and Microsoft’s Flower
Recognition
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The asymptotic Sig values of the three applications of flower lord, flower com-
panion and color are all greater than 0.05, indicating no significant difference. The total
score of garden plants is slightly higher than the total score of wild plants, according to
the common degree of plants, flowers Each common level of the helper’s score is
around 350, close to full marks; the scores of flower mate and color are around 300.
These three applications should comprehensively develop the identification of garden
plants and wild plants, and should continue to work hard to maximize the recognition
rate.

4 Conclusion

Through the evaluation and comparison of the identification rate of five flower
recognition applications, the paper analyzes that they should learn from each other’s
strengths, and improve from the aspects of technology, products, plant libraries, etc.
Improve the accuracy of flower recognition and reduce the difficulty of flower
recognition.

Artificial intelligence is not mature enough. To improve the recognition accuracy of
literacy applications, new technologies and algorithms should be explored to improve
existing identification models. For example, the extraction methods of image features
such as color, texture, shape and connected components are more refined, and unique
algorithms are developed for the field of plant identification. The existing ideas are
extended to innovate existing machine training models to find deep learning based on
convolutional neural networks. A new way out of technology.

The mature applications currently on the market are distributed in the fields of
socialization, e-commerce, etc., and the application of literacy can learn from their
advantages. It is difficult to maintain long-term data by relying on their own data. Only
by letting users participate, it can save a lot of manpower by UGC operation. Material
resources and greatly improve the accuracy of plant identification. Because of the large
user base and the strong communication function, the flower lord has the highest
recognition rate; the shape color provides a powerful plant navigation map because it
provides users with the function of uploading while recognizing.

After investigation and data analysis, it is found that the application of literacy is
not mature enough. The identifiable plant varieties are still at the level of domestic
garden plants and common plants. It is difficult to identify specific varieties, and the
recognition rate is not accurate enough. Knowledge-based applications should con-
stantly improve their own recognition algorithms, increase plant stocks, especially wild
plants, expand the breadth and depth of plant varieties, and achieve more accurate
identification.
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Abstract. The paper suggests that a variety of newly emerged/emerging
journalistic forms have enriched online media content. The authors define these
as innovative textual, audio, pictorial, and/or video techniques for presenting
journalistic production. By examining digital content across both desktop and
mobile-based platforms of media organisations, the authors identify 15 ‘hybrid’
and 9 ‘genuine’ new content forms and suggest a draft table-format map for their
classification.
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1 Introduction

Technological innovations have deeply changed the way media industry works.
‘Cultural software’ has become increasingly popular and the number of information
and knowledge-sharing tools and services has been constantly growing [1]. Current
studies see the resulting changes within the media ecosystem in this regard along
various lines, e.g.: the influence of new technologies on society from a philosophical
point of view [1–5]; on the media sector and the ‘new newsroom’ in particular [1, 6–
13]; the essential features of new media [1, 7, 14]; the new types of journalism [15, 16];
the convergent culture [4]; media and journalism education [17]. Summarising those
trends, Mitchelstein et al. [18] managed to identify five key research streams regarding
21-century online news production: the context of online news production; the pro-
cesses of innovation in online journalism; online news production practices; profes-
sional and occupational matters of online news production; and the user as a content
producer.

In this paper, we suggest that the introduction of cultural software in the field of
media industry catalyses the creation and development of new forms of journalistic
content. While leaving conventional media genre classifications aside, we suggest
defining these ‘new forms’ as distinct and specific textual, audio, pictorial, and/or video
techniques for presenting journalistic production. Essentially, we consider the use of
such new forms equally a technological innovation, creative act, and business model.

© Springer Nature Switzerland AG 2020
T. Ahram (Ed.): AHFE 2019, AISC 965, pp. 233–238, 2020.
https://doi.org/10.1007/978-3-030-20454-9_23

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20454-9_23&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20454-9_23&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20454-9_23&amp;domain=pdf
https://doi.org/10.1007/978-3-030-20454-9_23


2 Research Approach and Methodology

Whereas research interest regarding media content contexts, innovation in the sphere of
media and journalism, and especially regarding innovative news production practices
has been growing, the amount of available studies is insufficient, and the suggested
identifications and classifications are often quite fragmented – or lacking altogether.
Another problem is the notable lack of expert reports. The ones that we managed to
trace were predominantly training-oriented materials focused on software used for the
production of specific types of media content (e.g., timelines, story maps, infograph-
ics). We discovered few publications dealing with the features of new media content
forms; however, a significant number of those were self-advertising materials of media
outlets already using the new forms in question [19].

Bearing these lacunae in mind, for the current study we observed an analysed the
mobile and desktop-based platforms of some traditional media brands (newspapers,
radio and television stations), and of new media outlets without traditional analogues.
We examined the mobile and desktop versions of the respective websites separately.
All observations and analyses were completed between April 2017 and October 2018.
For the sake of keeping a clearer focus, we decided to leave aside the social profiles of
our media outlets available on platforms owned by other companies (such as Twitter,
Instagram, Facebook). We used both qualitative and quantitative methods. The research
went through the following phases:

Phase 1. Gathering of empirical data; selection and analysis of relevant academic
and expert studies.
Phase 2. Observation and description of the content in research and news media
platforms, including over 50 websites (media labs, major news providers, expert
blogs, social media profiles).
Phase 3. Content analysis of expert and journalistic publications related to new
media forms.
Phase 4. Case studies.
Phase 5. In-depth interviews with 10 Bulgarian media experts.

The mapping of new media content forms followed the gathering and analysis of a
variety of empirical data: we collected over 600 information items coming from diverse
traditional news and social media, both desktop and mobile-based platforms. We
looked for answers to the following research questions: (1) what is the result of the
journalistic uses of cultural software as regards media content? (2) What is the pre-
dominant type of new media narratives – textual, pictorial, or audiovisual? (3) What
should be the logic behind the mapping of the new media narrative?

3 Findings

Regarding (1) content, our observations and analysis show that digital media forms can
contain text, static visual imagery, dynamic visual imagery, audio, video, or a mix of
textual and audiovisual content. Second, as regards the (2) level of technological
innovation, these forms can be either ‘hybrid’ (i.e., innovative content transmitted via
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traditional technological means) or ‘genuine new’ forms (i.e., new types of content
transmitted via new technological means). The intersection of these classification cri-
teria (content, level of technological innovation) allows for laying out a tentative map
of a variety of new journalistic forms.

Based on our empirical data analysis, we managed to identify and categorize 15
hybrid and 9 genuine new media forms (see Table 1 below). Further on, for each one of
these we followed a uniform structure of subsequent in-depth analysis: (1) definition,
(2) general description, (3) case studies, (4) available tools.

Expectedly, we identified a bigger number of audio, pictorial, and video media
forms. We classified as ‘hybrids’ infographics, vertical pictures, square pictures, sli-
deshows, satellite pictures, memes, drone pictures, 3D radio broadcasts, podcasts,
audio slideshows, vertical videos, video infographics, and drone videos; respectively,
story maps, timelines, 360-degree photos, 3D images, time lapses, visual radio
broadcasts, 360-degree videos, virtual reality, and augmented reality fall into the
‘genuine new forms’ category:

This multitude of forms testifies well to the trend that access to technological
innovation has enriched the journalistic practices for the production of media content.
Media brands invest resources and effort into various ways of presenting information.
However, the use of ‘cultural software’ does not appear to be an end in itself, but stands
in line with the respective topic in order to provide for an accurate and improved
presentation of the key content elements. We found substantial evidence that 360-
degree videos, for example, allow for attention-catching presentations of otherwise
uninteresting stories [20]; catching the exact meaning and the underlying emotion of

Table 1. Digital media content draft map (2018).

Type of content Level of technological innovation

Hybrid forms Genuine new forms
Text Long read

Notification content
(n/a)

Static imagery Infographics
Vertical picture Story map
Square pictures Timeline
Slideshow 360-degree picture
Satellite photo 3D picture
Meme Time lapse
Drone photo

Audio 3D radio
Podcast
Audio slideshow

Visual radio

Video Vertical video 360-degree video
Video infographics VR (virtual reality)
Drone video AR (augmented reality)

Mapping Digital Media Content 235



news turns out to be a key function in this regard. According to professionals in the
field, even raw 360-degree materials are far more compelling than conventional video
footage [20]. As well, we noticed that linear and static video presentations do not attract
new audiences due the low level of interactive content and their inability to put the user
at the centre of action, i.e., to give them a 360-degree perspective. As well, the
interaction of new technology and journalism adds substantial information value to the
topic presented. Digital storytelling or the ‘recreation’ of a given event visualises
factual content, and multimedia approaches change the way of perceiving information.
Thus, the new forms of digital content allow for the creation of audiovisual simulations
of alternative environments, where users can look and/or move in all directions.
Technology has even made an additional further step, as evident from our descriptions
of practices for the production of mixed-reality content: three-dimensional visualisa-
tions of real objects combined with augmented-reality objects presented physically in
real-environment conditions. In sum, the key phrases describing this use of new
technology in the process of media content production could be, e.g., content inter-
action, strengthening the realistic side of media content, added content value, mixed-
reality content, new ways of content perception, stronger perceptions of physical space,
content of higher information capacity, upgraded content, etc.

Our in-depth interviews helped us to verify these findings. Generally, our
respondents think that technological changes have deep effects both on journalism in
terms of professional qualification, as well as on the content, production, and ways of
use of media products. The greatest challenges in this regard arise from the increased
tempo and amount of work, the huge number of potential sources of information, the
increasing variety of technical skills required for successful employment, the higher
demand for video content, the need for ever better visualisations and multimedia
products. Bulgarian media follow these general trends, albeit with some delay. As
regards the quality of media content, the lag is more significant: visualisations are
dominated by conventional photographs and videos, followed by infographics as a very
popular presentation format; longreads, vertical, square, and 360-degree photos and
videos are also well known to Bulgarian professionals. On the other hand, VR and AR
are far less known and, respectively, rarely used. However, our interviewees empha-
sised that new technologies are merely a tool of journalism, the core values of which
remain relatively stable, and their use cannot and does not guarantee the better quality
of journalistic content.

4 Conclusions

Our findings confirm that there is a steady growth in the number and range of practices
for the creation of media content in convergent media environment. Cultural software
and technological innovations have changed the way of telling and presenting digital
narratives. As a result, content-related journalistic practices have been re-defined to
include the various ways of gathering information as well as the processes of creation,
dissemination, and use of media products.

While a number of studies claim that video content has taken the lead and,
accordingly, media companies should follow this general trend, our observations show
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that many serious media outlets have not been ‘infected’ by the ‘video virus’ to the
extent of rejecting predominantly text-based forms. We found many examples of high-
quality content with excellent multimedia presentations of the corresponding narrative.
Established media brands, such as the New York Times, Guardian, BBC, Telegraph,
Washington Post, National Geographic, Wall Street Journal, CNN, Reuters, USA
Today, Associated Press, Spiegel, San Francisco Chronicle, and many others,
demonstrate concepts for content which is both innovative and elite. Such brands
indeed set up various basic norms regarding today’s digital media formats – without
neglecting the traditional principles of quality journalism at the same time.

The in-depth expert interviews confirmed our hypothesis that new technologies
deeply influence the media system as a whole, especially as regards the impact of media
texts, the growing potential of live broadcasting and data journalism, the enabling of
convergence of content forms characteristic of different types of media. The intervie-
wees also turned our attention to some emerging new content forms, such as satellite
photos and time-lapses.

In general, text remains an important information vehicle, yet probably steps aside
as the core construction element of media content. We ran across a number of cases of
multimedia content where textual, pictorial, audio, and video elements could all
function as autonomous vehicles of information. Multimedia stories remain valuable
even when users can interact with one or few of their elements.

New media forms demonstrate a higher engagement impact on the digital beha-
viour of audiences. It is the digital behaviour of audiences that defines the strategic
decisions regarding the specific profile and preferred types of media content. As a rule,
today’s audiences are active, and this has changed the understanding of how they can
be involved in the media process. Users today employ a variety of devices to access
online news, social networks, or corporate websites. The ways in which they find and
interact with media products, as well as the technological means used for the creation
and dissemination these products, are different – hence the differences in content
designed for mobile and desktop-based platforms. In the case of mobile videos, for
example, vertical formats have been trending due to the hardware specifics of mobile
cameras and displays.

New media content offers new types of experience to users. Compared to traditional
ones, new content forms allow for much higher degrees of empathy, as well as more
realistic sensual perceptions. Technological innovations enable users to reach the inside
core of the story, and even to ‘replay’ it in different reality formats. It is the story’s
context that determines the most appropriate forms for its media presentation.

New content forms add value to media brands. We consider content innovations to
be an element of convergent business models. Content-based business models evolve
around the idea of new content forms and rely on the changed paradigm of audiences as
active participants in the media process. Content innovations contribute to the for-
mation of loyal audiences around media brands.

We think our findings and draft map of new media content will be of benefit to
media organisations, journalists, media experts, and university teachers and students in
the field of media and journalism. As well, we look forward to discussing the classi-
fication criteria for digital media content mapping, the new content forms identified
above, and the future of media production in general.
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Abstract. This paper explores five social media’s media ecological location in
the social user through niche analysis of five key SNS services (Facebook,
Instagram, YouTube, Pinterest, and Twitter). Based on the results of 224 SNS
user’s questionnaire, factor analysis was carried out to extract five common
factors of relationship, sociality, convenience, routine, and entertainment. The
results of the niche analysis showed that Facebook had the widest niche in
sociality (.627) and convenience (.636), and YouTube showed the widest niche
in routine (.670) and entertainment (.615). For relationship (.520), Instagram had
the widest niche. In terms of five factors, Facebook and YouTube have the
greatest overlap in relationship (1.826) and sociality (2.696), while Pinterest and
Twitter had the biggest overlap in routine (1.937); entertainment (2.263) and
convenience (2.583). Besides, YouTube and Twitter had the most over-
lap. Facebook, Instagram, and YouTube had a competitive advantage over
Pinterest in terms of all factors.

Keywords: Social media � Niche breadth � Niche overlap �
Competitive superiority

1 Introduction

The technological progress of the media has come to a multimodal environment in
which various media coexist. Especially, with the advent of social media such as
Facebook, Twitter, and Instagram, their use and dependency are increasing, resulting in
a different phase of the media environment.

This change in media convergence has increased the number of media in terms of
quantity, and it has changed the structure of media in terms of quality. Today, along with
the rapid development of the Internet, the paradigm of media environment and com-
munication is changing in various ways and changing the usage pattern of users. Due to
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the popularization of the Internet and the development of web technologies, network
functions are expanding and communication and information sharing among people is
accelerating due to the emergence and development of various social network services
(SNS). Therefore, competition among media around service users is intensifying.

In this study, we use niche theory as the theoretical tool to analyze the user niche
and compare the differences of the new media with similar characteristics for Facebook,
Instagram, YouTube, Pinterest, and Twitter. Therefore, we try to analyze the com-
petitive relationship of services with similar characteristics according to user utilization
through niche theory.

Existing studies have paid attention to the usage motivation and adoption variables,
but this study differs from such studies in that it focused on users’ psychological factors
such as utilization satisfaction and characteristics of social media and compared the
competitive relationship between similar services.

2 Theories Background

2.1 Social Media Usage and Features

Social Media Usage. Social media is evolving into media in which various forms of
content are created and shared by users. Social media is based on social networks.
Social media has the characteristics of users’ voluntarily participation, information
sharing, and content creation. Competition has been gaining momentum as the
fir0073t-generation social media, Facebook, and recently, Instagram, Snapchat, and
other latecomers have experienced increases in usage rates. According to recent
statistics from STATISTA [1], the number of social media users worldwide is projected
to grow by 7.9% year-on-year to 2.46 billion in 2017, an annual average rate of 5.3%,
and reaching 3 billion by 2021.

Social Media Features. In general, social media or SNS refers to the services that
enable exchange and sharing of information and opinions on an online network. Boyd
and Ellison [2] describe SNS as “a web-based service where public or semi-public
profile information is created within a confined system, linked it with others, allowing
the user to see the information created by others within the system”. In short, they define
the SNS in terms of its characteristics of the creation of information through voluntary
participation of individuals, networking, and network. No [3] standardize SNS as a
social media concept in the media domain, presenting networking and information
sharing between people, self-expression and voluntary participation, and the possibility
of expansion to new areas of SNS. Based on the Web 2.0 paradigm, social media has
characteristics of participation, openness, dialogue, and community [4].

Since being created in 2004 Facebook has become a representative SNS which has
the largest number of users after making itself available to use for all people over the
age of 13 with an email address. One of the symbols of Facebook is the ‘Like’ button,
which plays a big role in forming a consensus. Twitter is defined as social network
service or microblogging service. But Seol [5] describes twitter not as a completely
new SNS, but a new modified SNS that absorbs the strengths of existing blogs, SMS,
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messenger, and community, and is a media which strengthens ‘user’s choice’, allowing
users to filter only the stories that are relevant and the wanting to hear to communicate
based on them.

Instagram’ is a social network service that shares photos and videos more than text.
The user is able to edit pictures according to taste and purpose, and it is easy to share it
with others compared to SNS like Facebook. And YouTube is the UGC platform with
the most users in the world. YouTube has evolved into a service that allows users to
easily upload videos via the Internet and share them with others. Besides, Pinterest is a
combination of pins used to fix objects on the wall and interest. It is an image-based
social network service where images of individual interest are posted and are shared
with friends in association with other SNS sites.

2.2 Applying the Niche Theory in the Usage Status of Social Media

Applied to the Niche Theory and Media’s Niche Research. The niche theory began
from the ecological theory that individual units apply to the given environment for their
survival [6]. This theory pays attention to the “population-to-population competition”
that occurs when a new population enters a limited space in which a particular pop-
ulation resides, as the new population also tries to consume the resources consumed by
the existing population. Eventually, the theory explains the two groups form a com-
plementary relationship and coexist or are replaced by a competitively superior pop-
ulation depending on the degree of competition.

The niche theory has also been applied to media research and has become a useful
framework for analyzing the competition between media. Each media industry depends
on limited resources, such as organisms in the environment. If multiple media depend on
the same resources, the competition for survival among media becomes intense. In this
process, media with superior resource acquisition replace inferior media, Strategic
function differentiation creates a complementary relationship between the two media [7].

Applied tomedia studies, niche theory has become a useful analytical tool in studying
the competition between media [8, p. 29]. Like organisms in the natural environment,
each media survives on limited resources. When multiple media rely on the same
resources, the competition for survival aggravates, through which process the superior
media replace the inferior one or form a complementary relationship as a particular media
diversifies its functions [7].

Also, niche theory presents “user satisfaction, satisfaction opportunity, user pur-
chases, media use time, media content, and advertising costs” as the resources that media
try to acquire through competition [8, p. 29]. That is, media compete with each other in
order to secure user satisfaction, time and cost users pay, content to attract users, and
advertising costs. Empirical studies analyzing media competition on the basis of niche
theory have mainly been conducted for a share of advertising expenditure, media con-
tents, and user satisfaction. User satisfaction is largely divided into ‘acquired satisfac-
tion’ and ‘satisfaction opportunity’, where the former means satisfaction obtained by
using specific media [8, p. 30]. On the other hand, the opportunity to meet means the
convenience associated with the use of “whether media users can use specific media at
specific places or times” [8, p. 31]. For user satisfaction, media competition can be
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explained by the concept of “functional alternative” proposed by the use and satisfaction
theory [9, p. 175]. However, it is difficult to explain the competitive advantage that media
with similar satisfaction levels have in each sub-dimension.

On the other hand, the theory of niche has the advantage of allowing the researcher
to grasp the relative superiority among the comparative media in various sub-
dimensions in the ability to satisfy users through the core concepts of niche breadth,
niche overlap and competitive superiority [10, 11]. Therefore, in this study, we apply
the niche theory to five social media of Facebook, Instagram, YouTube, Pinterest and
Twitter.to ultimately determine the competitive advantage of each social media.

2.3 Niche Breadth, Niche Overlap and Competitive Superiority

Niche Breadth. The niche breadth refers to the relationship of resources and popu-
lations within a community [7]. In a spatial sense, the niche width is the size of a
specific region formed along a specific resource dimension or axis [8]. Thus, the
relative width is a measure of the population locality [12]. Figure 1 is a formula for
calculating the niche width.

Niche Overlap. Niche overlap refers to the degree of similarity among populations in
resource utilization patterns, i.e., the extent to which they depend on a common
resource [8, p. 37]. In other words, niche overlap is a concept that shows the degree of
competition between media. As the niche overlap increases, the resources utilized by
the two media become similar to each other, leading to a competitive relation-
ship. Niche overlap is considered an indicator of the possibility to complement of a
substitute; in user satisfaction, niche overlap would refer to the functional similarity
between media objects of comparison [8, p. 80]. Figure 2 below is a formula for
calculating the niche overlap.

Fig. 1. Niche breadth calculation formula
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Competitive Superiority. Competitive superiority is a measure of the ability to
identify which of the two media is in a superior position in resource utilization [8, p. 80].
The core concepts proposed by the niche theory are niche overlap and competitive
superiority. This is an analytical tool that helps to grasp the rivalry between the media,
helping to identify whether the comparative media is in a competitive or competitive
substitution relationship through niche overlap and competitive advantage [13, p. 107].
Competitive superiority is calculated using the formula shown in Fig. 3 below.

Fig. 2. Niche overlap calculation formulas

Fig. 3. Competitive superiority calculation formulas
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3 Research Problems and Methods

3.1 Research Problems

This study analyzes the competitive relationship between Facebook, Instagram, You-
Tube, Pinterest and Twitter, and compares their competitiveness. We hope to focus on
the niche theory to clarify the use conditions of Facebook, Instagram, YouTube,
Pinterest, and Twitter, and analyze the difference.

In order to examine the competition among services in terms of user satisfaction by
applying the formula of the niche theory, it is necessary to derive the common satis-
faction factors for new media Facebook, Instagram, YouTube, Pinterest, and Twitter.
Therefore, the following research problems were set up in this study.

Research Questions 1. What are the user’s satisfaction factors in the use of Face-
book, Instagram, YouTube, Pinterest, and Twitter?

Research Issues 2. What are the niche breadths, the niche overlap, and the com-
petitive superiority in the use of Facebook, Instagram, YouTube, Pinterest, and Twitter?

Research Issues 3. What are the features of the competition between Facebook,
Instagram, YouTube, Pinterest, and Twitter?

3.2 Method

Collecting Data. Survey was used as the data collection method for this study. From
November 7th to November 14th, 2017, 10 questionnaires were distributed to all stu-
dents of Sungkyunkwan University graduate school Communication Statistical Analysis
course, and questionnaires were distributed to a total of 224 subjects. This study
includes the social media of Facebook, Instagram, YouTube, Pinterest, and Twitter.

Factor Analysis and Reliability Verification for Each SNS. In order to use niche
equation to investigate the competitiveness of Facebook, Instagram, YouTube, Pin-
terest and Twitter, we first extracted factors for each social media. Extracted factors
were named relationship, sociality, convenience, routine, and entertainment according
to previous existing studies on the characteristics of SNS.
The reliability coefficient for all factors is shows that, all, except for YouTube’s routine
and Facebook’s recreation, have a satisfactory level of reliability with .6 directors.

4 Result

4.1 Niche Breadth Analysis

In this study, we applied the niche breadth formula to find the niche breadth of
Facebook, Instagram, YouTube, Twitter, and Twitter for relationship, sociality, con-
venience, routine, and Entertainment. The results are shown in Table 1 below.
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Facebook showed a niche breadth from .478 to .636. Among the factors, the factors
that showed the smallest breadth were convenience, followed by sociality, entertain-
ment, and routine. Next, Instagram showed a niche breadth from .448 to .606. Just like
Facebook, it showed the biggest niche breadth for convenience. YouTube showed a
niche breadth from .452 to .670, and had relatively high niche breadth for all factors, of
which routine was the highest. Pinterest showed a niche breadth from .248 to .360, and
Twitter showed a small width from .310 to .470, showing relatively small niche
breadths compared to other SNS.

Overall, Facebook has the biggest niche breadth, followed by YouTube, Instagram,
Twitter, and Pinterest. For relationship, the Instagram showed the smallest breadth,
Facebook showed the smallest in sociality and convenience, and YouTube showed the
smallest breadth in daily and entertainment.

4.2 Niche Overlap Analysis

In the study of the media industry, the niche overlap is an indicator of the similarity
between two media when it comes to resource utilization. The closer the value of niche
overlap is to 0, the higher the similarity of resource utilization between the two media.
Therefore, in this study, we applied a formula to find the niche overlap, and found the
niche overlap between Facebook, Instagram, YouTube, Twitter, and Twitter in rela-
tionship, sociality, convenience, routine, and Entertainment as shown in Table 2 below.

In terms of respective factors, the niche overlap of Facebook and YouTube (1.826)
was the highest for relationship, followed by the niche overlap of YouTube and Twitter
(1.933). Conversely, it was found that the niche overlap of Facebook and Pinterest
(2.730) and Instagram and Pinterest (2.956) were the lowest. In terms of Sociality, the
niche overlap of Facebook and YouTube (2.696) was the highest, followed by Insta-
gram and YouTube (2.821). The two groups with the lowest niche overlap are You-
Tube and Pinterest (3.641), Facebook and Pinterest (3.878). In terms of convenience,
YouTube and Twitter (2.853) had the highest niche overlap, followed by Facebook and
Instagram (2.756). On the other hand, Facebook and Pinterest (4.218), Instagram and
Pinterest (4.263) showed the lowest niche overlap.

Table 1. Niche breadth of 5 SNS

Distinction Relationship Sociality Convenience Routine Entertainment

Facebook .478 (2) .627 (1) .636 (1) .518 (2) .559 (2)

Instagram .520 (1) .448 (3) .606 (2) .505 (3) .553 (3)
YouTube .452 (3) .617 (2) .587 (3) .670 (1) .615 (1)

Pinterest .256 (5) .254 (5) .360 (5) .340 (5) .248 (5)
Twitter .344 (4) .310 (4) .469 (4) .470 (4) .348 (4)

Note: 0 = maximum niche breadth, 1 = minimum niche breadth, and ( ) is the rank of
the niche breadth among media by the factor.
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The two SNSs with the highest niche overlap in terms of routine were Pinterest and
Twitter (1.937), and YouTube and Twitter (2.392) were second. On the other hand,
Facebook and Pinterest (3.758), Facebook and YouTube (3.765) had the lowest
rankings. Finally, in entertainment, we can see that the niche overlap of the Pinterest
and Twitter (2.263) is the highest as usual, followed by the niche overlap of the
Instagram and Twitter (2.363). Also, SNSs with the lowest number of duplicates are
Facebook, Instagram (4.140), Facebook and YouTube (4.748). Overall, it is YouTube
that showed the highest niche overlap among the five SNSs, while the SNS with lowest
niche overlap was the Pinterest.

4.3 Competitive Superiority Analysis

Competitive superiority measures which SNSs are more competitive among the various
SNSs that are in a competitive relationship with limited resources. In terms of satis-
faction, competitive superiority includes the degree and direction of the competitive
superiority of a particular SNS. For each sub-dimension, it sums up values where one
SNS is greater than another SNS, the average of which is then compared. We also
conducted a corresponding sample T-test to verify whether the mean of the two SNSs is
really significant. Therefore, this study calculated the comparative superiority of the
relationship, sociality, convenience, routine, and entertainment for five SNSs of
Facebook, Instagram, YouTube, Pinterest and Twitter using the formula for calculating
the superiority, as shown in Table 3 below.

Table 2. Niche overlap by SNS factors

Distinction Relationship Sociality Convenience Routine Entertainment

Facebook-Instagram 2.364 (6) 3.445 (7) 2.756 (2) 2.857 (4) 4.140 (9)
Facebook-YouTube 1.826 (1) 2.696 (1) 3.193 (5) 3.765 (10) 4.748 (10)
Facebook-Pinterest 2.730 (9) 3.878 (10) 4.218 (9) 3.758 (9) 2.846 (4)
Facebook-Twitter 1.953 (3) 3.182 (6) 2.961 (3) 3.671 (8) 3.180 (5)
Instagram-YouTube 2.288 (4) 2.821 (2) 3.710 (8) 3.140 (5) 3.432 (7)
Instagram-Pinterest 2.956 (10) 3.508 (8) 4.263 (10) 3.168 (7) 2.730 (3)
Instagram-Twitter 2.396 (7) 2.994 (4) 3.415 (7) 3.160 (6) 2.363 (2)
YouTube-Pinterest 2.687 (8) 3.641 (9) 2.975 (4) 2.627 (3) 3.270 (6)
YouTube-Twitter 1.933 (2) 3.163 (5) 2.583 (1) 2.392 (2) 3.914 (8)
Pinterest-Twitter 2.313 (5) 2.850 (3) 3.211 (6) 1.937 (1) 2.263 (1)

Note: 0 = maximum niche overlap, 6 = minimum niche overlap, ( ) is the rank of the niche
overlap among media by the factor.
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As shown in Table 3, the competitive superiority among the five SNSs is composed
of 10 combinations. First, the competitive superiority of Facebook and Instagram is
significant only in terms of relationship and sociality. Instagram is more competitive
than Facebook for relationship, and Facebook is more competitive than Instagram for
Sociality. Second, when looking at the competitive superiority of Facebook and You-
Tube, all four but Sociality are significant. In terms of relationships, convenience, and
routine, Facebook is more competitive than YouTube, and YouTube is in a competitive
superiority in Entertainment. Third, in terms of the competitive superiority of Facebook
and Pinterest, all of them showed meaningful results, and in all respects, Facebook has
more competitive superiority than Pinterest. Fourth, for the competitive superiority of
Facebook and Twitter, all factors except routine are significant, in all of which Facebook
has a competitive superiority. Fifth, in terms of the competitive superiority of Instagram
and YouTube, all aspects are significant. In terms of relationship, convenience, and
routine, the Instagram has a competitive superiority, while YouTube is in a competitive
superiority.in terms of sociality and entertainment.

Sixth, the competitive superiority of Instagram and Pinterest was also significant in
all aspects, and in all five aspects the Instagram had a competitive superiority. Seventh,
the competitive superiority of Instagram and Twitter are significant in the four aspects
except for routine. In all four aspects, the Instagram is in a competitive superiority.
Eighth, the competitive superiority of YouTube and Pinterest shows that the factors are
significant in all aspects, and in all aspects, YouTube turned out to have competitive

Table 3. Competitive superiority by SNS factors

Distinction Relationship Sociality Convenience Routine Entertainment

CS-
value

t-value CS-
value

t-value CS-
value

t-value CS-
value

t-value CS-
value

t-value

FB > INS 1.520 −4.072*** 3.596 6.548*** 2.674 .971 2.161 −.286 2.243 −.412

FB < INS 2.850 1.330 2.302 2.262 2.417

FB > YT 2.312 2.295* 2.837 1.467 3.313 5.077*** 2.723 2.441* 1.888 −3.219**

FB < YT 1.601 2.265 1.522 1.740 3.277

FB > PIN 3.237 11.100*** 3.587 7.548*** 4.318 14.810*** 3.142 4.684*** 3.749 9.313***

FB < PIN .615 1.142 .499 1.303 .658

FB > TT 2.510 4.030*** 3.997 12.399*** 3.308 4.668*** 2.340 .056 3.284 5.481***

FB < TT 1.313 .673 1.623 2.320 1.205

INS > YT 3.102 6.587*** 1.011 −8.761*** 3.140 5.909*** 2.548 2.081* 1.848 −3.672***

INS < YT 1.119 3.772 1.227 1.721 3.234

INS > PIN 3.472 10.933*** 2.614 3.432*** 4.184 14.363*** 2.900 4.333*** 3.859 14.721***

INS < PIN .663 1.490 .500 1.227 .444

INS > TT 3.095 6.549*** 3.078 7 895*** 3.198 4.630*** 2.233 .310 3.384 7.544***

INS < TT 1.115 .876 1.569 2.123 1.069

YT > PIN 3.029 9.241*** 3.718 8.324*** 3.773 11.739*** 2.650 2.982** 4.372 16.569***

YT < PIN .745 1.083 .634 1.353 .445

YT > TT 2.274 2.630** 4.099 14.802*** 2.689 2.674** 1.831 −1.255 3.957 9.825***

YT < TT 1.488 .515 1.769 2.328 .945

TT > PIN 2.034 3.533*** 1.226 −3.634*** 3.077 8.273*** 2.661 4.585*** 2.348 5.889***

TT < PIN 1.117 2.254 .751 .962 .874

*p < .05, **p < .01, ***p < .001
Note: CS = Competitive superiority, FB = Facebook, INS = Instagram, YT = YouTube, PIN = Pinterest, TT = Twitter
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superiority. Ninth, the for YouTube and Twitter in terms of competitive superiority is
significant in every aspect except for routine, and YouTube has a competitive superiority
in all factors. Twelfth and last, the comparative superiority of Twitter and Pinterest
shows a significant value in all respects. Twitter had more competitive superiority than
Pinterest in all aspects except sociality.

In summary, Facebook, Instagram, and YouTube have a competitive superiority in
relationship, sociality, convenience, routine, and entertainment compared to Pinterest,
and have a competitive superiority with Facebook, Instagram, and YouTube, and
Twitter except for in routine. In addition, Twitter has a competitive superiority com-
pared to the Pinterest in all the factors except Sociality. Instagram shows meaningful
results in measuring the superiority of relationship and sociality compared with
Facebook, and Twitter derives meaningless results in comparison of superiority with all
social media except Pinterest in routine

5 Conclusion

The technological progress of the media has come to a multimodal environment in
which various media coexist. Especially, with the appearance of social media such as
Facebook, Instagram, YouTube, Pinterest and Twitter, the media environment is facing
another phase of usage and reliance on it increase. With the advent of multimedia
environment, this study considers social media of Facebook, Instagram, YouTube,
Pinterest, and Twitter are considered as the representative social media and conducted
an empirical analysis using niche analysis to study competition between social media.
Based on the results of the questionnaire, factor analysis was carried out to extract
common factors of relationship, sociality, convenience, routine, and entertainment.
Based on the results, we apply the formula of niche breadth, niche overlap, and
competitive superiority to five social media and derive the following research results.

First, analyzing the niche breadth revealed that Facebook displayed the highest
niche breadth in terms of sociality and convenience, followed by YouTube with the
niche breadth of routine and entertainment. In relationship, Instagram showed the
highest niche breadth. Also, setting aside sociality and convenience where Facebook
showed the highest niche breadth, it had the second highest niche breadth in all other
factors: relationship, routine, and entertainment. In addition, Twitter and Pinterest
ranked 4th and 5th in each result. These results suggest that there is a difference
according to the use of each social media. According to a survey by STATISTA
(September 2017) [14], Facebook is now topping the world in terms of usage, Twitter
usage is ranked 10th, and Pinterest is ranked 16th.

Second, we investigated the niche overlap of Facebook, Instagram, YouTube,
Pinterest, and Twitter. In terms of relationship and sociality, Facebook and YouTube
have the highest niche overlap, and Pinterest and Twitter are the most frequently
overlapping for routine and entertainment, and YouTube and Twitter have the most
overlap in convenience.

Third, a study of competitive superiority of Facebook, Instagram, YouTube, Pin-
terest, and Twitter revealed that Facebook, Instagram and YouTube have a competitive
superiority in all aspects compared to Pinterest and when compared to Facebook,
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Instagram, YouTube, and Twitter, has a competitive superiority in all aspects of aside
from routine. Also, Twitter had a competitive superiority compared to the Pinterest in
all the factors other than sociality.

Through the above studies, we have identified common satisfaction factors for the
current social media of Facebook, Instagram, YouTube, Pinterest, and Twitter, and
provided research results that can provide an understanding of the relationship between
the superiority and the competitive superiority of the media, so this study was mean-
ingful. On the other hand, the limitation of the research is that the differences in the
number of users in the five representative social media is too big, which may raise
doubts about the reliability of the questionnaire answers, especially with Pinterest,
which have a very small of number of users, may have its results questioned.
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Abstract. The Web is the largest source of information today, a group of these
data is the news that is disseminated using Social Networks which are infor-
mation that needs to be processed in order to know what is its main use in a way
that contributes to understanding the impact of these media in the dissemination
of news. To solve this problem, we propose the use of data mining techniques
such as the Sentiment Analysis to validate the information that comes from
social media. The objective of this research is to make a proposal of a method of
Systematic Mapping that allows determining the state of the art related to the
investigations of the diffusion of news applying Sentiment Analysis and impact
on human behavior through Social Media. This initial research presented as a
case study a time range until 2017 in research related to the news that uses Data
mining techniques like to sentiment analysis for social media in major search
engines.

Keywords: Data mining � Text analysis � Sentiment analysis � News �
Social media � Human behavior � Systematic mapping

1 Introduction

The spread of data from the web and that come from digitalization, affordable tech-
nology, consumer hardware, social networks, communities, online media, cloud
computing, etc., are known as “massive data” or Big data [1]. If you consider that every
minute there are two million visits on YouTube, 1.7 million Facebook messages and
hundreds of thousands of tweets occur per minute online [2].

Social media, social media (SM) are defined as a group of Internet-based appli-
cations that use ideological and technological foundations of Web 2.0, and that allow
the creation and exchange of content generated by the user [3]. Also social media users
like those who said “yes” to “Have you ever used a social networking site like
Facebook, twitter or LinkedIn?” [4]. Therefore, the data obtained from these media
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constitute a material relevant to the work of professionals who use this data as they
become an active voice through the Web. The main sources of this data are those that
come from twitter either in real time or through historical archives [5].

All these data that come from the web through all your means, need to be processed
to become information. For this, new tools, methods, and techniques are needed each
time to obtain knowledge from structured or unstructured textual data, in a precise,
timely and clear way [6].

The use of Data Mining techniques allows obtaining the best of knowledge from
large volumes of data generated by the development of the web (Big Data). One way to
convert these unstructured texts into authentic information is through data mining
techniques such as the Sentiment Analysis.

The Sentiment Analysis or Opinion Mining [7] is an emerging technique of Data
Mining that applies Artificial Intelligence at different levels for the processing of these
texts, classifying the opinion into a positive, negative or neutral feeling, obtaining
values of polarity between [−1, 1], as a result of the processing of the data.

For example, in a study where Sentiment Analysis was applied to analyze the
Brexit debate [8], an opinion such as “I do not agree, I am a migrant” would obtain a
value of polarity equal to −1, an opinion like “Politicians can be divided into Brexit but
people are united! Let’s continue with that” they would obtain a polarity value equal to
1. On the other hand, if the opinion were “I’m not interested”, it would obtain a polarity
value equal to zero. Opinions are not always clear or obvious, for example, opinions
such as: “We cannot have an open door for EU migrants between now and the end of
the Brexit process. It is time to control the issue of immigration”, “The British people
have spoken and the answer is that we are out!”, they require natural language pro-
cessing which defines the analysis of feelings as a non-trivial process.

In order to solve problems like these, which was faced by the researchers who
handle the extraction of information, this research is presented that defines a process for
the realization of a systematic mapping about the use of Social Media for the trans-
mission of news. As a case study, we consider the investigations that apply Sentiment
Analysis to the news with the aim of analyzing the scope of application of these
investigations to determine their fields of application, the data sources and the data-
bases from which the greatest part of SM information.

2 Systematic Mapping

Knowing the state of the question about a specific area of knowledge is the first step to
conducting an investigation. In this sense, there are two options for quality work
focused on conducting a good literature review: systematic mapping and review of the
literature itself.

An analysis of the question (state of the art), review of the literature, (literature
review) are a means to identify, evaluate and interpret all available research relevant to
a specific research question or thematic area, or phenomenon of interest [9]. This type
of studies belongs to what is called secondary research whose main benefit is to
identify what is known about the subject and therefore what remains to be investigated,
the quality of the studies is evidenced if they apply the scientific method [10].
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On the other hand, systematic mapping or scoping studies are designed to give an
overview of a research area through the classification and counting of contributions in
relation to the categories of that classification [11]. The objective is to look for the
topics that have been covered, where they have been published, by whom and how the
research has been carried out. The result of a mapping study is an inventory of the
documents on the subject area, assigned to a classification. Therefore, a systematic
mapping provides an overview of the scope of the subject and allows to discover the
research gaps and trends [9].

The Table 1 describes the main differences between systematic mapping and sys-
tematic review according to [12]. The use of either of the two techniques depends on
the level of depth that you want to achieve with the literature review, which is aligned
with the objective of the proposed research. In any case, if you start with a systematic
mapping and then you want to complement it until the systematic review, the mapping
offers a way forward, as long as the systematic mapping offers clear, concrete evidence.

2.1 Process for a Systematic Mapping

According to Kitchenham [9] a Systematic Mapping is made up of three generic
phases: planning of the review, carrying out of the review and reporting of the review.

2.2 Planning for Mapping: In This Phase, You Should Do

1. Identification of the need for a review. Review exhaustively and impartially if there
are works already done.

2. Development of a review protocol. Specifies the methods that will be used to
perform a systematic mapping, research question (optional), sources, criteria, etc.

Table 1. Differences between systematic mapping and systematic review.

Process for Mapping systematic Revision systematic

Research
question

General focused on obtaining a
classification of research trends. The
results can be quantity, type of
studies, place, researchers, etc.

Specific, related to the results
obtained in the studies
Of the form: Is method A,
(method, technique, technology,
etc.) better than B why?

Search process It is done by thematic area Is done according to the research
question

Requirements,
search
strategies

Less strict. The interest is the
research trends

Very strict They should evaluate
the completeness of the search, in
addition, to be fair

Quality
evaluation

Not required With quality evidence based on
the scientific method

Results A number of related articles by
thematic area

Articles that answer the specific
research question
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2.3 Mapping: The Stages Associated with the Mapping Are

1. Identification of the investigation. Define an impartial search strategy.
2. Selection of primary studies. To evaluate its real relevance, it is intended to identify

the primary studies that have direct evidence on the research question.
3. Evaluation of the quality of the study. Quality is the measure in which the study

minimizes the bias and maximizes internal and external validity. One way to prove
this is through evidence based on the scientific method. For example, Cohen’s
Kappa coefficient can be used [13].

4. Extraction and monitoring of data. This stage considers the extraction of data in
defined forms that are piloted so that it contains all the necessary information.

5. Synthesis of data. It consists of collecting and summarizing the results of the
primary sources.

These stages can be interactive according to the need of the process.

Mapping Reports. In this Phase, Quantitative Results are Presented in the Form of
Clearly Identifiable Diagrams.

3 Results

To explain the systematic mapping, a case study has been selected whose objective is
to carry out a mapping related to the application of Data Mining techniques such as the
Sentiment Analysis to analyze the news that comes from SM. The objective of
determining the number of studies that have been conducted on the subject, the sources
of the news, the areas of application of Sentiment Analysis, the databases where these
investigations have been conducted, and whether the information comes from the
journalistic media.

Next, the mapping process will be applied to the selected case study using the State
of the Art tool through Systematic Review (StArt) [14], which allows the process to be
optimally developed, considering the phases and previously defined stages.

3.1 Phase 1: Planning for Mapping

The mapping protocol is established, which is recorded in the StArt tool. The revision
protocol consisted in establishing the dates for the search from 2004 until 2017, in a
search of articles that apply the Sentiment Analysis in the news, the search chain was
“sentiment analysis news”. Approximately 900 articles were found, If the number of
items was minimum, it is considered that the topic is not mature, therefore there is not
enough research in the area and a process of systematic mapping is not convenient. But
it is the case.

Additionally, it is also necessary to determine the need for a review. For this
purpose, an exhaustive search was made of systematic mappings in the subject in the
scientific databases such as IEEE, Web of Science (WOS), ACM, Scopus, Google
Scholar (GS). Results ordered by an author are detailed in the summary Table 2.
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Table 2. Summary of literature review or systematic mapping of: “news of sentiment analysis in
social media”

Num Name Results focus Data
base

Authors

1 Characterization of the
use of social media in
natural disasters: a
systematic review

Disaster management IEEE (Abedin;
Babar;
Abbasi, 2014)

2 A survey of data mining
techniques for social
media analysis

Classification of the
techniques used in
feeling analysis in social
media

GS (Adedoyin-
Olowe;
Gaber; Stahl,
2013)

3 Approaches to Cross-
Domain Sentiment
Analysis: A Systematic
Literature Review

Methods and techniques
used in the analysis of
feelings between
domains

IEEE (Al-Moslm;
Omar;
Abdullah;
Albared,
2017)

4 Main concepts, state of
the art and future
research questions in
sentiment analysis

Most used techniques for
feelings analysis,
supervised learning and
without supervision a
comparison

Scopus (Appel;
Chiclana;
Carter, 2015)

5 Exploring the Ensemble
of Classifiers for
Sentimental

Identify techniques,
classifiers, tools for
analyzing feelings

ACM (Athar; Butt;
Anwar; Latif;
Azam, 2017)

6 Opinion Spamming in
Social Media: A Brief
Systematic Review

Detection of opinion
spamming (OSD)

WOS (Baharim;
Hamid, 2016)

7 Erratum to: Multilingual
Sentiment Analysis: State
of the Art and
Independent Comparison
of Techniques

Methods used and their
applications

Scopus (Dashtipour
et al., 2016)

8 Supervised sentiment
analysis in Czech social
media

Supervised methods of
automatic learning of
feelings analysis, create a
data set

Scopus (Habernal;
Ptáček;
Steinberger,
2015)

9 Survey of visual
sentiment prediction for
social media analysis

Most used techniques for
visual feelings analysis

ACM (Ji; Cao;
Zhou; Chen,
2016)

10 Sentiment Analysis: A
Literature Rev

Methods used for the
analysis of feelings

IEEE (Nanli; Ping;
Weiguo;
Meng, 2012)

11 Text mining for market
prediction: A systematic
review

Text mining for market
prediction

Scopus (Nassirtoussi;
Aghabozorgi;
Wah; Ngo,
2014)

(continued)
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Only two articles more related to the case study have been found in the review of
the literature: that of [15] that presents a Systematic mapping in which it analyzes the
Data Mining methods and techniques of Opinion Mining (OM). Determining as the
most used methods for applications in SM is to Naive Bayes and Support Vector
Machine as the main classifiers and to SentiLex-PT was the most used lexical resource.

Table 2. (continued)

Num Name Results focus Data
base

Authors

12 A review of the literature
on applications of text
mining in policy making

Use of text mining
techniques for the policy
formulation process

GS (Ngai; Lee,
2016)

13 Sentiment Analysis: A
Comprehensive
Overview and the State
of Art Research
Challenges

Methods used for the
analysis of sentiment, its
applications and
challenges to give an
overview of the analysis
of feelings
Determines the influence
of social media news in
the field of investments

Scopus (Ragini;
Anand, 2016)

14 A survey on opinion
mining and sentiment
analysis: Tasks,
approaches and
applications

Comprehensive work on
feelings analysis, table of
available data sets for
feelings analysis

Scopus (Ravi; Ravi,
2015)

15 Opinion mining and
analysis: A literature
review

Analyze techniques,
sites, type of social media
source of opinion mining

IEEE (Singh;
Dubey, 2014)

16 Characterizing opinion
mining: A systematic
Mapping Study of the
Portuguese Language

Methods and techniques
of opinion mining (OM),
Naive Bayes and Support
Vector Machine were the
main ones

WOS (Souza;
Vitório;
Castro;
Oliveira;
Gusmão,
2016)

17 Social media and news
sentiment analysis for
advanced investment
strategies Analysis - A
Systematic Literature
Review

Determines the influence
of social media news in
the field of investments

WOS (Yang; Mo,
2016)

Note: References in this table were uploaded to a digital repository so as not to reload the article
(https://goo.gl/n1ivWU)
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There is also the research of [16] which conducts a survey to determine the clas-
sification of Sentiment Analysis techniques for social media and some tools, which are
a starting point to apply the techniques of Sentiment Analysis. It is worth mentioning
important contributions such as those of [17] that disclose corpus to be used in Sen-
timent Analysis. Additionally, it is important to note the absence of research on the
subject in the Spanish language [18].

This research is justified by virtue of the fact that there is no work within the area of
this research as it can be seen in the summary table that guides information profes-
sionals. About the current state of research in the field of data mining using sentiment
analysis in the news that is generated through digital media, and that define about the
areas of application, types of social media used, bases of source data, which are the
research questions of the proposed study. Therefore, we move on to the next phase.

3.2 Phase 2: Mapping

Identification of the Investigation. For the identification of articles related to the
theme, the four scientific databases that can accommodate the largest amount of
research on the subject were taken into account: ACM, IEEE, Web of Science, Scopus,
Google Scholar. The studies considered were extracted on several dates and the last
group on June 1, 2017.

Evaluation of the Quality of the Study. Since this is a systematic mapping process,
no additional criteria were considered as those that already consider the databases with
which we worked. For a literature review it is essential to define additional quality
criteria.

Selection of Primary Studies. From the database: Scopus, 430 articles were identified
using the search string: “sentiment analysis” AND news.

From IEEE 160 articles were identified using the search string: “sentiment analysis
news”.

From Web of Science, 171 articles were identified with the search string: “Topic:
(sentiment analysis) AND Topic: (news)”.

From ACM, 318 articles were identified with the search string + sentiment +
analysis + news.

With a total of 1079 articles, of which the tool eliminated 138 duplicates, thus
achieving 941 articles. These results can be seen using the Start tool in Fig. 1.

Extraction and Monitoring of Data. In this stage, the articles are selected based on
inclusion and exclusion criteria that were discussed by the researchers.

Data Synthesis. The synthesis process was carried out: from the 941 articles identi-
fied, the inclusion/extraction criteria were applied obtaining a total of 183 results.
A one-to-one reading of the abstracts of the articles was carried out in such a way that
82 articles were obtained, and in this control 11 duplicate articles that were separated
were detected. A matching evaluation of the keywords was also carried out, with the
score obtained, the articles that had less than 15 points were eliminated giving a total of
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59 accepted articles. These are the totally purified articles with which the final objective
classification of this research was carried out.

3.3 Phase 3: Mapping Reports

Based on the proposed research questions, three classifiers were considered:

Means of Communication: Means of communication which was used as a source of
information to perform the Sentiment Analysis. The following sources were included in
this category: twitter, Facebook, blogs, online newspapers, online surveys, online
news, and other digital opinion media.

Application Area: The sector where sentiment analysis was applied using news in this
classifier was considered: politics, economy and finance, health, marketing, advertising,
alerts and disaster prevention, entertainment and social.

Source of the News: Classified as formal journalism, 42% was obtained against 58%
of informal news, which is precisely the reason for the lack of credibility on the part of
information professionals.

To obtain these graphs, the results were exported to Excel, in order to make more
explicit representations. The excel file of results of the mapping with its references is
attached, which is available in the digital repository1

Fig. 1. Phase 2 of systematic mappings using StArt

1 https://goo.gl/cmC7wY.
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3.4 Conclusions and Discussions of Results

The big winner about the source from which the researchers take the news data to
perform Sentiment Analysis is Twitter with 30% followed by news by digital means
with 27%.

In terms of knowing what are the areas of interest to apply Sentiment Analysis
using the news that comes from SM, is in first place with 31% economy and finance
and this is understandable because they are the most interested in terms of revenues that
this information can give them. Then there is the entertainment business with 22%,
leaving the political sector in third place. Clearly see that the reasons that move the
world are those of greatest interest.

The results obtained respond to the objectives of this research by applying a
Systematic mapping, which is why we consider that the proposal can be applied to
other areas of interest that should be investigated as education, considering the benefit
that can be provided with this type of research in this field [6, 19].

This research has the inherent limitations of carrying out the process mechanically
using a tool, that although it gives us quite accurate results, the relevant articles may
also have been overlooked in the extraction phase given that the inclusion and
exclusion criteria They may not use the searched keywords, for example.

Regarding the tool used although it facilitates the process of systematic mapping,
since it considers the theoretical phases of the process, in the final stage of summa-
rization, it does not allow detailed reports.
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Abstract. The initial identification of breast cancer and the prediction of its
category have become a requirement in cancer research because they can sim-
plify the subsequent clinical management of patients. The application of artifi-
cial intelligence techniques (e.g., machine learning and deep learning) in
medical science is becoming increasingly important for intelligently trans-
forming all available information into valuable knowledge. Therefore, we aimed
to classify six classes of freshly excised tissues from a set of electrical impe-
dance measurement variables using five ensemble-based machine learning
(ML) algorithms, namely, the random forest (RF), extremely randomized trees
(ERT), decision tree (DT), gradient boosting tree (GBT) and AdaBoost
(Adaptive Boosting) (ADB) algorithms, which can be subcategorized as bag-
ging and boosting methods. In addition, the ranked order of the variables based
on their importance differed across the ML algorithms. The results demonstrated
that the three bagging ensemble ML algorithms, namely, RF ERT and DT,
yielded better classification accuracies (78–86%) compared with the two
boosting algorithms, GBT and ADB (60–75%). We hope that these our results
would help improve the classification of breast tissue to allow the early pre-
diction of cancer susceptibility.

Keywords: Breast tissue � Machine learning � Ensemble learning �
Classification � Electrical impedance

1 Introduction

The density of breast tissue is one of the most important risk factors for the expansion of
breast cancer, as has been widely recognized in the medical community [1, 2]. This type
of cancer is the most common malignancy among women and the leading reason of
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female death worldwide [3, 4]. Therefore, similarly to other forms of cancer, the early
detection and prompt treatment of breast malignancy are crucial to the eradication of this
disease. The electrical impedance of human breast tissue agrees with the electrical
properties of human tissue, which include both resistance and capacitance, and it is well
known that the electrical properties of biological tissues show notable differences
depending on their structures and the frequency [5]. Thus, it is complex to identify its
pattern deeply using traditional methods.

We are currently in a technological age, and thus, novel digital approaches for
activity classification (e.g., smartphone health care apps and scientific software) must
be as easy as possible to allow patients access to patient-centric care [6–9]. Machine
learning (ML), which constitutes a subdivision of artificial intelligence that employs
statistical, probabilistic and optimization techniques that allow computers to learn from
previous examples and to detect very complex patterns from large, noisy or complex
datasets, allows us to accomplish this goal [10]. Thus, ML can be incorporated in many
modern medical applications that we often use in everyday life [11, 12]. Therefore,
various state-of-the-art ML-based techniques can be used to better understand the
complexities and pattern of breast tissues. A number of researchers have used different
popular ML classification techniques, such as fuzzy C-means, K-nearest neighbour,
naïve Bayes, support vector machine, multilayer perceptron, random forest and deci-
sion tree, to classify breast cancer [2, 13, 14].

Although these well-known ML algorithms are randomly used to classify breast
tissue and cancer with good accuracy, we did not find any studies that compared the
results from multiple ensemble-based ML classifiers, including bagging and boosting.
It has been demonstrated that bagging and boosting are the two most easy-to-use
ensemble-based non-linear machine learning models and are very powerful classifi-
cation techniques because they can create a diverse ensemble of classifiers by
manipulating the training data inputted to a “base” learning algorithm [15, 16]. In
addition, ensemble-based ML classifiers are used as supervised learning methods in
cancer research because these non-linear methods allow the development of predictive
models with high accuracy, stability and easy clarification [17]. In addition, unlike
linear models, these non-linear methods strategies allow easy mapping to non-linear
relationships. Moreover, these ensemble-based ML classifiers have the heuristic to
determine the significance of variable for predicting a class, which is also known as
variable importance.

Therefore, the objective of this study was to investigate and compare the classifi-
cation performances of five ensemble-based ML algorithms in classifying six breast
tissues using nine electrical impedance spectroscopy variables. In addition, the
importance of each variable in the classification margin was evaluated using three
bagging ensemble ML approaches, namely, random forest (RF), extremely randomized
trees (ERT) and decision tree (DT), and two boosting ensemble ML approaches,
namely, gradient boosting tree (GBT) and adaptive boosting (AdaBoost, ADB).
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2 Methods

We used the breast cancer datasets from the UCI Machine Learning Repository, which
is freely accessible to academic users [18, 19]. These datasets comprise 120 impedance
spectra collected from 64 female patients aged between 18 and 72 years. Each spectrum
consisted of 12 impedance measurements obtained at different frequencies ranging
from 488 Hz to 1 MHz. The data collection methods were previously described in
details [20, 21]. The following nine impedance features were used for the classification:
impedivity (ohm) at a frequency of 0 (IZ), phase angle at 500 kHz (PA500), high-
frequency slope of the phase angle (HFS), impedance distance between spectral ends
(DA), area under the spectrum (AREA), area normalized by the DA (A/DA), maximum
of the spectrum (MAX IP), distance between I0 and the real part of the maximal
frequency point (DR), and length of the spectral curve (P). Six classes of freshly
excised tissues were studied using electrical impedance measurements (n represents the
number of cases): carcinoma (n = 21), fibroadenoma (n = 15), mastopathy (n = 18),
glandular (n = 16), connective (n = 14) and adipose (n = 22).

For classification, we used five nonlinear and ensemble machine learning algo-
rithms: three bagging ensembles, namely, RF, ERT and DT, and two boosting
ensembles, namely, GBT and ADB [15, 22]. The classification performances of all
these classification algorithms were evaluated using the standalone Python program-
ming language (version 3.6, www.python.org) [23]. The classification models were
trained and cross-validated using the built-in Anaconda distribution of Python with
notable packages, including matplotlib, numpy, scipy, and scikit-learn (“sklearn.en-
semble.RandomForestClassifier”) [24]. The K-fold cross-validation method using
different training and validation data was used to ensure the correctness of the clas-
sification results [25]. Some of the important parameters of each ML algorithm were
tuned manually because the performance of an algorithm is highly dependent on the
choice of hyperparameters. Thus, these parameters were tuned until the highest accu-
racy was obtained, and the ranked order of variables based on variable importance was
identified based on the highest accuracy.

3 Results

Table 1 presents the precision, recall, F-measure and accuracy values of each algorithm
based on the context of classification. The results showed that RF and ERT exhibited
improved performance, as demonstrated by higher values (>80%) for performance
criteria. DT and GBT showed slightly decreased performance (75–79%) compared with
two other ML algorithms. In contrast, ADB exhibited very low classification perfor-
mance (<65%). In summary, the bagging ensemble algorithms showed better classi-
fication performance (>78%) compared with the boosting ensemble algorithms (<78%).
A comparison of the accuracies (%) between all the ML algorithms is presented
in Fig. 1.
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Values reflecting the importance of the variables in the five ensemble-based ML
classifiers based on the classification margin are presented in Table 2 and Fig. 2. The
rankings of the variables based on their importance with respect to the classification
margin were different among all the classification methods. Specifically, one variable
(IZ) was found to be the most importance, with values of 20%, 25% and 54%, in three
ML algorithms, namely, RF, DT and ADB respectively. The P showed the highest
importance values in the two other ML algorithms, ERT and GBT, with values of 21%

Table 1. Performance of the classification tasks obtained with the ML algorithms

Ensemble
classifier

Precision (%) Recall (%) F1-score (%) Accuracy (%)

RF Bagging 85.0 85.1 85.2 85.19
ERT 85.0 81.0 82.0 81.48
DT 79.0 78.0 78.0 78.10
GBT Boosting 76.0 74.0 73.0 74.08
ADB 58.0 63.0 60.0 62.96

RF: random forest, ERT: extremely randomized trees, DT: decision tree,
GBT: gradient boosting tree, ADB: adaptive boosting (AdaBoost).

Fig. 1. Comparison of the accuracies of the five ensembled-based classifiers.

Table 2. Importance of variables in all the ML algorithms.

ML  
algorithm
s 

Variable importance (%)
IZ PA500 HFS DA Area A/DA Max 

IP
DR P

RF 20 11 07 12 09 06 11 09 15
ERT 11 12 07 11 08 09 13 08 21
DT 25 17 02 14 05 00 11 15 11
GBT 07 13 11 14 03 08 13 04 27
ADB 54 14 02 04 14 02 00 04 06

The yellow-shaded values indicate the most important variables
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and 27%, respectively. In contrast, three variables, namely, HFS, A-DA and DR, were
found to not be very important for the classification margin in all the ML algorithms.
Two variables, namely, A-Da and Max IP, showed importance values of 0% in the DT
and ADB classifiers, respectively.

4 Discussion

The main objective of this study was to successfully analyse and compare the classi-
fication accuracies of the five most powerful ensemble and nonlinear-based ML
techniques using a breast tissue database. The findings of the current study showed that
three bagging ML algorithms, namely, RF, ERT and DT, yielded higher accuracies
compared with the two boosting algorithms, GBT and ADB. In addition, two bagging
ML algorithms, namely, RF and ERT, showed excellent classification performance in
terms of precision, recall and accuracy, with values greater than 80% (Table 1). In
contrast, one boosting ML algorithm, ADB, showed very low performance (<65%).
Overall, the bagging approaches showed better performance compared with the
boosting algorithms.

Breast cancer is one of the most common cancers that lead to death in women in
both developed and undeveloped countries [2]. Therefore, researchers have attempted
to develop approaches for improving breast cancer classification and thus establish
improved and easier treatments. Because the reliable and accurate classification of
breast tissue based on electrical impedance spectroscopy parameters is essential for the
effective diagnosis and treatment of breast cancer, we determined the classification
accuracies of different ensemble and nonlinear ML algorithms and evaluated the
importance of the various parameters. Our results are consistent with those obtained in
previous studies, which showed that bagging (RF, ERT and DT)-based ML techniques
exhibit higher accuracy in terms of the classification margin [26, 27].

Fig. 2. Comparison of the importance of the different electrical impedance spectroscopy
variables among the ML algorithms.

264 S. M. Rahman et al.



To our knowledge, this is the first study to compare classification performance to
classify breast tissue based on different ensemble ML algorithms. To the best of our
knowledge, this study constitutes the first comparison of the performances of different
ensemble ML algorithms in the classification of breast tissue. We hope that our results
will greatly contribute to cancer detection and classification. This finding is remarkably
significant clinicians, doctors and specialists because it will aid the recognition of
breast malignancy through the breast electrical impedance spectroscopy.

5 Conclusion

The early detection of breast cancer is important for reducing the mortality rate. The
results of this study showed that all three tested bagging ML algorithms exhibit an
improved classification accuracy compared with the two boosting algorithms. In
addition, two electrical impedance variables, namely, IZ and P, were found to be more
important for the classification margin. These results could help medical personnel
better understand breast cancer-related information obtained from ensemble-based ML
algorithms.
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Abstract. The consumer market has witnessed a proliferation of cognitive
solutions. This increase in consumer expectations for AI technology has led
enterprise IT leaders to develop cognitive solutions to improve employee pro-
ductivity, enhance marketing and sales insights, and make better data-driven
decisions. As UX designers supporting the enterprise, we have been gaining
experience working with cognitive solutions in multiple contexts, from senti-
ment analysis of people and news for sellers, cognitively-enhanced conflict
resolution of conference calls, capability analysis of team performance, to
various chatbots. We will discuss several different cognitive solutions that have
been created for the enterprise and provide some recommendations and best
practices.

Keywords: Cognitive solution � Chatbot � User experience

1 Introduction

Cognitive solutions are based upon artificial intelligence (AI) and machine learning.
Cognitive systems are already changing and impacting our lives and the trend will con-
tinue. The consumer market has witnessed a proliferation of cognitive solutions, which
have been used for everything from answering simple questions (e.g., “how tall is the
Eiffel tower?”), helping out in the kitchen with recipes and timers, and changing ther-
mostats and turning on lights, to playing interactive games like “20 questions”. Cognitive
solutions are often used to help users perform simple tasks, find information that is most
relevant to them and to recommend products or solutions based upon intelligent analysis
of domain knowledge. Not only are cognitive solutions being embraced by consumers,
but they expect them to be easy to use, engaging, and useful [1, 2].

On the heels of its adoption in the consumer market, cognitive is finding root within
the enterprise itself. In 2011, IBM dramatically announced its interest in cognitive
solutions by demonstrating Watson, an AI system that defeated the legendary cham-
pions Brad Rutter and Ken Jennings on Jeopardy [3]. Since then, Watson has grown
into a diverse line of marketable products capable of:

• Natural language classification, understanding and translation
• Machine learning
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• Personality insights and tone analysis
• Data analysis, prediction, and decision support
• Visual recognition of images and patterns
• Conversational assistants (chatbots)

Enterprise IT leaders are embracing these new cognitive capabilities to improve
employee productivity, enhance marketing and sales insights, and make better data-
driven decisions.

As UX designers supporting the enterprise, we have been gaining experience
working with cognitive solutions as AI has rolled out in multiple contexts. When
deploying a cognitive solution, the enterprise setting poses a number of challenges that
are quite different from the consumer space. As UX designers, we must ensure that the
cognitive solution is well matched to the problem it is meant to solve, has a good user
experience, and encourages adoption by users [4].

We will discuss several different case studies of cognitive solutions that have been
created for the enterprise. Each solution has its unique benefits and challenges which
we’ll discuss in turn, from several chatbot implementations, to a sales tool that provides
sentiment analysis of people and news for sellers, an application that prioritizes
scheduled conference calls, and a tool that provides cognitive analysis of capabilities to
help improve performance of sales teams. We will conclude with recommendations
based upon our experiences and insights derived while designing the user experiences
for these products.

2 Case Studies

2.1 Chatbots

Thanks to Alexa and Siri, people have become familiar with chatbot-style solutions and
have developed high expectations around them. Any chatbot you create will need to
reach or exceed the preset bar of expectations which can be a significant challenge,
particularly for UX practitioners working with cognitive solutions in the enterprise
environment due to the required investment in training to achieve the level of
consumer-level chatbot solutions. The first case study represents the distillation of our
experience working on multiple chatbot projects, including several single-purpose
chatbots, a career development chatbot, an IT support chatbot, and a sales team per-
formance chatbot. While each chatbot had its own unique challenges, they were many
common threads. Based on this experience, we offer some lessons learned that should
be applicable to any chatbot solution.

2.2 Too Many Chatbots

In efforts to move cognitive solutions into our enterprise, we have seen many groups
develop their own chatbots specific to their product or service. These tend to be single-
purpose chatbots that are trained in a single domain. For example, there could be a
chatbot to advise you about which health plan to choose, or another to provide
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assistance completing a performance review. They have become relatively easy to build
without a huge investment, and some vendors even sell chatbots that are already
partially trained. This has led to a proliferation of chatbots [4], with multiple non-
integrated knowledge bases that are incapable of taking advantage of potentially related
or overlapping information, rules or analyses. With so many chatbots, finding the
appropriate chatbot may be challenging, leading to such awkward workarounds as
letting chatbots open other chatbots, or even chatbot directories.

Combine Knowledge Domains. Design a single chatbot system, if possible, and add
new knowledge domains to it over time. Rather than creating additional single-purpose
chatbots, acquire an additional knowledge domain that is compatible with a general
purpose chatbot. Teaching users about new commands or capabilities for a single
chatbot is far simpler than figuring out how tie the multitude independent chatbots
together into a sort of quilt or creating a chatbot directory to help users navigate
between them.

Reduce Cognitive Overhead. Making a chatbot reusable in multiple contexts enhances
the ROI for a well-designed, easy to use chatbot. An added benefit is that users would
not have the overhead of learning a new chatbot each time a new knowledge domain
was plugged in. Finding a single product owner for this general purpose chatbot would
also be of importance. This would require oversight among teams and team coordi-
nation as new domains are added.

2.3 What Can I Ask This Chatbot?

Improve Built in Education. Provide a way to communicate the domain of a chatbot.
For example, Amazon sends out weekly announcements about what Alexa can now do
this week and in some cases continually educates users on what it can do by suggesting
things to ask. A simple way to do this is to have a very clear ‘What can I ask?’ function
on the interface providing the user with an updated list with the most common and
useful items for your bot that can be proactively summoned with clickable suggestions
[5]. Another effective means is to promote the ‘What can I ask?’ when the bot does not
understand the question or has a low confidence answer.

2.4 Competing Solutions: Search or Chatbot

Integrate Search with Intent Matching. If you have both search and a chatbot on your
site, users may be confused as to which path will provide them with the best answers [4].
By combining these mechanisms, you eliminate a decision between two solutions that
already overlap functionally and provide users with the best of both worlds. If a user
performs a search, the search query is used tomatch to possible solution intents. If amatch
reaches a confidence threshold, you can present your matched high-confidence answer
above the search results. If it isn’t what the searcher is looking for, it fails gracefully to the
search results. For example, we adopted this methodology on an IT Support site to great
effect because it greatly manages expectations; users expecting just search results were
delighted if the solution was displayed alongside the search results [6].
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Consider User Needs. A common pitfall is adopting a technology just because it is
new and cool. The first question to ask is, ‘What problem and I trying to solve?’ [7] If
users are coming to your site and using search effectively to find what they want, you
may be adding confusion by adding a new mechanism that may be less
efficient/effective than what you have currently [4]. Is your domain small enough that a
few easily scanned items in a FAQ would be more effective than adding the overhead
of a chatbot? Is there a better way to provide information they need without resorting to
putting critical information behind the chatbot curtain? Each project should consider
these questions before deciding whether a chatbot is the right choice.

2.5 Do Not Waste the User’s Time

Provide Direct Answers. “Let me search the web for you” is probably the most dis-
appointing thing you can get from a chatbot short of a wrong answer. Users are
expecting to get direct answers and the most successful chatbot interfaces provide
them. Wherever possible don’t link users off to where they can discover the answer but
show it immediately [5]. For example, if a user asks a Learning chatbot, ‘What courses
do you recommend I take’? Instead of showing them a link where they can get a
personalized list of recommendations, pull in the top two recommendations directly
into the chat interface with a ‘show all’ link at the bottom that will take them to the full
list if the top 2 weren’t good enough. Direct answers to direct questions are a delightful
experience.

Maintain Context. Maintain the user’s context so that follow up questions aren’t
‘starting over’. Normal human conversation is heavily dependent on context, which
reduces sentence and conceptual complexity by building upon earlier elements. Given
the conversational nature of many chatbots, talking with a chatbot that cannot
remember what you said in the prior sentence is like having a chat with a brain-
damaged amnesiac who asks your name every time you enter the room.

Collect Feedback and Improve Your Chatbot Continuously. Collect user feedback on
answers to improve accuracy but not at the cost of user experience. Never interrupt the
user’s flow to obtain feedback; keep in mind the user’s primary purpose in using the
chatbot is to learn or solve a problem, not to help you train your chatbot.

2.6 Sales and Customer Support Tool

In a different case study, we provided design support for an enterprise Sales and
Customer Support tool that uses cognitive capabilities to provide intelligent support to
sellers and includes a chatbot. The seller can access insights on an industry, a client
company, clients and client executives. This tool also lets sellers receive sales guid-
ance, get solution recommendations and access sales assets that can be tailored to their
clients’ needs.
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There were many challenges that emerged as this project developed over time.
Primarily, the amount of information about products, software, and services turned out
to be very large and was constantly changing due to updates, improvements, and
acquisitions. The same pattern was found for industries, companies, clients and
executives, as well. This situation made keeping the knowledge base complete and up-
to-date extremely difficult.

The original idea was to provide all cognitive insights through the chatbot and
require users to ask questions for any information they sought. But users made it clear
they wanted quick, direct access to available content rather than having to ask ques-
tions. Eventually, the chatbot interface was de-prioritized as the primary user inter-
action to the access relevant sales information and replaced with an interface to browse
collections of products, services and sales assets. Similarly, the cognitive insights on
clients and companies remained available, but not displayed prominently. At first,
sellers thought these were “cool”, but later they felt that the functions were not useful to
their work.

Some Lessons Learned. Not all interactions are a good fit for a chatbot. Our sellers
made it clear that this mode of interaction was an inefficient and clumsy way of getting
at the volumes of information they needed. Another complicating factor was the
inability of keeping the chatbot up to date with rapidly changing information, which
undermined the informational value to the user and resulted in inconsistent answers to
the same questions. All of this had a negative impact on how much the sellers felt they
could trust the chatbot; consequently, it fell into disuse. When designing an application,
start with the users’ needs and find the solution that best meets them, not with a “cool”
technology that you must retrofit to the users [7, 8].

2.7 Call Prioritization

An example of a lightweight cognitive solution in the enterprise is a mobile app used to
join conference calls. The app extracts conference call information from users’ cal-
endars so they can join a conference call with a single tap. In an effort to help users
prepare for their meetings, calendar conflicts are highlighted and prioritized for the
user. Prioritization is currently based on an algorithm that considers more than 10
meeting characteristics including who is hosting and attending (management, VIPs,
clients), the size of the meeting, and whether the meeting is just a phone call or includes
a video conference link.

One design challenge was to decide how to highlight the meeting selected by the
algorithm. Although the initial algorithm was based on a conjoint analysis of survey
data that had employees choose between two meetings, it was unclear how accurate it
would be in practice. For this reason, the feature was not emphasized beyond listing the
“recommended” meeting first. This effectively allowed the user to benefit from the
recommendation without the risk of user dissatisfaction from false positives.

In a future release, the app could build a personalized algorithm based on which
meetings the user actually chooses to attend. This would essentially be a system that
would learn how to weight the meeting criteria more closely to the user’s prior
selections. Recommendations with a high confidence could potentially be highlighted
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in a more prominent manner. Additional user behaviors could also be tracked to build
personalized models to automate the resolution of conflicting meetings (e.g., request
the less important meeting be rescheduled).

Some Lessons Learned. Using a conjoint analysis based on appropriate survey data [9]
was a quick and easy way to create an initial model for this cognitive solution. It helped
uncover general rules that are being used by users already to decide which meeting to
attend when there are conflicts and established a foundation on which a more dynamic
and personalized solution could be built in the future. Introducing this feature in a more
passive way also allowed users to benefit from the recommendation without the neg-
ative effects that come with false positives.

2.8 Sales Team Performance Analysis

Another example of an enterprise cognitive solution is a tool that sales team managers
can use to assess their overall team’s performance and their individual team members’
performance. The tool provides an objective assessment based upon available digital
data. Cognitive models used 10 dimensions of successful team practitioners to assess
how successful a team is in their client relationships, teaming skills, knowledge of
offerings and industry knowledge. Examples of data sources to drive the assessments
ranged from the value of sales made and planned, training taken, social network
activity to personality insights. The goal was to identify any areas for improvement and
make recommendations of how the team or individual could improve. Recommenda-
tions were derived using a predictive model to identify focus areas that would drive
higher performance benefits for teams and individuals.

There were many design challenges encountered on this project. One challenge was
the sensitivity and confidentiality of personal, performance, and monetary performance
information used to inform the cognitive models. Cognitive personality insights were
used as well, but how those were used to arrive at a rating on a dimension was not
understood by the users nor explained in the user interface. Because users did not
understand how the ratings were derived, they did not know what they could do to
improve their ratings. Due to this lack of understanding of the data sources used to
arrive at the ratings, the users did not trust the outcomes in the tool.

Another issue regarding data sources is that not all of them generalized to all team
members. For example, social media sources such as the number of social connections
or blog posts on a given topic were used, but not everyone chooses to use social media
due to personal preference, workload or temperament.

Some lessons learned:

• Users will not want to use something that they do not trust. Build user trust through
transparency by displaying enough information about the cognitive system so users
can understand and interpret results.

• Also, build trust and set user expectations by showing the confidence level of
information or do not use low confidence data at all.

• When the goal involves recommended improvements, provide actionable steps,
along with the confidence level that the steps will be effective. For example, we
provided links to learning resources that would improve team skills, along with how
much improvement could be expected.
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• Provide ways to safeguard confidential information [10], for example let users to
opt-out for privacy reasons.

• Lastly, use social media data with care because it is not used equally by all people.

3 Overall Recommendations

Thanks to the commercial success of Alexa and Siri, people have become familiar with
cognitive solutions and have developed high expectations for them. These expectations
can present a substantial challenge for UX practitioners in the enterprise because it is
rare that companies can invest in training AI systems to the extent of consumer-level
solutions marketed to millions of people, and solutions may differ substantially in
breadth, depth and versatility. To be successful, we recommend that cognitive solutions
in the enterprise follow certain principles, including:

• Validate with users that a cognitive solution will be appropriate for the problems
they must solve.

• User expectations about what you are trying to achieve must be aligned with the
capabilities of the cognitive solution.

• Your system must be properly and sufficiently trained to address the problem you
are trying to solve.

• Provide direct answers at a level of detail commensurate with the question.
• A cognitive solution should deliver only high confidence recommendations.
• Your system must provide graceful recovery when the cognitive system fails (e.g.,

makes a bad recommendation).
• A cognitive solution should include a loop so users can provide feedback on per-

formance and the cognitive system can learn and improve.
• A cognitive system is only useful if people return to use it.
• Be transparent about how your cognitive system derives its recommendations;

people must feel comfortable trusting its recommendations [11].

When these principles have been successfully followed, cognitive solutions can
make a difference in the enterprise and improve employee productivity, support better
informed decision-making, and increase work effectiveness.
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Abstract. Quality management systems are a challenge for higher education
centers. Nowadays, there are different management systems, for instance:
quality, environmental, information security, etc. that can be applied over
education centers, but to implement all of them is not a guarantee of education
quality because the educational process is very complex. However, a few years
ago the Quality Management Systems for higher education centers are taking
importance especially in Europe and North America, although in Latin America
is an unexplored field. Higher education centers quality is a very complex
problem because it is difficult to measure the quality since there are a lot of
academic processes as enrollment, matriculation, teaching-learning with a lot of
stakeholders as students, teachers, authorities even society; in a lot of locations
as campuses, buildings, laboratories with different resources. Each process
generates a lot of records and documentation. This information has a varied
nature and it is present at a structured and no-structured form. In this context,
artificial intelligence techniques can help us to analyze and management
knowledge. Our work presents a new approach to audit academic information
with machine learning and information retrieval. In our experiments, we used
information about syllabus, grades, assessments and online content from a Latin
American University. We conclude that using artificial intelligence techniques
minimize the decision support time, it allows full data analysis instead of a data
sample and it finds out patterns never seen in the case study university.

Keywords: Quality Management Systems � Artificial intelligence �
Audit techniques

1 Introduction

The quality concept is a cross-cutting theme that received and is receiving particular
and continuous attention in many disciplines [1]. Quality has a lot of meanings since it
depends on the context even the concept of quality has evolved over the years. For
instance, [2] defines it as products and services quality of an organization is determined
by the ability to satisfy customers, and by the expected and unforeseen impact on
relevant stakeholders. Anyway, quality has subjective and objective concepts, it is a
social construct concept [3].

In higher education context there are so many customers and stakeholders like
students, industry, enterprises, even the society. ‘Quality assurance’ and ‘quality
enhancement’ are two widely discussed topics, especially in higher education.
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However, the centrality of discussion about quality assurance and enhancement is
certainly based on the question “What is quality? [4]. The best way to assure the quality
of products and services is to implement a Quality Management System (QMS), for
instance, ISO 9000. Although, some authors refer to ISO 9000 standards as a
‘straightjacket’ because the translation of the standard when applied to educational
institutions causes ‘confusion and consternation’ [5].

Qualitymanagement systems are a challenge for higher education centers. Nowadays,
there are differentmanagement systems, for instance: quality, environmental, information
security, etc. that can be applied over education centers, but to implement all of them is not
a guarantee of education quality because the educational process is very complex.
However, a few years ago the Quality Management Systems for higher education centers
are taking importance especially inEurope andNorthAmerica, although in LatinAmerica
is an unexplored field. Higher education centers quality is a very complex problem
because it is difficult to measure the quality since there are a lot of academic processes as
enrollment, matriculation, teaching-learning with a lot of stakeholders as students,
teachers, authorities, even society; in a lot of locations as campuses, buildings, labora-
tories with different resources. Each process generates a lot of records and documentation.
Nowadays people are living in a world crowded by so many information sources that it is
impossible for us to absorb even a very small portion. This phenomenon is usually called
“information overload”. This information has a varied nature and it is present at a
structured and no-structured form. In this context, artificial intelligence techniques can
help us to analyze and management knowledge.

The remainder of this article is structured as follows: In section two, a review of
quality management systems and artificial intelligence techniques as artificial neural
networks and text mining are summarized. Section three details the proposed method-
ology and explains the different experiments and the kind of information used.
Section four presents the results obtained using academic information, we contrast results
with expert criteria. Finally, section five provides conclusions and recommendations.

2 Review

2.1 Quality Management Systems (QMS)

Several voices have been heard about the non-applicability at all of those management
theories, especially because they derived from industry and had nothing to do with the
higher education ethos [6, 7]. However, QMS and Total Quality Management
(TQM) are widely used in higher education institutions. According to [8] a QMS
includes activities through which the organization identifies its objectives and deter-
mines the processes and resources required to achieve the desired results. The QMS
manages the processes that interact and the resources that are required to provide value
and achieve results for relevant stakeholders. The QMS enables senior management to
optimize the use of resources considering the consequences of their long and short-term
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decisions. A QMS provides the means to identify actions to address the expected and
unintended consequences of the provision of products and services.

2.2 Artificial Intelligence Techniques

Artificial intelligence (AI) defined as a system’s ability to correctly interpret external
data, to learn from such data, and to use those learnings to achieve specific goals and
tasks through flexible adaptation [9]. For [10] the analysis of data to model some aspect
of the world. Inferences from these models are then used to predict and anticipate
possible future events.

Artificial intelligence (AI) is an important technology that supports daily social life
and economic activities. Themarket and business for AI technologies is evolving rapidly.
In addition to speculation and increased media attention, many start-up companies and
Internet giants are racing to acquire AI technologies in business investment [11].

AI is used for natural language processing, computer vision, robotic process
automation, decision management, etc. For audit area, AI focuses on the financial
detection fraud and intrusion detection systems to data networks through data mining
techniques, neural networks, fuzzy logic and Bayesian networks [12–14]. All of them
techniques are from machine learning, a sub-area of AI.

A machine learning definition is “the set of techniques and tools that allow com-
puters to ‘think’ by creating mathematical algorithms based on accumulated data [15]”.
According to [16]: Broadly speaking, machine learning can be separated into two types
of learning: supervised and unsupervised. In supervised learning, algorithms are
developed based on labelled datasets. In this sense, the algorithms have been trained
how to map from input to output by the provision of data with ‘correct’ values already
assigned to them. This initial ‘training’ phase creates models of the world on which
predictions can then be made in the second ‘prediction’ phase. Conversely, in unsu-
pervised learning the algorithms are not trained and are instead left to find regularities
in input data without any instructions as to what to look for. In both cases, it is the
ability of the algorithms to change their output based on experience that gives machine
learning its power. On the other hand, text mining is the process of deriving high-
quality information from text [17]. Therefore, there are a lot of challenges about non-
structured data that organizations have.

In this context, we combine text mining techniques and AI techniques from
machine learning area for exploiting non-structured academic information. [18] pro-
poses a model framework to explain educational fields where AI is applied according to
Table 1. In addition, there are recent studies about AI techniques for the audit process
[19–21]. However, academic quality management system audit is an unexplored field
for AI.
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3 Methodology

We apply two main AI techniques to address academic audit: (a) Text mining to
transform text into real vectors. When the text is represented as a real vector we can use
it as an input for other artificial intelligence techniques. In our case, we present an
analysis of bibliography comments made by teachers over syllabus bibliography and
(b) Artificial Neural Networks to complement previous analysis and to detect academic
irregularities in the teaching-learning process planned by the syllabus, both issues are
classification problems. These two analysis elements are a drawback for academic
quality management system of Universidad Politécnica Salesiana since when the
academic department used a sample the results are very poor, on the other hand,
checking the whole universe of data is humanly impossible.

3.1 Text Mining Process

For text mining we use an academic dataset from Universidad Politécnica Salesiana,
this corpus has 20,000 records about bibliography comments of teachers in the syl-
labus, all of them are classified by expert academics according to their expertise in
different subjects. They used a binary classification, ‘Good’ for correct academic
comments and ‘Bad’ for comments no adequate. The records belong to four previous
academic periods. We used a 5-fold cross validation process to measure accuracy of the
system.

Figure 1 shows the text mining process. We use three stages (a) stemming,
(b) normalizing and (c) computing tf*idf.

The stemming stage is complex, in our case is as follow:

• Lower-casing: The entire input text is converted into lower case, so that capital-
ization is ignored.

• Stripping HTML: All HTML tags are removed from the input text. Many inputs
often come with HTML formatting; we remove all the HTML tags, so that only the
content remains.

• Word Stemming: Words are reduced to their stemmed form. For instance, ‘re-
search’, ‘researches’, ‘researched’ and ‘researching’ are all replaced with ‘research’.
Sometimes, the Stemmer actually strips of additional characters from the end, so
‘include’, ‘includes’, ‘included’, and ‘including’ are all replaced with ‘include’.

Table 1. Application fields in education of AI.

Content and teaching
methods

Assessment Communication

Customize education
content

Simplifying in MOOC
assessment

Intelligent tutoring
systems

Personalized learning Identifying gaps in learning
Educational robots
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The normalizing stage consists in to do:

• Normalizing URLs: All URLs are replaced with the text ‘httpaddr’.
• Normalizing Numbers: All numbers are replaced with the text ‘number’.
• Normalizing cites: All cites used the IEEE citation format [number], they are

replaced with the text ‘cite’.
• Removal of non-words: Non-words and punctuation have been removed. All white

spaces (tabs, newlines, spaces) have all been trimmed to a single space character.
• Removed word from stoplist: Our stoplist has a lot of very common words like the,

as, a, an. They are removed.
• The result of this stage is a dictionary with all terms used in the comments of

syllabus bibliography.

The computing tf*idf stage makes a vector (Term frequency – Inverse document
frequency), in our case the documents are the comments and terms are the words in the
dictionary. Finally, the tf*idf vector can be used by neural networks or to compute
similarities measures.

3.2 Artificial Neural Networks Process

To apply artificial neural networks to predict course performance in regular/irregular
categories, we used as an input a feature vector with information about syllabus
according to Table 2, all features are normalizing using Max-Min norm. The output to
train the network is the course status validate for experts, regrettable this evaluation
occurs when the course is near to finish. The system aim is the early detection of course
status.

The neural network architecture is presented in Fig. 2, using three layers with ten,
five and three neurons produce the best accuracy for our experiments.

Fig. 1. Text mining process.
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4 Results

To compute result we use quality metrics from confusion matrix for information
retrieval, Table 3 shows how mapping results for precision, recall and fallout in Eqs. 1,
2 and 3.

Table 2. Data input for neural network.

Feature Description

F1: Quantity of activities It specifies the number of learning activities that the
teacher will use in his/her class

F2: Quantity of assessments Regarding the number of assessments that teacher will
give to his/her students

F3: Quantity of practices It is the number of laboratory practices along the course
F4: Teaching hours per week The number of hours for teaching per week
F5: Quantity of students The number of students per class
F6: Academic performance
average

The average of course’s students grades about previous
courses. If there are no grades (because is the first
enrollment of the student in the university), we used high
school grades

F7: Quantity of additional
material

Readings and resources specified in the syllabus

F8: Professor’s grade from the
institutional evaluation

Institutional evaluation average of the three previous
semesters

Fig. 2. Neural network architecture.
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precision ¼ a
aþ b

ð1Þ

recall ¼ a
aþ c

ð2Þ

fallout ¼ b
bþ d

ð3Þ

We obtain a high precision for text analysis in bibliography comments. Table 4
shows results of precision, recall and fallout.

In addition, course status predictions have a high precision. Table 5 shows results
of precision, recall and fallout.

Table 3. Confusion matrix for information retrieval.

Classified as an academic
result by the expert

Classified as not an
academic result by the expert

Classified as an academic
result by the machine

a b

Classified as not an academic
result by the machine

c d

Table 4. Results about bibliography comments.

Precision 0.996
Recall 0.997
Fallout 0.521

Table 5. Results about course status.

Precision 0.912
Recall 0.903
Fallout 0.709
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5 Conclusions

Using AI techniques for audit process can reduce the evidence verification time, we
obtain high precision in predictions of academic information, comparing expert criteria
and machine prediction. Our main contribution is a model to work with non-structured
data in the audit process of Universidad Politécnica Salesiana. While this work ana-
lyzes only two academic processes, the model can be applying in any non-structured
information.

The main challenge for quality management systems is optimizing auditor time and
guide the effort in the monitoring process, in our case the experts, generally are uni-
versity lecturers, they spend a lot of time checking and validating information. They
prefer a system that can help them to detect academic irregularities and so to take
advantage of the time.
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Abstract. In this paper, the implementation of a programmable Axonal Delay
Controller (ADyC) mapped on a hardware Neural Processor (NP) FPGA-based
is reported. It is possible to define axonal delays between 1 to 31 emulation
cycles to global and local pre-synaptic spikes generated by NP, extending the
temporal characteristics supported by this architecture. The prototype presented
in this work contributes to the realism of the network, which mimics the tem-
poral biological characteristics of spike propagation through the cortex. The
contribution of temporal information is strongly related to the learning process.
ADyC operation is transparent for the rest of the system and neither affects the
remaining tasks executed by the NP nor the emulation time period. In addition,
an example implemented on hardware of a neural oscillator with programmable
delays configured for a set of neurons is presented in order to demonstrate full
platform functionality and operability.

Keywords: Axonal delay � FPGA � Spiking Neural Networks

1 Introduction

Spiking Neural Networks (SNNs) process information with high biological realism and
using spatio-temporal information in their calculations. SNNs model the neural activity
based on a set of temporary pulses or spikes received through excitatory or inhibitory
synapses, which may have different weights. The spikes are analyzed as a train of
temporal signals, which frequency and timing contain processing information and
neural perception [1]. It is considered that a spike is generated when the action potential
exceeds the threshold voltage.

The main challenges of the emulation of nervous system functions are neural
connectivity and temporal coding to transmit sensory information. The latter is used to
control the speed at which the spikes travel through the axon. Thus, the network
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dynamics is strongly linked to the synaptic and axon delays, and therefore to the spike-
based learning processes among cortical areas [2–4]. It is important to mention that
spikes travel through the neocortex relatively slowly. Transmission delay is reported in
the literature in the range of 1 to 300 ms or more. [5]. Besides, the network dynamics
and its stability are strongly related to the axonal time delay.

Our contribution is based on a multi-model Neural Processor architecture (NP). It
has the capability to emulate neurons in real time, where a user can specify full synaptic
connectivity and the neural algorithm to be executed by the neurons. More details will
be described in the next section. Using NP architecture as a base, we present a compact
axonal time delay controller (ADyC), this approach enables evolvable neural rate
coding through a programmable path length for axon propagation time using a syn-
chronous AER scheme previously implemented. The associated delay with each spike
event support real-time modification. Besides, the network communication time is not
affected due to the time delay value is not transmitted by the communication channel,
as in other similar implementations as HICANN [6] where, the timestamp is contained
in the transmitted packet. In this approach, a look-up table is used for the axonal delay
values along with a delay sorter per neuron. It stores the arrival time and looks for a
coincidence with the look-up table before re-transmitting the spike. Time information is
forwarded to the channel until it is consumed, increasing the link payload. In our case,
time information keeps local and is not transmmited. Others like [7] can implement
only 4 axonal delay path per axon, meanwhile, we are able to implement axonal delays
in all neurons in our system.

Section Neural Processor Architecture Overview describes the main characteristics
of the platform. Section Materials and Methods presents the design that has been made
for the ADyC. As an example, in Sect. 3 a neuron oscillator is presented as proof of
concept along with Hardware test results in order to demonstrate full system operation.
Finally in Sect. 4, conclusions and future work are presented.

1.1 Neural Processor Architecture Overview

The Neural Processor Architecture (NP) is a general purpose real-time FPGA-based
approach [8, 9] that allows large-scale SNNs emulation. It is a hierarchical scalable
platform, which is able to connect up to 127 NP in a ring topology in order to increase
its scalability. Every NP is identified through an ID. Besides, it is possible to implement
local and global spike in order to obtain hierarchical neural configurations.

As shown in Fig. 1, the NP consists of a 2D array of custom processing elements
(PE) implemented with SIMD - type computing strategy [10]. In this way, every PE
executes the same neural algorithm in parallel meanwhile synapses are processing
sequentially. A neuron fires and a spike is generated when the voltage membrane
exceeds the voltage threshold. The PE’s are capable of performing arithmetic, Boolean
and logical operations for the purpose to emulate the neural dynamic. It is possible to
process the neural dynamics of more than one biological neuron by means of PE
virtualization, i.e. time multiplexing.

It is responsibility of the Control Unit to synchronize the operations with the
Communication Module and the flow control of data and instructions to and from the
PE array.
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Spike transmission is based on AER protocol over a Synchronous Serial Ring
Topology (AER-SRT) [11]. It is a modified version of conventional asynchronous
AER. In AER-SRT, whenever the neurons finish processing the neural algorithm, the
generated spikes are encoded as address events, assigned to time slots and sent to the
corresponding destination neurons through a broadcast serial bus. An address event is
coded by 3 fields: virtualization, row and column PE position.

Figure 2 shows the 3 NP operation phases are shown: Initialization, Execution, and
Distribution. Configuring the neural algorithm and synaptic and neural parameters are
performed in the Initialization Phase. During the Execution Phase, neural and synaptic
algorithms are computed. The generated spikes are delivered to the corresponding
destination neuron throughout the Distribution Phase by means of AER-SRT protocol,
which employs Aurora IP core [12] from Xilinx for establishing a high-speed serial
communication.

Fig. 1. Neural processor

Fig. 2. Neural processor processing phases
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It is remarkable to mention that an emulation cycle corresponds to the execution
and distribution processing phases. In turn, the duration of both cycles represents a unit
of time in biological terms, which is within the limits of real time. In NP, the signal
eo_exec generated by the Control Unit controls the start and end of these phases.

2 Materials and Methods

2.1 Axonal Delay Controller

The Axonal Delay Controller (AyDC) allows to emulate axonal delays, i.e., a spike or
group of spikes will not be transmitted immediately, but will reach their destination
after a certain delay has elapsed, which in biological terms correspond to the axon
length of the neural connection.

The AyDC is implemented as part of the AER-SRT Module as shown in Fig. 3.
Through the shared bus the AER-SRT receives pre-synaptic spikes (sjnm), which are
temporarily stored in an Input FIFO in order to be processed in the execution phase. At
the transmission side and during the distribution phase, the post-synaptic spikes (sjnm)
generated by the PE array are written directly to the Output FIFO in case it does not
have any programmed delay (td = 0) waiting to be distributed by the communication
link. Conversely, if sjnm have assigned axonal delay, these are routed to the Delay
Controller, where for each emulation cycle, a unit of time is subtracted (td-1). When td
reaches zero, the sjnm are placed in the Output FIFO so that they are transmitted in the
next distribution phase.

As shown in Fig. 4, the controller consists of two main blocks: RAM Time Delay
and Delay FIFO. The RAM Time Delay is used to store the delay value (td) of the
associated spike. The code 0 is reserved to spikes transmitted immediately after being
generated i.e. td = 0.

During the distribution phase, the AER TX reads the Output FIFO, and dumps its
contents into the Aurora Tx Side. Once the Output FIFO is empty, FIFO DELAY

Fig. 3. AER-SRT Module with Axon Delay Controller
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processing starts. This consists of verifying the delay value (td) of each of the stored
spikes. If td 6¼ 0, its value is decremented by 1 (td-1) and saved again into the
FIFO DELAY. It operates as a circular buffer which is read and processed by each
emulation cycle. A time unit is consumed per cycle. The opposite means that the sjnm is
ready for transmission and is sent to the OUTPUT FIFO. The processing of the con-
troller ends when all the spikes stored on the FIFO DELAY have been examined.

3 Proof of Concept

3.1 Topology

As proof of concept, the topology shown in Fig. 5 was implemented, which is made up
of an oscillator given by the four inner neurons connected to a combination of neurons
with excitations and inhibitions that form a bandpass filter.

Fig. 4. Axonal Delay Controller. td: delay value; sjnm: post-synaptic spikes

Fig. 5. Oscillator neural topology
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The AER address events (11-bit) are defined by the virtualization level and the row
and column PE position in the array where the spike is generated. In this application
each PE emulates a neuron, no multiplexing is enabled. Table 1 shows the axonal
delays assigned to every neuron in the topology.

3.2 Neural Algorithm

All the neurons of the network execute the same neural algorithm that corresponds to a
Leaky Integrate and Fire (LIF) model [13] whose differential equation is solved with
the Euler method. The implemented equation is depicted below:

V tþ 1ð Þ ¼ Vrþ V tð Þ � Vrð Þ:km þ
X

wi tð ÞSj tð ÞþB tð Þ ð1Þ

V tð Þ[Vth ¼[V tð Þ ¼ Vr ð2Þ

• V(t): Membrane potential
• Vth: −55 mV: Threshold voltage (same to all neurons)
• Vr: −70 mV: Restitution voltage (same to all neurons)

• km : e�
1
sm : Decay constant sm ¼ 10 msð Þ

• wi tð Þ : Synaptic weight
• Sj: Post-synaptic spikes
• B(t): Background noise

In the topology presented, all the synaptic connections are excitatory although the
system equally supports inhibitory synapses. The neurons emulated through the PE,
contain a LFSR, which is used for generating background source of noise. The seeds
were initialized with random values. Synaptic weighs and membrane voltages were
also randomly assigned in a range of (0.1 mV � wi(t) � 1.5 mV) and (−65 mV
V(t) � 60 mV) respectively.

Table 1. Assigned delay per neuron

Neuron Virt Row Col Delay

N00 0 0 0 1
N10 0 1 0 5
N20 0 2 0 2
N30 0 3 0 4
N01 0 0 1 0
N11 0 1 1 0
N21 0 2 1 0
N02 0 0 2 0
N03 0 0 3 0
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The neural algorithm is described by the assembly instructions of this architecture.
The initial parameters of each neuron are defined in a text that contains all the infor-
mation required to configure the application in the proposed prototype.

3.3 Results and Discussion

The ND architecture is described in VHDL language. Vivado [14] software from
Xilinx is used for synthesizing, placement and routing. Implementation takes place in
an FPGA Kintex-7 xc7k325tffg900-2 board.

AER-SRT protocol is used to configure the application and establish spike com-
munication [15], operating at a serial bit rate of 1.125 Gbps. The clock frequency for
data processing in this prototype is fclk = 125 MHz.

For the purpose of this work, a single board has been used, however, it is possible
to scale the size of the network by connecting several nodes in a ring topology. Full
architecture simulation is performed with QuestaSim [16] tool from Mentor Graphics.

Figure 6 represents the simulation of the delay controller signals in its main
instances: RAM, Output and Delay FIFO. The eo_exec signal marks the beginning of
the execution and distribution phase. The image illustrates the spike generated by the
neuron N01 without a programmed delay (td = 0). It is transmitted at the same emu-
lation cycle during the distribution phase to the target neuron N03.

The operation of the axonal delay controller in the spike generated by the neuron
N10 with a delay of td = 5 is also observed. Since, td 6¼ 0, is not transmitted in the
distribution phase, instead, it is stored in the FIFO DELAY in order to be processed
during the next distribution phases.

The Integrated Logic Analyzer (ILA) from Vivado was used to monitor the
oscillator operation in neurons N00, N10, N20, N30 during the emulation cycles 566 to
578 in hardware (FPGA Kintex-7). As shown in Fig. 7, axonal delays established for
this implementation are met.

Fig. 6. Axon Delay Controller simulation; sj01: post-spike from axon N01 transmitted in the
same emulation cycle; sj10 corresponds to the post-spike from axon N01 stored in the
DELAY FIFO. It is processed during the Distribution Phase
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4 Conclusions and Future Work

In the present work, we demonstrate the functionality of an Axonal Delay Controller
implemented over a NP Architecture. This allows us to emulate spatio-temporal
dynamics present in the biological neurons. The Delay Controller along with the AER-
SRT based on synchronous AER is able to support hierarchical topologies and pro-
grammable path lengths for the axon propagation time in the range of 1 to 31 emulation
cycles. Local and global spikes can be configured with axonal delays. Besides, the
delay (td) storage on RAM allows real-time adaptation. RAM Time Delay and the
DELAY FIFO width word determine the maximum propagation time that can be
programmed, 5-bit are assigned to this field in this propose.

Longer axon propagation time may be obtained increasing the word-length in both
RAM and FIFO. It is important to highlight that, in NP architecture dendritic and
synaptic delays are feasible by software. Through the ADyC, delay adaptation is
supported by NP, it can be accomplished in a single emulation step allowing learning
delay.

Finally, as future work, we plan to implement cluster delays, i.e. delay at desti-
nation as a function of source chip ID.

Acknowledgments. This work has been partially funded by the Spanish Ministry of Science
and Innovation and the European Social Fund (ESF) under Projects TEC2011-27047 and
TEC2015-67278-R. Mireya Zapata held a scholarship from National Secretary of High Educa-
tion, Science, Technology, and Innovation (SENESCYT) of the Ecuadorian government.

Fig. 7. Time simulation of hardware implementation on FPGA - Kintex 7 using ILA tool.
sj20 represents the post-synaptic spike from neuron N20, it takes 2 emulation cycles before being
transmitted to N30. sj30 takes 4 cycles before reaching N00. Between N00 and N10, there is a
delay of 1 cycle
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Abstract. In order to reduce the incidence of disease and decrease the pro-
portion of “sub-health”, exercise regularly is one of the most important factors to
solve these problems. Regular exercise has many positive effects on body’s
systems, while inappropriate forms of exercise can cause problems or even have
adverse consequences for health. Therefore, this research aims to develop an
ontology-driven knowledge-based system to dynamically generating personal-
ized exercise programs. The generated plan exposing REST style web services,
which can be accessed from any Internet-enabled device and deployed in cloud
computing environments. To ensure the practicality of the generated exercise
plans, encapsulated knowledge used as a basis for inference in the system is
acquired from domain experts. Also, we integrate the system with wearable
devices so that we can collect real-time data, for example, heart rate. In the
future, break through the limitations of equipment, the accuracy and reliability
can be promoted.

Keywords: Ontological knowledge base � Physical fitness �
Personalized exercise program � Dynamically generate � Wearable device

1 Introduction

Due to the rapid growth of medical service, people focus not only on a cure but also on
prevention of diseases. The best way to prevent disease is to keep ourselves healthy.
The World Health Organization (WHO) gave the definition of health as follows:

“Health is a state of complete physical, mental and social well-being and not merely the absence
of disease or infirmity. [1].”

It shows that “health” not just talks about our physical body; we also have to
concern our mind and the society. Take some common conditions for example,
depression, insomnia, fatigue, poor memory, ache in muscles… and so on. These are
the symptoms that will let us feel uncomfortable but won’t make us sick, we can call
this state “sub-health”. It is a term that is being well-known in recent years. In brief, it
is a state that between health and illness. Lots of people are trapped in this state. To
escape from this state, personal health management have to be emphasized.
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2 Related Works

2.1 Ontology-Based Systems

Ontology is an emerging technology in building knowledge-based information retrieval
systems. It is used to conceptualize the information in human being understandable
manner. Over the years, much importance was given to the systematic development of
ontologies. As a result, many methods and strategies to build ontology in different
domains came up in the field of ontological engineering [2].

2.2 Healthcare Systems

An ontology is a knowledge model that represents a set of concepts within a domain
and the relationships among these concepts. Ontologies facilitate not only represen-
tation but also concept instantiation and instance-based reasoning within a domain. In
the domain of healthcare, ontologies have been recognized as a key technology in
helping to furnish the semantics required for deriving proper treatment through inte-
grating clinical guidelines [3]. Riaño et al. [4] have used Protégé to develop an
ontology for the domain of chronically ill patients requiring home care: the Case Profile
Ontology which introduce an ontology for the care of chronically ill patients and
implement two personalization processes and a decision support tool.

Each of a person has different physical conditions, and some of them may have
diseases that will affect the choices of exercise type. In this research, we use ontology
to exclude inappropriate type by their personal profile.

2.3 Personalized Physical Fitness

Su et al. [5] develop an ontology driven knowledge-based system for generating
specifically designed exercise plan. This system (UFIT) also designed exercise plan
based on: (1) the user profile; (2) the user’s physical fitness; and (3) the user’s health
screening data. The research objective of UFIT is consistent with us. However, the
results of UFIT are static, it cannot update dynamically. Thus, we will extend the
structure of UFIT to complete our research.

2.4 Ontology and HL7 Standard

To cooperate with different systems and organizations, the interoperability is one of the
most essential requirements for health care systems to reach the benefits promised by
adopting HL7-based systems and Electronic Medical Records (EMRs). Slavov et al. [6]
proposed an HL7-compliant data exchange software tool called Collaborative Data
Network (CDN) aiming for clinical information sharing and querying. The clinical
documents in CDN are modeled in compliant with HL7 v3 standard and encoded in
eXtensive Markup Language (XML) format, which can be ultimately deployed in a
cloud environment to support large-scale management and vast amounts of clinical data
sharing.
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As a key component of our system, the knowledge engine was built on top of
problem-oriented medical record ontology “HL7-sample-plus-owl.” defined by World
Wide Web Consortium (W3C) [7]. According to W3C, the goal of “HL7-sample-plus-
owl” is to define a minimal set of terms that connect representations from well-defined
healthcare information and process models with more expressive foundational
ontologies through the use of the criteria outlined in the traditional problem-oriented
medical record structure. To ensure ubiquitous accessibility and wide area interoper-
ability, we designed and developed this system, an HL7-compliant system driven by an
ontology-based knowledge engine founding on HL7-sample-plus-owl. This system is
capable of processing user health screening data and personal information from any
HL7-enabled medical organization and subsequently generates personalized exercise
plans.

3 Methodology

3.1 System Architecture

The following figure is the architecture of our system, it can be divided into 3 sections:
(1) An ontological knowledge base that stores user profiles, wearable device data,
physical fitness test data, health screening data, and exercise ontology; (2) Inference
module consist SPIN rule and SPARQLmotion; (3) Environment and user interface to
present and interact final exercise program. In this section will introduce each part in
order (Fig. 1).

Fig. 1. System architecture
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3.2 Ontological Knowledge Base

How to create an ontology is one of the most important things at the beginning of our
research. Although there are various ways to build an ontological knowledge base,
these methodologies encapsulate many common features. We follow a guide- Ontology
Development 101, which is form by Noy and McGuinness [8]. There has a rule that
they have especially mentioned:

“There is no one correct way to model a domain— there are always viable alternatives. The best
solution almost always depends on the application that you have in mind and the extensions that
you anticipate.”

As the rule said, our research objective is to develop an adaptive exercise program
which will base on personal physical states. Thus, we should confine our domain to
sports and physical fitness.

Here’s the 7 steps:

Step 1. Determine the domain and scope of the ontology
Step 2. Consider reusing existing ontologies
Step 3. Enumerate important terms in the ontology
Step 4. Define the classes and the class hierarchy
Step 5. Define the properties of classes—slots
Step 6. Define the facets of the slots
Step 7. Create instances

To build a knowledge base that is close to knowledge of domain expert, we collect
information from domain experts in MJ Health center and record the key point of how
experts generate an exercise program. In this ontological knowledge base contain these
types of data:

A. Exercise ontology: contains the exercise-related information acquired from domain
professionals including:

• Goal of exercise (e.g., cardiopulmonary training, flexibility improvement)
• Type of exercise (e.g., jogging, swimming)
• Time of exercise (e.g., 10–15 min, 2 rounds, repeat ten times per round)
• Intensity of exercise (e.g., moderate, low, high)
• Frequency of exercise (e.g., 2–3 times/week, 3–4 times/week)

B. User profile ontology: contains personal information and physical test data
including

• Basic information (e.g., name, sex, age, characteristics, preference, interest)
• Personal states (e.g., exercise habit, disabilities, impairments)
• User’s preferences (e.g., preferred exercise, preferred time to exercise)
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C. Health screening ontology: contains comprehensive health-screening information
including

• Health-screening data (e.g., physiological data, triglyceride, cholesterol)
• Physical fitness test (e.g., grade 1, grade 2, grade 3, grade 4, and grade 5)

The example for generate a part of ontology will be presented in Fig. 2. It can
clearly show the four component of building ontology, Class, Property, Instance, and
Constraint.

3.3 Inference Module

SIPN Rules and SPARQLMotion are two components of the Inference Module.
The SPIN rules are pre-defined by developer. When we use SPARQL to query the
information, the engine will find the information inside of the knowledge base. Finally,
the knowledge engine will output the result by inference based on all SPIN rules, this
process called SPARQLMotion.

3.4 RESTful Web Service

REST services provide an abstraction for publishing information and serve for com-
municating with Knowledge Engine and Database Server in this system. The REST
services can be easily deployed via simple methods of Hypertext Transfer Protocol
(HTTP) such as POST, GET, PUT and DELETE and produce discretely formatted
responses (typically in XML or JSON with no dangling TCP connection). By applying
REST services, this system is capable to offer ubiquitous access through virtually any
Internet-enabled devices.

Fig. 2. Example of ontology
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3.5 Wearable Device

Due to the growth of the wearable device become fully develop, there has various
product can be chosen. Considering the objective of this research is only to access data
from the wearable devices, rather than developing a product. We chose Apple watch as
our integration target. There are some reasons why we select watch OS(Apple watch)
instead of wear OS(Android watch):

• The Market share of watch OS growing more stable than wear OS.
• Watch OS integrated many functions in health kits also provide official tutorial for

developer to capture health data.

4 Implementation and Usage Scenarios

In this part, we will introduce the prototype of our system with regard to our proposed
usage scenarios. A system prototype embodied the generalized and functional design
concepts for ontology-based application. And the scenarios can show the expected
benefit of our system. Furthermore, we will compare the different between the manual
way, and ontology-based exercise plans generation.

4.1 Knowledge Engine Development

As we mentioned above, knowledge engine is composed by SPIN rule and
SPARQLMotion. The following will explain how we build the knowledge engine and
what roles do these two components play.

• SPARQLMotion

SPARQLMotion is an RDF-based scripting language with a graphical notation to
describe data processing pipelines. The basic idea of SPARQLMotion is that individual
processing steps can be connected, so that the output of one step is used as input to the
next. RDF graphs are the basic data structure that is passed between the steps, but
named variables pointing to RDF nodes and XML documents can also be passed
between steps. The behavior of each module is typically driven by SPARQL queries.
The following graph presents the part of SPARQLMotion in our system, which
arranged the work and order of each role like a script (Fig. 3).

Figure 5 shows the other script that describe the exercise plan which execute from
the past script and update based on real-time heart rate.

• SPIN rule

SPIN combines concepts from object-oriented languages, query languages, and
rule-based systems to describe object behavior on the web of data. One of the key ideas
of SPIN is to link class definitions with SPARQL queries to capture rules and con-
straints that formalize the expected behavior of those classes. To do so, SPIN defines a
light-weight collection of RDF properties.
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The key point about Dynamic Exercise program generation is shown below
(Figs. 4 and 5).

These two figures are the five zones of exercise target heart rate, which have been
converted to SPIN rule [9].

4.2 Demonstration of Scenarios

The objective of this research is to develop an Ontology-based Dynamic Exercise
program generation in accordance with user profile, user’s test data (the HL7-based

Fig. 3. Dynamic generation

Fig. 4. CardioGrade1-3
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data of physical fitness and the HL7-based data of health screening) and real-time heart
rate to improve physical fitness and make the body less prone to common diseases. The
following will introduce the scenarios.

• All types of exercise plan

In this part we show the result of a complete exercise plan.
Jessie has an annual health assessment including a fitness test. While traveling on

business, she initiates the Ontology-based Dynamic Exercise program generation web
service using her mobile phone, as illustrated in Figure. Ontology-based Dynamic
Exercise program generation then extracts her profile and health data to generate a
customized exercise plan, as shown in Figure. According to her health status, the system
recommends three areas of exercise: cardiopulmonary, resistance, and stretching, but
advises against certain exercise types, such as treadmill walking, because Jessie’s
medical history indicates she has been suffering from peripheral neuropathy, which can

Fig. 5. CardioGrade4-5

Fig. 6. Demo views
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affect balance, placing her at greater risk of falling. Jessie selects the cardiopulmonary
training. The recommended exercises associated with the selection are then generated,
as depicted in Fig. 6.

• Dynamic generation (Take cardio exercise as example)

Because of the assessment will take place only once a year. The result of fitness
tests is easily to be invalidated. Therefore, we add an element to make the system be
able to update. This element is a real-time heart rate. It is relatively easy to get the data,
also it has explicit definition to classify the level of exercise intensity.

Limited by current technology, we have to manual set up the interval of exercise so
that can collect the heart rate during the exercise time.

5 Conclusion and Future Works

Exercise has a lot of benefit for people. However, inappropriate exercise will cause
contrary effect. That’s the reason why we build this system. To build an Ontology-
based Dynamic Exercise program generation system which accordance with personal
health data (physical fitness, health screening, real-time data from the wearable device)
and profile (preference). Furthermore, the result which generated by our system can be
accessed through any Internet-enabled device through the paradigm of RESTful web
service.

However, monitoring people exercise is relatively simple to stimulation. It is worth
to noting how to attract people to do exercise and do exercise regular. This is the most
important also the most difficult part in health issue. After all, persevering exercise can
really turn the population of sub-health to health also improve our body. Thus, it can be
extended and research the issue about how to attract people to do exercise regularly.

In addition, the devices in our study are limited by current technology. We are able
to provide only one input- heart rate to update the exercise program. If there’s possible
to collect data from any other exercise equipment, then we must be able to provide a
more complete and accurate dynamic exercise program.
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Abstract. In this article, we endeavor to utilize the advanced workmanship in
which computerized innovation remains in the focal point of its imaginative
procedure – for instance of inventiveness to outline how innovativeness and AI
can increase shared advantage from one another. Moreover, we discuss the
distinctive effects of cognitive shifting and Intelligence on innovativeness. AIs
create in information, they are likely going to be related with an impressive
proportion of our endeavors, and we will extend ourselves with abilities to have
the ability to make use of such extra knowledge, moving towards a cyborg
situation, whereby the mental and physical spaces end up being dynamically and
more clouded with our propelled understanding.

Keywords: Artificial Intelligence � Human-System � Cognition � Digital art

1 Introduction

Artificial intelligence (AI) is a term for reproduced knowledge in machines. These
machines are modified to “think” like a human and copy the manner in which a man
demonstrations. The perfect normal for computerized reasoning is its capacity to justify
and take activities that have the most obvious opportunity concerning accomplishing a
particular objective, in spite of the fact that the term can be connected to any machine
that displays qualities related with a human personality, for example, learning and
taking care of issues.

In the age of the fourth Industrial Revolution (4IR) (Xing and Marwala 2017),
numerous nations (Shah et al. 2015; Ding and Li 2015) are defining out a larger
objective of building/anchoring an “advancement driven” economy. As advancement
underscores the usage of thoughts, inventiveness is normally viewed as the principal
phase of development in which producing thoughts turns into the prevailing center
(Tang and Werner 2017; Amabile 1996; Mumford and Gustafson 1988; Rank et al.
2004; West 2002). At the end of the day, if imagination is missing, advancement could
be simply luckiness. we can think creativity like this way (Sanchez-Burks et al. 2015):
“Creative people [are] able to connect experiences they’ve had and synthesize new
things” [1].

In the last few years, we have seen a colossal ascent in the field of man-made
brainpower, particularly in profound learning calculations. This has likewise prompted
a colossal increment in the ability of machines to create content without anyone else,
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in different structures, be it visual, sound related or message based. Nevertheless, a
considerable measure of the interfacing of this AI with people remains principally
advanced in frame, along these lines not partaking in our physical errands.

With the improvement of man-made reasoning, people are absolutely subject to
machines. In couple of years back the undertaking that felt hard to finish have turned
out to be significantly less demanding on account of quick improvement in this field,
even than it assumes crucial job in day by day house hold work With a particular true
objective to perceive practically performing human– fake collaboration structures in
coordination’s ex hazard for theory decision purposes, a multi-dimensional hypothet-
ical framework is created [1, 2].

Man-made reasoning may do every one of those work where human physical body
parts are major being used a precedent is that hand composing machine where
machines make physically composed substance in continuation to human handwriting
and move the human hand on the paper to form it out. As AI creates in its capacities,
we acknowledge that an all the more firmly coupling of the data and yield procedure
inside the space of physical assignments will be essential in making machine that
incorporates substance and impacts you to make what the PC ‘considers’ through a
magnet underneath the table the use of AI consistent [2].

2 Digital Art

The Mechanical improvement or unrest has a long history of affecting innovativeness.
Take ‘Gutenberg Revolution’ (Kirschenbaum 2016; Winston 2005), the development
of the printing press in the fifteenth century makes ready of large scale manufacturing
of writings and pictures. With new correspondence, limit being empowered by this
mechanical progression, the far reaching of material and scholarly trade winds up
conceivable. These days, a large number of the working methodologies utilized by
advanced artisans can be followed back to the good ‘old days (between the 1960s) of
the PC improvement. Since the rise of the World Wide Web during the 1990s, a
differing assortment of chances were additionally opened for visual expressions with
apparently boundless permutable measurements.

The explanations behind picking computerized craftsmanship as our talk stage are
triple (Sefton-Green and Reiss 1999; Bentkowska-Kafel et al. 2005): right off the bat, it
is such a typical practice for specialists, specifically youthful experts, to utilize an
extensive variety of media expressions for inventive purposes, creating static/powerful
pictures, and in addition controlling sound tracks and content contents; furthermore,
advanced workmanship isn’t a detached practice, isolated from different types of
expressions. It is basically a technique that consolidates a wide range of interconnec-
tions with other craftsmanship practices together with other way of introductions and
enquiries, showing that we are seeing and encountering another influx of imagination
upheaval; last yet not the slightest, it merits seeing that a multitude of advanced
craftsmen are currently working in various enterprises shoulder to bear with equipment
and programming professionals at the cutting edge of development [1].
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2.1 Techniques of Digital Art

The systems of computerized crafts man ship are utilized broadly by the prevailing
press in commercials, and by movie producers to deliver visual impacts. Work area
distributing has hugy affected the distributing scene, despite the fact that that is more
identified with visual depiction. Both advanced and customary artisans utilize
numerous wellsprings of electronic data and projects to make their work. Given the
parallels among visual and melodic expressions, it is conceivable that general
acknowledgment of the estimation of advanced visual workmanship will advance
similarly as the expanded acknowledgment of electronically delivered music in the
course of the most recent three decades (Fig. 1).

3 Cognitive Shifting and Intelligence on Creativity

The connection among imagination and official control has for some time been ques-
tionable. A few specialists see inventive reasoning as a defocused procedure with
minimal official control contribution, though others guarantee that official control
assumes an indispensable job in innovative reasoning. In this examination, we con-
centrated on one subcomponent of official control, intellectual moving, and analyzed its
association with inventiveness by utilizing idle variable investigation and basic con-
dition displaying. We likewise investigated whether this connection was interceded by
knowledge. The outcomes demonstrated that: (a) subjective moving capacity had a
positive association with imagination, yet just on the quantitative viewpoints (fluency
and flexibility); (b) Intelligence had a positive association with both quantitative and
subjective perspectives (inventiveness) of innovativeness, and its impact on subjective

Fig. 1. Maurizio Bolognini, Programmed Machines (Nice, France, 1992–97). An installation at
the intersection of digital art and conceptual art (computers are programmed to generate flows
of random images, which nobody would see).
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angle was more grounded than that on the quantitative viewpoint; (c) There was an
interceding impact of insight on the connection between imagination psychological and
moving [3].

Spatial cognition is an important branch of cognition science and very common in
our daily life when people work together. As far as human-robot spatial discernment
association, it would be emotional if the robot could collaborate with individuals like a
human. Therefore, we outlined a wise robot, which could speak with individuals in
regular dialect and think on the human’s point of view in spatial discernment assign-
ments, for example, get instruments and gather machines. The innovative thing is that
the human-robot spatial cognition interaction system is established based on ACT-R
(Adaptive Control of Thought-Rational) cognitive architecture [4].

There is in some quarters, concern about high– level machine insight and super
keen AI coming up in a couple of decades, carrying with it significant dangers for
humankind. In different quarters, these issues are overlooked or thought about science
fiction. We needed to elucidate what the dissemination of conclusions really is, the
thing that likelihood the best specialists as of now dole out to high– level machine
insight coming up inside a specific time– outline, which dangers they see with that
improvement, and how quick they see these creating [5].

4 Conclusion

The specialists imagine that super knowledge is probably going to arrive in a couple of
decades and potentially terrible for mankind – this ought to be reason enough to do
investigation into the conceivable effect of super insight before it is past the point of no
return. We could likewise put this all the more unassumingly and still arrive at a
disturbing end: We are aware of no convincing motivation to state that advancement in
AI will come to a standstill (however, profound new experiences may be required) and
we are aware of no convincing reason that super insightful frameworks will be useful
for humankind. Thus, we should better examine the fate of super knowledge and the
dangers it models for humanity. This study explored the relationship between cognitive
shifting and creativity, the interceding impact of insight on this relationship, giving
some new proof on the subject of whether inventive reasoning includes official control
or not. It underpins the possibility that official control assumes a critical job in the age
of original thoughts. Besides, past investigations on the connection between official
control and innovativeness most centered on intellectual restraint, and this examination
gives a more extensive point of view to this inquiry by considering subjective moving
and the intervening impact of insight. It gives a model of how intellectual moving and
knowledge influence the distinctive parts of innovativeness.

Acknowledgments. The heading should be treated as a 3rd level heading and should not be
assigned a number.

306 M. S. Shakir et al.



References

1. Xing, B., Auckland Park: Creativity and artificial intelligence: a digital art perspective. papers.
ssrn.com (2018)

2. Agrawal, H., Yamaoka, J., Kakehi, Y.: Artificial intelligence output via the human body.
ACM (2018)

3. Pan, X., Yu, H.: Different effects of cognitive shifting and intelligence on creativity.
J. Creative Behav. 1–18 (2016)

4. Mu, X.-L., Tian, Y., Tan, L.-F., Wang, C.-H.: The design of human-robot spatial cognition
interaction system. IEEE (2016)

5. Müller, V.C., Bostrom, N.: Future Progress in Artificial Intelligence. Springer International
Publishing, Switzerland (2016)

Innovation and Artificial Intelligence 307



Software, Service and Systems
Engineering



Service Model Based on Information
Technology Outsourcing for the Reduction

of Unfulfilled Orders in an SME
of the Peruvian IT Sector

Renato Bobadilla1(&), Alejandra Mendez1(&), Gino Viacava1(&),
Carlos Raymundo2(&), and Javier M. Moguerza3(&)

1 Escuela de Ingeniería Industrial,
Universidad Peruana de Ciencias Aplicadas (UPC), Lima, Peru

{u201311160,u201311788,gino.viacava}@upc.edu.pe
2 Dirección de Investigaciones,

Universidad Peruana de Ciencias Aplicadas (UPC), Lima, Peru
carlos.raymundo@upc.edu.pe

3 Escuela Superior de Ingeniería Informática,
Universidad Rey Juan Carlos, Mostoles, Madrid, Spain

javier.moguerza@urjc.es

Abstract. In the current market, small- and medium-sized companies (SMEs)
face losses due to poor process control. The core activities of information
technology (IT) outsourcing service companies are to provide outsourcing ser-
vices related to technology and information control, which is why it is crucial to
work with standardized, efficient processes, to not affect the main process and
resources involved. In this document, a case study of an SME is evaluated,
related to a deficient billing process, which is not able to fulfill all of its orders.
To solve the problem, we propose an IT outsourcing service model, based on the
management of processes, knowledge, and change. After the model was vali-
dated, it was evidenced that it allowed the integration and finalization of the
services provided by the company, increasing the monthly income by 80%.

Keywords: Process management � Service models based on IT outsourcing �
Knowledge management � Change management � 5S management

1 Introduction

Worldwide, about 92% of industries invest in outsourcing services and 10 trillion
dollars were invested in outsourcing services in 2017. In Latin America, the rate of
outsourcing is the highest in Brazil. Peru is in fourth place in terms of the outsourcing
rate. In Peru, 86% of companies outsource services, i.e., companies chose to focus on
their key processes and outsource the rest of processes. This is done to maintain a good
market position. Among the outsourcing services provided, 30% corresponds to
information technology (IT) outsourcing, which comprises hiring a service that aims to
meet and cover the technological and information needs of the company [1, 2].
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Currently, 96.5% of companies in Peru are small- and medium-sized companies
(SMEs), generating employment for around 8 million people. IT SMEs provide ser-
vices to banks as well as retail and manufacturing companies, among others; however,
they fail to complete and integrate processes that allow the total delivery of services.
Thus, services cannot be presented to the customer for the corresponding pay-
ment. Every service company needs to receive income at specific moments.

The techniques, models, and processes of formal SMEs are well established, which
might make services offered by these companies stand out. Models are established for
the management of risks, human resources, technology and information, and recruit-
ment of personnel. One of the limitations of the current service models is the cen-
tralization in the core developed by the company, without having a strategic plan that
might incorporate service processes of IT SMEs.

Based on this background, we can state that the objective of this research project is
to present a service model that includes all processes starting with quotes up to service
invoicing. This will allow SMEs to complete services successfully and to meet existing
deadlines. We propose a service model that integrates several engineering techniques.
One of these is the management of processes through flow charts, SYPOC diagrams,
procedures, BPMN diagrams, RACI matrix, and indicators, which allow the stan-
dardization of all its activities. In addition, knowledge management and change
management were used to involve workers of the various IT SMEs [3, 4].

2 State of the Art

From the literature reviewed, it has been observed that several research projects on
service management models based on IT outsourcing have been performed. However,
all these models focus on the central process of an IT outsourcing company. We will
mention some models in the following paragraphs.

2.1 Process Management

For process management, the organization is considered as an interrelated system of
processes that jointly contribute to improving customer satisfaction [5]. Additionally,
the implementation of process management in the organization will allow the
following:

• Elimination of processes that do not add value
• Obtaining efficient results based on process performance
• Continuous improvement processes based on actual objectives [6]

Processes are represented using the SIPOC diagram, and improved visualization of
component elements and flows of the main processes is achieved. In addition, process
management is used to effectively find areas with insufficient information and/or
unsatisfactory data and when it is applied, it is also possible to highlight the flow of
high-level processes, creating the prerequisite for process improvement [7].
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2.2 5S Technique

The 5S technique when implemented facilitates the improvement and maintenance of
conditions of the organization, occupational safety and consequently total quality,
productivity, competitiveness, and continuous improvement. The results of a case study
are presented below. The implementation of the 5S technique at five factories reduced
working time, unnecessary movements, and decreased inventory levels. It brought
about an improvement in workflow and in the efficiency of the area [8].

2.3 Knowledge Management

The aim of knowledge management is to transfer knowledge from the place where it is
generated to the location where it will be used. It entails the development of necessary
skills in organizations to share knowledge and use it among their members and to make
it endure over time. The implementation of knowledge management for the biofertil-
izers program in the municipality of Calixto García (Cuba) allowed the dissemination
of information on the use and the need for soil improvement. Production in the
municipality was also augmented. Additionally, a knowledge map was drawn up for
the development of the program [9].

2.4 Change Management

Innovative companies are those that adapt best to environmental changes. They are also
the most flexible ones and are best prepared to respond to market needs. However, to
achieve this, it is necessary to prioritize the human factor, since it is essential for the
implementation of changes in the organization as a key element of the system [10].
From the set of articles reviewed for the study, we can conclude that change man-
agement is a necessary tool for any organization that wants to implement a new work
methodology or make a change that affects the operational level of the company. It is
also required for the implementation of management techniques by processes and 5S.

3 Contribution

3.1 Rationale

From the literature reviewed, five models have been selected, which have different
dimensions but are important to develop the new model. See Table 1.

Finally, the comparative analysis of the models can be applied because each one
has a particular characteristic, focused on one or more dimensions, which also depends
on the category and size of the company. Therefore, this enhances the proposal, since
no model includes an integration of the dimensions mentioned above. Such models do
not emphasize the combination of services with IT outsourcing through the integration
of process management and 5S.
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3.2 Proposed Model

According to the research that was performed for the development of the model and in
relation to previous research, an opportunity for improvement was identified. There-
fore, a service model based on IT outsourcing is proposed to integrate the aforemen-
tioned dimensions. In addition, it must be stated that the new model contributes to the
development of new procedures and the registration and establishment of a new work
method.

As you can see in Fig. 1, the proposal integrates management by processes and 5S
techniques. They are also joined with other elements, such as change and knowledge
management, for the correct operations of the model. Therefore, the conclusion is that
the proposal is unique and it will contribute in a significant manner.

Table 1. Dimensions

Models Dimensions
Human
resources

Services Technology
and
information

Change
management

Knowledge
management

Model 1 X X
Model 2 X X
Model 3 X X
Model 4 X X
Model 5 X
Bobadilla Castro,
R. and Mendez
Soto, A.

X X X X X

Fig. 1. General model
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3.3 Components of the Proposed Model

This model contributed by incorporating the following techniques: knowledge man-
agement, change management, process management and 5S. Each of these techniques
has stages, procedures, and formats for their correct implementation. In Fig. 2, the
sequence of steps of techniques and the relationship between their procedures are
provided.

3.3.1 Knowledge Management
This technique is applied to evaluate the expertise of an organization and the impor-
tance of new knowledge. It is necessary to know the area and the personnel that will be
involved in the management model. It will be divided into stages for correct
implementation.

First stage: Selection of the organization area
Second stage: Identification of knowledge gaps
Third stage: Tool selection

3.3.2 Change Management
This technique is applied to evaluate and to create a contingency plan to deal with
changes in work activities of the organization’s personnel. It is divided into the fol-
lowing stages.

First stage: The activities performed by each worker should be evaluated and a
comparison should be made with the activities modified for the process.

Second stage: A constant communication should be maintained, which allows the
workers to express their doubts and queries about the process to be developed.

Fig. 2. Specific diagram

Service Model Based on Information Technology Outsourcing 315



Third stage: Training should be provided on the change management strategy for
the correct implementation of 5S and process management. A training procedure
should be applied. See Fig. 3

Fourth stage: Conduct a simulation of the development of new activities. This
simulation will allow us to observe any changes in workers’ behavior.

3.3.3 5S Technique
The 5S technique will be implemented to promote continuous improvement in orga-
nizations of the service industry. For proper implementation, the following stages must
be followed:

First stage: A key team will be established and it will be in charge of adequately
controlling the development.

Second stage: A general inspection of the chosen area of the organization must be
made. A format will be used to analyze the current situation and a 0 to 10 score will be
applied.

Third stage: Meetings of the work team should be held to discuss the budget,
leaders of each activity, and presentation of inspection results. Therefore, a format to
collect the information obtained during these meetings should be established.

Fourth stage: In this stage, the 5S technique steps should be implemented:
Seiton-Sorting: The work area should only have the necessary tools.
Seiton-Organization: It entails ordering the elements according to their importance

to the organization.
Seiso-Cleaning: It refers to cleaning the work areas of the company.
Seiketsu-Standardization: It refers to regulating the work of the first three stages.

For this stage, an improvement panel will be used to observe the changes. See Fig. 4.
Shitsuke-Discipline: It means to respect the previous stages and include them in the

daily routine.

Include here 
the training 
objective.

Add train-
ing responsibil-
ities and scope. 

Add defini-
tions of the 
terms to be 
used. 

Fig. 3. Procedures
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3.3.4 Process Management
This technique will be applied to establish a sequence of process activities using
graphical tools, procedures, and indicators. Like the previous techniques, they will be
divided into steps. It is necessary to identify the inputs, outputs, and resources of the
model. In addition, the critical factor of each process activity must be identified.
Therefore, the use of a SIPOC diagram should be considered, which also shows the
procedures that were established. See Fig. 5.

3.4 Model Implementation Process

In the following flowchart, the application of the model can be observed starting with
the evaluation of the process up to the simulation of the process with new activities. See
Fig. 6.

3.5 General Indicators

• Overtime: Hours used to complete the tasks that were not done during the estab-
lished time.

• Personnel turnover index: Percentage of people leaving an organization, without
counting retired or dead employees.

Place an 
image of the 
previous situa-
tion

Include 
an image of 
the im-
proved 
situation. 

Fig. 4. Improvement control

Include 
process re-
sources 

Include the 
procedures to 
be used 

Fig. 5. SIPOC Diagram
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• % Unfulfilled Orders: Percentage of orders not attended due to process
inefficiencies.

• Supply capacity: Increase the capacity supplied by the company (increase
services).

4 Validation

4.1 Case Study

The case study to be developed is an IT outsourcing company that provides human
capital services to different financial entities, as well as retail and telephone companies.
The organization does not have standardized processes to provide its services, that is, it
does not complete the service development flow. An analysis was performed of its
operational, support, and strategic processes to identify the area where the model
should be applied. In this case, the case study will focus on the billing process area,
since the services billed each month are not completely provided.

4.2 Current Diagnosis

Figure 7 shows that the company does not invoice approximately S/.30,000 each
month.

4.3 Application of the Proposed Model (Simulation)

The validation process of the proposed model is shown in Fig. 8.

Fig. 6. Process view
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Fig. 7. Total non-billed services

Fig. 8. Flowchart of the model

Table 2. Comparison of indicators

Indicator Changes Color Codes Current 
Situation

Situation af-
ter improve-
ments 

Red Green 
Overtime Decreased < 12.5 = 12.5 38% 8%

Staff 
Turnover 
Index 

Decreased = 5% 12% 0%

% Unful-
filled Orders 

Decreased < 100% = 0% 40% 0%

Supply 
Capacity 

Increased < 10 10 6 11

< 5%
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To validate the current process, the process entities, attributes, and activities should
be taken into account. The scenario of the proposed process adds the following
improvement activities that are developed.

• Control 1
• Control 2
• Control 3
• Search for documents

Finally, based on the results of the proposed model, the conclusion is that there is
an improvement in the billing process efficiency based on the following reasons:

Table 2 shows a comparison between current indicators and those proposed after
the implementation of the model. As can be seen, a reduction in overtime, personnel
turnover index and % of unfulfilled orders was achieved along with an increased supply
capacity. Moreover, the monthly income increased to S/. 110,000, an increase of 80%.
See Fig. 9.

5 Conclusions

• The proposed model utilizes process management, 5S, knowledge management,
and change management and can be applied to any specific area of a company area
or other entities.

• The integration of Process Management, 5S, Knowledge Management and Change
Management in our case study allowed us to increase the company’s income by
70%.

• The number of unfulfilled orders was reduced by 100% (rejected invoices).
• Turnover of billing staff was reduced by 100%.
• A reduction of 30% of overtime was achieved in the billing process.
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Abstract. Whereas the author’s charging and discharging mechanism for
modularized battery systems and the associated mathematical trade-off models
proposed earlier minimize the human efforts in unloading/loading/(re)charging
discharged modules, they per se cannot fully realize the potential ergonomic
advantage of modularized battery systems in that considerable time is still
necessitated for recharging the unloaded, discharged modules. Such time can
apparently be obviated if unloaded, discharged modules are traded and swapped
for some already fully charged modules at some battery swapping and charging
stations. Battery module trading must be supported by a method to estimate the
modules’ different remnant energy storage capacities (hereinafter, capacities) so
that such disparity can be financially offset by the trading parties. This article
delineates such an estimation method, which comprises Process 1 to calculate an
indicator of a module’s capacity and Process 2 to estimate the module’s capacity
based on the indicator and some other parameters of the module.

Keywords: Battery ergonomics � Battery modularization �
Remnant energy storage

1 Introduction

For decades, batteries have been deployed for powering electrical and electronic
equipment. Batteries’ performance (especially, if not exclusively, their charging speed
[1], cycle life [2], power density [3], energy density [4], capital cost [5], and the capital
cost of their charging infrastructures [6]) in powering mobile information and com-
munication technologies (ICT) equipment (especially, mobile phones, tablet comput-
ers, etc.) and electrical vehicles is exceptionally topical in recent years given the
currently overwhelming public focus on mobile e-commerce and environmentalism
worldwide. Mobile ICT equipment enables mobile e-commerce whilst electrifying
vehicles substantially alleviates air pollution and thus benefits the environment [7, 8].

In the same series of publications, the author presented a patented charging and
discharging mechanism for modularized battery systems and proposed mathematical
trade-off models to optimize the extent of modularization for the ultimate sake of the
ergonomics of the battery modules’ (re)charging in respect of minimizing the daily
human efforts in unloading, loading, and/or (re)charging discharged modules [9, 10].

© Springer Nature Switzerland AG 2020
T. Ahram (Ed.): AHFE 2019, AISC 965, pp. 322–328, 2020.
https://doi.org/10.1007/978-3-030-20454-9_33

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20454-9_33&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20454-9_33&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20454-9_33&amp;domain=pdf
https://doi.org/10.1007/978-3-030-20454-9_33


Nevertheless, the aforesaid mechanism per se cannot fully realize the potential
ergonomic advantage of modularized battery systems. Whereas the mechanism mini-
mizes human efforts in unloading, loading, and/or (re)charging the modules, consid-
erable time is still necessitated for recharging the unloaded, discharged modules before
reloading and enabling them to resume powering the equipment concerned. In contrast,
an alternative practice of swapping the unloaded, discharged modules for some already
fully charged modules enables virtually continuous powering of the equipment [11] but
is beset by the extra cost of spare battery modules for replacing any discharged ones in
the equipment concerned. This extra cost is partly avertable through infrastructures of
battery swapping and charging stations (BSCSs) [11] around town if such BSCSs
operate the business model in which battery users trade discharged modules with the
BSCSs for fully charged ones, and the BSCSs recharge the discharged modules so
“traded in” before “trading them out” subsequently to other battery users.

Unfortunately, battery module trading is in turn plagued by the disparity of the
modules’ remnant energy storage capacities (hereinafter, capacities) upon the modules
having undergone different degrees of aging, been charged/discharged to different
states of charge for different numbers of cycles and thus been degraded to different
degrees. In fact, such a capacity of each module dictates how well the module powers
equipment any further and thus the module’s economic value [12]. Therefore, in any
trading or swap transactions, estimation of such capacities of all modules involved is
economically essential such that the disparity of the modules’ capacities can be offset or
compensated by monetary payments between the trading parties.

This article delineates a battery capacity estimation method, which is now covered
by another patent and comprises the following two processes:

Process 1 calculates an indicator (i.e., index or proxy) of a battery module’s capacity.

Process 2 estimates the capacity (as opposed to the indicator in Process 1 above) of the
module based on at least one of the parameters of the module below:

• the indicator in Process 1 above,
• the self-discharge,
• the age since the first charge and/or discharge cycle,
• the previous average depth of discharge, and
• the number of charge and/or discharge cycles undergone so far.

The estimation in Process 2 for a particular module is accomplishable by, for
instance, statistical regression or neural networks given historical data about the
capacities and the corresponding parameters in Process 2 for modules of the same type.

This “back-end” method together with the aforesaid earlier mechanism is supposed
to be able to fully realize the potential ergonomic advantage of modularized battery
systems by minimizing both the human effort and the time in handling discharged
battery modules.
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2 A Battery Capacity Estimation Method

It is well empirically proven that the capacity of a battery (or a battery module) declines
over its usage life with

• the decline growing alongside with the battery’s degree of self-discharge and age
[13],

• the rate of decline being affected by the battery’s previous average depth of dis-
charge [14], and

• the decline increasing with the battery’s number of charge and/or discharge cycles
undergone [15]

where the degree of self-discharge of any battery (or battery module) is the per-
centage decrease in the battery’s (or battery module’s) state of charge when the battery
(or battery module) is open-circuited over a given time period upon the battery’s (or
battery module’s) completion of a charge cycle, and the state of charge of any battery
(or battery module) is the ratio of the amount of energy stored in the battery (or battery
module) to the maximum amount of energy capable of being stored there.

Despite the various but almost equivalent possible ways to define a battery’s (or
battery module’s) capacity, the capacity throughout this article refers to four battery
capacity quantities below:

• the remnant energy storage capacity EC, which is the battery’s (or battery mod-
ule’s) maximum amount of energy capable of being stored there at any time or,
more precisely, the maximum amount of energy capable of being stored there at any
time and being released subsequently,

• the remnant charge storage capacity QC, which is the battery’s (or battery mod-
ule’s) maximum quantity of charge capable of being stored there at any time or,
more precisely, the maximum quantity of charge capable of being stored there at
any time and being released subsequently,

• the remnant lifetime total energy storage capacity ECL, which is the battery’s (or
battery module’s) maximum total amount of energy capable of being stored there
over the battery’s (or battery module’s) remaining usage life or, more precisely, the
maximum total amount of energy capable of being stored there and being released
subsequently over the battery’s (or battery module’s) remaining usage life, and

• the remnant lifetime total charge storage capacity QCL, which is the battery’s (or
battery module’s) maximum total quantity of charge capable of being stored there
over the battery’s (or battery module’s) remaining usage life or, more precisely, the
maximum total quantity of charge capable of being stored there and being released
subsequently over the battery’s (or battery module’s) remaining usage life.

In order to estimate these four capacity quantities, this article proposes a method
composed of two processes as follows:

Process 1.
At a first point in time during any battery’s (or battery module’s) charge cycle, an initial
state of charge S1 is measured and recorded. Likewise, at a subsequent second point in
time during the charge cycle, a final state of charge S2 is measured and recorded.
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Concurrently, the amount of energy E inputted into and the quantity of charge Q having
flown within the battery (or battery module) between the first and second points in time
are also measured and recorded. All these states of charge S1 and S2, energy input E,
and charge flow Q are readily measurable. An indicator IE of the battery’s (or battery
module’s) EC, which can later serve as a parameter for the estimation of EC, and an
analogous indicator IQ of the battery’s (or battery module’s) QC, which can later serve
as a parameter for the estimation of QC, are calculated as follows:

IE ¼ E
S2 � S1

ð1Þ

IQ ¼ Q
S2 � S1

ð2Þ

Process 2.
One or more of the following parameters of any battery (or battery module) are
measured/calculated and recorded:

• the degree of self-discharge SD,
• the time difference between the timestamp of the battery’s (or battery module’s) first

charge or discharge cycle and the current time, i.e., the age AG,
• the previous average depth of discharge DP, and
• the number of charge and/or discharge cycles undergone CD

where the depth of discharge of any battery (or battery module) is equal to one
minus the battery’s (or battery module’s) state of charge.

Then, an estimate ÊC of EC for any battery (or battery module) in general is equated
to a chosen function fEC(�) of one or more parameters IE, SD, AG, DP, and CD, an
estimate Q̂C of QC for any battery (or battery module) in general is equated to a chosen
function fQC(�) of one or more parameters IQ, SD, AG, DP, and CD, an estimate ÊCL of
ECL for any battery (or battery module) in general is equated to a chosen function
fECL(�) of one or more parameters of either EC or IE, SD, AG, DP, and CD, and an
estimate Q̂CL of QCL for any battery (or battery module) in general is equated to a
chosen function fQCL(�) of one or more parameters of either QC or IQ, SD, AG, DP, and
CD. The chosen functions fEC(�), fQC(�), fECL(�), and fQCL(�) here refer to mathematical
functions chosen for the purpose of this Process 2, each function having some con-
stant1 parameter(s) (other than EC, IE, QC, IQ, SD, AG, DP, and CD) being unknown and
to be estimated subsequently and once or all in this Process 2.

These unknown constant parameter(s) of functions fEC(�), fQC(�), fECL(�), and fQCL(�)
are then estimated so that these functions can ultimately be leveraged to compute the
estimates ÊC; Q̂C; ÊCL, and Q̂CL of EC, QC, ECL, and QCL respectively for any particular

1 More precisely, these “constant” parameter(s) are only relatively constant vis-à-vis EC, IE, QC, IQ, SD,
AG, DP, and CD and can be adaptive in nature and subject to update depending on the prediction
model to be adopted.
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battery (or battery module). The estimation of the unknown constant parameter(s) of,
for example, fEC(�) begins with the considerably large-scale data collection for past,
known cases or observations 1, 2, …, n of one or more (most likely) batteries (or
battery modules) at one or more (most likely) points in time, the data covering EC and
at least one of the parameters IE, SD, AG, DP, and CD for each battery (or battery
module) at each point in time. Then, a prediction model may come into play. Taking
the example of employing statistical regression (among other plausible prediction
models) as the prediction model for EC and assuming without loss of generality that all
the parameters IE, SD, AG, DP, and CD (as opposed to a subset thereof) are included in
the data collection, the estimate ÊC;i of EC for a particular case i is given by:

ÊC;i ¼ fEC IE;i; SD;i;AG;i;DP;i;CD;i; b1; b2; . . .; bp
� � ð3Þ

where IE,i, SD,i, AG,i, DP,i, and CD,i are respectively the values of IE, SD, AG, DP, and CD

for the particular case i, b1, b2, …, bp are unknown regression coefficients corre-
sponding to the aforementioned unknown constant parameters of fEC(�), which are real
numbers, and p is a natural number. Then, an optimization algorithm is applied to
minimize

Pn
i¼1 gð EC;i � ÊC;i

�� ��Þ so as to obtain the optimal estimates b̂1; b̂2; . . .; b̂p of
b1, b2, …, bp where EC,i is the value of EC for the particular case i, g: ℝ ! ℝ is a
monotonically increasing function, and ℝ is the real number set. The aforesaid opti-
mization algorithm can be traditional calculus, genetic algorithm, or otherwise. By
now, the unknown constant parameters b1, b2, …, bp of fEC(�) can assume these known
optimal estimates b̂1; b̂2; . . .; b̂p, and the corresponding prediction model becomes:

ÊC;i ¼ fEC IE;i; SD;i;AG;i;DP;i;CD;i; b̂1; b̂2; . . .; b̂p
� �

ð4Þ

Please note that this part of this Process 2 to estimate the unknown constant parameter
(s) of fEC(�) needs to be performed only once to arrive at (4). Once obtained, (4) can
readily (and probably repeatedly) be utilized to compute the estimate ÊC of EC for any
particular battery (or battery module) in general as detailed in other parts of this
Process 2.

For any particular battery (or battery module) i1 at hand, the (best) estimate ÊC;i1 of
the battery’s (or battery module’s) remnant energy storage capacity EC;i1 is given by

ÊC;i1 ¼ fEC IE;i1 ; SD;i1 ;AG;i1 ;DP;i1 ;CD;i1 ; b̂1; b̂2; . . .; b̂p
� �

ð5Þ

upon substituting IE;i1 ; SD;i1 ;AG;i1 ;DP;i1 , and CD;i1 into IE,i, SD,i, AG,i,DP,i, and CD,i of (4).
The unknown constant parameters of the remaining functions fQC(�), fECL(�), and

fQCL(�) can analogously be estimated as can the corresponding prediction models for the
battery’s remnant charge storage capacity QC, remnant lifetime total energy storage
capacity ECL, and remnant lifetime total charge storage capacity QCL. It is noteworthy
that the prediction model for QC has IQ, SD, AG, DP, and CD as the parameters of fQC(�),
the prediction model for ECL has either EC or IE, SD, AG, DP, and CD as the parameters
of fECL(�), and the prediction model for QCL has either QC or IQ, SD, AG, DP, and CD as
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the parameters of fQCL(�). Prediction models other than statistical regression can also be
alternatively adopted upon some adaptation to the above way of estimation.

3 Discussion

This article proposes a battery capacity estimation method particularly to estimate four
battery capacity quantities, namely the remnant energy storage capacity EC, the
remnant charge storage capacity QC, the remnant lifetime total energy storage
capacity ECL, and the remnant lifetime total charge storage capacity QCL for any
particular battery (or battery module). The method consists of two processes, Process 1
being to calculate an indicator IE of any battery’s (battery module’s) EC and another
indicator IQ of the battery’s (battery module’s) QC according to (1) and (2), and Process
2 being to estimate EC, QC, ECL, and QCL for any particular battery (or battery module)
based on the values of some subsets of parameters IE, IQ, and others for the battery (or
battery module). Such estimation can make use of various prediction models relating
the values of EC, QC, ECL, QCL, to the aforesaid parameters in a large number of past,
known cases or observations of one or more batteries (or battery modules) at one or
more points in time. This article demonstrates a prediction model adopting statistical
regression to estimate remnant energy storage capacity EC, ending up with (4) to
estimate ÊC;i for any particular battery (or battery module) i in general. Prediction
models for QC, ECL, and QCL and prediction models adopting anything other than
statistical regression should work similarly.

This battery capacity estimation method enables real-world, commercial trading of
batteries (or battery modules) in that only with such a back-end method can disparity in
the capacities as estimated as such between the batteries (or battery modules) being
traded be financially offset by the trading parties through, for example, monetary
payments. Most importantly, such a back-end method can support the realization of the
potential ergonomic advantage of author’s and a co-inventor’s patented charging and
discharging mechanism for modularized battery systems.

The only major outstanding step towards the above end is to collect data in the
aforementioned large number of past, known cases or observations of one or more
batteries (or battery modules) at one or more points in time, which is in essence
practicable only through the implementation of an automated system to autonomously
measure/calculate and record EC, QC, ECL, QCL and such parameters as IE, IQ, SD, AG,
DP, and CD during the batteries’ (or battery modules’) normal charge and discharge
cycles. The author is planning for such a step of implementation and subsequent
automated data collection and is hopeful about reporting in further publications the
progress in the foreseeable future.

References

1. Hsieh, G.-C., Chen, L.-R., Huang, K.-S.: Fuzzy-controlled Li-ion battery charge system with
active state-of-charge controller. IEEE Trans. Ind. Electron. 48, 585–593 (2001)

A Back-End Method Realizing the Ergonomic Advantage 327



2. Omar, N., Monem, M.A., Firouz, Y., Salminen, J., Smekens, J., Hegazy, O., Gaulous, H.,
Mulder, G., Van den Bossche, P., Coosemans, T.: Lithium iron phosphate based battery –

assessment of the aging parameters and development of cycle life model. Appl. Energy 113,
1575–1585 (2014)

3. Shousha, M., McRae, T., Prodić, A., Marten, V., Milios, J.: Design and implementation of
high power density assisting step-up converter with integrated battery balancing feature.
IEEE J. Emerg. Sel. Top. Power Electron. 5, 1068–1077 (2017)

4. Liu, Q.-C., Liu, T., Liu, D.-P., Li, Z.-J., Zhang, X.-B., Zhang, Y.: A flexible and wearable
lithium-oxygen battery with record energy density achieved by the interlaced architecture
inspired by Bamboo slips. Adv. Mater. 28, 8413–8418 (2016)

5. Wood III, D.L., Li, J., Daniel, C.: Prospects for reducing the processing cost of lithium ion
batteries. J. Power Sources 275, 234–242 (2015)

6. Yilmaz, M., Krein, P.T.: Review of battery charger topologies, charging power levels, and
infrastructure for plug-in electric and hybrid vehicles. IEEE Trans. Power Electron. 28,
2151–2169 (2013)

7. Fichter, K.: E-commerce: sorting out the environmental consequences. J. Ind. Ecol. 6, 25–41
(2003)

8. Shiau, C.-S.N., Samaras, C., Hauffe, R., Michalek, J.J.: Impact of battery weight and
charging patterns on the economic and environmental benefits of plug-in hybrid vehicles.
Energy Policy 37, 2653–2663 (2009)

9. Chan, V.K.Y.: The modeling of technological trade-off in battery system design based on an
ergonomic and low-cost alternative battery technology. In: Ahram, T., Karwowski, W. (eds.)
Advances in Human Factors, Software, and Systems Engineering, Advances in Intelligent
Systems and Computing, vol. 598, pp. 122–130. Springer, Cham (2018)

10. Chan, V.K.Y.: A generalized ergonomic trade-off model for modularized battery systems
particularly for ICT equipment. In: Abram, T.Z. (ed.) Advances in Artificial Intelligence,
Software and Systems Engineering, Advances in Intelligent Systems and Computing, vol.
787, pp. 523–534. Springer, Cham (2019)

11. Sun, B., Tan, X., Tsang, D.H.K.: Optimal charging operation of battery swapping and
charging stations with QoS guarantee. IEEE Trans. Smart Grid 9, 4689–4701 (2018)

12. Neubauer, J., Pesaran, A., Williams, B., Ferry, M., Eyer, J.: A techno-economic analysis of
PEV battery second use: repurposed-battery selling price and commercial and industrial end-
user value. SAE Technical paper, SAE 2012 World Congress & Exhibition (2012)

13. Peterson, S.B., Michalek, J.J.: Cost-effectiveness of plug-in hybrid electric vehicle battery
capacity and charging infrastructure investment for reducing US gasoline consumption.
Energy Policy 52, 429–438 (2013)

14. Fernández, I.J., Calvillo, C.F., Sánchez-Miralles, A., Boal, J.: Capacity fade and aging
models for electric batteries and optimal charging strategy for electric vehicles. Energy 60,
35–43 (2013)

15. Han, X., Ouyang, M., Lu, L., Li, J., Zheng, Y., Li, Z.: A comparative study of commercial
lithium ion battery cycle life in electrical vehicle: aging mechanism identification. J. Power
Sources 251, 38–54 (2014)

328 V. K. Y. Chan



Conceptualizing a Sharing Economy Service
Through an Information Design Approach

Tingyi S. Lin(&)

Design Department, National Taiwan University of Science and Technology, 43,
Keelung Rd., 106, Taipei City, Taiwan

tingyi.desk@gmail.com

Abstract. With the rapid change in technology and the popularity of online-
offline activities, the applications of Internet of Things allows various objects,
things and services to connected to each other anytime, anywhere. The effi-
ciency and the effectiveness of information enhances both production and
management. Better information design motivates users and enriches their
experience. This study aims to build a sharing economy service network through
a visual information approach. Through the processes of inventory, thinking,
planning and building, the research team searches for the touch points, gaps and
opportunities throughout the user’s journey in order to understand the current
situation and design a new service. The relationship between stakeholders and
visitors/users is visualized during the analytical phase. Visual information
viewpoints are applied for design development and for preparing service guild
kits.

Keywords: Sharing economy � Visual information � IoT � Service

1 Introduction

The concept of sharing economy is enabling existing resources to be effectively used
and reused. By turning the ownership from “right to use” to “use it right”, we can
synergize a new value for best results through a designed connectivity. Although the
concept of sharing economy has its long history that relates to the exchange of physical
goods and services, the term began to appear in early 2000s as an emerging business
structure due to the Great Recession [1]. PR Newswire in its CISION column (2014)
points out that Harvard Law School Professor Lawrence Lessig first used the term
‘sharing economy’ in 2008 [2]. He was describing the idea regarding to transactions
‘for lending and borrowing rather than purchase and ownership’. By 2011, TIME
magazine name the term ‘collaborative consumption’ to be one of ten ideas that would
change the world [3]. Throughout those years, the rapid change in technology and the
popularity of online-offline activities are continuously amplifying possibilities and
opportunities in creating new business models. The application of Internet of Things
allows for various objects, things and services to be able to connect to one another
anytime, anywhere.

The network of Internet of Things often relies on visualized information to intro-
duce, to communicate, and persuade users. The efficiency and the effectiveness of
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information enhances both production and management. A better information design
increases the users’ motivation and enriches their experience. This study aims to build a
sharing economy service network through a visual information approach. In order to
construct innovative service, this paper documents the way to integrate an information
design method to analyze and to optimize the processes.

2 Visual Thinking and Planning

Visual optimization plays a large role in this information era to make sure information
is seen and understood. It is in great demand due to much larger data we create and
information we receive on a daily basis New technology is taking us into an infor-
mation era where we can receive information anytime, anywhere. With updated
technology, we can also represent and perceive the living world through images,
screens and scripts two- or three- dimensionally. Visual optimization here means not
only paying attention to the ease of receiving, but also considering the ease of
understanding—such as the ways in which the information is presented, which media
to use, how to tell the story and how users can interact with it. The “inscribed surfaces”
of two-dimensional visual representations remain “major principles of modern tech-
nology” [4], and the skill of visual thinking allows us to discover tangible and intan-
gible objects, reasonable and unreasonable situations as well as interconnectivity and
relationships. Patterns, relationships and solutions can be shown through an informa-
tion design approach, with which the connection of existing iconicity, visuality, spa-
tiality and graphism offers visual clues and signals.

The way users access information and dependencies is according to (1) the goals
that users are seeking, (2) which reading mode users are in, (3) what kind of infor-
mation provider it is and (4) how the content is prepared to be told. Through the
processes of inventory, thinking, planning and building, the research team searches for
the touch points, gaps and opportunities throughout the user’s journey in order to
understand current situations and design a new service. Tests and revisions are
underway when submitting this paper. In order to provide transparent and under-
standable information, to guide and to encourage users’ participation, to enrich their
experiences and to assist them in making their decision right, the ultimate goal of this
experiment is to build a sharing economy service and network for small-scale farmers
in Puli Township through a visual information approach.

Few sharing economic business model such as Airbnb and Uber have successfully
expanded in more than sixty countries around the world. Such new models are not only
creating fresh commercial outputs, but are also reducing the idleness of resources.
Moreover, such innovated service and/or business are providing more choices for users
by the exchange of resources between individuals, business to business (B2B), as well
as business to customers (B2C). Based on the process of resource circulation, Botsman
and Rogers identified three kinds of sharing economies including Productive-Service
Systems, Redistribution Markets, and Collaborative Lifestyles [5]. Information tech-
nology, social media, social commerce, urban lifestyle and rising costs are the driving
forces behind most ever-growing startups. A new type of business concept is rising
from the idea of ‘collaborative consumption’ with which to create mutual benefits to
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stakeholders through the power of the Internet of Things [3, 6]. This trend will increase
circulation, reactivate the idleness and create new market opportunities (Fig. 1).

3 The Experiment

The successful application of technology creates collaboration between humans and
machines. The idea of ‘collaborative consumption’ creates mutual benefits to partici-
pants and stakeholders through the power of Internet of Things. This new type of
business concept facilitates life onward. This experiment is to energize small-scale
agriculture not only to renovate the business but also to reserve their goodwill in
natural farming. Reflecting upon previous experience in boosting market venues by
connecting on and off-line services, the research team plans to develop a platform to
connect seven farmers in Puli Township, Nantou County, Taiwan. Located in the
mountainous center of Taiwan, Puli earns its reputation from mild weather and clean
water. With its basin landscape protecting it from typhoons, the popular tourist spots
include a brewery, paper factory and monastery. Adopting modern agricultural tech-
nology, Puli is also famous for growing high value crops such as flowers, mushrooms,
sugarcane, white radish, passion fruit, water bamboo and others. The platform is
established under a core value of sharing. Its purpose is to connect member farmers for
discussions, exchanging resources and sharing ideas. Later, it will reach out to visitors
for introduction, explanation, and promotion. With an innovative and visual thinking
viewpoint, this collaborative consumption model will not only seek the common good
between current farmer members but also create a welcoming environment for young
people’s willingness to return home.

Methods. In order to build a sharing economy service network through a visual infor-
mation approach, this paper documents the way to comply an information design method
to analyze and to optimize the processes – (1) explore current online and offline inter-
activities by observation and semi-structured interview; (2) define touchpoints
and breakthroughs from the current relationship structure by mind-mapping and

Fig. 1. The trend of sharing economy will increase circulation, reactivate the idleness and create
new market opportunities through the concept of ‘collaborative consumption’.
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brainstorming; and (3) construct a new service module to link multiple entities through
prototyping and in-group discussion. The module will be tested in the next stage. Further
revision will fulfill defined touchpoints and breakthroughs, so as to strengthen the rela-
tionship and collaboration between stakeholders.

4 Results and Analysis

Through the processes of inventory, thinking, planning and building, the research team
searches for the touch points, gaps and opportunities throughout the user’s journey in
order to understand the current situation and design a new service. Semi-structured
interviews were conducted in the inventory stage to understand seven member farms’
current production and service, their needs, expectations, opportunities and potentials.
Figure 2 shows the initial platform structure that was deployed by understanding the
surrounding environment and knowing stakeholder’s demands. A short introduction
will take users to a main page with graphics and a daily message will provide useful
information in a brief amount of time. Updated networking activities and technological
information that will be shared between member farmers will energize and connect
them together for co-creation and collaboration. More detailed and individual infor-
mation regarding each farm (such as introduction, know-how, tillage skill, workshop
agenda…etc.) are structured under each individual session. However, the workshop
announcement, the agenda and the registration links are connected between the main
page and individual session. This arrangement brings a welcoming feel for participation
and makes it easy to access.

Fig. 2. An initial platform structure was deployed by understanding the surrounding environ-
ment and knowing stakeholders’ demands by observation and semi-structured interviews.
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Fig. 3. Brainstorming session is to collect feedback, reaction, and opinions for defining touch
points, finding gaps and searching for opportunities within the initial platform structure.

Fig. 4. More considerations need to be added on. Through the visual analysis and series of
visual thinking process, solutions were raised to fulfill those considerations.
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In order to define touch points, to find gaps and to search for opportunities within
the initial platform structure, the research team conducted brainstorming sessions to
collect feedback, reaction, and opinions from three designers who are in information
design and service design fields (Fig. 3). Data was documented and analyzed via the
thinking-planning-building processes. Several considerations and solutions were raised
through this visual information approach—(1) show a map to assist users in searching
and knowing locations and the relationship between them; (2) allow opportunities to
change or to cancel the reservation, (3) provide shuttle service information, (4) send
mobile and/or email reminders, (5) provide guideline and standard operating procedure
to explain tillage skills, and (6) provide infographics and comparison charts to explain
statement and each farm site’s introduction instead of merely textual description
(Fig. 4).

5 Conclusion

Recession is now a global issue. In order to cope with the result of insufficient demand,
reusing and rearranging useful resources and surplus materials by exchange will be the
next wave. It is not merely implementing the idea of ‘recycling’ but rather to ‘discover’
and ‘recreate’ new values from the old. An accessible model of a sharing economy
concept will rekindle the hope in redefining and recounting the useful resources. With
these sharing and exchanging efforts, participants and stakeholders benefit from each
other. The altruistic system encourages selfless concern for the well-being of others.
This stage is connecting farm to farm for a collaborating system. The relationship
between stakeholders and visitors/users is visualized during the analytical phase. Visual
information viewpoints are applied for design development and preparing service guild
kits. The ultimate goal of this project is to build a service model in view of a shared-
economy – so as to implement two-sided service model at a later stage for consumer
outreach (Fig. 5). With the maturity of technology, sharing economy becomes one of
the irresistible trends for future markets to grow.

Fig. 5. A two-sided service model – farm to farm and farm to consumer – in view of a shared-
economy.
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Abstract. Currently most of the urban transportation systems are planned to be
car-centered. Yet very little is known about the research on slow transportation
(also called non-motorized transportation), even though it takes account for
more than 50% of the whole urban transportation volume and creates more
interactions with passengers than urban fast transportation. Residential com-
munity is a typical representative of slow transportation environments, and its
mobility should also be valued. As one of the biggest future trend, driverless
vehicle will have a great impact on the field of transportation and it was also
found to be more likely to perform well at slow transportation environments. So
how to build up a community slow transportation service system based on
driverless vehicle is the key purpose of this research. In this paper, we will
introduce the general design process of the service system and represent some
simple design results. Meanwhile, we have concluded some design summary
and designing approach: (1) three main design types of community slow
transportation service, (2) a Kano demand model-based service optimization
tool, and (3) the slow transportation service design architecture.

Keywords: Slow transportation � Driverless vehicle � Service system �
Residential community

1 Introduction

Slow transportation, also named non-motorized transportation, mainly refers to a means
of transportation with a line speed of no more than 15 km/h [1], including walking, non-
motorized transportation and vehicles with low-speed. Slow transportation takes
account for more than 50% of the whole urban traffic volume at some Chinese metro-
polis [2], and its development goes beyond transportation itself, furthermore, has deep
connections with energy crisis, environment pollution, social equity, and life style
promotion [3]. Similar with the proposition of Slow Travel (an emerging conceptual
framework offering an alternative to car travel, where people travel to destinations more
slowly overland, stay longer and travel less [4]), slow transportation also concerns about
locality, ecology, experience of mobility, and quality of life. Residential community is
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one of the typical urban slow transportation areas [5], to achieve the above concerns, it
remains to be innovated in combination with various emerging trends.

Diverse trends and developments may act as impetus to improve slow transporta-
tion, such as technological advance, servitization and sharing, social generations,
scarcity of resources, and transportation paradigm change. The existing literature
suggests that the technological intervention in the development of slow transportation
is insufficient. As an inevitable technical trend, manned-vehicles will eventually exit
the stage of history in the next few decades, through gradually being replaced by
driverless vehicles [6]. It was also found that driverless vehicles may have better
performances on service providing at slow transportation environments, such as resi-
dential communities, industrial parks, campuses, parking lots, airports [7]. But most of
the current slow transportation solutions don’t promote this trend and not likely to
suffice to meet the requirements of future mobility [8], and how to make driverless
vehicle serve better the residential communities also requires a proper designing way.

Represented by driverless technology, some digital innovation in slow trans-
portation tends to concentrate on relatively isolated developments [9], lacking a
comprehensive way to integrate different transport aspects into components of an
entity. Recently, the notion of MaaS (Mobility as a Service, a system where a com-
prehensive range of mobility services are provided to customers by mobility operators)
has developed in the transportation sector since it was popularized by Heikkilä [8]
While, there is still not much discussion on the way how technology can improve slow
transportation in the design logic of service system.

Here, we use large residential community as a typical representative of slow
transportation environments, to show that how to use service system design thinking to
reorganize the transportation offerings, in combination with driverless vehicle as a
technological tool. We also present three main design types of slow transportation
service, a Kano demand model-based service optimization tool, and the design archi-
tecture of slow transportation service system at communities. This paper has made
some new attempts and explorations in the following aspects.

Driverless Vehicle-Specific. The iteration and advancement of transportation tools not
only provide technical support for many functions, but also change the way people
interact with vehicles. The design principles and methods for traditional human-car
interaction are not fully applicable to the interaction design and service design of
driverless vehicles. And this article will base on the characteristics of driverless
vehicles to carry out service innovation in communities.

Service-System Design Thinking. Slow transportation is not a new topic but slow
transportation service system is. Some existing studies classify the slow transportation
system designing objects from the aspects of space, activity type, and behavior [2, 10].
The service design thinking transforms the single transport aspects to a comprehensive
system containing mobility offerings, stakeholders and touchpoints. If regarding
transportation service as the final designing object of the overall system, the other
objects are the touch points acting as service carrier, and connecting these touch points
in a reasonable way can create a smoother transportation service for users.
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2 The Redefinition of Community Slow Transportation
Service

The transformation of society has led to changes in design paradigm. Currently,
product-based manufacturing society is turning to a service-based economic society. In
this situation, the essence, mechanism, content, form of slow transportation service
design need to be re-explored and even redefined. In addition, users will also generate
more diverse slow transportation needs. How to discover emerging future slow
transportation needs, and which demands can evolve into slow transportation services
based on driverless vehicle, it should begin with the classification and analysis of slow
transportation activities in communities.

2.1 Three Main Design Types of Slow Transportation Service

Based on the travel scope and transportation time, urban travels could be classified into
urban travel, community travel, neighborhood travel, and basic travel [11]. The dis-
cussion scope of community slow transportation is from community travel to basic
travel, and with the traffic transfer between urban travel and community travel. In these
four kinds of travels, there are hundreds of community transportation activities and we
have searched quantities of related service cases. After a period of analysis, it is found
that location, collaboration, and relation could act as three hidden impacting factors of
most of the activities. And we also conclude three main design types of slow trans-
portation service in communities (Fig. 1).

Fig. 1. Urban travel classification and the development procedure of three main design types of
slow transportation in residential communities.
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2.2 Demand Exploration Based on the Three Design Types

The above three main design types of slow transportation service may act as topics or
tools to better explore, expand and discover possible related transportation demands.

Location-Based. The first type is location-based transportation demands and offerings.
This kind of transportation tend to be direct point-to-point connection, and the uses
always have specific destinations and certain requirements of time efficiency.

Collaboration-Based. The collaboration-based transportation demands and offerings
focus on the cooperation between different objects, people with people, people with
driverless vehicle, vehicle with vehicle. Taking vehicle with vehicle as an example, in
this project, the driverless vehicle is designed to have four different assembled func-
tional modules (Fig. 6). Not only the modules of one vehicle, but also different vehicles
can combine or adjust at different using scenarios. This collaboration lying in vehicle
with vehicle is helpful to providing more flexible transportation services.

Relation-Based. The third is relation-based demands and offerings, it focuses on
discovering some offerings centered on the relations of people with people, people with
vehicle, people with community, car with car, and car with community, in return these
offerings will also strengthen the relations. Here we present a Human-Robot interaction
based transportation offerings in this project. We regard the driverless vehicle as a robot
system from the perspective of HRI (Human-Robot Interaction) [12], and there are two
human-robot relations one is inside the vehicle, between passenger with the robot
system. And the other is outside the vehicle, between pedestrians with the robot system.
In the first relation, through smart human-robot interactions which initiated by the
system but make users feel unintentional and natural, the robot systems get enough
information, data or users’ feed to update users’ knowledge graph built in the previous,
thus understand users more to provide more customized services. The relation between
passenger and the robot is interdependent, passengers need the robot system understand
themselves more for better services, and the robot system need passengers give it more
information or data. In the outside pedestrian-robot relation, it also need effective
mutual communication. Pedestrians need to know whether the robot system identifying
them or other operation status to avoid being bumped or to take a ride, and the traveling
vehicle also need to commute its status to pedestrians for removing people’s fears. This
relation claims building mutual-trust and effective design for communication mecha-
nism and form.

Based on these three design types of slow transportation service, we eventually
explore several possible demands and related directions, preparing for the next step of
building a functional framework based on the demands.
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3 Determining Service Content and Service Optimization
Tool

In the last chapter, we get a certain number of slow transportation service scenario and
possible directions, based on this, some service offerings could be explored, expanded
and discovered. While how to evaluate which kind of transportation requirement is the
most urgent one, which demand is just an optional “bonus”, which need could be
achievable by the service system, how to settle down a functional framework for the
whole system, and how to transform needs to service. In this chapter, we will introduce
a service optimization approach based on Kano demand Model.

3.1 Four Primary Slow Transportation Demands

Firstly, based on some possible functions and offerings of slow transportation in
communities, we use Kano demand Model to classify and optimize the user satisfaction
of the functions, thus determining the rough functional framework of the driverless
vehicle based slow transportation service system design.

Kano demand model is a tool for classifying and prioritizing user requirements
based on analyzing the impact of user needs on user satisfaction, reflecting the non-
linear relationship between product performance and user satisfaction. According to the
relationship between different types of quality characteristics and customer satisfaction,
Kano demand model divides the quality characteristics of product services into five
categories: must-be quality, one-dimensional quality, attractive quality, indifferent
quality, and reverse quality [13]. Also, Kano demand model was found to be suitable
for the building the functional framework in this project: Firstly, the service field based
on driverless vehicles is still in the exploration stage. The boundary of the demands and
subject should be clear. Kano demand could be helpful in defining the scope of
demand. Secondly, Kano demand can help the service system pick out achievable
needs through management-related research methods, avoiding meaningless needs.

We use Kano questionnaire, classification of service attributes and related tools to
settle down a functional framework of slow transportation service system and figure out
four main possible functions to be verified and evaluated (Fig. 2). Then four main
functions are concluded as parcel delivery, commute, emergency/First-Aid service and
garbage cleaning and collecting.

3.2 Slow Transportation Service Optimization Tool

Kano model focuses on the analysis users’ satisfaction of a certain product or service,
but for service system design, the user-centered thinking cannot solve all the problems.
But in service system design, service providers and other stakeholders are also important
components of the whole system, the high efficiency of the system is the purpose. So,
service system design doesn’t adopt the solution in exchange of satisfying service
receivers’ needs by remising service providers’ interests. Taking account of the demands
of both service providers and service receivers, providing high-performance services
through effective system at as low as possible cost, the win-win design principle is one
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of the biggest difference from user-centered design with service system design. The
functions or the services concluded from Kano model can highly represent the users’
opinions, while from the perspective of the comprehensive system, we need a proper
designing tool to evaluate these functions can be achievable to escalate to services at an
appropriate cost.

It was found that, service time, system efficiency, and the social cohesion are three
key factors of the feasibility analysis for the functions (or services-to be). Based on the
previous research, we get a Kano model-based community slow transportation service
optimization tool (Fig. 3).

Fig. 3. Community slow transportation service optimization tool and its annotation

Fig. 2. The procedure of the development for rough functional framework of the slow
transportation service system.
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Demand. The first layer is the demand hierarchy representing the demands through
Kano model.

Time. And the second hierarchy is the time hierarchy, it is to help analyze whether
there is a large service time overlap or even conflict between various functions. In
Fig. 4, if there is overlap, based on the current time interval, community characteristics,
crowd characteristics, etc., it will give different priorities to different services, or
remove some non-essential features.

Efficiency. The following layer is efficiency hierarchy. System efficiency can be
improved from two aspects: route optimization and vehicle functional module com-
pounding. (1) Route optimization. for users who have the same service requirements at
the same time, improve service efficiency by optimizing the path or allowing multiple
users to enjoy the service at the same time. For example, in the early commute rush
hours, multiple users have reserved a commute service, and the system can provide the
commuting service of the same or similar route for the users sharing the same time and
geographical location, reducing the repetitive path. (2) Context-specific functional
module compounding. In this project, the driverless vehicle is designed to have four
different functional modules, and each module can be combined. In a certain scenario,
different driverless vehicle functional modules could be altered or combined based on
user/scenario/system (service priority) identification and analysis. For example, when
user A booked the riding service going home in advance, the system found that user his
package had been kept in the package cabinet of the vehicle modules for more than ten
hours, also found his neighbor had a package to be taken in the cabinet as well (User
identification) and the neighbor was at home, because she just ordered a bottle of juice
from the “mobile convenience booth”. That time was not a peak time of the off-duty,
and based on the reservation data of the commuting service, knowing that there was not
many commuting or riding demands (Scenario identification). Therefore, the driverless

Fig. 4. Different services are given different priorities in different time periods.
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vehicle, under the help of system operator, altered the combination of two commuting
modules for the commuting-season one hour before, and transformed into a combi-
nation of commuting module with a package cabinet (food takeaway delivery) module
(Service priority identification). At the appointed time and at the community gate, the
driverless vehicle picked user A up and sent him home with his package, then delivered
the other two packages to his neighbors’ home.

Social Cohesion. In the provision of these transportation services by driverless
vehicles, it should be based on enhancing the social cohesion between different
community residents, between community residents and urban residents, between
communities and cities, enhancing relationships through services, and optimizing
services or enriching services based on social networks.

Through this service optimization tool, from perspective of feasibility, we can have
learned which transportation requirements could be advanced for services. From per-
spective of operability, it is instructive to know from which aspects to optimize the
services.

4 Community Slow Transportation Service Design
Architecture

In the previous work, we studied the advantages of driverless vehicles in a slow
transportation environment and found that many technology-oriented thinking can also
reverse the service design improvement. Community slow transportation activities
were also studied and summarized into three main design types. Based on these three
design types and Kano model, we also summarize the service optimization tool for the
community slow transportation, as well as some specific optimization approaches.
Based on these research results, we have come up with a community slow trans-
portation service system design architecture in three-dimensions.

Just like Fig. 5 showing, the whole design architecture is divided into five hier-
archies, namely, the functional, the structural, the path, the design, and the interaction
hierarchy, and these layers are gradually advanced, where in the design layer and the
interaction layer can be iterated with each other.

(1) Functional Layout. functional layout is performed on different functional parti-
tions in the three-dimensional space of the community. Based on the defined
functional framework, if the function to be designed already exists in the existing
offerings of the community, it is called the stock function. If some of the features
that are being designed are new and are planned to carry services on driverless
vehicle as a mobile carrier, this is an incremental function. These stock and
incremental functional areas or mobile functional points (driverless vehicles)
should be placed on the community map.

(2) Travel Structure. The second is the travel structure hierarchy, which mainly
refers to location-based, collaboration-based, relation-based transportation activ-
ities in communities.
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(3) Service Path. First, some typical users (personas) need to be analyzed, and then
mark typical places in the community, such as departure points, connection(-
transfer) points, specific attraction points, random attraction points, etc. So, we
can derive their service paths in the community based on typical users and typical
places, then superimposing paths on three dimensions.

(4) Components Design. At this stage, some contents need to be cleared: the service
content, the service procedure, service interface, the service touchpoints and their
location, etc.

(5) Interaction. The interaction here focuses on the interactions between people with
people, people with vehicle, people with the environment. The interaction will
optimize and improve the services, and the services will also better support the
interaction. The fourth and fifth hierarchy can be iterated with each other to
improve the overall system design.

5 Several Typical Community Slow Transportation Services

This design project aims at providing both significant also promising transportation
services for the community residents, based on the characteristics of driverless vehicles.
As Fig. 6 indicates, there are four typical services, takeaway food delivery, commute,
emergency/First-Aid guidance, and garbage collection and cleaning, being elaborated
in the further research and design. For these services, the form of the driverless vehicle
is also designed to have four different functional modules, and different modules are
capable to be combined or disassembled. In different using scenarios, different func-
tional modules can be reasonably combined based on the current number of users and
the degree of demand for a certain service.

Fig. 5. The community slow transportation service design architecture in three-dimensional
containing five different layers.
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In the next step, we hope to continue an in-depth research and detailed design of the
driverless vehicle-based community slow transportation service system. The research
on the corresponding interaction between human and driverless vehicle, interaction
between driverless vehicle and vehicle, the human-robot interface, and the interaction
mechanism and design between driverless vehicles and pedestrians. After completing
this part of the work, we hope to start the research on other typical urban slow
transportation environments, such as industrial parks and airports, to discover how to
take advantage of driverless vehicle-based service system to benefit more potential
stakeholders.
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Abstract. This study aims to measure the online service quality in real time
utilizing psychophysiological responses of customer experience. Instead of using
questionnaires, the psychophysiological responses can reflect the service quality
in real time. In the experiment, we designed a searching task on the “Xiaomi”
website. We measured the objective experience of the searching task including
mental workload and emotional experience of customers by measuring their EEG
and EDA, respectively. During the experiment, we used Think-A-Loud to obtain
the subjective experience of customers. Eye tracker was used to determine the
position of the special point they concerning about. The consistent analysis of the
data of psychophysiological responses and the data of Think-A-Loud showed a
high consistency. The result showed that the psychophysiological responses can
be used to measure the user experience of using the service to reflect the service
quality.

Keywords: Online service quality � Psychophysiological response �
Customer experience

1 Introduction

Service quality plays a central role in the analysis of competitiveness of service
industries (e.g. public school and universities, hospitals, and tourism agencies) and
private economic companies (e.g. restaurant, outlet stores) [1]. Similar can be said for
the online service quality. As e-commerce proliferates, companies are increasingly
turning to the Internet to market products and services. However, the effectiveness of
such online commerce systems depends on the degree of comfort that customers feel
with the technology-based interactions between the customers and companies [2]. So,
the online service quality measurement is very important to the customers and service
supplier.

This study aims to measure the online service quality in real time utilizing psy-
chophysiological responses from customer experience. For the traditional service quality
measurement, according to our survey, several models and methodologies can be
employed (e.g. the Total SQ model, Expectations-Disconfirmation model and the
SERVQUAL model) [3–7]. When it comes to implement, these theories will need to be
transferred into different questionnaires, mainly aiming to measure five aspects of service
quality: reliability, tangibility, responsiveness, assurance and empathy [8]. This kind of
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questionnairesmeasure service quality based on customers’ previous service experiences,
rather than the feeling of using the service in real time, which may make customers miss
some details for quality evaluation [9]. Therefore, assessing service quality of the cus-
tomers’ perspective in real time should be beneficial to overall service quality measure-
ment. If we want to measure the service quality in real time, we should use other method
instead of the questionnaires. In this study, we used customers’ psychophysiological
responses when they are using online service to measure the real-time service quality. As
we know, service can be regarded as a kind of special product [10]. As a result, the service
quality can be reflected by the user experience of using the service. According to the
evaluation model of Mahlke [11], user experience can be assessed from two aspects:
mental workload experience and emotional experience. Hence, we can evaluate the
service quality by measuring the mental workload experience and emotional experience
of customers utilizing their psychophysiological responses.

2 Method

In this study, we recruited 20 participants including 12 males and 8 females. They are
all college students aged 18–31. They were required to sign consent forms and read the
experiment contents. After this, we helped them to wear the equipment and encouraged
them to use Think-A-Loud method to express their feeling in real time during the
experiment.

In the experiment, we designed a searching task on the “Xiaomi” website. First, the
participants were required to keep tranquillization status by listening to soft music and
watching scenery pictures for 4 min before the searching task. Then, the participants
were required to find the “customer service interface” webpage in five minutes with a
start of the home page of the website. During the searching task, they were reminded to
use the Think-A-Loud method to express their operation, emotion and feelings and
other thoughts.

We measured the psychophysiological responses during the task including mental
workload and emotional experience of customers by recording their EEG and EDA,
respectively (see Fig. 1). The EDA was measured by the ErgoLAB polygragh with a
sampling frequency of 4 Hz, a transmission distance of 100 m and a weight of 20 g.
The EEG was measured and transferred into attention level by the NeuroMedia
hardware and software with high robust and noise cancel capacity. During the
experiment, we used Think-A-Loud method to obtain the subjective experience of
customers, which was used to confirm the validity of the psychophysiological mea-
surement. Eye tracker was used to determine the position of the special concerning
point of the participants. The fixation path was shown and recorded in real time during
the experiment.
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3 Result and Discussion

3.1 Data Analysis

Three participants were interrupted unexpectedly during the experiment, and data of the
left 17 participants can be used as reliable results. For each participant with a reliable
result, we obtained the EEG data and EDA data of each webpage. We transferred EEG
data into the attention level to represent the mental workload. If the attention level is
increasing, it means the mental workload is raising. Figure 2 shows the EDA and
attention level (transferred from EEG data) in each webpage for one participant.

To analyze the attention level of all participants, we obtained the mean attention
level of 17 participants on each webpage (see Fig. 3). Results showed that, for the

Fig. 1. The experiment scene and equipment used in this experiment.

Fig. 2. The EDA and attention level measured on each webpage from one participant. The gray
numbers in the figure is the code name of each webpage.

Online Service Quality Measurement 349



mental workload, their attention level is very high on the webpage 3 (see Fig. 4a).
Besides, they also paid much attention on the webpage 4 (see Fig. 4b).

For the emotional experience, we also obtained the mean increased percentage of
EDA of 17 participants on each webpage comparing with the tranquillization status
(see Fig. 5). We can find that their emotional arousal level become very high on
webpage 4 and 5.

According to the results of Think-A-Loud of each participant, we found that, for the
attention level, they felt confused on the webpage 3, because there are so many words
to read and understand. We also found that they spent too much time staring the words
on the webpage 3 according to the gaze data. Besides, they also paid much attention on
the webpage 4, because they wondered whether they should login in. These results are
consisted with the result of the attention level measured by EEG (see Fig. 3).

For the emotional experience, according to the results of Think-A-Loud of each
participant, we found that they felt disgusted on the webpage 4 and 5 (see Fig. 4b),
because they think logging in is too bothering. These results are consisted with the
result of the EDA level which reflecting their emotional arousal level (see Fig. 5).

From the analysis above, we can find that the psychophysiological responses
measured are consisted with the results of Think-A-Loud. This result shows that the
psychophysiological responses can be used to measure the user experience of using the
service to reflect the service quality. The gaze data measured by eye-tracker can be used
to orientate the trouble point of customers as supplementary.

Fig. 3. The mean attention level of 17 participants on each webpage. This figure showed that the
mean attention level of the participants is very high on the webpage 3 and webpage 4.
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3.2 Further Implication of Our Method

This study implies that we can measure the service quality in real time by analyzing the
real-time psychophysiological responses of customers when they are experiencing the
service, and eye-tracking can be used to determine the concerning point of the service
quality. This method can be used for online service quality measurement that con-
cerning more about the details. Furthermore, considering online service as a form of
product, this study can be implanted into product development cycle, for this method
can find details and pain points that have room for improvement, and thus can con-
tribute to current product improvement or upgrade, or new product development. With
the development of the wearable devices, recording users’ the psychophysiological
responses would be easier and simpler, and online service quality measurement uti-
lizing psychophysiological responses would be easier and possibly, more accurate, as
psychophysiological responses would not have to be collected in a laboratory

Fig. 4. Webpages on which participants paid much attention. a. Webpage 3. b. Webpage 4.

Fig. 5. The mean increased percentage of EDA of 17 participants on each webpage comparing
with the tranquillization status. This figure showed that their emotional arousal level become very
high on webpage 4 and 5.

Online Service Quality Measurement 351



environment, but in the real service encounter instead [12]. Our aims for further study
would be finding a more systematic relationship between users’ psychophysiological
responses and online service quality, and apply wearable devices to collect psy-
chophysiological responses in a non-laboratory environment.

4 Conclusion

This study measured the online service quality in real time utilizing psychophysio-
logical responses of customer experience. This method can be used to measure the
service quality in real time. Moreover, it can be used to find the pain point of the
service. It is suitable if the service has many details to be evaluated. The measurement
used in this study may be more useful with the development of wearable devices in the
future.
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Abstract. The current research, focusing on Social Innovation and Inclusive
Design, seeks to understand and explore the interpersonal communication of
children with autism spectrum disorders. The main objective is to contribute to
the development of the cognitive and social skills of these children, improving
and facilitating their difficulties in three domains: verbal language and com-
munication; interpersonal relationships and in the field of thought and behavior.
In order to help solving these problems, Cubo has been developing, an inno-
vative system of universal and inclusive communication, composed of a new
universal and alternative/augmentative alphabet and digital object that promotes
autonomy, social integration, personal development and interpersonal relation-
ships. This first paper aims to inform and promote the discussion of the process
and results of the ongoing research, describing the first phases of the design
process itinerary and methods applied, as well as the description of the following
phases that cause multidisciplinarity and co-creation.

Keywords: Autism spectrum disorder � Inclusive design �
User Experience Design (UXD) � Digital experience � Interaction Design (IxD) �
User Interface Design (UI) � User-centered design � Universal language

1 For Whom? The Context of Research

The social inclusion of minorities must now be a concern in the design of new solutions
and design processes, and designers need to contemplate the needs and specific abilities
of these users in the design of products and/or services, integrating them into the
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society and contributing to the equal rights and opportunities of all citizens.1 Design
should seek to understand the context in order to give answers to the needs and desires
of consumers/users and thus to be able to improve the world, in a holistic perspective of
what is socially responsible design [1]. Being Design Thinking such a fundamental and
indispensable capacity for the origin of new products and services that bring changes to
the lives of people with specific needs, the growing emergence of projects in recent
years that have as main objective the social integration of people with different mental
and/or physical abilities is noticeable. We can say that Design is mainly at the service
of people and their needs, placing the designer in a position of extreme importance in
the construction of change of mentalities and the quality of life of society, as stated by
David Berman: «Designers have an essential social responsibility because design is at
the core of the world’s largest challenges… and solutions. Designers create so much of
the world we live in, the things we consume, and the expectations we seek to fulfill.
They shape what we see, what we use, and what we waste. Designers have enormous
power to influence how we engage our world, and how we envision our future» [2].
Based on these principles and good design practice in several areas (Inclusive Design,
Participatory Design, User-Centered Design, UX, UI, IxD), this research seeks to
understand how this discipline can contribute to the development of interpersonal
communication in children with ASD2 and to facilitate interaction/social integration in
the various contexts in which the child lives (research question of our Master’s Degree
in Design that is underway). It is estimated that there are around 70 million people with
autism spectrum disorders, or about 1% of the world’s population, but although these
numbers represent a small percentage, autism is a developmental disability which has
grown the most in recent years [3–6].3 Autism Spectrum Disorder are severe disorders
of the child’s neurodevelopment that persist throughout life, and can coexist with other
pathologies, characterized by difficulties in the areas of communication, interaction and
behavior [8]. The characteristics of this disorder cause clinically significant impair-
ments in social and occupational functioning and compromise the day-to-day func-
tioning of these children, of which we highlight [9]:

(i) Limitations in communication and social interaction across multiple contexts
(many individuals have language deficits, ranging from complete absence of
speech to language delays, poor speech comprehension, echo speech or overly
literal and pompous language);

(ii) Deficit in social-emotional reciprocity and lack of awareness of feelings,
affecting the ability to make friends;

(iii) Reduced sharing of interests, emotions or affection;

1 «Thinking globally means recognising and celebrating human diversity. It means embracing
difference, be it physical, intellectual, cultural, aspirational, or of lifestyle […] The design challenge
is to include, and not to exclude unknowingly […] Since then, inclusivity has moved from the
margins of design thinking to the mainstream» [1].

2 (ASD) means Autism Spectrum Disorders.
3 As an example, according to one of the last studies conducted (2014), in the USA, one in 59 children
are diagnosed with ASD, affecting about 3 million people [3, 4, 7].
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(iv) Abnormalities in eye contact and body language or deficits in the understanding
and use of gestures;

(v) Difficulties in adjusting behavior in a way that suits the various social contexts;
(vi) Repetitive and restricted patterns of behavior;
(vii) Inflexible adherence to routines or ritualized patterns, resisting change;
(viii) Restricted and fixed interests that are abnormal in intensity or focus;
(ix) Deficits in non-verbal communication (gestures);
(x) Hyper or Hiporreactivity to sensorial stimuli.

Communication is an essential factor in the individual and social development of
the child. The act of communicating, whether verbally or by gestures or expressions, is
a universal necessity and an instrument of integration and social interaction that allows
us to apprehend the world around us. According to Sim-Sim: «In the life of the child,
communication, language and knowledge are three pillars of simultaneous develop-
ment, with an eminently social and interactive penchant […] language is used in social
context to express what we want, what we think and, not least, to initiate, maintain and
control social interactions […] The communicative act is a dynamic, natural and
spontaneous process that requires the interaction of at least two people in order to share
needs, experiences, desires, feelings and ideas […] Interacting verbally, children learn
about the physical, social and affective world» [10]. We can conclude that changes and
disturbances in language and interpersonal communication can cause damage to the
child’s cognitive, emotional and social development. As mentioned earlier, some of the
limitations of children with ASD are related to communication and verbal language,
causing difficulties in social interaction, and consequently acceptance and integration in
society. In this way, we justify the relevance of this study/project. The research focused
on the need to create solutions that promote the interaction of these children with their
family and friends, in an attempt to improve affective relationships through commu-
nication and understanding of the needs and desires of the child. Faced with this issue,
it was decided to approach these two major domains, which complement each other:
Domain of Social Interaction, in which it is intended to create moments of interaction
with the other, making communication more intuitive and recurrent through the created
system (Cubo); Domain of Communication and Language, by helping the child
become familiar with verbal language and express needs, desires and feelings through a
simplified visual alphabet/code, easy to understand. Thus, we can define as general
objectives of research the contribution of Design to the development of cognitive and
social capacities of children with ASD, improving and facilitating communication and
interpersonal relationships, through a digital artifact that promotes interaction, inte-
gration, personal development and autonomy, and as specific objectives:

1. Help these children communicating and expressing needs, desires and feelings;
2. Create a visual alphabet/code, with the same visual identity language, simple and

easy to perceive as a universal and inclusive alphabet that can be used not only in
Autism Spectrum Disorders but also in other pathologies and which is recognized,
interpreted and used by those who do not have these difficulties;

3. Develop a system that can be seen as a useful tool which can be used at home, in
schools and in therapy sessions;

4. Promote affective relationships with family and friends;
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5. Familiarize the child with verbal language;
6. Stimulate the understanding of everyday life and social contexts;
7. Integrate several functionalities into a single solution.

Therefore, the goal of this research is to build a communication system that targets
children aged 5 to 12 years with difficulties and limitations in terms of communication
and interaction. Autism spectrum disorder is a condition that also affects families, because
parents face big challenges every day, resulting in a negative impact on the family and the
need to resort to therapists and specialists. That´s the reason why we consider it appro-
priate to include parents in the main target public of the project, and the remaining actors
in the universe of children with ASD (other relatives, educators/teachers, specialists and
therapists) are considered as a secondary target audience.

2 The Parallelism Between Alternative and Augmentative
Communication and Universal Languages

As our main purpose is to overcome or minimize the limitation of communication and
language in children with ASD, through the offer of a new alphabet/code that facilitates
the construction of discourse and interaction with the other, we could not fail to aspire to
universality as quality of this new offer, despite this form of communication being
considered as an augmentative and alternative communication instrument.4 Our vision
for the future seeks to find a parallelism between alternative and augmentative com-
munication and universal languages.5 It is our desire and ambition that this new
alphabet/code is understood not only by children with ASD, but also by all people who
are not included in this context, promoting inclusiveness and equality. This desire
extends to the possibility of being used in the therapy of other pathologies as a facilitator
of the development of speech/communication and cognitive skills. Taking into account
that universality is one of the objectives to be achieved, it is essential to establish a
comparison with other languages that have inspired us and that have been a milestone in
the development of communication as we know it today.6 The will and need to com-
municate is intrinsic to the human beings from the earliest beginnings. Graphic images

4 «An alternative augmentative communication system is an integrated set of techniques, aids,
strategies, and capabilities that a person with communication constraints uses to communicate.
Alternative and augmentative communication is considered to be any type of communication that
replaces, amplifies or supplements speech»; «Alternative communication is a system that replaces
speech and augmentative communication is a system that supports or complements speech» [11].

5 When we refer to universal languages, we encompass all kinds of «functional languages», with
utilities and information functions, world-wide recognized and understood, such as pictographic
codes of signage and traffic signs and «graphic languages» [12] like the writings elaborated in
antiquity. We also included within this spectrum the pictographic and ideographic language shared
through the Internet - the Emojis. We have chosen to name this set of communicative languages as
“universal languages”, because it is more practical to reference them when necessary.

6 «The expressive possibility of reciprocal understanding between the beings of a group, of a
community, of a species is by antonomasia one of the most important conditions, from the very
beginning of life, for survival» [13].
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or signs have been used since Antiquity in order to materialize thought, such as «In
Sumer, in 4000 B.C, there was a pictographic writing consisting of images that were not
representations of things but “symbols” and whose articulation revealed the meaning,
the discourse. This “pictographic writing” resulted from the combination (conventional,
codified) of iconic figures which, more than pictograms, were ideograms, since they
were based on figures that symbolized ideas and not figurative images» [12] (Fig. 1).
Egyptian hieroglyphs are also an example of this type of writing (Fig. 1).

Another example that we must take into consideration for the construction of a new
universal and inclusive language is the signage. In these cases, the universality of
pictograms and ease of perception are the characteristics that must be taken into
account in order to provide user-friendly information instructions. In signage, «The
crescent use of pictograms is determined by the language problem itself. Roads, rail-
way networks, maritime and air lines extend far beyond national, linguistic and ethnic
boundaries. An alphabetical polyglot description required of very oversized supports or
boards, and the informative content would lose clarity» [13]. In the same way that
signage is universally understood, also on traffic signs it is necessary to «find signs
whose comprehension provides functional instructions practically accessible to
everyone, instantly and unequivocally […] for sure, they require for their compre-
hension of a learning process. However, when they have already incorporated into
unconscious knowledge […] the information they provide is immediate and sponta-
neous» [13]. The universality of the traffic signs is also due to its easy perception and
memorization due to three factors: the form, the content and the color. These three
characteristics determine specific rules and meanings. These signs are understood
anywhere in the world and in any language. Bearing in mind the examples presented
above, it is important to highlight the importance of Emojis, as pictographic and
ideographic elements that are inspiring for what is intended, which is the development
of the new alphabet/code. As far as emoji is concerned, it is important to emphasize the
attribution of universal meanings (all people have the same immediate perception of the
same emoji). This perception is transversal and independent of the country or culture.

According to Ai et al., «emojis do not have language barriers, making it possible to
communicate among users from different countries. These advantages have attributed
to the popularity of emojis all over the world, making them a “ubiquitous language”

Fig. 1. Sumerian (Left) and egyptian (Right) cuneiforme writing [13].
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that bridges everyone» [14]. Despite the universality of the meanings of this language,
the interpretation of each emoji or set of emoji may vary from individual to individual
(interpretation will depend on the context of the conversation, the interpretation of the
sender and the receiver), being able to express diverse ideas, feelings, emotions and
actions [15]. Having said this, each of the examples mentioned above, carries to the
project fundamental characteristics: the use of symbology to form a language of its
own; the meaning attributed to colors, and the universality. In short, regardless of
whether we use verbal language as a means of communication, other complementary
alternatives to language may also be used, because «our civilization is and will be
visual» [12].

3 An Alphabet for All – A Visual and Universal Language

Currently there are several augmentative and alternative communication systems and
equipment that are used to improve or replace speech in individuals with difficulty or
inability to express themselves through verbal language. These systems can be divided
into two groups: systems without help and systems with help. For this research we are
interested in talking about systems with help. These systems require external assistance
through instruments, in which the user selects symbols by means of a platform, these
graphic symbols being based on schematic drawings, with more or less structuring, and
with different levels of symbolism [11]. Some of the sets of graphic symbols that we
find today applied to several pathologies are: PIC, Rebus, Bliss, Sigsymbols, Picsyms,
Oakland e PCS (Picture Communication Symbols),7 the last set of symbols is used by
many countries. These sets of graphic symbols, although used in different countries,
cannot be considered universal in the perspective of what is intended with our proposal
and objective, which is the transversal universality applied to a language that is
intended for all, regardless of the capabilities, age, culture, nationality and education of
each – the creation of a universal and inclusive library of symbols. Comparing the
objectives of a new universal and inclusive alphabet/code, which we mentioned earlier
in the context of the study/project (point 2), we highlight some features of these already
developed sets of symbols, which in this perspective they do not confer on them the
universality and coherence that we desire:

– If they are not accompanied by their description, they are not recognized and
interpreted intuitively by people who do not have deficits in communication and
language;

– They are not used outside the context and universe of the diseases to which they
have been drawn (with rare exceptions), and are directed only at such persons;

7 These graphic symbols were created in 1980 by speech therapist Roxanna Mayer-Johnson, who
created an assistive technology company focused on augmentative communication products centered
on these symbols. Later, this company was approached by DynaVox Systems [16] in 2004, and is
now known by Boardmaker [17], which provides software that has a library of PCS symbols and
tools that allow the construction of educational, recreational and augmentative and alternative
communication resources.
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– These sets are not available in their entirety free of charge to users because they are
owned by various companies/brands and therefore cannot be used and shared
without the permission and authorization of the company owning each set,
restricting the spectrum of people using these symbols;

– Each set of symbols has a different and distinct visual identity, there is no con-
sistency between them (even within each set, there are irregularities in the identity
and visual language of each pictogram);

– There are different pictograms for a single meaning (even within each of the sets),
there being no coherence;

– Some pictograms are too complex for their correct interpretation, either by the person
with difficulties in verbal language, or by those who do not have these difficulties.

When we write a message (as in Messenger), we substitute our speech written by
pictograms or ideograms as an alternative or as an addition to what we are trying to
convey (as we have already given by example, Emojis - in which its direct meaning is
understood a general form), it is our goal to create a universal alphabet/code that
interconnects all people through universal communication and without barriers, so that
children or adults with difficulty and incapacity in verbal language (as is the case of
people with ASD), do not feel different and excluded, and are part of a whole that unites
the differences of each one, be they cognitive or even cultural and national differences.

3.1 A New Alphabet/Code

In view of this main objective, in relation to one of the constituent parts of this
research/project - the new alphabet/code to be developed, and taking into account the
bibliographic review and analysis of the case studies mentioned above, it was necessary
to outline specific way to characterize and achieve the desired solution:

– The alphabet/code should be universal and unique;
– The alphabet/code should include and integrate, not exclude in any circumstance;
– Each pictogram/ideogram that compose the alphabet/code must have only one

assigned meaning (an object or idea, such as “apple” or “happy”, is only represented
by a single pictogram or ideogram) without different variants of the same meaning,
for its easy understanding and memorization;

– This alphabet/code can be used in various contexts, both in the therapy of certain
disorders or deficits in communication, and in conversation contexts on web plat-
forms (mobile applications and websites). This point does not exclude other
physical or digital media, where it may be feasible and beneficial to use this
alphabet/code as communicative and informative form;

– The alphabet/code must have a unified and coherent language and visual identity;
– The alphabet/code should be grouped by categories and each category should be

associated with a specific color (colors speed up the correct and fast location of the
pictograms/ideograms favoring memorization and learning), similar to PCS graphic
symbols referred to;

– The pictograms/ideograms should be simple and easy to memorize their meanings.
Pictograms must also be monochromatic (less color = less abstraction);
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– Each pictogram/ideogram must be understood in its entirety and instantaneously
after the learning process and must be able to be associated with each other;

– The alphabet/code should be easily interpreted by all users, regardless of their
cognitive abilities;

– The alphabet/code should be made available free to all users.

After defining the basic requirements for the development of the new universal and
inclusive alphabet/code, an initial idea was designed, seeking to fulfill the defined
characteristics (Fig. 2), in order to be validated and revised later. This alphabet/code
will consist of pictograms and ideograms that represent objects, ideas, expressions,
emotions, needs and even desires, which are associated with each other, forming
phrases that facilitate discourse and interaction (Fig. 3). The alphabet/code is divided
into categories (needs and desires, emotions, basic expressions - at an early stage these
categories are most necessary to the autonomy of people with communication diffi-
culties) and each category was assigned a color (blue, red and yellow, respectively).

4 Research Methodology – Applied Methods
and the Following Phases of the Design Process

During the Design process we have adopted a methodology through the application of
non-interventionist and interventionist methods of a quantitative and qualitative nature,
in order to create a graduated and effective project itinerary that will lead us to a
solution that responds appropriately to the needs of the target audience and to the

Fig. 2. Initial sketch phase of the new alphabet/code. Source: Authors, 2019

Fig. 3. Sentence formation through the combination of pictograms/ideograms. Source: Authors,
2019

360 S. E. Martins and P. Maldonado



objectives and requirements of the project. We want to ensure, through this research
journey, the effectiveness of the solution, generate empathy with all the stakeholders
involved in the project. The design itinerary was designed based on the Design
Thinking proposed by IDEO [18], because «Design Thinking gives you faith in your
Creative abilities and a process to take action through when faced with a difficult
challenge […] It’s a structured approach to generating and evolving ideas […] It’s a
deeply human approach that relies on your ability to be intuitive, to interpret what you
observe and to develop ideas that are emotionally meaningful to those you are
designing for» [19]. Based on IDEO’s itinerary, we divided the research process into
several phases: (i) Understand and Interpret; (ii) Analyze and Explore; (iii) Idealize and
(iv) Prototype and Validate, being an iterative process, in which there may be phases
that coincide with each other. In order to respond to the challenges, we propose to
respond, two methods have been defined, which form an integral part of these phases of
the design process itinerary:

– Passive research: focuses on the concern to know the target audience and the
context in which the study/project is inserted through the bibliographic review. At
this stage of the research it was necessary to deepen some of the concepts under-
lying the challenge addressed, where the areas of multidisciplinary research were
defined to be studied because they are relevant in the theoretical basis of the project
and their interconnection, which will provide the construction of a real solution and
focused on the needs of the user: ASD; Augmentative/Alternative Communication
Systems; Theories of Child Development; Inclusive Design; Participatory Design;
Digital Experience; User Experience; User Interface; Interaction Design; User-
centered Design; Universal Languages; Semiotics and Signs. Within these areas of
research, through the bibliographic review, are being studied, among others some
authors such as: Piaget (1896–1980); Winnicott (1896-1971); Lev Vygostsky
(1896–1934); Lorna Wing (1928–2014); Eric Schopler (1927–2006); Bill Moog-
gridge (1943–2012); Bill Buxton (1949); Alan Cooper (1952); Steve Krug (1950);
Donald Norman (1935); John Maeda (1966); Roger Coleman (1943); Umberto Eco
(1932–2016); Adrian Frutiger (1928–2015); Joan Costa (1926). In passive research,
case studies have been analyzed, related or not related to the concepts and objec-
tives of the project, in order to allow the identification of characteristics and
functionalities that can be considered in the final solution of both the alphabet/code
and the physical artifact (The Cubo).

– Active Research: in which contact with the reality of the study/project and with
professionals from other scientific areas is essential, reinforcing the values of user-
centered design and participatory design where co-creation and multidisciplinarity
prove to be valuable tools for the development of an innovative, complete and
effective solution. We should not understand the problem that we propose to solve in
isolation. It is essential that users are actively involved throughout the process, so that
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they can contribute, in order to promote the discussion and debate about the project,
contributing to a more rich and empathic final solution.8 We divide active research
into 3 phases: (i) Initial Phase: which corresponds to the deep knowledge of the target
audience from initial exploratory conversations with therapists/psychologists and
focus groups (“FocusGroup” [21]) constituted by parents of childrenwithASDwhere
the method “Diary Studies” [21] will be applied. The first session with the parents will
aim to present the project in order to gather feedback and generate brainstorming (“Co
Creation Session” [20]), with a view to the initial validation of the idea/project. At the
end of the session, evaluation questionnaires will be applied; (ii) Intermediate phase:
Initial validation of the alphabet/code will be carried out through two focus groups -
one consisting of children with ASDwith the accompaniment of a therapist or special
education teacher and the other focus group with a set of people which do not have
communication and language deficits – with the purpose of validating the first
pictograms/ideograms for later revision. During this phase themethods “Prototyping”
and “Evaluative Research” [21] will be applied; (iii) Final Phase: the alphabet/code
will be validated through two focus groups, with the purpose of validating the final
pictograms/ideograms andmaking a final evaluation of the results. The samemethods
from the previous phase will be used. All these sessions with focus groups will be
conducted through schools. In the context of a master’s dissertation, only the
alphabet/code (with recourse to a prototype) will be validated, and the physical/digital
object will be validated only from expert focus groups, in which the performance of
the artifact’s functionalities will be debated. During the implementation of the phases
described above regarding the research methodology will be reviewed the various
components of the future final solution. Subsequently, all components of the solution
will be finalized, as well as their operation and the interconnection of all parts so that
the Cubo System project can evolve outside the academic context.

5 Results and Discussion – Cubo System

After completing some of the stages of the project itinerary, we have the results of the
initial phases of an investigation still open, the first proposition of alphabet/code
(in which the whole project is based) and a hypothesis of solution of electronic/digital
artifact – The Cubo, that constitutes the interface for children with deficits in
interaction/communication (Fig. 4). The Cubo integrates the alphabet/code function-
ality to communicate and interact with others, which is expected to be effective in the
interaction and integration of children with ASD in society. In summary, in addition to
this central function, the Cubo incorporates many other features that will allow greater

8 «The process is designed to get you to learn directly from people, open yourself up to a breadth of
creative possibilities, and then zero in on what’s most desirable, feasible, and viable for the people
you’re designing for. […] Empathy is the capacity to step into other people’s shoes, to understand
their lives, and start to solve problems from their perspectives. All you have to do is empathize,
understand them, and bring them along with you in the design process. […] Only by listening,
thinking, building and refining our way to an answer do we get something that will work for the
people we’re trying to serve» [20].
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autonomy and personal development. The Cubo is an innovative system of universal
and inclusive communication that consists of a physical object, the new alphabet/code
and an App addressed specifically to the parents of these children. This functionality
will be presented in the next paper to be submitted to AHFE 2020, following the new
developments of the project.

So far, we have gathered very positive feedback from specialized professionals,
who have been contributing to the development of the project, through exploratory
talks, discussion of the solutions already conceived and their feasibility, ideal scenario
for collecting inputs about characteristics of this disorder. Some topics of active
research were also discussed, which resulted in the redefinition of the steps to be taken
in the near future. After exploratory sessions, these experts showed great interest in the
project, confirming the quality and relevance of the solutions so far projected, revealing
that it will be a good way for the future. The next phases of the research process will be
crucial for the development of the project and its success – we will go deep into the
stage of active research, where we will promote contact with all stakeholders through
the participation and involvement of schools and support centers. It is our desire that it
be a highly collaborative process, generating added value, in the long term, for all
users. It remains to be said that universality is an objective that will have to be achieved
in the long term, since it will only be possible to test and validate the project, inter-
nationally, outside the academic context. In conclusion, although this study is directed
at a specific neurodevelopmental disorder, we will emphasize and remember that we
have as a goal that this solution will have, in the future, positive and significant
repercussions not only in the therapy of this and other cognitive issues, but also that it
is synonymous with the first steps towards a more conscious and humane society, and
for a more inclusive future, where we can communicate in unison, because despite the
differences, we are all equal.

Fig. 4. Daily use tool that enables the use of the new alphabet/code and facilitates
communication and interaction with others. Source: Authors, 2019
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Abstract. As the field of Task Analysis (TA) is still fragmented and poorly
understood by many, a software-tool, build by HFC Human-Factors-Consult
GmbH, has been developed for easy and better TA. Purpose of the study is to
evaluate the efficiency, quality and effectiveness of TA performed with the
support of this software-tool. In the experiment, 36 participants conducted a
total of two hierarchical-TA (HTA) on two given tasks, once using the new
software-tool and the second using fundamental methods i.e. paper-&-pencil.
The results indicated that the software-tool aided participants in producing good-
quality analysis, provided support and guidance during the HTA-process and
helped in maintaining a consistent performance-level in terms of both quality
and effectiveness. The findings resulted in identifying the strengths and
acknowledging the shortcomings of the new software-tool, thus providing a
concrete direction for further improvements. Moreover, the study adds to lit-
erature by developing checklists to make this assessment, which in turn pro-
poses components that characterizes a good TA.

Keywords: Method � Task analysis � Hierarchical Task Analysis �
Software tool � Support software

1 Introduction

The origin of modern Task Analysis (TA) can be traced to the early 19th century with
its foundations in the field of scientific management [1]. Since then, TA has been
recognized to be one of the important tools of human factors, scientific discipline
focusing on humans at work, especially with human’s use of technology. It is required
to solve problems that arise through computerization and automation. It attempts to
apply knowledge about human ability and limitations to design machines, tools, tasks,
and work environments to make them as productive, effective and safe as possible [2].
With digitalization and development of more complex technology, the demand for TA
arose and today it plays a central role in Human-Machine Interaction, Human-Factors
Engineering and Safety and Health Hazards [3].

TA is a broad and generic term that comprehends a large range of methods and
techniques for, simply put, ‘analyzing a particular task or tasks’. It aims at obtaining
detailed information on actual or projected task performance as well as the organization
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of this collected information in a suitable format [4]. It involves not only identifying
but also predicting difficulties that are faced while the task is being performed. TA can
be conducted in different stages of a project from preliminary to detailed design stages,
to construction and development stage and finally to post development decomposition
and evaluation stage. In other words, TA methods are used in predictive as well as in an
evaluative manner [3]. There are multiple ways in conducting task analysis, but the
general procedure includes identifying tasks or goals, collecting data, analyzing the
collected data and representing the analyzed data [5].

2 Current Issues

TA is now routinely used in numerous settings and across various domains. Over a
hundred TA methods and their permutations have been developed over time to suit
specific needs of countless domains [6]. Human-factors practitioners and ergonomists
are still developing new methods and approaches for a multitude of different purposes.
Modern applications of TA include system and interface designing [6, 7], training [8] in
conventional office environment [9] as well as non-conventional environment such as
training in military and defense [10], Human-Error Identification and prediction [11],
allocation of functions and system assessment [12], improving productivity [13], skills
and knowledge acquisition [14], evaluating usability [15] and much more. This flex-
ibility has proven to be advantageous, but it has also created a number of problems.

Felipe et al. [8] state ‘the application of TA to training has become invaluable to the
work place; however due to various methods of TA it has become difficult to train TA
itself”. Even with decades of research, the process of TA has few guidelines [16] and
the presented results follow no specific standardizations [1] or defined formats. Often,
TA results have complex outputs and visualizations, which are difficult to understand.
As a result, TA can be complicated and difficult to perform [7, 16], and is only
understood by experts [6]. It can be argued that even experts find it difficult to
understand and use TA. Often only the analyst or the group of analysts who perform
the TA understand it. Besides, performing TA requires a specific set of skills to be
learnt in time and with experience. Stanton [16], who stated that Hierarchical Task
Analysis (HTA) requires craft skills that need to be learnt under expert guidance,
supports this. Thus, TA is time consuming and expensive.

Moreover, the diversity of TA, limited guidelines and lack of standardization has
resulted in very little guidance on the best practices in conducting TA and evaluating
TA that have been performed by an analyst [17]. A review of TA literature has shown
that there is indeed little research on what are considered as “good” characteristics of
TA. In addition, considering the maturity of TA literature, it is also surprising that little
effort has been made in developing software tools to simplify the different stages of the
process of TA. A need for TA software tools and applications has been identified across
literature [7, 10, 12, 13, 16]. Few tools have been developed over the years but lack in
supporting the full breadth of TA. These tools have been identified to be either too
generic and hence lack key aspects of TA or are developed for very specialized pur-
poses and thus impose highly specific TA methods that are extremely complex [12].
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In order to facilitate the process of TA in various life cycle stages, a software tool
was built by HFC Human-Factors-Consult GmbH, Berlin. It supports various TA
methods and techniques and uses Hierarchical Task Analysis (HTA) as its foundation.
HTA is a goal-based analysis where task and sub-tasks are explained in terms of their
goals [16]. The task is broken down into subtasks and operations, which are then
graphically represented in a structured fashion. Plans are established to determine how
these sub-goals are achieved.

The purpose of this study is to evaluate whether this software tool improves the
performance of the TA conducted by the analyst. The objective of the current study is
to verify the strengths and identify the weaknesses of the software tool. These insights
could be useful to implement further improvements and provide design guidelines.

In this process, this study attempts in developing an evaluation framework in the
form of a checklist to determine a “good” TA. The checklist comprises two major
components: quality and effectiveness. These components help in systematically eval-
uating whether the analyst was able to successfully capture all the essential elements of
the task in the best possible way. Moreover, efficiency of an analysis had also been
considered to play a vital role in determining if the analysis has been well performed.

3 New Software Support

A new software tool is designed for human factors task analysis and human error
identification to overcome the problems mentioned in Sect. 2. The software tool was
built by HFC for internal usage. It was applied to examples and real used cases across
healthcare, control room and aviation domains by human factors engineering special-
ists. In the last two years, HFC is adapting and testing the software tool within a
German-government funded project ‘KUKoMo’ for Human-Robot Collaboration.

It was developed keeping several TA methods and techniques in mind in order to
facilitate the empirical steps of TA procedure including data collection and visual-
ization of this collected data. These methods and techniques include HTA, Applied
Cognitive Task Analysis (ACTA), Human Error Templates, (HET) and Task Map
Layering technique [18]. Features of the tool are also customizable so that it can be
made suitable regardless of the domain.

The software tool supports the entire TA procedure and simplifies its application. It
is designed not only to reduce effort and resources for conducting TA but also to
provide non-expert analysts with some guidance. HTA is the starting step to model a
task hierarchy, where task and subtask instead of the classical approach of goals and
sub-goals are represented in the tree structure. This simplifies handling and under-
standing of the graphical representation, especially for non-human factors experts.

One key aspect of this tool is that it runs on mobile devices such as tablet PC
(Fig. 1) enabling analysts to flexibly collect data and efficiently apply TA on the field
as well as in the laboratory. The tool offers three forms of task model representation:
table view, graphical task tree view (Fig. 2) and task map layering view. The table view
and the tree view are continuously synchronized. These representations can be exported
as a table (*.csv file) or image (screenshot of the graphical tree in PNG) and utilized for
further analysis or documentation.
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The software tool provides seven different analytical and empirical steps to assist
analysts in the procedure of TA, thus putting forward a handy, efficient and transparent
way of TA. This proposed TA procedure consists of (1) Theoretical HTA, (2,3,4,5)
Observation, Card Sorting, Interview and Top-Level Interview are built upon on
ACTA, (6) Human Error Template and (7) Task Map Layering. For a detailed
description of these steps, refer to Onnasch et al. [18]. All seven steps can be performed
in a complete workflow, or subsets of steps can be chosen as per the purpose of the
analysis. This is possible as each step is implemented as a separate tab in the user
interface of the tool. Collection of data is supported in most of the steps and the created
TA or task models can not only be transferred between the steps but also altered or
reconstructed. Moreover, the tool offers standard templates for interviews and human
error prediction.

4 Efficiency, Quality and Effectiveness Criteria

Over the years, the need for TA has been has been explicitly established across
numerous domains. According to Stanton [16], the popularity of HTA along with its
versatility and flexibility for conducting analysis and representing them has resulted in
the development of practitioner’s own adaptations and unique mutations, making it
thus difficult to propose one right way of performing it. Various TA handbooks
demonstrate procedures for conducting analysis, but there is limited literature
describing the best practices.

In a panel discussion, TA experts [17] make an attempt to explore points of con-
sensus with regards to the best practices in performing and evaluating cognitive task
analysis. Viewpoints of the panel members range from establishing factors (for e.g.
validity, reliability, generalizability, scope, completeness and usefulness) that play a
role in the quality of a TA [19] to more generic but pragmatic criterion (for e.g. Klein
[20] suggests that every well performed analysis would generate insights) for what
counts as a good analysis. Efficiency may refer to the level of resources consumed in
performing tasks [21] such as amount of time and costs. According to Diaper and
Stanton [6], a good speed when conducting TA indicates good efficiency of the TA.

Fig. 2. Theoretical HTA tree view with HFC soft-
ware tool.

Fig. 1. HFC software tool on a tablet.
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Effectiveness on the other hand, is defined as the extent to which a goal or a task is
achieved [22]. In certain cases, it is easy to assess the effectiveness of a particular task
by simply recognizing if the task was a success or a failure. In the case of TA however,
recognizing if the conducted analysis is a success or not can be complicated because of
its flexible nature in providing multiple interpretation. However, Diaper and Stanton [6]
state that representations of the analysis are very important for the effectiveness.

A benchmark for good analysis is needed. In their paper, Felipe, Adams, Rogers,
and Fisk [8] examined different types of training methods in order to select the best
method to train novices in TA. For this purpose, they created a criterion consisting of
five components (hierarchical representation, state high-level goal, state plan, state sub-
goals, and state satisfaction criteria) to establish the performance of the conducted
analysis by the novices.

Based on this available literature and some new ideas, two separate checklists were
created to assess the quality and effectiveness of the performed TA for the current
study. The following seven items/components were chosen to be used as a new quality
checklist: state high-level goal, state plan, state sub-goal, use task categories, level of
granularity, state optional steps, and state numbering system. The new effectiveness
checklist includes five components to capture the overall success of the TA: com-
pleteness, representation, overall structure, overall performance, satisfaction level.
Based on pre-defined scales for individual components for both checklists, master TA
templates created for the respective task by TA experts for comparison purposes and
analysts’ self-evaluation, scores ranging from 1–3 are given. Sum of the individual
component scores of both checklists contribute to the total quality and total effec-
tiveness score. Furthermore, there is a potential to adapt these evaluation checklists to
different needs and contexts across domains.

5 Method

The purpose of the paper is to investigate whether the TA software tool developed by
HFC can aid in conducting better TA in terms of its quality and effectiveness as well as
that this analysis will be performed efficiently. An experiment was designed where
participants were required to perform HTA, on given tasks.

They were provided with two comparable online tasks, one where they were
expected to perform TA with the help of the developed software tool and the other with
the help of basic methods that included Excel table, Word document, and paper and
pencil. For the purpose of this paper, these basic methods will henceforth be referred to
as ‘paper and pencil’ (P&P) and the new developed software tool as ‘software tool’.
Participants were unfamiliar with both tasks but familiar with its domain, i.e. online
shopping. The two online tasks were Task ABC (add a round coffee table to shopping
cart) and Task XYZ (add a black sofa to shopping cart), one for each condition. Both
tasks were divided into three parts where Task A and Task X provided a description on
how to add a round coffee table or black sofa to the shopping cart. Task B and C and
Task Y and Z were in the form of videos. These videos showed how the users actually
performed the above-mentioned tasks.
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The completed analyses (with the software tool and with P&P) collected from the
participants was then evaluated on the grounds of its efficiency, quality and effec-
tiveness. Standardized questionnaires and the two new checklists developed for the
purpose of the current experiment (Sect. 4) were utilized to support the evaluation
process.

Hypothesis. It was predicted that participants should perform better TA with the help
of the software tool than with P&P. It was thus hypothesized that:

(1) The efficiency of the performed TA will be higher when using the software tool
than P&P.

(2) The mean quality score for the performed TA will be better when using the
software tool than P&P, and

(3) The mean effectiveness score for the performed TA will be better when using the
software tool than using P&P.

More specific and detailed hypotheses were derived considering all dependent
variables and their individual components.

Participants. The data of 36 participants, 15 females and 21 males, ages ranging from
19 to 53 (M = 26.9, SD = 6.82) were analyzed. 28 participants (78%) were students
and the other eight participants (22%) were working professionals. The majority of the
participants belonged to the fields of IT, engineering or psychology. All participants
were required to either have practical knowledge on TA or at the least, theoretical
knowledge on TA. The duration of the experiment was about 90 to 120 min and was
performed in a quiet and well-lighted setting.

Design. The experimental design used is a randomized 2 � 2 repeated-measures
design (Table 1). The independent variables comprised of two conditions and two tasks
(the two different online shopping scenarios that were analyzed by the participants).

The two conditions included: Conducting HTA on the given task with the software
tool (experimental condition) and conducting HTA on the given task with P&P (control
condition). The experiment is primarily aimed to determine the main effect of the two
conditions on the dependent variables. The second independent variable comprised of
the two tasks, Task ABC and Task XYZ. However, this experiment is not aimed at
analyzing the main effect of this variable on the dependent variables. Therefore, for this
experiment it is assumed that the two tasks are comparable.

Table 1. Experimental design: randomized 2 � 2 repeated-measures design

Sample size (N) = 36 Task ABC Task XYZ

Tool-first (n = 18) Tool condition P&P condition
P&P-first (n = 18) P&P condition Tool condition
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The dependent variables included measures of efficiency, quality and effectiveness
and its individual components. Efficiency was measured with the help of total time
taken to finish the TA and the workload experienced in the process. Quality and
effectiveness were evaluated using the developed checklist (mentioned in Sect. 4).

Materials. The following materials were utilized in the current experiment:
(1) Information on HTA adapted from Stanton [16]. This gave the participants an

idea on what was expected of them in this experiment. Graphical examples were used
for better understanding. (2) HFC’s new software tool installed on tablets and laptops
and tool support information in the form of live tutorial and a handout containing
specific information on menu and toolbar functions was provided. (3) Step by step
experimental instructions of the experiment was provided. (4) After the completion of
each condition, participants filled out the after task questionnaires: NASA-TLX1[23]
and a modified version of the SUS2[21]. Minor adjustments were made to the SUS to
suit this experiment.

Procedure. All participants received training on HTA at the beginning to ensure that
all participants were on a comparable level of prior knowledge. They then had to
perform HTA on both the tasks once using the software tool and once using P&P
according to the respective sequences. Additional information on how to use the
software tool along with some time to acquaint themselves with the tool was given
right before the software tool condition. After completion of each task they filled out
the after-task questionnaires. At the end they were debriefed and thanked for their
participation. Each conducted analysis was then scored by an expert using the devel-
oped checklist and master templates of both tasks.

6 Results

The results were analyzed by calculating the mean difference between the two
dependent means of the matched pairs using a repeated measures ANOVA.

Efficiency. Efficiency was assessed with two variables: time taken to complete the TA,
and workload and its components. It was found that the total time was higher for the
software tool condition (M = 1602s, SD = 603) than for the P&P condition
(M = 1106s, SD = 487) and this difference was highly significant, F(1, 34) = 30.40,
p ˂ .001, η = .472. The mean of total workload score for the software tool condition
(M = 0.44, SD = 0.11) was significantly higher than the mean of the P&P condition
(M = 0.39, SD = 0.12), F(1, 34) = 4.86, p ˂ .05, η = .125. These mean values indicate
that the participants required less time and experienced less workload when they
performed TA with P&P. Figures. 3 and 4 illustrate the interaction between the two
conditions based on the sequence in which they were conducted for time taken and

1 The NASA-TLX is a multidimensional, subjective rating procedure used to assess workload [23]
which was developed by the human performance group at NASA Ames Research Center.

2 The SUS System Usability Scale is a simple ten-item Likert scale that provides a global view of
subjective assessments of usability.

372 V. Upadrasta et al.



workload experienced to complete the HTA. As Fig. 3 illustrates, there was a signif-
icant interaction between the sequences of the two conditions, F(1, 34) = 7.87, p ˂ .05,
η = .188. Tool-first participants took the longest (M = 1768s, SD = 647s) to complete
the software tool condition but took the least amount of time (M = 1020s, SD = 361s)
for P&P condition. P&P-first participants, for P&P condition took more time
(M = 1192s, SD = 585s) than those in tool-first sequence. Whereas, for software tool
condition they took less time (M = 1436s, SD = 522s) than those in tool-first sequence.
In the case of workload, all participants in both sequences experienced significantly
higher workload when they performed HTA with the help of the software tool
(M = 0.43, SD = 0.10; M = 0.45, SD = 0.12) than P&P (M = 0.38, SD = 0.11;
M = 0.40, SD = 0.13). Additionally, Fig. 4 shows that there was no significant inter-
action found, F 1; 34ð Þ ¼ 0:004; p ¼ :95; g ¼ :000F(1, 34) = 0.004, p = .95, η = .000.

Some of the individual components of the workload scale (NASA TLX) were then
separately assessed. The results for mental demand and frustration components indi-
cated that the mean scores were significantly higher for the software tool condition
(M = 0.60, SD = 0.26), whereas lower for P&P condition (M = 0.35, SD = 0.24),
F(1, 34) = 19.02, p ˂ .001, η = .359. Participants’ mean performance scores show that
the participants performed better when they conducted the software tool condition
(M = 0.30, SD = 0.15) than P&P condition (M = 0.41, SD = 0.17), F(1, 34) = 15.79,
p ˂ .001, η = .317. These results were found to be consistent for both sequences and
there was no significant interaction between the sequences of the conditions,
F(1, 34) = 0.13, p = .72, η = .004.

Usability. The mean SUS score of all participants for the software tool condition
(M = 55.10, SD = 15.00) was significantly lower than that of the P&P condition
(M = 68.61, SD = 19.16), F(1, 34) = 10.59, p ˂ .01, η = .237, indicating that the
software tool had a lower usability. After conducting further statistical analysis, it was
observed that the total workload experienced by the participants for the software tool
condition was significantly correlated to the usability of the software tool, r = −.294
[−.594, .033], p = .04.

Quality and Effectiveness. As hypothesized, the quality score (higher scores indicated
lower quality) for the software condition (M = 12.36, SD = 2.78) was significantly
lower than that for the P&P condition (M = 13.61, SD = 2.61), at the p-level = .001,
F(1, 34) = 14.01, p ˂ .001, η = .292. Likewise, effectiveness score was lower for the
software tool condition (M = 9.31, SD = 2.90) than the P&P condition (M = 10.00,
SD = 3.06), however, statistically this difference was not significant, F(1, 34) = 3.70,
p = .06, η = .098. Figures 5 and 6 demonstrates the interaction between the two
conditions based on the sequence in which they were conducted. For quality, partici-
pants belonging to both sequences received lower scores for the software tool condition
(M = 12.0, SD = 3.03; M = 12.72, SD = 2.54) than for P&P condition (M = 12.67,
SD = 1.85; M = 14.56, SD = 2.96), and no significant interaction was found between
the sequences, F(1, 34) = 3.05, p = .09, η = .82. However, the difference between the
score of the two conditions for the P&P-first participants was greater than that of tool-
first participants. In the case of effectiveness, participants belonging to the P&P-first
sequence received lower scores for the software tool condition (M = 9.44, SD = 2.749)
than for the P&P condition (M = 11.17, SD = 3.073) whereas, participants in tool-first
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sequence received similar scores as participants in P&P-first sequence for the software
tool condition (M = 9.17, SD = 3.111), but they obtained even lower scores for the
P&P condition (M = 8.8.3, SD = 2.640). A significant interaction was found between
the two sequences, F(1,34) = 8.10, p = .01, η = .192.

7 Discussion and Interpretation

Participants in both sequences took longer to complete their HTA with the software
tool. This can be attributed to the learning curve effect. All participants had to con-
centrate on the online task at hand and needed to learn the new software tool. Tool-first
participants took the longest to complete the software tool condition, as they had to
simultaneously learn the software tool and analyze the online task for the first time i.e.
their first condition. P&P-first participants required less time than tool-first participants
did for the software tool condition, because they were able to familiarize themselves
with the given online task in their first condition (P&P condition) which helped them to

Fig. 3. Interaction diagram of the two
sequences of the two conditions for time.

Fig. 4. Interaction diagram of the two
sequences of the two conditions for total
workload (lower score = lower workload).

Fig. 5. Interaction diagram of the two
sequences of the two conditions for total
quality (lower score = better quality).

Fig. 6. Interaction diagram of the two
sequences of the two conditions for total
effectiveness (lower score = better
effectiveness).
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perform their second condition. Also, as they were acquainted with the task at hand,
they were able to concentrate solely on learning and using the new tool. Thus, we
conclude that the additional activity of learning and using the tool contributed to the
added time. Even though tool-first participants took the longest to complete the soft-
ware tool condition, they took the least amount of time for the P&P condition. As the
software tool also aims at providing analysts with guidance for HTA procedure, the
software tool is likely to have aided the participants in better understanding of HTA.
This could be why tool-first participants performed much better for their second
condition.

In the case of workload, all participants in both sequences experienced significantly
higher workload when they performed HTA with the help of the software tool. As no
interaction between the two sequences were found, the sequence of the conditions
played no role in this outcome. Even individual component scores of workload, such as
mental demand and frustration scores, were significantly higher for the software tool
condition, which means performing the HTA with the software tool was more mentally
demanding and highly frustrating for the participants. This clearly suggests that
learning and using the software tool resulted in the participants experiencing higher
workload. Yet, regardless of the high mental demand and frustration, participants’
performance scores indicated that the participants in both sequences rated their per-
formance better when they conducted HTA with the software tool than with P&P. This
shows that participants performed better with the help of the software tool.

It was found that the software tool had low usability in comparison to P&P method.
Also, the total workload experienced by the participants when they performed HTA
with the software tool was significantly correlated to the software tool’s usability score.
This means that the higher the workload the participants experience, the lower was the
usability score (SUS). This correlation suggests that the higher the workload when
performing HTA during the software tool condition caused a lower evaluation result for
the software tool’s usability.

In the case of quality, as per the results, the overall quality of the performed HTA
was significantly better using the software tool than using P&P. As displayed in Fig. 5,
the means show that tool-first participants performed much better for their first con-
dition using the software tool (software tool condition), but not as good (however
relatively well) for their second condition with P&P (P&P condition). On the other
hand, P&P-first participants performed their first condition (P&P condition) qualita-
tively least good but performed their second condition (software tool condition) with
the help of the software tool much better. These mean scores indicate that the software
tool enabled participants to produce better quality HTA i.e. the support received from
the software tool was likely to have facilitated the tool-first participants to produce
better quality HTA. Moreover, the guidance provided by the tool also increased their
understanding of HTA, which they then utilized when performing HTA with
P&P. P&P-first participants did not receive the support provided by the tool for their
first condition. This showed in their poor scores. The quality of their HTA however
increased tremendously when they performed HTA with the help of the software tool
suggesting that the software tool aided in enhancing the quality of the participants’
HTA.
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For effectiveness, it can be stated that when HTA was conducted using the software
tool, there was a tendency that participants were more effective in conducting HTA
with the software tool than with P&P. As illustrated in Fig. 6, P&P-first participants did
not perform their first condition (P&P condition) as well as their second condition
(software tool condition). Tool-first participants received similar scores as P&P-first
participants for the software tool condition, however, obtained even better scores for
the P&P condition, i.e. they performed well in their first condition, but even better in
their second condition. These scores can be interpreted in a similar way as the quality
scores. P&P-first participants performed least effectively when they used P&P but
showed tremendous improvement when they used the software tool. This suggests that
the software tool supported the participants and enabled them to effectively conduct
HTA. In addition, as tool-first participants performed their first condition similar to the
second condition of P&P-first participants, it further confirms that the software tool not
only facilitated HTA process but also supported the participants to maintain a con-
sistent level and standard. Tool-first participants showed further improvement when
they conducted HTA with P&P, thus demonstrating that the support and guidance
received when using the software tool helped participants in their understanding of
HTA and in turn their effective performance of HTA for the P&P condition. The
presence of the sequence effect confirms that the software tool influenced the perfor-
mance of the tool-first participants for their second condition (P&P condition).

8 Conclusion

The HFC software tool was designed to integrate the commonly used TA methods and
techniques and to put forward a practical, convenient and acceptable software appli-
cation that is suitable for TA processes. The software tool provides several benefits
such as it helps analysts to reach better quality of their TA, maintaining a standardized
and consistent level of performance in terms of quality and effectiveness of HTA and
provides support and guidance which would help experts as well as enable novices to
learn and understand the process of TA and enable them to produce good quality
analysis. The results have also established some practical implementations of the
software tool. It is useful for those who do not conduct TA on a daily basis, it allows
visualization flexibility (graph view, table view, task map layering view) permitting
analysts to remain at their comfort level, and one can use the tool in countless settings.
Along with its strengths, there are however, weaknesses that make the software tool
difficult and tedious to use. Higher time and workload and low usability indicate that
the tool still needs improvement in terms of the interaction design to improve the
usability. However, the tool has been demonstrated to give valuable guidance in per-
forming the task analysis leading to better quality of the analysis.

Improvements and expansions on the tool are currently being tackled in the scope
of KUKoMo project within Human-Robot Collaboration domain. New tool features
have been recognized and included to better suit the domain requirements. A second
evaluation, similar to the current research design, is currently being executed. Further
tool evaluations will be implemented in the near future. It is also worthwhile to invest
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in the two checklists directing future research in establishing them as standardized
guidelines of TA quality and effectiveness assessment measures.
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Applying the Ecological Interface Design
Framework to a Proactively Controlled

Network Routing System

Alexandros Eftychiou(&)

University College London, London, UK
A.eftyhiou@ucl.ac.uk

Abstract. The focus system of this study is the proactively controlled signal
routing system used by BBC News Division to broadcast content around its
global network. The Work Domain Analysis and Decision Ladder Analysis both
associated with the Ecological Interface Design (EID) approach will be used to
analyze the system. [7] states the EID approach can improve performance in a
variety of domains based on the novel information requirements it uncovers,
however we propose that certain alterations to how EID approaches proactively
controlled systems would be beneficial. Specifically, when we conducted a work
domain analysis, we focused on the object level of the model that specifies that
system objects are normally arranged spatially on a display to reflect the actual
layout of a system. We feel that explicit reconceptualization of how the objects
are arranged is necessary when approaching proactively controlled displays.
Specifically, we propose an addition in the form of a temporal arrangement of
objects to the current guidelines for the spatial arrangement of objects. The
reason for this is so that the trend-based element can be more explicitly stated in
the work domain model. We also conducted a Decision Ladder analysis where
the system state node of the framework which included the technical specifi-
cation as well as time orientated usage profiles of resources. The analyses inform
subsequent design of a time tunnel visualization to support proactive control of
the BBC Broadcast Signal Routing System.

Keywords: Human factors � Systems engineering � Cognitive engineering �
Work domain model � Decision ladder model � Proactive system control �
Ecological interface design � Complex systems � Signal routing systems �
Time tunnel displays

1 Introduction

1.1 A Proactively Controlled Signal Routing System

Complexity in systems arises from the interdependence of human and machine com-
ponents that must interact to achieve the requirements of the system [6]. [7] states that
compared to current design approaches the EID approach can uncover novel infor-
mation in a wide variety of complex system application domains. This study aims to
examine the above claim by attempting to model and uncover novel information
requirements in the form of emergent properties that exist in a proactively controlled
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network signal routing system. The focus system of this case study will be the BBC
Master Control Room (MCR) at Broadcast House in London. In the following section
we will provide a short background relating to the system. Broadcast control is a central
hub that connects news crews out in the field to BBC studios. The control room
operator controls the routing of signals between different locations in BBC global
broadcast network. Routers are networking devices that forward packets of data
between different networks, the BBC broadcast system utilizes multiple routers in
interconnected networks allowing it to send and receive information internationally.
The term source and destination will also be used throughout this case study. Points
that create signals are described as sources while the locations the information arrives at
are known as destinations. An example of a source could be a news crew out in the
field reporting on a story while a destination might be a BBC news studio receiving the
signal that could be in the form of video or just audio. MCR can be thought of as an
intermediary, a central hub that is charged with connecting sources to destinations by
opening all the right channels (routes) to allow the source to transmit to its destination.
The task of connecting sources to destinations is known as Routing. During routing,
signals are passed along various channel types that differ depending on the context of
use. Proactive control is necessary to avoid resource conflict due to the finite resources
controlled by MCR. This competition is further increased due to personal preferences
that arise from individuals that request routes. The organizational structure within the
broadcast control room involves a routing operator who will execute the routing of
tasks that have been prepared by a managing operator. The managing operator who
proactively controls the system must mentally integrate information from multiple
sources to gain an overall view of the situation or “Big Picture” to plan and prepare
routes that will not conflict with each other minimizing signal routing resource
conflicts.

Critical information for the managing operator is scheduled information about
future bookings for resources as well as historical information. Managing operators can
scroll through three days’ worth of future bookings, allowing them to anticipate future
events. There are also resource bookings that are made last minute and thus are not
registered on the system, in these cases the managing operator is expected to use
historical information to determine trends and fill in the gaps in the schedule where last
minute future bookings will arise. Broadcast Network Routing at the BBC typifies the
complex sociotechnical domains that Cognitive Work Analysis is used to investigate.

1.2 The Time Tunnel Format

The time tunnel format display was adapted from the DURESS display, the Work
Domain and Decision Ladder analyses described below will provide input to the
development of display design concepts and the initial display prototypes. The time
tunnel design is based on [1] where the Time Tunnel format was used to support
proactive decision making and succeeded in providing superior support compared to a
traditional line trend interface. We argue that based on [1] findings, that this format
would be beneficial to the managing operators in the master control room. These
interfaces provide the user with a representation of their ecology and the domain they
are controlling as they present the relationships between variables, the goals, system
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constraints and the physical component states. The key data from the Work Domain
Model will be mapped onto this display format in such a way to provide the operator
with a way to perceive multiple levels of the model and how they are linked together.
The temporal organization of the lowest levels of technical information on this visu-
alization will permit operators to determine repeating usage patterns (trends) of source,
destination and intermediate technical equipment over time and thus determine how
they will be used in the future. Further the higher level of information flow will be
visible as a vertical line through the interface in order to give operators an under-
standing how previous usage of technical equipment tied in with the overall ability of
the system to perform its goals. This overview is of multiple levels of the system and
their relationships now becomes external and can be used in conjunction with the
operator mental model thus taking some of the mental load off the operator (Fig. 1).

2 Method

The case study involved an extensive ethnographic study using unstructured contextual
interviews, performed with the managing operator of the control room to achieve two
purposes, first to facilitate an exploration of the domain (exploratory interviews), and
second to become familiar with specific aspects of the domain (familiarization inter-
views). The contextual enquiry included sessions where operators were required to

Fig. 1. Example of a historical trend display based on the time tunnel format.
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think-aloud while carrying out tasks. The purpose of the think-aloud protocol sessions
was to provide a deeper understanding relating to the workflow of the operators
focusing primarily on the tools used to proactively control the Broadcast system. We
analyzed the data using tools from the cognitive work analysis approach including the
Work Domain Analysis (WDA) and the Decision Ladder Analysis or (ConTa). The
outputs of the analysis were a Work Domain Model (WDM) of the broadcast control
system and the complementing Decision Ladder Model (DLM).

2.1 Framing the System for Work Domain Analysis: Defining
the Boundaries of the Analysis

We approached the modelling of this system by first defining the problem to be solved
through use of the Work Domain Analysis (WDA). This assisted in identifying the
boundaries of the system we were interested in modelling. Determining the boundaries
of the system also allowed the identification of the technical equipment and their
control surfaces currently used by operators in proactive control of the system as well
as where the boundaries lie for this proactively controlled system. Determining the
boundaries was a pragmatic consideration that would help to determine the focus
system. The system boundaries are set at the sources and the destinations that operators
are expected to communicate with and proactively control the flow of information
through the system via the control room.

2.2 Defining the Nature of the Constraints

We identified technical constraints that govern the system, these include technical
equipment at the source and the destination, in addition technical equipment also
includes the routers and the circuits that are used to permit the flow of information
between source and the destination. Technical constraints involve the correct matching
of equipment at a source to circuits through which signals will be routed and finally to
equipment that also matches these technical specifications at a source. Technical
Constraints are hard constraints if not met will result in the system either not sending
the information along the route or may damage the information while being sent down
the route from the source to the destination.

Intentional constraints involve the constraints where the managing operator’s
intentions determine how he controls the system. These intentions arise out of ways in
which resources are allocated in order to further improve the success of a routing task
and get content to air. Intentional constraints revolve around helping ensure that per-
sonnel at a source and studio staff at a destination connect their equipment to the BBC
broadcast routing system in as trouble free a manner as possible. An example of an
intentional constraints is that content creating units always like to use the same resource
repeatedly. The intentions of the staff who rely on the managing controller also affect
the managing operator as the preferences of people at the source and the destination
must also be considered to assist the flow of information through the linking of the
route by the source or destination.
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2.3 Structuring Data Collected Along the Work Domain Model

Structuring the data according to Means-End Relation Hierarchy used in the Work
Domain model was done by using the videos of managing operators that were collected
during the contextual enquiries and this gave a narrative of the work. The audio from
the video collected was then transcribed using keyword analysis to categorize sections
of text according to where they would fit on the abstraction hierarchy model.

2.4 The Work Domain Model

See Fig. 2.

2.5 Top Levels of the WDM: Goals, Values and Priorities of the System

The goal of the system is to get content to air, the Values and priority measure level of
the system relates in terms of the information that flows from one point to another.
Information is generated at a source and transferred through a channel through to its
destination. The mechanism that permits this transfer must ensure that there are
available paths. In order to ensure the availability of paths that conform to hard
technical constraints and soft constraints relating to preferences of the staff at a source
or a destination the operators have set organizational priorities relating to routing tasks
that allow for optimal allocation of routes for information to flow from source to
destination.

Fig. 2. Work Domain Model.
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2.6 Middle Level: Proactive Work Function of Route Management

The proactive work function of Route Management requires the operator to anticipate
future route requests by using the schedule to look for future scheduled requests. The
managing operator must also predict future Non-Scheduled requests by looking into the
past. The reason for this is that an imminent future event which could conflict with his
present decision to allocate, clear or retain a route and thus it’s equipment that in the
case of reallocation or retainment becomes locked for the duration of a broadcast. If the
resource is cleared then this means additional time to reconnect all necessary routers
which in can create a backlog of tasks that have not been completed on time.

2.7 Lower Levels: Technical Information

The data at this level represents the physical objects in a work system that afford the
processes and functions at higher levels of the model. The physical objects can include
an inventory of the physical equipment as is specified at the lowest level of the model.
Equipment can involve various types of receiver and transmitter equipment located at
BBC regional, national and foreign studios as well as BBC foreign, regional and
national satellite trucks. Other technical equipment includes transmitters and receivers
located internationally at BBC bureau. The equipment mentioned above helps to send
and receive signals through the system thus enabling broadcasts. Receivers tend to be
thought of as destinations while the Transmitters can be thought of as a Sources.

In addition, the system includes routers and circuits which permit the signal to
travel from a source to a destination. Examples of routers and circuits are International
Satellite Routers Regional Satellite Routers Regional Circuit Routers circuit types
include high quality production channels and lower quality communication channels
that allow a source to communicate with a destination and a destination with a source.
The physical object level specifies that it can involve information that refers to how the
objects are organized in relation to one another. In the case of this proactively con-
trolled system the objects will be arranged temporally on a timeline in relation to each
other in order to help determine the trends of usage and the technical specifications of
the equipment in order to be able to predict what equipment will be requested in
unscheduled requests over time.

2.8 Decision Ladder Analysis

The purpose of a decision ladder analysis is to identify the information processing
stages and resultant knowledge states involved in the transformation of inputs into
outputs transformation. We mapped the stages for the Work function of ‘Route
Management’ identified in the WDA analysis onto a Decision Ladder. Decision ladders
have been used in the redesign of an already existing system as is the case with [4]. The
authors identified information requirements through conducting qualitative field work
and categorized the data according to the Decision Ladder. There are two types of
nodes, circular nodes involve information states, they are the resultant states of
knowledge that originate from the data processing activities specified in the rectangular
nodes.
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We adopted the [4] method as they took a bottom up approach when using the
decision ladder to model an existing system as is the case with our analysis of the BBC
Broadcast system. Data gathering techniques used to identify the necessary profes-
sional terminology and the phrases in a work domain involved collecting data through
interviews with the managing operator, observation of their work activities and
Walkthroughs and Talkthroughs. The data collected during visits to the control rooms
allowed us to form a set of activity elements that are prototypical and were defined
either by the problem to solve or the situation in which to solve the problem. The
different combinations of these collected during interviews with the managing operator
served to characterize the activity within the work system. Interviewee responses were
examined for information relating to all parts of the decision ladder. We conducted
Keyword Analysis on the transcripts based on keywords were taken from [5] that
express the various parts of the decision ladder. From the Decision Ladder we found
that the system state is the most important element we are interested in due its relevance
to the temporal organization of the various technical elements on the timeline. The
System state node in the Decision Ladder Analysis is an understanding of the current
situation or the state of the system and is dependent on what the overall goal of the
work function is, which in this case is to get content to air on time while minimizing
resource conflicts. In populating the system state node, we first considered what situ-
ation assessments are required to achieve the overall goal of a work function as stated
by [3]. It is an awareness of a situation by the BBC operator, that awareness is based on
the availability of information about the resources comprised of a combination of the
technical specification for the types of route, this includes the intermediate equipment
used to make the route as well as the equipment at the source and destination. The other
side to this system state is the qualitatively different temporal state of the route which
includes the future state of the route based on the usage profile of that route. The usage
profile of a route over time includes the duration of the route, the time the route was
made active, frequency that the route is made active and period over which the route is
requested. The route usage profile and the technical identification information create a
total of 44 system states (Table 1).

2.9 Semantic Mapping of a Time Tunnel Visualization to a Novel BBC
Broadcast Control Interface Demonstrator

In the Time Tunnel version shown below the horizontal line has been split into two
separate lines. The fact the lines are not aligned demonstrates a sub-optimal allocation
of resources which is linked to the flow of the data through the signal routing system.

Table 1. System states types created by combining usage profiles and technical specifications.

System state Route usage profile Route technical spec

System state 1 New route that won’t repeat Technical type spec
System state 2 New route that will repeat Technical type spec
System state 3 Historical repeating route Technical type spec
System state 4 Historical final route Technical type spec
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The hinged design of this visualization (blue dots at either end of horizontal lines) is
taken from [2] RAPTOR interface used for military command and control (Fig. 3).

Semantic Mapping of high-level flow of information. The Work Domain Analysis
identified the key concept of flow of information from a source to a destination and vice
versa thus allowing the system goal of getting content to the air. The ethnographic
study has identified that the operators do in fact use historical data to build up an
overview of the situation in order to create routes through allocating resources to
sources and destinations. The emergent feature of information flow coming into the
system from a source and moving through the system to arrive at a destination is
visualized using the emergent feature of linearity by connecting the source and des-
tination using a vertical line. The linearity and orientation emergent features can be
used in such a way to indicate an imbalance in the flow of information through the
system and thus provide a representation of the performance metric used to define how
well the system is performing.

Semantic Mapping of lower level physical resources: The physical resources are
mapped to the left and right walls of the time tunnel, the Left side of the tunnel includes
the technical resources that were requested (Bookings) e.g. a receiver and transmitter, a
router or a circuit and the technical resources that were provided. (Packages).

Fig. 3. Emergent feature interfaces time tunnel display format (temporal location of technical
Equipment positioned on the left and the right of the time tunnel box.)
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The balance of the booking and package entities are shown by the horizontal lines
connecting the right and left of the time tunnel, the alignment takes into consideration
soft constraints, which are the organizational entities within the BBC who are involved
with sending the data around the system. The horizontal lines express the package to
booking suitability measure otherwise described as route suitability measure. The
distance between the two lines denote the level of fit with greater distance indicating
less fit. The horizontal line element of the visualization gives operators the overview of
the emergent feature of suitability relating to allocation of routing equipment to a
routing request by considering soft constraints that are usually considered through
laborious investigation of numerous screens.

The information requirements we produced and semantically mapped onto the time
tunnel format showed the time tunnel format is a suitable candidate for an interface that
operators can use to give them an overview of the information flow through the system
based on allocation of resources. Historical information can be viewed by the managing
operator on the walls of the tunnel as historical usage profiles. It gives an indication of
what technical equipment the crew out in the field has previously requested which is
mapped to the left wall of the time tunnel. The equipment the managing operator
provided is mapped to the right side of the tunnel. The suitability between the two is
denoted by the horizontal emergent feature line that connects the usage profiles mapped
to the left and the right walls. This presentation of variables on the time tunnel and the
emergent relationships between the variables, aims to minimize misallocation decisions
that create conflicts with repeating well suited future pairings and have a negative effect
on the flow of information through the system. On the flip side operators can also
predict poor future pairings based on the historical information that they can set a lower
priority to the soft constraint of keeping the same booking – package pair, this is
because the resources did not work well previously.

3 Discussion

This paper has provided a case study of a first of its kind use of the Work Domain
Analysis and Decision Ladder Analysis in modelling a proactively controlled complex
system domain. The Work Domain Model provided novel information requirements at
multiple levels of abstraction that were then utilized in a time tunnel visualization of the
domain. The modelling process was able to express this domain through the recon-
ceptualization of the system physical objects along a temporal plane which is more
relevant when analyzing proactively controlled systems that rely on trend-based
decision making than just the spatial arrangement of objects.

This visualization can provide the managing operator with an integrated overview
of the system state that moves through time and can be factored into the proactive
decision-making process of route management. We propose that the time tunnel format
can be used to indicate the goodness of fit in terms of how allocated resources (left and
right of the time tunnel) affect the flow of information from a source to a destination
(top to bottom) which is the success metric of the system. We feel the time tunnel is an
untapped visualization that deserves more attention for the unique ways in which we
can present data on it. Furthermore, we feel that the next step would involve a novel
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virtual reality component where users are able to be more involved with the visual-
ization and capable of moving through the tunnel and experiencing the data in new
ways.
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Abstract. One of the more demanding aspects of formal evaluations in
user-centered system design is the underlying requirement for an experimental
platform that accurately reflects the functionality being tested and captures
relevant user performance data. While we are unaware of any truly turn-key
solutions for avoiding many of the inherent costs associated with the iterative
cycle of user-centered system development and formal testing, in our mediated
multitasking research, we have found that a multi-application host environment,
instrumented for user tracking and a playback function for reviewing what
individuals attended to, experienced, and did during the task-performance seg-
ments of interaction studies, could be implemented as a reusable infrastructure
of services and control functions. In this short paper, we introduce the Testbed
Framework System, a flexible and extensible software platform for use in the
development and conduct of formal usability testing, and outline a number of its
core functions and capabilities.

Keywords: User-centered design � Usability testing � Instrumented testbed �
Spatial audio � User monitoring � Mediated attention management �
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1 Introduction

End-user applications that support information gathering and retrieval, decision-
making, and communications in many enterprise settings, including the military,
industry, medicine, and commerce, are often considered mission critical [1]. It has long
been recognized that human factors are pivotal in the design of effective user interfaces
in these and other types of systems, as well as in the composition of their information
processing functions. Optimal information applications structure how content is pre-
sented, accessed, and understood by individuals with intuitive, task-based constructs
and affordances for different levels of expertise [2, 3]. Moreover, the caliber of a user-
centered interaction design [4] can have measurable effects on an enterprise through
reduced error rates and increases in the breadth of users’ operational awareness [5, 6].

User-centered design is a conceptual outgrowth of applied human factors and has
been widely advocated in system development for several decades. Most successful as
an iterative process of refinement [7], one of its basic tenets, showing the efficacy of
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candidate solutions, requires repeated and systematic evaluations with real users [8].
Designing empirical studies for this purpose requires formal methods and thorough
planning. One of the more demanding parts of this undertaking is the underlying need
for a specialized platform that implements or accurately simulates contrasting, proto-
typical task requirements and captures user performance data in each experimental run
of a study (or possibly several such platforms) [9]. The expense of realizing this
requirement has, over time, given rise to a variety of so-called “discount” usability
evaluation strategies [10]. Ranging from informal, heuristic-based inspection and
piloting to expert reviews and automated testing, none of these methods are represented
as, nor are they intended to be, sufficient or equivalent to the power of a formally
structured comparative evaluation. Some have proven advantages for refining usability
at various stages of user interface development [11], but can also have implementation
requirements of their own and other costs that can undermine the merit of their utility
[12]. Likewise, another response to the expense of formal testing has been the practice
of “reusability” [13], here, the idea that assets developed for evaluation in a prior effort
can be reused, repurposed, or leveraged in subsequent projects.

In our experience as researchers concerned with designs for mediated multitasking,
there is no simple turn-key solution for avoiding many of the repeated costs associated
with the iterative cycle of user-centered system development and formal evaluation.
The range of tasks we work with, involving transactions with text, audio, and graphical
information displays, have operational and media-specific interaction requirements that
can only be evaluated with a suite of distinct testbeds. Except for efforts in which
software reuse is clearly warranted, there are few time-and-labor-saving substitutes for
the straightforward process of developing platforms tailored for specific application
requirements for user testing. We have, however, found that a few of our more chal-
lenging evaluation objectives continually recur. Among these is the need for a host
environment in which separate interaction tasks involving different media can be
prototyped, scripted, and synchronized. By itself, having an environment with these
capacities would facilitate a number of informal evaluation methods over the course of
a system development effort. Additionally, because of the mix of attentional moves
people employ in multitasking, two more capabilities that we have needed to use are
user tracking and a playback function for reviewing corresponding sequences of dis-
play activity (including sound) and user interactions across concurrent interfaces.
Ultimately, these repeating requirements in our work motivated the development of the
Testbed Framework System (TFS) presented in this paper.

The Testbed Framework System is a flexible and extensible environment for use in
application development and usability studies. Somewhat like a lightweight operating
system, it provides a runtime service infrastructure that, together with a tailored set of
control functions, is designed to allow researchers to quickly develop, and concurrently
run, fully instrumented software applications for iterative testing, revision, and
experimentation. It’s key service functions are (1) an application interface for com-
munication between concurrent applications and the TFS; (2) configurable time man-
agement via a global clock for timed execution of system services and events;
(3) passive detection of user application focus via head tracking; (4) a fully control-
lable, full-featured spatial audio display environment; and (5) a linear, variable speed
event review function that uses the TFS’s event monitoring/logging services to
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playback recorded timelines of user, application, auditory, and head tracking events. In
the following sections, we profile each of these system functionalities in greater depth,
briefly outline some of our research experiences with the TFS, and close with a dis-
cussion of future goals.

2 The TFS Application User Interface (UI)

The TFS provides experimenters with an intuitive graphical user interface for creating,
controlling, and monitoring user interaction experiments in real-time (Fig. 1). The
system’s UI consists of four primary areas: a toolbar, an editor for controlling the
monitored applications that implement the user-centered task design(s) being studied, a
three-dimensional canvas depicting the current state of the user and the experimental
applications, and a log output window.

The key features of the toolbar are called out in Fig. 1 below:

• The Start Apps button (Application Control) launches all the monitored applica-
tions. This does not, however, start the global clock. Monitored applications are
assumed to remain dormant until the global clock is started

• The Time Controls allow the experimenter to start the global clock, to view the
current time, and to specify a time multiplier that accelerates and decelerates real-
time based on that multiplier. The time multiplier applies during application exe-
cution as well as event log playback.

Fig. 1. The TFS application user interface.
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• The Tracker Controls consist of a Zero button that sets the head tracker’s current
azimuth and elevation measures as its origin; this effectively resets the head tracker.
The Disconnect button disassociates the tracked head position from the audio
spatialization function. This has the effect of making the position of directional
audio cues invariant to user head motion.

• The User Customization section allows experimenters to select a Head Related
Transfer Function (HRTF) that is optimized to the current user.

An HRTF consists of a set of digital filters that are used to simulate directional
audio. Due to individual differences in the physiology of users’ pinnae, each user has a
unique HRTF. The human auditory system learns to spatialize sound based on a
person’s unique HRTF. Therefore, to achieve optimal results in the simulation of
directional audio, individual HRTFs have to be measured for each user. This is not
practical due to the specialized equipment and time involved in measuring a user’s
HRTFs. An alternative strategy, used in the TFS, is to use a structured HRTF selection
process that selects the nearest fit HRTF out of a library of measured HRTFs [14]. This
selection process is done using an application that is provided by the SoundScape3D
spatial audio engine used by the TFS.

A second dropdown menu in the User Customization section selects the current
user’s profile. A unique user profile is created for each user and identifies that user by a
unique name and specifies that user’s gender. All log data collected during an exper-
imental trial run is stored in a folder with that user’s name.

• The log playback button allows experimenters to select a stored log of an experi-
mental trial run and play back all the events in the run. This has the effect of
replaying all the user’s keyboard, mouse, and head movements. The speed of the
log playback can be controlled by the time control slider that was discussed
previously.

• The audio level slider provides control over the volume of the spatialized audio cues
triggered by an application.

The Monitored Applications section of the TFS application is used to select and
configure the Java application(s) that implement the user-centered software tasks being
studied. Applications are added to a study’s experimental user interface configuration
by respectively selecting the Java JAR or class files containing each application and
specifying the horizontal and vertical span and screen location that the application’s
user interface will occupy in the user’s forward view (i.e., hemisphere). As applications
are added, they appear in the TFS application’s canvas window.

The function of the Head Tracker View is to render a depiction of the user’s head
orientation as well as the horizontal and vertical span occupied by each application
within the user’s frontal hemispheric view. The canvas also highlights the application
being attended to by the user based on the current user’s gaze vector (depicted in red).
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3 System Architecture

The TFS system architecture is depicted in Fig. 2 below. The TFS system components
were written in C++ so that low level operating system functions could be accessed.
This is required for monitoring keyboard, mouse, and head motion events. C++ also
provides runtime efficiency that makes the real-time logging of large amounts of data
transparent to the operation of the system. In the following sections we discuss the
principal features of each of the architectural components of the TFS system.

3.1 Application Programming Interface

Communication between the TFS and applications comprising the user interface occur
through a simple Java interface. The TFS uses Java’s Remote Method Invocation
(RMI) capability to facilitate communication between UI applications and the TFS
system. The Java RMI implements a client/server model where multiple clients can
connect to a single instance of a named RMI server to communicate. Once that con-
nection is established, clients can invoke methods in the RMI server through an
instance of an RMI client class. The TFS system creates an RMI server at start up and
uses the Java Native Interface (JNI) to invoke methods within the server. The TFS
system uses this capability to periodically update the global clock, update each
application’s state, retrieve applications’ requests for service, and close applications.

The TFS application programming interface (API) also provides a full-featured
auditory display facility that enables the playback of multiple spatialized audio streams.
Control of the play state and position of audio sources is accomplished through the
API. The TFS uses head tracking data to adjust the orientation of the virtual listener so
that sound sources appear fixed in physical space. (Note that this functionality can be
disabled via the Disconnect button described under “Tracker Controls” in Sect. 2.)
The TFS also enables the selection of listener profiles so that spatial audio can be
optimized for each subject (see “User Customization” in Sect. 2).

The RMI client class implemented by the TFS system provides applications with
the ability to query information as well as control elements of the TFS system. Each
method invocation results in the creation of a service request object that is periodically

Fig. 2. The TFS system architecture.
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retrieved and processed by the TFS’s Application Control. The methods provided
follow:

• GetCurrentTime – Retrieves the current value of the global clock.
• GetIsRunning – Retrieves a Boolean value indicating whether or not the global

clock is running. The TFS clock can be started and stopped either through the TFS
application UI or by an RMI call from one of the applications.

• StartClock – Starts the TFS clock. The intent of giving an individual application the
ability to control the global clock is that, in some instances, it may be desirable to
have one application act as the clock master, starting and pausing the clock based on
events in an experiment.

• Pause Clock – Stops the TFS clock without resetting the global time to zero.
• LogApplicationEvent – Inserts an entry into the application log file. Application log

events contain the name of the application the generated the event as well as a string
describing an application specific event.

• SetFocusApplication – Informs the TFS that the user should attend to a named
application. The construct of application focus in the TFS will be discussed below
in Sect. 3.2).

• GetApplications – Returns the name of all the active applications running under the
TFS.

• GetApplicationState – Returns an object containing information about an applica-
tion’s current state. Application state is defined as follows:
– Whether or not the application has user focus.
– Whether or not the application was selected to have the user’s focus.
– The focus priority of the application (discussed in Sect. 3.2).
– The last time that the application received the user’s focus.
– The last time that the application lost the user’s focus.

• CreateAudioSource – Creates a named positional audio source. Audio sources can
be audio files, audio inputs from an audio device, audio streams broadcast over a
network, or audio channels generated by a ReWire enabled application [15].

• DeleteAudioSource – Removes a positional audio source.
• SetAudioSourcePosition – Set the position of a directional audio source. Position is

specified in three dimensional space using x, y, and z coordinates.
• StartAudioSource – Starts the playback of a named audio source. A playback

duration can be specified in seconds.
• StopAudioSource – Stops the playback of a named audio source and sets the

playback position to zero.
• PauseAudioSource – Stops the playback of a named audio source but does not

change the current playback position of the source.
• SetAudioSourceLevel – Sets the level of a named audio source. Source levels are

expressed in decibels.
• SetAudioSourceDAF – Sets the distance attenuation factor of an audio source. The

distance attenuation factor is a number n such that 0 < n <= 2 and determines how
an audio source’s intensity behaves as the distance between the source and listener
changes. A distance attenuation factor of 1 attenuates sound intensity as one would
experience in real-world conditions. Values greater than 1 result in a faster drop off
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of source intensity with distance. Values between 0 and 1 result in a more gradual
drop off of source intensity with distance.

3.2 User Monitoring and Attention Management

One of the research areas where the TFS is being used is the exploration of user
attention management for mitigating the negative effects of highly multitasked envi-
ronments. In this context attention management is considered an assistive technology
that reduces user cognitive load by monitoring events and information occurring in
each of the applications comprising a system’s user interface and cueing the user, either
through visual or auditory channels, when new events or information occur in an
application that is not being attended to by the user require attention. The TFS does not
implement any specific attention management scheme; that is left to the experiment
designer. It does, however, provide infrastructure that can be used to implement such a
capability.

Any attention management scheme will generally require the following three
elements:

1. A method to determine what the user is currently attending to.
2. A method to determine what the user should be attending to.
3. A method to cue the user that she may want to shift her attention elsewhere.

The TFS’s User Monitoring component provides the first element above through
user focus tracking. As mentioned earlier, the TFS positions the component applica-
tions making up an experimental user interface along a curved plane spanning the
user’s frontal hemisphere. An application’s span is defined by an area of the frontal
plane this is specified by minimum and maximum horizontal and vertical angles. The
rational for specifying an application’s area using angles instead of pixels is that the
TFS does not have a priori knowledge of the size of the display area being used; it can
consist of one or more application displays of varying sizes and resolutions. The TFS
considers the collective size, in pixels, of all of these displays as a single continuous
display spanning a wedge that is 90° high and 180° wide, where horizontal positions
span −90 to 90° and vertical positions span −45 to 45°. The TFS places each com-
ponent application’s display within an area of the curved plane by mapping its position
and dimensions, in pixels, to angles.

To detect which application a user is attending to, the TFS utilizes the user’s head
orientation to calculate a gaze vector. With the user looking straight ahead, the gaze
vector lies along the Z axis. As the user’s head moves, the gaze vector is transformed
by the azimuth and elevation angles measured by the head tracker. The gaze vector is
then intersected with the curved plane containing the application displays. If the
intersection point falls within the area occupied by an application’s window, the TFS
flags that application as having user focus by modifying the application state objects to
indicate which application currently has user focus.

The approach described above generally performs well, but some confounding
factors must be taken into account. One example is the occurrence of momentary head
movements that are not indicative of a change in the user’s focus. A user may, for
example, gaze at a clock on the wall momentarily. To handle this, the TFS allows the
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experimenter to specify a lag time that delays the switching of the focus application so
that if user focus leaves and returns to the same application within the specified lag
time, a change in focus application is not registered.

The second requirement for implementing an attention management scheme is a
method for determining which application the user should be attending to. This
problem is domain specific and a generalized solution is not practical. Instead, the TFS
provides experimenters with ability to implement an attention scheduler using the
SetFocusApplication, SetFocusPriority, and GetApplicationState client methods in the
client interface.

An attention scheduler is a TFS application that does not provide a user interface.
Instead, it monitors the state of each running application as well as the operational state
of the system and determines the focus priority of each application. Focus priority can
be one of four values:

• Low – indicates that the running application is in an idle state or doing background
work.

• Normal – indicates that the application is a neutral state. Applications will be in this
state most of the time.

• High – indicates that an event requiring the user’s attention is upcoming.
• Critical – indicates that an event requiring the user’s attention is pending.

The attention scheduler determines that a change in user focus is required when the
application with the highest focus priority is not the current focus application as
detected by the User Monitor. The scheduler would then call the SetFocusApplication
method to inform that application that it is selected for attaining user focus. It is that
application’s responsibility to use either auditory or visual cues to indicate to the user
that she should attend to that application. Once the application determines that it has
received focus through its application state, it can terminate its user cues.

3.3 Event Logging and Playback

One of the most essential functions of an experimental testbed is event logging.
The TFS Log Record component interacts with the Device Manager to provide the
capability to record keyboard, mouse, and head motion events. Applications can also
insert application specific events using the LogApplicationEvent method in the client
interface. This provides experimenters with a rich data set for analysis.

One of the challenges in logging high volume data streams like mouse and head
tracker events, is that the TFS system can become I/O bound causing event drop outs
and lags in the responsiveness of the user interface. To address this issue, the TFS
buffers all events, in their binary form, and then periodically writes them to disk during
periods of low system activity. This ensures that all events are captured and the system
remains responsive. A separate application is provided that reads the binary log files
and transforms them into a human readable form.

Keeping the log files in binary form makes the log files more compact and also
facilitates the log playback function. Log playback has proven to be one of most useful
features of the TFS. The ability to efficiently scan all of a user’s actions during an
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experimental run provides insight and intuition that is difficult to ascertain by looking at
textual logs of those events.

4 Summary and Conclusion

The TFS has already been successfully used at our lab for exploratory user-centered
design in mediated multitasking including studies that explored the use of spatial audio
in the serialization and modulation of competing audio communications [16, 17], and
mediated attention management in highly multi-tasked environments (unpublished
work; see Fig. 3). Our intent is to make the TFS system available to other researchers in
the hope that they might gain from the economy afforded by this system.
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Abstract. NASA Marshall Space Flight Center (MSFC) Human Factors
Engineering (HFE) Team is implementing virtual reality (VR) and motion
capture (MoCap) into HFE analyses of various projects through its Virtual
Environments Lab (VEL). VR allows for multiple analyses early in the design
process and more opportunities to give design feedback. This tool can be used
by engineers in most disciplines to compare design alternatives and is particu-
larly valuable to HFE to give early input during these evaluations.
These techniques are being implemented for concept development of Deep

Space Habitats (DSH), and work is being done to implement VR for design
aspects of the Space Launch System (SLS). VR utilization in the VEL will push
the design to be better formulated before mockups are constructed, saving
budget and time. The MSFC VEL will continue forward leaning implementation
with VR technologies in these and other projects for better models earlier in the
design process.

Keywords: Human factors engineering � Human space flight � Virtual reality �
Motion capture � Space launch system � Mockup � Simulation

1 Introduction

MSFC’s HFE Team is responsible for all worksite analyses performed for the SLS pre-
launch integration activities at Kennedy Space Center (KSC), as well as the analysis of
DSH concepts. There is a wide variety of tasks, and it is important to verify early in the
design process that the vehicle can be successfully integrated at KSC. If the ground
support crew cannot complete the task, redesign efforts must be implemented. These
worksite analyses are traditionally performed by inspection of drawings and con-
struction of mockups to replicate the worksite. These mockups are most beneficial early
in the design phase when changes to the design can be made to better meet the HFE
requirements. However, the design is often so fluid that the mockup may not reflect the
most recent changes.
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Layout analysis of Deep Space Habitat (DSH) facilities is another field of inves-
tigation for the MSFC HFE team. These layouts are ever-changing, and VR is being
used in the VEL (shown in Fig. 1) to examine possibilities and make design decisions.
With a small team, the group has found a process to work with the Advanced Concepts
Office and other departments to minimize efforts across the center for DSH work. Being
able to bring together this innovative work in a way that can be rapidly re-planned has
been most helpful in designing concepts that may be used for future deep space travel.

Being able to quickly review new designs without the expense of a mockup could
also be very beneficial to SLS. Applying strategies to design development that include
HFE from the beginning of the design process leads to better designs where functional
tasks can be successfully accomplished. Doing this analysis initially with VR with
input given back to designers will result in more accurate mockups when physical
assessments are constructed. Integrating VR at design reviews will also expedite this
process through immersive visualization of the object, rather than reading a print.
Challenges with changing the way these reviews have been completed in the past are
present, but work is being done to show the MSFC community how helpful VR can be.

Fig. 1. Virtual Environments Lab (VEL) at NASA Marshall Space Flight Center. The VEL
contains a 16 infrared Vicon motion capture camera system and VR capabilities with Oculus Rift
and HTC Vive.
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2 Current Processes

MSFC HFE has developed a reputation of producing excellent quality physical
mockups that are valuable to the engineering team. The fabrication shop has the ability
to produce mockups of varying fidelity, dependent on budget and schedule. Assess-
ment of these mockups have been used for decades to give HFE inputs and determine
design direction. Engineers and managers outside of the HFE team have also used these
mockups to demonstrate hardware issues and make design decisions. With a need for
these mockups early in the design process, there are often major changes to the design
after the mockups are constructed, resulting in the need for a rebuild. It is frequently a
circular need in that the mockup is desired early, needs are identified, and design
modifications result from the analysis. From this new design, the mockup has to be
modified or be reconstructed altogether.

While the need for physical mockups is not going away, some work can be done
earlier in the design process for designers and integrators to view the object in the
appropriate scale through VR immersion. Being able to see the design as it is sized and
better understand accessibility and workspace volumes at the beginning of the design
process can lead to improved layouts from the beginning. If a better design is present
well before the Critical Design Review (CDR), more accurate physical mockups will be
built without as many iterations.

3 Physical Mockup vs VR Environment

VR provides the ability to view a scene on a 1-1 ratio without building a physical
mockup. When looking at a space or object, engineers can better detect potential issues
and produce solutions if the space or object is on a real-world scale. For this reason, it
is beneficial to use a full-scale, three-dimensional, and intractable virtual model. It is
also advantageous because an interactive VR environment offers a comparable expe-
rience to a physical mockup, while saving time and money. When using an interactive
VR environment, physical materials are not required. This not only saves on materials,
but also saves the time a person would use in looking at drafts, creating build proce-
dures, and building the mockup. It can be more time-effective to create an interactive
VR model compared to building a full-scale mockup. With adequate computing power,
a CAD model can be translated inter an intractable VR environment in a days’ time.
And as the design evolves, models from the designers can be continuously incorporated
into the VR environment; this saves the tremendous amount of time necessary to
construct new physical mockups when designs become obsolete. A VR environment is
often created in hours, compared to the weeks or months it can take to machine and
assemble a high-fidelity mockup.

An advantage to this approach is the ability to manipulate and/or make changes to a
model quickly in order to explore possible design changes. For example: a wall has a 10-
inch diameter hole where a person needs to reach though and up to a box that is attached
to the wall and 6 inches above the hole. In this scenario, a full-scale mockup can be built
and an analysis can be performed using participants who are between the 5th percentile
female size and the 95th percentile male range, as described in the Anthropometric
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Survey of the US Army Personnel (ANSUR) [1]. These participants would each try to
reach through the hole and up to the box while being asked questions about the task.
With the physical mockup, the hole cannot be moved or changed without several hours
of work. Contrasting, if this assessment were completed using the human factors
analysis program, the wall and the hole dimensions could be changed relatively quickly.

A high-fidelity physical mockup is advantageous when factors such as heavy
equipment and complex movements are needed. VR environments use visual and
auditory senses only. If an assessment requires data from a participant’s reactions to
weight or touch, a VR environment alone will not be adequate.

4 VR for Deep Space Habitats

The SLS derived DSH is a concept mockup (seen in Fig. 2) that provides multiple
analysis opportunities. It is a three-story habitat design with domed ends to provide for
more living and storage space. The upper deck contains an exercise area and galley, the
mid-deck provides living quarters, laboratory equipment, and storage space, and the
lower deck provides a work area and operation components. The DSH serves as a test bed

Fig. 2. The physical SLS derived Deep Space Habitat (DSH) mockup. This mockup includes a
galley and exercise area on the upper deck, crew quarters and laboratory equipment on the mid-
deck, and a work area on the lower deck.
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for various conceptual designs which might be used in future deep space habitats. It is
more useful to think of the SLS derived DSH as a collection of parts rather than a whole.
Some of its components will be utilized for NASA’s eventual deep space habitat design,
but likely not in the configuration that exists in the overall design of MSFC’s DSH.

During the process of developing procedures to convert CAD files into VR envi-
ronments useful for HFE analyses, the SLS derived DSH was converted into a VR
format (shown in Fig. 3). The use of VR is particularly useful in the context of the SLS
derived DSH for many reasons. Because the SLS derived DSH is used primarily as a
conceptual test bed, there is less funding associated with it for the purpose of building
mockups and conducting analyses. Since using VR is often more cost and time
effective than building physical mockups, using VR in conjunction with the DSH
allows for more work to be performed with the design.

Another reason to use VR in conjunction with work on DSH models is VR’s ability
to allow for micro-gravity simulation. The DSH will operate in space, so its inhabitants
will be living in a micro-gravity environment; simulating micro-gravity environments
on earth is often difficult and requires expensive infrastructure, so the use of VR
provides a relatively quick and inexpensive alternative. In the VEL, the HTC Vive
(shown in Fig. 4) is used in conjunction with Unity 3D software. Unity 3D allows for
features to be added through code in the languages C# and JavaScript; scripts written in
these languages allow for micro-gravity to be utilized in VR environments.

The use of micro-gravity simulation in HFE analyses is very valuable when
examining the way astronauts would use a system while in space. Many aspects of HFE
analysis would be affected by the lack of gravity; being able to simulate microgravity
allows for engineers to better anticipate design features which might need to be
changed. Beyond the scope of HFE, VR micro-gravity simulations are also useful in
the context of crew training and public education; VR technology today provides for an
immersive experience which feels very realistic to the user.

Fig. 3. Outside (left) and inside (right) views of the VR mockup of the DSH. Using VR allows
for more design features to be included in the VR mockup (such as the end domes and solar
panels) than are feasible in the physical mockup.
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There are some disadvantages to using micro-gravity simulations in VR. Creating
an accurate micro-gravity environment through coding is difficult and time consuming
during the development phase. Furthermore, some users find the simulation disori-
enting. Because VR feels so real to the user, it can be hard to feel as if you are floating
in the virtual environment while still being affected by gravity in real life. It takes a bit
of work by the user to adjust to the headset and avoid feeling motion sick; most users
are able to get used to it rather quickly, but those prone to motion sickness may prefer
to avoid these simulations.

The VR environments created for work on the DSH were built from scratch using
Unity3D. A CAD model of the DSH existed in a different software, which was
exported piece by piece and added to the environment in Unity 3D. Building the scene
in this way allows the creator to tailor the environment to fit the specific needs of an
assessment. As each piece of the model is added into the environment, the creator can
add different characteristics to the piece and manipulate its behavior so that it closely
mirrors the scenario being assessed. For example, an environment in low earth orbit
would behave differently than an environment located on the moon, or on Mars; the VR
environments must closely resemble the environment being assessed. The freedom
associated with this method is very valuable when considering that NASA engineers
often have a need to evaluate environments drastically different than what is experi-
enced on earth. This method is time-consuming, as each part of the model must be
given characteristics and added to the scene individually.

Fig. 4. A participant using the HTC Vive VR console to view a VR model
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VR environments can also be created through the use of HFE software. Using HFE
software allows VR environments to be created in very little time by simply translating
the model into a different file format. This option has stricter limitations which depend
on the parent HFE software, and is therefore much harder to customize. From the
perspective of worksite analyses, using an HFE software should be preferred.
Using HFE software allows engineers to examine a high-fidelity CAD model with
many useful features and engineering tools that collect assessment data.

Creating a VR environment from scratch is more useful when examining a model in
a conceptual way and while evaluating its general functions. It is also preferred when
evaluating gravity environments other than that on earth. These models can be created
to have very high fidelity, but the increased fidelity means more time spent on the
project; in the fast-paced world of human space flight, by the time a VR environment is
created in this way the design might be outdated. In the context of engineering analysis,
HFE software provides an excellent option for generating VR mock-ups quickly and to
the fidelity of thorough HFE assessments. It is this method which is used to evaluate
the worksite analyses for NASA’s upcoming SLS rocket.

5 VR HFE Analyses for SLS

In HFE at NASA MSFC, analyses are performed to assess if a task can be completed
within the project requirements and performed without damage to the flight article.
NASA considers personnel safety and flight article protection top priorities. It is
important to understand that it is necessary to take measures to ensure the safety of the
technicians and engineers involved in the product life cycle of SLS in order to safe-
guard mission success. Using VR in the design and verification processes allows the
engineer to see and interact with an environment before it is built. This lets the engineer
see potential issues early, allowing time to find a solution before a particular task needs
to take place.

Because the SLS is such a large project, it is hard to know the anthropometrics of
the person who will be performing a certain task at KSC. KSC is responsible for the
ground processes of SLS including (but not limited to) stacking of the rocket, instal-
lation of payloads and hardware, and cable connections between hardware and ele-
ments. The SLS ground crew is comprised of a variety of people, therefore the
requirements state that systems should be designed for assembly by 5th female to 95th
male percentiles.

The HFE assessment begins with a breakdown of functions and their associated
tasks to be performed, along with the type of analysis to be performed. Types of
analyses can be an inspection where drawings or documents are evaluated, demon-
strations such as physical mockups or VR experiences, and/or tests where a process is
completed using mockups or intractable VR environments. The functions and tasks are
then placed in a table where each task is lined up with SLS requirements to see if the
requirement is applicable to the task. If nothing other than visual confirmation is
needed, then a VR assessment will proceed. In this case, the CAD model is converted
to an interactive VR environment for the engineer to experience.
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The majority of HFE assessments at MSFC involve a reach analysis. For an
SLS VR assessment, a SLS element CAD model will be converted and uploaded into
the human factors program. Within this program, avatars can be inserted and manip-
ulated to obtain an idea of task feasibility. These avatars are programmed to have the
limitations of a human body. For example, a human arm cannot rotate 360 degrees
around the shoulder socket. This limitation is applied to the avatars providing a more
realistic scenario. After the avatars and necessary objects are added (such as platforms
or tools), the virtual environment is converted into a VR environment. The user can
then see the model on 1-1 scale with ability to explore and manipulate the environment
and model.

In the VR environment, the participant can use the controllers to manipulate the
environment, models, and avatars. The user may ‘teleport’ to any location in the
environment then walk anywhere within the boundaries of the physical space where the
user is operating the VR system, which changes the viewed environment to a new
location within the model? The primary VR technology at MSFC is the HTC Vive
headset using Steam gaming software and HP Z VR computers designed specifically
for VR. The HTC Vive headset and controllers are tracked using two lighthouse
sensors. The Vive controllers allow for several options. One of these options is the
ability to separate parts of a CAD model. This is beneficial because in the HFE program
the user can pick a specific part, pull it towards him/her, inspect all sides, and place it
back on the model. This function saves time as there is no time required to build or
assemble/disassemble a model in the VR environment. The program also allows the
user to use tools such as a flashlight to illuminate shaded areas and a ‘mark up’ pen to
save notes or design ideas.

The physical mockups and VEL technologies can also be combined for a more
thorough assessment. By using physical mockups, the participant has the advantage of
being able to feel a tangible object while performing the task or viewing the model. The
physical feedback is often necessary when completing an HFE assessment, as it can be
important to record realistic reactions from a participant. Some aspects of reality are
lost while using the HFE program used for assessments: for example, the user is able to
walk through hard boundaries, as the model doesn’t obey the laws of physics. For
example, when objects are released they do not fall to the floor of the model due to
gravity nor do they stop when they interfere with a surface. Without this physical
feedback, it can be difficult to record realistic reactions from participants. In the VR
environment, the user can see interferences between the avatar and the model by the
model changing color when it detects collisions, but there is no physical (haptic)
feedback. Haptic feedback is important because it would let the participant know if
he/she is reaching through a boundary (like a model wall or shell).

During a combinedmockup/VELassessment, recording the reactions andmovements
of a participant can be done using a MoCap system. The VEL contains 16 infrared Vicon
cameras that track markers on a spandex suit specifically designed for use with MoCap
(Fig. 5). The Vicon Blade program can track and record a participant’s movements while
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simultaneously communicating with the HFE program. When mockups are used in the
VEL they must built to allow optimum tracking, which is why mesh is often chosen to
construct the mockups (example in Fig. 6). The mesh surface is necessary to permit the
infrared light to continue tracking the markers. An example assessment is a participant
opening a hatch door, setting it to the side, and stepping through the opening. The goal of
this assessment is to determine if a participant can successfully remove the hatch door and
step through the opening safely and easily. The participant would wear the MoCap suit
and VR headset while performing the tasks. In the HFE program, the Blade program will
track the movement of the participant (shown in Fig. 7), while he/she sees the hatch (as in
Fig. 8). The mesh mockup real world environment and the VR environment boundaries
are aligned so the participant touches the mockup as she/he sees in the VR environment.
This allows the participant to feel as though they are in the environmentwhere the taskwill
actually take place at KSC. Both Blade and the HFE program can record scenes to be
viewed later and used in design reviews, design feedback, and/or training.

Fig. 5. The Blade program tracking the
sensors on a MoCap suit

Fig. 6. HFE program avatar
moving with the real-time
MoCap tracking info sent from
Blade
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6 Conclusions

The VR DSH work being performed at MSFC has allowed for fast-changing layouts to
be analyzed by various departments without causing heavy impact to cost or schedule.
These same techniques are being investigated for large programs, such as the SLS.

Implementing similar methods for SLS will allow for VR use in early design
cycles, saving schedule and budget. HFE analysis of these early designs will allow
designs to be more thoroughly evaluated before physical mockups are built and, ulti-
mately, improve usability and provide for a superior design.
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Fig. 7. A participant using the MoCap sys-
tem wearing the Vicon suit and trackers.

Fig. 8. Mesh mockup of a hatch
design used in a HFE assessment.
Mesh mockups are compatible with
the MoCap trackers.
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Abstract. Information systems in support to Situational Awareness (SAW),
such as maritime surveillance systems, are an important family of tools that
introduced automation with respect to the human cognitive activities. An inte-
gral part of the system design process is the testing and evaluation phase. The
formal assessment of the mental state of SAW is a complex task. It appears that
SAW assessment in testing and evaluation is often either overlooked by
adopting a technology-focused approach or only partially addressed through the
use of specific human factors methods. In this paper the authors will discuss how
the testing and evaluation of maritime surveillance systems could account both
for the system components enabling Situational Awareness and the human
element. Furthermore, for such systems a simple and coherent list of key per-
formance indicators and measures of performance is provided.

Keywords: Situational awareness � Systems engineering �
Testing & evaluation � Key performance indicators � Maritime surveillance

1 Introduction

Nowadays we are assisting to a progressive automation of human tasks, both physical
and cognitive. The newly introduced technologies can be characterised by different
types and levels of automation [1].

An important family of tools that introduced a degree of automation with respect to
the human cognitive activities is the one of information systems in support to Situa-
tional Awareness (SAW). Many definitions of SAW have been proposed, such as the
well renowned one by Ensley [2]. This definition presents SAW as “the perception of
the elements in the environment within a volume of time and space, comprehension of
their meaning and the projection of their status in the near future”. Therefore, it
interprets SAW as an end-product of a cognitive process defined Situational Assess-
ment (SA). SAW, together with decisions and actions form the building blocks of
dynamic decision making, as depicted in the functional model in Fig. 1.

An interesting example of information systems are the military Command & Control
(C2) systems, which aim at supporting the military commanders SA, enabling fast and
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effective decision-making in complex environments. Maritime C2 information systems
render information to the user through the Recognized Maritime Picture (RMP). Cur-
rently there is no formal definition of the RMP, however, following [4] the RMP can be
interpreted as “a managed geographic presentation of processed all-source contact and
information data, known at a given time, from all available assets, and compiled by an
assigned RMP Manager. The RMP consists of all contacts in the maritime environment,
both surface and subsurface, commercial, military and government platforms and ves-
sels”. The RMP, therefore, is concerned with reporting at the very least the location,
kinematic information (i.e. tracks) and unique identities of the objects in an area of
interest. This information could be further enriched, for instance with by the vessel
identification labels (e.g. Friend, Assumed Friend, Neutral, Suspect, Hostile [5]).

Due to the growing volume, velocity and variety of information available and
potentially relevant to the operator, automation through data and information fusion
approaches is becoming instrumental to those systems [6].

A key step of the system design process is the testing and evaluation (T&E) phase,
which consists in the testing of the new proposed design in the light of the requirements
and specifications with the main objective of evaluating several criteria (e.g. perfor-
mance and usability). T&E is an activity generally performed throughout the system
design life cycle and should culminate in the operational testing and evaluation
(OT&E), which corresponds to system employment under realistic operational condi-
tions in real or simulated environments.

The formal assessment of SAW, as it is amental state, is a complex task. It appears that
this aspect in T&E is often either overlooked or only partially addressed. In fact, most of
the time information system’s T&E is technology oriented [7] or in other cases SAW is
justmeasured through some subjective score (e.g. using the SituationalAwareness Rating
Technique [8]) without a benchmark or through the introduction of requirements loosely
connected to SAW. Moreover, often OT&E is a performance-based testing. Although
performances are closely related to SAW, as we will explain later, they should not be
confused with an indicator of SAW. In fact, many moderating factors (e.g. training,
personality, tactics or rules of engagement) intervene between the state of knowledge (i.e.,
SAW) and the action results that are measured through performances.

T&E should be based on the assumption that operational environments are com-
posed by two main components: (i) a technological element, that enables SAW and
(ii) a human element that detains SAW. Therefore, it is important to take a holistic
approach and consider that SAW is very much related to the human-machine teaming
aspect, also in the light of the automation shift. In fact, every time automation, physical

Fig. 1. Dynamic decision-making cycle (adapted from [3])
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or cognitive, is introduced we do not experience a mere substitution of tasks executor
(from human to machine), but it intrinsically changes the operational environment and
the way humans are integrated into it [9].

In this paper the authors propose a methodological approach to the T&E of systems
in support to SAW, contextualising this approach in maritime surveillance applications,
regardless of their civil or military nature. A simple yet coherent set of key performance
indicators (KPIs) is provided, together with guidance on related measures of perfor-
mance (MOPs) and methods of evaluation. The remainder of the paper is organised as
follows: Sect. 2 reports on system assessment from a technology perspective, Sect. 3
provides the human factor perspective and in Sect. 4 a reconciled perspective is pre-
sented, together with relevant KPIs to be used in maritime surveillance systems T&E.
Finally, the conclusions are summarised in Sect. 5.

2 The Technology Driven Perspective

As previously mentioned C2 information systems are increasingly integrating fusion
techniques and researchers (e.g. [10–14]) are investigating the issue of defining stan-
dardised performance criteria and measures for systems adopting such techniques, with
the specific aim of supporting T&E. A generic information fusion system consists of
low-level fusion (LLF) and/or high-level fusion (HLF) components [10]. The former is
concerned with objective and measurable quantities (e.g., location, speed, class) and the
latter with more complex and abstract attributes, possibly subjectively estimated. Most
of the work on metrics has taken place at LLF, while only more recently the attention
has been shifted towards HLF [15], which is of paramount importance when per-
forming T&E of the overall system [14], especially in the OT&E task. In [12] accu-
racy, repeatability/consistency, robustness and computational complexity are proposed
as criteria to be adopted at the lower fusion level and correctness in reasoning, quality
of decision, intelligent behavior and adaptability in reasoning at the higher levels. In
[10, 16], instead, a performance-based approach to HLF assessment is proposed. This
is centered around the constructs of information gain, information and service quality
(i.e. accuracy, timeliness, uncertainty, confidence, throughput, cost, credibility and
reliability) and robustness (i.e. over the number of use cases). It is interesting to notice
how in [10] it is assumed that quality and robustness correspond to the correctness and
to intelligent support to decision making proposed in [12]. Moreover, [10] views
decision making as SAW level 2 (understanding). While the reader is referred to the
relevant literature for specific details on the topic, in the next section we will discuss the
importance of correctly selecting the construct to be analysed and the corresponding
measurements to be performed in T&E of systems in support of SAW.

3 The Human Factors Perspective

In most cases the system design evaluation has been technology driven, however more
research is nowadays devoted to the exploration of the human element of the opera-
tional environment, especially with reference to human-automation systems, composed
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by machines that include automation but require human interaction [17]. It is
acknowledged that systems cannot be assessed independently from the human opera-
tors and, vice-versa, human performances cannot be assessed independently from
automation [18]. An interesting approach to the assessment of human-automation
systems is presented in [7]. The proposed framework highlights the different facets that
should be measured for such assessment, starting from the inputs to the system up to
the key outcomes constructs, which are linked through human processes and states. The
inputs to the system are divided into: human inputs (i.e. cognitive competencies,
interpersonal differences), machine inputs (i.e. level of automation, adaptiveness,
reliability, transparency and usability) and contextual inputs (i.e. task variables, envi-
ronment). The human processes and states are divided into: attitudes (i.e. trust), be-
haviours (i.e. reliance, monitoring and interaction with automation) and cognition (i.e.
Situational Awareness and cognitive workload). Finally, the key outcomes are per-
formance and safety. This work underlines how system designers often ignore the
attitude, behavior and cognition factors (which include SAW). Although, Situational
Awareness is presented as an important construct to be assessed in relation to the
system, it is treated as a factor that bridges inputs to outputs. This example, like many
others (e.g. [1]), highlights how system design assessment is generally performance-
based.

When it comes to human-automation systems in support to SAW, Situational
Awareness becomes obviously one of the key outcome constructs. Therefore, a con-
sequent shift in the assessment should occur in order to avoid the pure performance-
based approach. In fact, many researchers [19–22] have highlighted:

i. how SAW, although related, differs from other constructs such as attention,
memory, cognitive workload;

ii. how SAW, although related, differs from other steps of the decision-making cycle
(Fig. 1).

More specifically, [19] underlines how measurements of the state of knowledge are
indicative of Situational Awareness, measurements about behaviours are indicative of
decisions and measurements related to performance are indicative of actions. In fact,
between each step of the decision-making cycle moderating factors might intervene
(e.g. operator skills, knowledge, ability, tactics, training, system capabilities, etc.) [19],
making performance and indirect and partial indicator of SAW.

Figure 2 shows an expanded dynamic decision-making cycle, together with the
measurements corresponding to each step (rectangles with two rounded corners) and
the possible issues (three lower rectangles) and moderating factors (the three higher
rectangles) between the steps. The difference with Fig. 1 is that state of the environ-
ment is “exploded” in the SAW information sources as defined in [23]. More specifi-
cally, [23] defines the three SAW information sources, namely the real world, the
system knowledge and the interface knowledge. The real world, provides information
to the operator (through direct observation) or to the system. The knowledge acquired
by the system is defined as system knowledge, which in the case of our maritime
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application would correspond to the RMP. Generally, the system knowledge does not
correspond to the real world and similarly the interphase knowledge does not neces-
sarily correspond to the system knowledge, because of loss of information between the
transitions. Finally, the feedback loop is omitted for clarity of the figure.

3.1 Measures of the State of Knowledge

Several human factors methods have been proposed to assess and measure the state of
knowledge of an operator, therefore to assess Situational Awareness [24]. Most tech-
niques focus on the measurement of individual SAW by exploring physiological
aspects, performance aspects, imbedded tasks, subjective ratings and questionnaires [1,
25]. The resulting measurements are often used as key performance indicators of the
effectiveness of novel technologies.

In this paper we will focus on individual SAW, while the extension of the dis-
cussion to team and shared SAW is left to further work. Following [1] the individual
SAW assessment techniques relevant to T&E are the: (i) freeze probe techniques;
(ii) real-time probe techniques; (iii) self-rating techniques and (iv) observer-rating
techniques.

Freeze probe techniques (e.g. SACRI [26], SAGAT [25] and SALSA [27]) require
the participants to respond to SAW related queries administered during freezes of a task
or scenario simulation in which the system is used. On the contrary, in real-time probe
techniques (e.g. SASHA [28] and SPAM [29]), the queries are administered without
freezing the simulation. Self-rating techniques (e.g. CARS [30], MARS [31], SARS

Fig. 2. Measurements for maritime surveillance systems T&E (inspired by [3, 19, 23])
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[32], SART [8] and C-SAS [33]) request the participants to self-rate elements related to
SAW. Finally, in observer-rating techniques (e.g. SABARS [34]), an external expert
observes and rates the participants SAW while they are performing a task. In most
cases the SAW queries relate to elements of a specific task (e.g. aircraft altitude, speed
and heading) and not to specific general SAW dimensions. Examples of exceptions are
CARS, C-SARS and MARS in which the queries administrated correspond directly to
the three SAW levels of the definition reported in Sect. 1. Therefore, those methods
assume perception, understanding and projection as the underlining dimensions of
SAW. Other methods (e.g. SART and SARS) attempt to define categories of elements
to be rated, such as familiarity of the situation, focus of attention, information quantity,
information quality, concentration, reasoning abilities, plan execution, ability to
effective use information, solicitation of information and communication of informa-
tion. Although those categories are all related to SAW, some of them are actually
performance or behaviour related categories. Therefore, those should not be confused
with SAW underpinning dimensions.

For most methods the single query ratings are aggregated in an overall SAW score.
The selection of the most suitable method to the application at hand must consider the
trade-offs related to their respective use. More specifically aspects such as complexity
of the method, time to perform and analyse the data, cost associated to extensive use of
experts are just some of the elements to consider. Moreover, some methods (e.g.
CARS, MARS, SARS) give results that are possibly correlated to task performance,
which as stated previously is a different construct than SAW.

4 Maritime Surveillance Systems T&E for Situational
Awareness

4.1 Assessing Maritime Surveillance Systems for SAW

Reconciling the technology and human factors perspectives for T&E of systems in
support of SAW, we suggest that the following elements should be approached in a
holistic approach: (i) Operational picture quality evaluation, more specifically in the
case of maritime surveillance systems the RMP quality evaluation; (ii) Interphase
evaluation; (iii) SA evaluation; (iv) Workload evaluation and (v) SAW evaluation.

The corresponding measurements are reported in Fig. 2 as the shadowed rectangles
with rounded corners. Although all those elements are correlated, they still need to be
tested independently in order to evaluate if a system is enabling an adequate (or
enhanced) SAW level. In fact, if SAW is an end-state, then its assessment alone is not
sufficient to inform T&E. Therefore, it is important to explore all the building blocks
that lead to that state. However, in this paper we will focus on the elements (i) and (v).
The reason for this is that up to authors knowledge those two extremes have not been
treated together, making it very hard for system designers to orient themselves when it
comes to T&E, while it is quite common in literature to treat point (iv) and (v) as
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correlated elements. Similarly, interphase design and evaluation have been extensively
treated in literature. Therefore, for the workload and interphase T&E the reader is
referred to the relevant literature (e.g. [1]). Finally, the authors do not expand on (iii) as
this element has received attention only very recently. In fact, researchers have started
mentioning the importance to explore the SA process (e.g. [19]) and highlighted how
different persons might reach the same level of SAW, but trough different reasoning
paths. Exploring the process that leads to SAW could give important cues to under-
stand which are the system elements that might have caused a low quality of SAW.
Therefore, researchers have started looking at methods to explore SA (e.g. eye tracking,
verbal protocols [35], scenario manipulation [36] and more recently analytical games
[37, 38]), but it is still an open research topic.

4.2 SAW KPIs and Metrics for Maritime Surveillance System

In this section we propose a simple, but clear list of Maritime Situational Awareness
(MSA) KPIs for maritime surveillance systems T&E in the light of SAW. On the basis
of the elements exposed in the previous section those KPIs correspond to the quality
dimensions of the RMP and the human element detaining SAW. The KPIs for the
former category are: accuracy, clarity, completeness, continuity, timeliness, consis-
tency. The KPI for the latter is the overall level of SAW. The RMP KPIs are based on
[39, 40], which refer specifically to the construction of Single Integrated Air Pictures.
However, the elements proposed can readily be used into the maritime domain.

Accuracy can be regarded as composed by track accuracy and identification
accuracy. The first one is defined as the “measure of how accurately the [system]
reports position and velocity values. The […] picture is kinematically accurate when
the position and velocity of each assigned track agree with the position and velocity of
the associated object”. The second one, instead, is defined as the “measure of the
portion of tracked objects that are in the correct [identification] state. The [identification
of the picture] is correct when all the tracked objects are in the correct [identification]
state”.

Ambiguous tracks are more than one track displayable to an operator, assigned to
the same object and not correlated within a system. Moreover, spurious tracks are the
ones that are not assigned to any object. Track identification is ambiguous if either its
level of confidence is low or if it has several possible labels. Track clarity can,
therefore, be defined as the “measure of the portion of the [picture] that contains
ambiguous tracks and/or spurious tracks. The […] picture is clear when it does not
include ambiguous or spurious tracks”. Identification clarity, on the other hand, is
defined as the “measure of the portion of the tracked objects that are unambiguously
identified. The [identification] is clear if no tracked object is in the ambiguous [iden-
tification] state”.
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Similarly, Completeness is composed by track completeness and identification
completeness. The former is defined as “portion of true […] objects that are included in
the [maritime picture]. The [maritime] picture is complete when all the objects are
detected, tracked and reported”, while the latter as “portion of tracked objects that are
in an identified state. The [identification] is complete when all tracked objects are in an
identified state”.

Continuity is a “measure of how accurately the [picture] maintains track numbers
over time. The […] picture is continuous when the track number assigned to an object
does not change”. Continuity, like the previous dimensions, can be regarded as com-
posed by two components: track continuity and identification continuity.

Timeliness points to the latency to obtain the data needed. We will refer to two
components that build up the timeliness attribute of the RMP quality: the track time-
liness (or currency) and identification timeliness. An additional element that links to the
concept of timeliness is the latency of data dissemination, however we do not include
this aspect here as it does not specifically refer to the construction of the RMP, which
starts only once the data is received. Therefore, the basic assumption is that this aspect
should be dealt with at system integration level.

Consistency is the quality dimension of the RMP defined as “the number of
assigned tracks held by all participants at time t [such that] track number is the same for
all participants” to “the number of assigned tracks held by at least one participant at
time t”. The participants can be individual units, platforms, the task group coordinator,
or systems. From the above-mentioned definition, it is possible to notice that consis-
tency can be regarded as composed by two components: track consistency and iden-
tification consistency.

Finally, the overall level of SAW is a measure indicative of the current operator
mental state. This concept is proposed as a unified KPI, because as explained in
Sect. 3.1 current research has not yet established a consolidated set of dimensions that
build up SAW. The definition of such set would support the development of innovative
and possibly more generic human factors methods for SAW assessment. Moreover, it
would highly contribute to T&E, allowing to explore more in details the impact of the
technology related dimensions (i.e. RMP quality dimensions) on the single SAW
dimensions. For example, RMP accuracy impact on the different SAW dimensions
could be investigated.

Table 1 reports MOPs for the proposed KPIs as defined in [39, 40]. Those are
instantaneous MOPs, but could be extended to time average ratios if needed. Excepted
consistency, MOPs are provided for single platforms (or single system), but can be
extended to platform/system average. Finally, identification MOPs can be refined per
identification type. Table 2, instead, summarises an example of SAW dimensions and
the related method to rate them [8].
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Table 1. RMP quality dimensions and measure of performance [39, 40]

Dimension Measure of performance
Track Identification

Accuracy Mean track positional error (based
on Euclidean error) over the number
of detected tracks - It is important to
notice that the ground truth need to
be established, namely the real
position and real velocity of the
objects under analysis

Ratio of correctly identified tracks
over the total number of detected
tracks

Clarity Time average fraction of ambiguous
tracks over the total tracks

Time averaged fraction of the
objects with a certain allegiance
type in an ambiguous identification
state over the number of tracked
objects of a certain allegiance type

Completeness Ratio of the number of objects with
at least one assigned track and the
total number of true objects

Ratio of the number of identified
objects and the total number of
tracked objects

Continuity Rate of track number changes
averaged over all objects

Percentage of time tracked objects
depicted by only correctly identified
tracks

Timeliness Average time over the number of
tracks between target detection and
the report of a confirmed or deleted
track

Average time over the number of
tracks between initial target
detection and its identification

Consistency Ratio of tracks (common position)
held in common by all participants
compared to the total number of
tracks

Ratio of common tracks with a
common identification label
compared to the number of
common tracks

Table 2. Example of SAW dimensions and measure of performance from SART [8]

Dimension Measure of performance

Familiarity of the situation Likert scale, categorical scale or pairwise comparison
Focusing of attention Likert scale, categorical scale or pairwise comparison
Information quantity Likert scale, categorical scale or pairwise comparison
Instability of the situation Likert scale, categorical scale or pairwise comparison
Concentration of attention Likert scale, categorical scale or pairwise comparison
Complexity of the situation Likert scale, categorical scale or pairwise comparison
Variability if the situation Likert scale, categorical scale or pairwise comparison
Arousal Likert scale, categorical scale or pairwise comparison
Information quality Likert scale, categorical scale or pairwise comparison
Spare capacity Likert scale, categorical scale or pairwise comparison
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5 Conclusions

The proposed Maritime Situational Awareness (MSA) KPIs should be representatives
of a state of knowledge necessary to make informed decisions and execute related
missions such as conduction a maritime military operation or maritime surveillance.
The authors explain how the MSA KPIs should account both for the system compo-
nents enabling SAW and the human element. To address the first component the
proposed set of MSA KPIs includes the Recognised Maritime Picture (RMP) quality
dimensions (e.g. accuracy, timeliness, clarity, completeness, continuity and consis-
tency). Those dimensions represent an objective and technology oriented assessment of
the quality of information that is rendered to the operator. Although those are an
important aspect to be assessed, they are not sufficient to have a complete evaluation
regarding the enhancement (or degradation) of operators’ SAW level. The proposed
complementary MSA KPI is the overall SAW level, which is rather a subjective esti-
mate which addresses the human side of the T&E portion related to SAW. The authors
present guidance on possible MOPs, but highlight that although there is the attempt to
define generic SAW dimension, future work should focus on the definition of a con-
solidated set, that could guide and harmonise future T&E.

The MSA KPIs discussed relate to RMP quality and SAW evaluation for T&E,
however, further assessments should be performed in order to have a comprehensive
T&E of the maritime surveillance system, such as interface evaluation, cognitive
workload and Situational Assessment. Although researchers have acknowledged the
usefulness of this last construct in providing guidance and valuable information for
system design, it has only partially received attention. It is desirable that further
research is conducted on methods to evaluate Situational Assessment, in order to
further understand its potential with respect to systems T&E.
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Abstract. Information Technology Project Management and Software Project
Management in particular depends heavily on the project’s type and constraints.
Quality, financial, technical, schedule, complexity and other constraints affect
significantly the management process. Over the last two decades project man-
agement methodologies have been developed to support the project management
effort. Many methodologies cover generic approaches emphasizing on the plan-
ning or estimation activities, others on tracking, others on quality and others on
very specificmanagement practices that could support the delivery of very specific
projects. This paper introduces an adjustable (agile) project management frame-
work for managing information technology projects of any type. The framework
divides the management activities into systems engineering management and
systems acquisitionsmanagement phases and operates as amethodology generator
feed by the project constraints. The project management methodology that derives
is a combination of management and engineering phases based on the needs and
constraints of each project per case.

Keywords: Process �Project �Management �Agile �Engineering �Methodology �
Acquisition � System � Software

1 Introduction

Managing information technology (IT) has always been a challenge, especially when
managing software systems. The failure of many software projects in the 1960s and in
the 1970s was the first indication of the upcoming process management difficulties in
information technology and the software evolution. Software was delivered late,
schedules were unpredictable, projects cost several times the original estimates and
often experienced poor performance and quality characteristics [1]. Information tech-
nology projects fail at those times due to lack of engineering knowledge and expertise,
but also due to the differences that existed between software and hardware engineering
against other engineering disciplines [2]. IT and software projects, at those times in
particular, were intangible, usually implemented without development standards and
management processes, and were mostly considered ‘one-off’ projects with no
repeatability.
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This software crisis [3, 4] has been repeated in the 1980s and continued also in the
1990s and the 2000s as well [5, 6] in all types of organizations involved with software
and information technology projects from either the developer / supplier (those who
implement technology) perspective or from the customer (those who acquire tech-
nology) perspective.

2 The Process Adjustability Concern

The main cause of this software crisis that counts more than 40 years is primarily based
on two major factors. First it is the need for adjustability on the management process
processes to the project needs for any project, and second is the need for the
requirements management process to be taken seriously and followed precisely [7].

Projects significantly vary on deterministic factors such as size, complexity, budget,
time, etc., and nondeterministic factors such as development team maturity, acceptance
criteria, process maturity, etc. The adjustability of the management process has a
significant, and critical role not only on the technology providers, the ones developing
the technology, but also on the customers, the ones acquiring the technology [8, 9]. The
proper management process must have the characteristics that will support the efforts
and goals of both parties involved in a project.

The management processes that are primarily focused on managing a project with
emphasis on its technical challenges, or on its planning or tracking activities, create
fuzziness in the interpretation of the implementation and management efforts that need
to be placed.

The second factor in the software crisis is clearly focused on the requirements
process, a concept that was [10] and will keep on being [11] closely related with the
quality and success of a project [12, 13]. The quality of the requirements and the
requirements management process is a barometer not only to the success of a project,
but also to all planning and management techniques developed around the project.
Engineering models, management methodologies, and operations environments are all
heavily affected by the quality and the maturity of the project requirements which in
turn define the project and impacts its implementation and management strategy.

Having analyzed the prime, and secondary factors of the software and technological
crisis, an adjustable and unified project management framework is proposed that can be
possibly used effectively and efficiently as a useful tool. However such a framework
must have the capability to be scalable to the process and project requirements. This
scalability, along with the identities of the framework [14] can be used as a method-
ology generator, producing adjustable process models, per case and when needed, for
all type of projects.

The proposed approach redefines the term ‘agility’ and kind of renames it to
‘adjustability’ as the challenge is not only on being flexible, but mostly on being able to
continuously adjust to the project needs in order to stay flexible, or agile.
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3 VR the Adjustable Unified Project Management
Framework (AUPMF)

The Adjustable Unified Project Management Framework (AUPMF) is a concept, which
consolidates four project management dimensions into two framework dimensions
giving this adjustable project management approach.

The first dimension of the framework is the Systems Engineering Management
(SEM) dimension and derives directly from the IT and software engineering project
management principles. The engineering framework dimension aims to manage a
project from the engineering perspective. This perspective is based on the management
of the technical quality, or qualitative management, of the project by managing the
development method, the quality of the deliverables produced by the method and other
technical documents, validations, verifications and milestones significant to software
engineering under the software quality principles.

The second dimension of the framework is the Systems Acquisition Management
(SAM) dimension and derives from the consolidation of the Planning, Tracking and
Organizational project management approaches. This consolidation aims to manage a
project from the pure managerial perspective under the total quality management
principles. This is achieved by performing quantitative project management, which is
exactly the opposite of the qualitative project management. The quantitative manage-
ment approach is based on creating estimations and managing those estimations
quantitatively by organizing management teams to track what has been planned against
what has been done. The qualitative management approach on the other hand, is
focused on the management that will achieve technical excellence, not necessarily
within time and budget.

Figure 1 describes the formation of the two project management frameworks
through the consolidation of the four project management dimensions.

Adjustable (Agile) Dimension

Project Management Dimensions

SAM Frame-
work 

Dimension

SEM Frame-
work

Dimension

PM by 
Engineering
Management

PM by 
Organization 
Management

PM by 
Tracking

Management

PM by 
Planning

Management

Systems Acquisition 
Management
Dimension

Systems Engineering 
Management
Dimension

Fig. 1. Project management dimension consolidation in the AUPMF
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The integration of the two project management frameworks (SEM and SAM)
creates an Adjustable Unified Project Management Framework approach, which can
cover the needs of almost all types of information technology projects, under all
management goals and constraints.

The SEM (Systems Engineering Management) project management framework
which is integrated in the AUPMF supports processes that can help the project man-
agement efforts and goals from the development point of view. Regardless the nature of
the implementation process, managing the engineering process is very crucial to the
success of the project or product that is being developed. Also regardless the way the
implementation and the software development is executed, either it is in-house
development, custom made projects, COTS (Components off the shelve), systems
parameterization or systems implementation, the management scope is focused pri-
marily on obtaining technical quality that meets operational expectations, manages
constraints and stays within the deadlines. The processes included in the SEM
framework are based on the development life-cycle of a system, something that is very
critical to be followed and managed precisely in order to reach the expected quality
which in this case is the prime goal of the SEM approach.

On the other hand, the SAM (Systems Acquisition Management) project man-
agement framework which is also integrated in the AUPMF, aims to meet the two other
project management key expectations, which are based on the control of budget and the
control of the time. Having in the SAM framework all the necessary processes that can
provide accurate cost and schedule estimations, the management of a project relies then
on the organizational structure, the management team and the tracking model that will
verify the control of the estimations and will document the deviations.

The SAM framework approach is primarily used by not-technical project managers
or by general project managers by profession, aiming to meet specific deadlines and
constrains without much emphasis on the engineering dimension of the project.
Meeting time and budget for SAM manages, is more important than meeting the quality
of the project.

4 The AUPMF Dimensions Synergy

The benefit of the AUPMF and what characterizes it, can be outlined as the synergy
among the SAM and the SEM project management dimensions. The framework allows
and helps the project manager to select the proper combination of processes from the two
management dimensions, and generate a project management approach based on the
needs of each project. On the other hand, each project management dimension on
AUPMF could also be used as a project management methodology as well, depending on
the type of management desired per project implementation. This adjustability and, not
agility, is what the AUPMF framework can offer to the mature information technology
project managers who can think and lead, but not to ones who believe and follow.

This methodology generation process is described in Fig. 2. By defining the needs
of the project to be managed, the phases and process that will be used towards the
management of the specific project are selected from the management goals and
expectations.
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Taking for instance a hardware-oriented project with limited software applications.
In this case the project management methodology will be significantly different from
the one to be used in a custom-made software business application project. In the first
case the management will be much more oriented in the planning and tracking of the
project since most of the project components are well developed and tested. In the
second case the management of the project will be quality oriented, based on detailed
tracking on the engineering practices used to develop the software.

Other project parameters that affect the process structure of the management
methodology are the results of an assessment that could take place before project
initiation in order to identify the manager’s needs and goals, in order for the framework
to generate the most appropriate management method.

This methodology parameterization can be repeated for every project. A project
manager has actually two sets of processes to work with (SEM and SAM) through
which many project management methodologies can be generated if the project
requirements and expectations are known, or even unknown in some cases.

5 The AUPMF Process Matrix

In order to simplify the complexity of process selection towards the creation and
implementation of the desired project management methodology for each project
specifically the Adjustable Unified Project Management Framework is based on a
requirements interpretation matrix for process generation.

The matrix of AUPMF is a three-tier - two-dimensional matrix. The first tire
indicates the available processes from the two process dimensions (SEM and SAM) of
the framework. The second tire indicates the selected processes from each process

SAM
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(Acquisition 
Processes)

SAM- 3

SEM
Dimension

(Development 
Processes)

SEM- 2

SEM- n

The Adjustable (Agile)
Unified Project Management  

Framework

SAM 2

SEM-1

SEM-3

SAM- n

Method for Project n

SEM- 1

SAM- 2

SAM- n

Method for Project 2Method for Project 1

SAM- 1

SEM- 3

Fig. 2. Project dimension’s process synergy
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dimension that will form the desired project management method for a specific project.
The third tier indicates the relationship among the selected process and their
implementation/execution strategy. Figure 3 describes the three AUPMF matrix tiers.

The interpretation of the two type of processes in the framework’s dimensions form
a two-dimensional matrix which is the AUPMF matrix layout as presented in Fig. 4.
The processes of the engineering dimension in the matrix are vertically listed while the
processes of the acquisition dimension are horizontally listed.

The way the matrix works is by initially selecting the processes that will be used in
the desired project management methodology from each framework dimension (SEM
or SAM). Not all SEM or SAM process are selected to be placed in the AUPMF matrix,
but only the ones related with the project requirements and management goals.

The selection of the desired processes can be done initially in a conceptual, not
precise, manner. By placing each desired process in the matrix, automatically the
proposed project management method is generated.

If the project management goal, for example, is to manage the project using the
engineering perspective, which is management for the development quality, then the

1st Tier

3rd Tier

2nd Tier

Process Interpretation

Process Availability

Process Selection

Fig. 3. Three-tier process implementation matrix
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Fig. 4. The AUPMF matrix layout
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completion of the matrix will start from the engineering processes filling the matrix left
to right. Each matrix row indicates the implementation of the specific engineering
process on the selected management processes.

If on the other hand the project management goal is to manage the project using the
acquisition perspective, which is management by planning and tracking, then the
completion of the matrix will start from the management processes, filling the matrix
top to bottom.

6 Reading the AUPMF Matrix

An example of a semi-complete AUPMF Matrix is shown in Fig. 5. The interpretation
of the project management methodology that derives from this matrix (with the limited
indicative values) can be done from the SEM point of view or from the SAM point of
view, depending what management approach is to be followed.

The interpretation of the matrix from the SEM prospective can be done by reading
the matrix rows, Left-to-Right, giving in this case the following project management
methodology:

‘All project processes in all phases will be subject to quality assurance inspection. In the
requirements management process the customer will participate only with tracking activities in
the requirements life cycle. In systems analysis, the customer will track the system, and any
analysis changes done will be controlled by change management techniques that could affect
contract management actions. The coding of the system will be under the programmer’s control
with no user involvement other that the responsibility to track code changes. The testing of the
system will be under the system’s tester control with the customer to track the test plan and
proceed with contract changes when not satisfied.’
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on the SEM 
Processes
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0 0 1 0 0

Req. Mgmt 0 1 0 0 0
Syst. Analysis 0 1 1 0 1

Coding 0 0 1 0 0
…

Testing 0 1 0 0 1

Fig. 5. Example of AUPMF matrix in practice
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It must be noted that the above methodology derived by interpreting the ‘1’s placed
in the matrix. The ‘1’s indicate that the specific cell will be activated, and the output
will be the process that will derive by reading the SEM on the SAM process elements.

In a similar way, the interpretation of the matrix from the SAM perspective is based
on reading the matrix columns, Top-to-Bottom, giving the following, in this case,
project management methodology:

‘Quality assurance activities will be applied to all engineering phases. The requirements will be
tracked throughout their life cycle for completeness and correctness. Change management
activities will be applied on the system analysis and system coding activities that will be
delivered by the supplier in order to verify their completeness. Contract management activities
will be applied on the systems analysis and systems testing activities in order to verify con-
tractual agreements and possibly modify them if needed’.

The customer and supplier goals differentiate the way the SEM and SAM processes
are interpreted. One customer, for example, might need to perform contract manage-
ment towards tracking the deliverables of the project. if they are specified, in the
contract, while another customer might need to perform contract management in order
to keep on modifying or updating the contractual obligations of the supplier based on
the quality and completeness of the project progress.

7 Benefits from Using the AUPMF

The AUPMF can contribute to organizational project management improvement plans
in multiple ways. The entire framework is based on the concepts of adjustability and
flexibility, in order to help the project’s outcome to meet the information systems
characteristics, and specifically the software quality characteristics [15].

Any framework, on the other hand, needs to be able to be used in all types of
information technology projects, by all type of organizations under all types of tech-
nical, financial and management constraints. The structure of the AUPMF allows it to
be easily and successfully used by all types of organizations and specifically by the
SME’s, or actually the SISMEs (Software Intensive Small and Medium Size Enter-
prises) [16]. SISMEs due to their size, time and budget constraints, face practical
restrictions on either using specific project management methodologies or creating their
own methodology to be used in each project per case.

Project differentiation creates process differentiation and therefore management
differentiation. In general, any differentiation creates the need of adjustability, and
adjustability requires changes, but changes are hard to be adopted and accepted.
Resistance to change is a prime management consideration for applying management
and organizational process control models towards process improvement and total
quality management [17]. The AUPMF response to this challenge is its user-based
adjustability per project and per case.

The framework specifically promotes user involvement since there are no man-
dating processes, basic models or minimum process requirements in it. The structure of
the framework and the flexibility that provides are based totally on its operations
model, which is user-driven and purely democratic. The proposed models that derive
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each time from the framework operations are accepted or enhanced / changed by the
participants in the project, and not necessarily by the project managers.

Depending on the way each organization or project manager views the concept of
success, the AUPMF has the flexibility to reach and support such success variations.

8 Risks from Using the UPMF

Every success factor can be turned into failure factor if not properly interpreted,
understood and managed. What can be considered as a benefit can also be considered
as a risky, if not properly approached. The freedom provided by the framework through
its ability to be adjusted can be very harmful to the ones with no management and
process engineering background, knowledge or experience.

Amateur and/or inexperienced project managers can create very complex man-
agement methods from using the framework in their attempt to make sure that their
project will be well managed monitored and documented. However, the effort to
manage such complex methods requires experience in both systems engineering and
project management. On the other hand, project managers who might underestimate the
complexity of a project can create a project management approach with processes that
do not support major management activities and principles.

In order to bypass these risks, extensive training is needed on process improvement,
project management and systems engineering only to matured and disciplined personnel.

Management commitment is another risk in the AUPMF. The management needs to
support the methods deriving from the AUPMF even if they differ from project to
project. After all, this is the major benefit of the framework. All the project participants
need to be part of this process when the matrix is being completed; otherwise there are
no guarantees that the derived management approach will work in practice. The senior
management of the organization needs to support these activities regardless if they cost
much or take productive time from the participant’s busy work schedules.

Finally, the AUPMF is not a panacea. The benefits offered require process maturity
and management commitment, to work out. Quality is free [18], but only if you do
everything right.

9 Results

Information technology project management and specifically software project man-
agement is full of gray areas, unexpected situations, dependencies and ambiguous
trade-offs [19]. Managing information technology projects is very difficult, but it is not
impossible. Project management is more about understanding the management needs
than the implementation processes, activities and milestones. If you do not know where
you are going; no road will help you [20].

Successful project management is based on successful understanding of the project
environment and requirements [21]. This diversity on the project management goals
puts the project management concept in an endless loop seeking for the silver bullet in
a continues evolving industry composed from new process, methods and best practices.
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Undoubtedly all of the new contributions in the international project management
community and discipline are working well, but only under specific conditions and
limitations. On the other hand, most of them require significant expertise in order to be
followed completely in order to be effective, and others require a bureaucratic mentality
to get aligned with their standards [22].

The AUPMF presented in this paper can contribute towards managing software
projects and information systems complexity. The framework matrix which is the key
element in its operation and interpretation works actually as a methodology generator.
A project manager with a defined set of requirements, can create through the frame-
work, the proper process model that can be used towards successfully implementing
this specific set of requirements.

The matrix on the other hand, and its process generation capabilities, allows the
framework to be easily used for all type of projects regardless their size, volume and
complexity. This capability comes to boost up the technocratic development visions of
the SMEs and SISMEs, who silently today, support the larger part if the world’s
economy, but forbidden grow effectively by using proper project management methods
and practices do to their size, budget, projects and even culture.

The AUPMF makes process engineering for process management affordable to
anyone for anything, at any time.
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Abstract. Efficient intelligent control system helps enterprises to create greater
economic value and social value, so the rationalization of information structure
plays a decisive role in operators’ cognition and operational efficiency. Based on
the information characterization method, this paper presents a model of applying
the order degree algorithm to the intelligent control system and applies it to the
MES production line control system of an enterprise. It not only quantifies the
advantages and disadvantages of the information structure by the order degree
algorithm, but also provides the direction for the design of the information
structure at the beginning of the design process from the microscopic
perspective.

Keywords: Order degree algorithm � Information characterization �
Information structure � Interface information layout

1 Introduction

As the only communication channel between the huge amount of information carried
by the intelligent control system and the operator, the interactive interface affects the
fluency of human-computer interaction. Different information structures lead to totally
different search paths for operators, which greatly affect the efficiency and quality of
human-computer interaction. Therefore, information structure, as the main influencing
factor of operator’s cognition and operation, needs to keep pace with the development
of intelligent control system.

In recent years, scholars both at home and abroad have devoted time and effort to
research on the interaction of intelligent control system. For instance, Yim et al. [1]
found the way to present interface design of complex information in limited screen
space by information hierarchy visualization. Paul [2] studied the overload of infor-
mation complexity in complex digital interface and established the pattern decision-
making model from the perspective of time pressure to analyze the execution time
required by different amounts of information. Cheshire et al. [3] illustrated the sig-
nificance of large data and showed how to describe the data flow in different time scales
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based on London public transport system. Burns [4] and Carvalho [5] established
evaluation model and design method for the human-computer interactive interface
controlled by nuclear power plant. Domestic scholars Zhou et al. [6–8] constructed
three different APP layouts of mobile phone interfaces and made a quantitative analysis
of the order degree based on the micro information structure using the entropy theory.
Li et al. [9–11] completed the research on the visualization structure mapping rela-
tionship of multi-dimensional attributes of information. Li [12] studied the design
method combining high-dimensional data with visual structure. Wang et al. [13] used
the four dimensions of point, line, plane and volume to strengthen the visualization
structure of information entity and the sense of space in visualized structure. Li [14]
explored the impact of information structure and content representation on user visual
guidance. Ren [15] put forward the best method of presenting massive information in
order from the perspective of information structure. Wang et al. [16] used eye-tracking
technology to conduct quantitative experiments on the layout design of the display
control interface in new generation of fighter jets. Zhang et al. [17] proposed the rank of
operator’s memory efficiency with different background colors. The above researches
on information structure of human-computer interactive interface, information layout
and information entropy theory provide scientific theoretical basis and technical means.
There is less research on quantitative analysis of information structure while infor-
mation entropy theory is only applicable in tree structure (such as interface layout in
mobile phone). But intelligent control system interface carries a large quantity of
information and its relevance of information is complex. The information structure of
interface in intelligent control system is often multiple structures concomitant or dis-
ordered so it is difficult to extract the tree structure which is the basis for application of
order degree algorithm. Therefore, there is a lack of the application method of the order
degree algorithm especially in intelligent control system.

Based on the order degree algorithm, this paper establishes a model of applying the
algorithm to intelligent control system and the model is applied to the MES production
line control system in an enterprise. The model describes information characterization
method through which complex information structure in intelligent control system can
be characterized as a kind of tree structure. Besides, this model describes how to
optimize the process of information structure design in intelligent control system
through the order degree algorithm.

2 The Model of Order Degree Algorithm in Intelligent
Control System

2.1 MES Production Line Control System of an Enterprise

The main research content of MES production line control system in this enterprise
includes Module Process and Module Wip (Work In Process) Management. The
function of Module Process is designing the production line independently so that the
products can be processed automatically as the designed process. Module Process
enters from the home page. Interface of hierarchy 1 includes three elements such as
process setting production section and process category. Clicking element of process
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setting enters hierarchy 2. Interface of hierarchy 2 contains 4 signing states of order and
9 operations of specific process. 4 signing states and 9 operations form a tabular
structure. After selecting a signing state and operation, the interface of hierarchy 3 will
display the specific process information. The typical part of the original interface in the
Module Process is shown in Fig. 1.

The function of Module Wip Management is monitoring the production status of
any wip on the production line timely. Module Wip Management enters from the home
page as well. Interface of hierarchy 1 should be deleted because it is repeated with the
superior interface. Interface of hierarchy 2 includes five elements such as raw code
assignments, transfer laminated piece to work order, invalid component number, pro-
duction code component and label printing and batch execution. Clicking element of
batch execution enters hierarchy 3. Interface of hierarchy 3 contains many elements.
The main contents are function of area number, function of section number and
function of assignment number. The above functions require frequent entry and exit of
hierarchy 3. After selecting the above three functions, the interface of hierarchy 4 will
display specific production batch information. Each production batch corresponds to 4
specific stations which are the interface of hierarchy 5. The typical part of the original
interface in the Module Wip Management is shown in Fig. 2.

Fig. 1. Original interface of Module Process
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Fig. 2. Original interface of Module Wip Management
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In summary, the information structure diagram of original interface is obtained, as
shown in Fig. 3.
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2.2 Information Characterization Method

The order degree algorithm should calculate based on tree structure. In Sect. 2.1, the
part shown by the dotted line in Fig. 3 has problems such as inter-hierarchy confusion,
semantic ambiguity and unclear partition within one hierarchy, etc., so it is necessary to
organize the information elements by information characterization method, so as to
integrate and partition hierarchies.

The first step of characterization method is to extract all information elements to
form a table. During the extraction, attention should be paid to recording information
element features. In MES production line control system, the largest information fea-
ture is the function-task and presentation attribute of information elements.

The second step is to divide the extracted information elements into function areas
and task areas. A function area is formed by information elements of related functions.
For example, functions of elements “not signed, signing, signed and not used” are
related to signed, so those 4 elements can form a group called a function area. In
addition, relevant functional areas should be integrated into a new group called a task

Table 1. Elements characterization in Module Process

No
.

Task area Function area Elements extracted Presenta-
tion attribute

1 - - Process setting Static
2 - - Production section Static
3 - - Process category Static
4 Task 1 Function 1:

4 states  
not signed Static

5 signing Static
6 signed Static
7 not used Static
8 Element Query Dynamic
9 Function 2

10 display 
items

Process number Static
10 Process version Static
11 Current version Static
12 Process classification Static
13 Process difference Static
14 Section number Static
15 Instruction Static
16 Creation people Static
17 Creation date Static
18 Graphic display area Static
19 Task 2 Function 3

9 operations
Add Dynamic

20 Modify Dynamic
21 Delete Dynamic
22 Copy Dynamic
23 Version Dynamic
24 Audit Dynamic
25 Attribute Dynamic
26 Excluded station Dynamic
27 Draw Dynamic
28 Element Close Dynamic
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area based on the operator’s monitoring tasks. Takeing the Module Process as an
example, the characterization results of the first two steps are shown in Table 1.

The third step is to integrate and partition hierarchies based on function areas and
task areas. There are several design standards in the process of integration and partition:
(1) According to the mathematical operation rules of model of the order degree
algorithm, the hierarchy should be reduced reasonably; (2) Function areas and task
areas should be considered as basic units. For instance, similar areas can be displayed
in similar way while unimportant areas or single information element can be put
together; (3) Displaying all hierarchies in one interface as far as possible to realize real-
time monitoring in a giant screen. Some areas of the giant screen can be locally
enlarged when operating.

Taking the Module Process as an example, all information elements are summa-
rized as follows: There are 28 information elements to be integrated in the Module
Process. Elements 1–3 belong to hierarchy 1 and are not displayed in hierarchy 2;
Elements 4–28 is integrated into hierarchy 2 from the multiple hierarchies of original
interface to reduce hierarchy. Elements 4–18 constitute task area 1 (including function
area 1, function area 2 and 1 dynamic information element) while elements 19–28
constitutes task area 2 (including function area 3 and 1 dynamic information element).
Among them, function area 1 and 2 form a tabular structure. According to the relevance
of function-task area and the rule of visual flow direction, the layout of the hierarchy 2
in Module Process is shown in Fig. 4.

The specific analysis process in Module Wip Management is similar to Module
Process and will not be illustrated here. The layout of the hierarchy 2 in Module Wip
Management is shown in Fig. 5.

Function 2
10 display items

Function 2
10 display items

Function 3: 
9 operations

Function 2
10 display items

Function 2
10 display items

Fig. 4. Layout of the hierarchy 2 in Module Process
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Considering all the figures and tables in Sect. 2.2, the current interface information
structure is shown in Fig. 6.
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number 
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ber 
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Clear key (execute)
Query key (close)

Function 1:
area number 

Task 2: dis-
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The left four areas are enlarged here.
(Objective: real-time monitoring of the left four areas) 

Fig. 5. Layout of the hierarchy 2 in Module Wip Management
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Fig. 6. Information structure diagram of current interface
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2.3 The Model of Order Degree Algorithm

The timeliness of the information structure reflects the path length of operator to obtain
the target information element while the timeliness entropy reflects the uncertainty of
the timeliness of information flow. The formulas for calculating timeliness entropy are
as follows.

HT ¼
X
i

X
j

Rij ð1Þ

Rij ¼ �Pij logPij ð2Þ

Pij ¼ Lij=L ð3Þ

L ¼
X
i

X
j

Lij ð4Þ

H�
T ¼ log L ð5Þ

The quantity of information elements in a hierarchy affects the accuracy of search
so the quality entropy reflects the quality of information transmission. The formulas for
calculating quality entropy are as follows.

HQ ¼
X
i

Hi ð6Þ

Hi ¼ �Fi log Fi ð7Þ

Fi ¼ Di=D ð8Þ

D ¼
X
i

Di ð9Þ

H�
Q ¼ log D ð10Þ

The order degree (R for order degree) can be expressed as follows.

R ¼ a 1� HT

H�
T

� �
þ b 1� HQ

H�
Q

 !
ð11Þ

a and b are weight coefficients of timeliness effectiveness and quality effectiveness
in information structure respectively. The larger the value of R is, the more effective
and orderly the information structure is. The smaller the value of R is, the less effective
and orderly the information structure is.
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3 Calculation of Order Degree Algorithm Model
in Intelligent Control System

The original interface structure diagram in Fig. 3 and the current interface structure
diagram in Fig. 4 are converted into the abstract information structure diagrams for the
convenience of the order degree algorithm calculation. The abstract structure diagrams
of the original interface and the current interface are shown in Fig. 7.

Information elements of the same number (that is, the number of black solid points
of the two structures is the same) can be characterized by two different information
structures so both the length of the information path and the number of information
elements at each hierarchy in different structures are different. The characteristics of
time effectiveness in two structures can be summarized, as shown in Table 2.

As can be seen from Table 2, there are a large quantity of intermediate hierarchies
and the “keyhole effect” is serious in structure 1. The number of nodes in the infor-
mation search process in structure 1 is greatly increased which requires frequent entry
and exit of single hierarchy. Therefore, the timeliness of structure 1 is worse than that
of structure 2.

  The original interface called structure 1 The current interface called structure 2

36

4

9 9 9 9

Fig. 7. The abstract structure diagrams of the original interface and the current interface
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According to the connectivity of information nodes in two structures, characteris-
tics of quality effectiveness in two structures can be summarized, as shown in Table 3

As can be seen from Table 3, the quality effectiveness of structure 1 are similar to
structure 2. However, the hierarchy is chaotic and the semantics are unclear in
structure 1.

In this paper, based on the structural design principle of accurate and rapid, the
weight coefficients of a and b were taken to be 0.5. The value of order degree can be
obtained from Tables 1 and 2 and formulas (1)–(11), the order degree of the two
information structures is 0.2061 and 0.2412 respectively. In general, the order degree of
structure 2 is higher than that of structure 1 and structure 2 (the current interface
structure) is more optimized than that of structure 1 (the original interface structure).

Table 2. Time effectiveness calculation results of two information structures

Length of segment
road of Lij: r

Structure 1 Structure 2
Sr Pr Sr Pr

1 63 1/866 52 1/330
2 61 2/866 50 2/330
3 57 3/866 46 3/330
4 48 4/866 5 4/330
5 43 5/866 4 5/330
6 6 6/866 0 0
7 5 7/866 0 0
8 4 8/866 0 0

Note: Sr is the number of r-segment road; Pr is the realization probability of
hierarchy road.

Table 3. Quality effectiveness calculation results of two information structures

Number of Di node: k Structure 1 Structure 2
Nk qk Nk qk

1 46 1/126 46 1/104
2 10 2/126 3 2/104
4 1 4/126 1 4/104
5 2 5/126 1 5/104
6 1 6/126 1 6/104
10 4 10/126 0 0
37 0 0 1 37/104

Note: Nk is the number of k-node; qk is the
realization probability of information elements.
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4 Conclusions

(1) This paper establishes a model of applying the order degree algorithm to the
intelligent control system through the information characterization method.
Besides, this paper applies the model to the MES production line control system of
an enterprise.

(2) According to the mathematical calculation rules, in the process of calculating the
ratio of time entropy HTð Þ and maximum time entropy H�

T

� �
, under the premise of

the same number of information elements, the fewer the hierarchies are, the smaller
the denominator of Pr is, the larger the value of Pr is and the greater the time
effectiveness of information structure is; in the process of calculating the ratio of

quality entropy HQð Þ and maximum quality entropy H�
Q

� �
, the larger the product

of k, Nk and lg1/qk is, the greater the quality effectiveness of information structure
is (let us not worry about k = 0 temporarily).

(3) All interfaces avoid graphic elements in order to avoid the influence of graphics on
operators’ cognition and focus only on the information structure itself. The
mathematical calculation rule of order degree algorithm provides the direction for
the design of information structure from the microcosmic perspective at the very
beginning, which avoids the waste of design resources to the greatest extent.
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Abstract. This study examines the effects of mobile questionnaire layouts. The
goal is to shed more light on mobile questionnaire usage. Furthermore, we aim
to give guidance for researchers implementing online surveys. Researchers in a
variety of fields use online questionnaires for their flexibility and efficiency.
Poor usability on mobile devices may be associated with underrepresentation of
certain target groups or lower data quality. In contrast, the use of well-designed
smartphone-based surveys can open up new possibilities for researchers. We
developed three different layout variants for comparison with an international
sample of N = 204 smartphone users. The results show that grouping questions
on separate pages works best with regard to missing values, dropouts, and
completion time. However, results also suggest a possible distortion of
answering patterns in this layout.

Keywords: Questionnaire � Smartphone � Layout � Design � Dropout �
Completion time � Response behavior

1 Introduction

Online questionnaires are flexible and efficient data collection instruments and are
therefore used in various research disciplines. In many cases, they have even replaced
paper questionnaires. When setting up online questionnaires, researchers need to take
into account that respondents will also use mobile devices such as smartphones. The
usage of smartphones for answering questionnaires is steadily increasing. In 2011, 4%
of respondents used smartphones, compared to 18% in 2014 [1]. Smartphones offer
opportunities to researchers using online questionnaires. Mobile devices are frequently
used in situations of waiting [2], so respondents might be willing and motivated to
spend that time to fill out the questionnaire.

Furthermore, smartphones are especially common among younger people [3]. On
the one hand, optimizing online questionnaires for smartphones might therefore
enhance access to that target group. On the other hand, poor usability on mobile
devices might be a reason for underrepresentation of younger respondents.

In this paper we aim to investigate whether and how questionnaire layouts influence
the usage of questionnaires on smartphones. We developed and analyzed several
mobile questionnaire layouts to derive design guidelines for optimizing online surveys
for use on mobile devices.
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This paper is structured as follows: In Sect. 2 we review related work on survey
design for mobile devices. Section 3 presents the layouts developed and used in this
study. Subsequently, research questions and methods are introduced. We present
results in Sect. 5 and conclude this article with a general discussion.

2 Related Work

A general problem with online surveys is a high dropout rate, resulting in missing values
and lesser data quality. This is especially true for smartphone use: Several previous
studies identified higher dropout rates among respondents using smartphones [1, 4].

Processing time is a further challenge on smartphones. Various studies show that
the time needed to fill out a questionnaire on smartphones is significantly higher [3–5].
Poorly designed layouts may be a reason for this. For example, questionnaire templates
using tables are unsuitable for display on mobile devices [6]. Also, respondents using
smartphones have been observed to do a lot of zooming for better interaction, also
leading to longer completion times [7].

For optimization, attention should be paid to navigation paths within the ques-
tionnaire. This addresses aspects like the positioning of items on the pages as well as
scrolling vs. navigation via buttons. According to Mavletova and Couper, scrolling-
based designs, as opposed to page-by-page designs, can result in shorter completion
times and lower dropout rates [8]. However, in their study they used a consistent layout
across all devices instead of responsive designs optimized for mobile use. On the other
hand, studies investigating optimized layouts for smartphones recommend one question
per page, as scrolling is often burdensome and might rather lead to errors in extensive
surveys [9, 10].

Users typically expect the possibility for backward navigation in addition to for-
ward navigation [11]. Back buttons enable respondents to review and maybe correct
their given answers [12].

The size of interaction areas is another important aspect on smartphones. Lai and
colleagues found that input elements are often too small to be used conveniently [13].
Radio Buttons are very common input fields, but due to their size they seem to be less
suitable for smartphone use. Larger input fields designed as buttons are more
promising [9, 14].

3 Questionnaire Layouts

In order to develop design guidelines for mobile questionnaire layouts, we created three
different layout variants for comparison in the empirical study described in Sect. 4. The
widely used survey tool Limesurvey was chosen because of its openness for developing
own templates [15].
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3.1 Layout 1: Groups of Questions

The Groups layout displays several questions per page (Fig. 1). Participants, especially
on smartphones, have to scroll down to see the next questions. Users navigate to the
next page by hitting a button at the bottom of the page. Additionally, there is a back
button to return to the previous page.

3.2 Layout 2: Manual Forwarding

The Manual Forwarding layout displays only a single question on each page. This
presentation avoids scrolling (see Fig. 2), as previous studies have revealed negative
effects of scrolling on smartphones [9]. A further advantage of the Manual Forwarding
layout is that data is transferred after each question. Therefore, in case of dropout, all
entries made up to that point are saved.

3.3 Layout 3: Automatic Forwarding

The Automatic Forwarding layout also displays one question per page, but introduces a
new interaction concept: after answering an item, the user is automatically forwarded to
the next page without having to press a button. This variant is promising to shorten
completion time, which has been found to be substantially longer among smartphone
users [3–5]. A back button enables users to navigate backwards (Fig. 3). This layout

Fig. 1. Groups of questions
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Fig. 2. Manual Forwarding

Fig. 3. Automatic Forwarding
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also has the advantage that data is frequently transmitted to the server. In the Automatic
Forwarding layout, there is no button for skipping an answer. This is one of the main
differences to the other layouts. While Limesurvey supports implementing Groups and
Manual Forwarding, Automatic Forwarding is not part of the software. Therefore, we
created our own template, following the recommendations given in previous studies
(see Sect. 2).

4 Research Questions and Methods

The aim of our work was to replicate – or possibly revise – previous findings regarding
questionnaire layouts for smartphones, as previous studies are mostly several years old
and technology as well as design patterns for mobile devices have progressed in the
meantime. Furthermore, we wanted to compare respondents from different countries, as
– to the best of our knowledge – there are no studies yet investigating possible
intercultural differences regarding the use of questionnaires on mobile devices. To that
end, we carried out an international online study using the three layouts described in
Sect. 3.

4.1 Procedure

We used Limesurvey [15] to set up a comprehensive questionnaire containing 58 items,
including – among others – a standardized questionnaire on personality traits [16] and
several questions concerning international working experiences and computer usage.
Likert scales (1–7, 1–5) were the main answer format. The questionnaire also included
some open questions requiring text input, which are often avoided in other studies [9,
17]. We analyzed “small displays” with a screen width up to 768 px as current stan-
dards in media queries and breakpoints suggest this classification [18]. These display
sizes indicate the use of a smartphone or tablet in portrait format (i.e. a mobile device).
We created a typical situation for researchers, in which the device for participation was
not specified, unlike in previous studies [3, 8].

4.2 Sample

Participants were recruited via Social Media and paid panels in Europe, China, and the
USA. A total of 631 respondents participated in the survey. However, in this paper only
smartphone users were considered, resulting in a sample of N = 204 relevant cases. We
randomly deployed one out of three links to each participant that lead to one of the
three layout variants (see Sect. 3). Despite this random allocation of participants, an
approximation of group sizes cannot be expected given the relatively small total sample
size. 29 people were assigned to the Manual Forwarding group, 59 persons to the
Groups condition, and 116 persons to the Automatic Forwarding condition (see
Tables 1 and 2).

70.1% of all participants were female (see Table 1 for gender distribution in the
three groups). It is noticeable that there are many missing values (7.8%) for gender in
Automatic Forwarding (Table 1).
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Unfortunately, the distribution of participants across region of origin turned out to
be extremely unbalanced in the smartphone sample. By far the most participants were
located in the USA (75.5%), while only very few participants came from Europe
(15.2%) and China (2.9%), respectively (see Table 2). Therefore, intercultural com-
parisons could not be calculated as intended.

4.3 Hypotheses

We put forward the following hypotheses based on findings of previous studies and the
design discussions presented in Sect. 2:

H1: The choice of questionnaire layout will influence completion time on smart-
phones. Specifically, Automatic Forwarding and Groups are expected to yield
lower completion times.
H2: The choice of questionnaire layout will influence dropout rates and missing
values on smartphones. In particular, Manual Forwarding and Automatic For-
warding are expected to yield lower dropout rates, as they show only one question
per page to make answering questionnaires on smartphones more comfortable.
H3: The choice of questionnaire layouts will influence response behavior on
smartphones. In particular, Manual Forwarding and Automatic Forwarding are
expected to show less distortion of response patterns, as they were specifically
designed for a better overview of items on smartphones.

Table 1. Gender distribution

Layout Female Male Other Missing In total

Manual
Forwarding

17 (58.6%) 10 (34.5%) 1 (3.4%) 1 (3.4%) 29

Groups 46 (78.0%) 11 (18.6%) 0 2 (3.4%) 59
Automatic Forwarding 80 (69.0%) 27 (23.3%) 0 9 (7.8%) 116

143 (70.1%) 48 (23.5%) 1 (0.5%) 12 (5.9%) 204

Table 2. Regional distribution of participants

Layout China USA Europe Missing In total

Manual Forwarding 5 (17.2%) 18 (62.1%) 5 (17.2%) 1 (3.4%) 29
Groups 0 54 (91.5%) 3 (5.1%) 2 (3.4%) 59
Automatic Forwarding 1 (0.9%) 82 (70.7%) 23 (19.8%) 10 (8.6%) 116

6 (2.9%) 154 (75.5%) 31 (15.2%) 13 (6.4%) 204
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5 Results

In the following sections we present the results from the comparison of layout variants.

5.1 Missing Values

Table 3 shows average missing values for each layout. We calculated this variable by
adding up all items that were not answered. The quota for missing values was then
calculated as mean value of all cases in each group. In the Groups condition, there were
about 19% missing values, compared to 29% in the Manual Forwarding and 33% in
the Automatic Forwarding conditions.

Welch-ANOVA was calculated because variances were not homogenous, revealing
a significant difference in the scores of missing values for the different layouts (Welch’s
F(2, 74.852) = 3.071, p = .052.).

The Games-Howell test was calculated additionally in order to verify this result,
indicating a significant difference regarding missing values between the Groups and
Automatic Forwarding layouts ((−8.293, 95%−CI[−16.24, −.35]), p = .039).

5.2 Dropouts

To analyze dropouts, value “1” was assigned when participants did not finish the
questionnaire, while “0” was assigned if the questionnaire was completed. The dropout
quota was then calculated as mean value of all cases in each group. Results show that
dropout rates were lowest in the Groups condition. The Automatic Forwarding group,
where participants had no choice of leaving questions unanswered, shows the highest
dropout rate (see Table 4).

Table 3. Differences in missing values between layouts

Display N Mean Standard
deviation

Standard error of mean

Manual Forwarding 29 17.03 21.946 4.075
Groups 59 10.98 19.674 2.561
Automatic Forwarding 116 19.28 23.284 2.162

Table 4. Differences in dropouts between layouts

Display N Mean Standard
deviation

Standard error of mean

Manual Forwarding 29 .34 .484 .090
Groups 59 .22 .418 .054
Automatic Forwarding 116 .44 .498 .046
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Again, Welch-ANOVA was calculated because variances were not homogenous.
There is a significant difference in the dropout scores for the different layouts (Welch’s
F(2, 74.186) = 4.670, p = .012). Games-Howell test was performed for post-hoc
analysis, showing a significantly higher dropout rate for Automatic Forwarding com-
pared to Groups ((.219, 95%−CI[.05, .39]), p = 007).

Thus, Hypothesis H2 could not be confirmed as missing values and dropout rates
were lowest in the Groups condition.

5.3 Response Behavior

For all numerical items, a general average response value was calculated, indicating the
position of the chosen response (lower value - top position on the screen, higher value -
bottom position of screen).

To compare the three groups, an ANOVA was calculated. The Tukey test was
performed for post-hoc analysis because the variances were homogeneous.

The results reveal the highest mean in the Automatic Forwarding condition, fol-
lowed by the Manual Forwarding and Groups layout. Namely, Automatic Forwarding
and Groups differ significantly ((.373, 95%−CI[.010, .736]), p = .043) (Table 5).

Thus, Hypothesis H3 was confirmed as response behavior differs between the
layout variants.

5.4 Completion Time

The time used to complete the questionnaire was recorded by Limesurvey. The dataset
revealed some outliers, indicating that the questionnaire was possibly paused for a
longer time. To exclude these outliers, only cases with a processing time up to 2200 s
were considered, resulting in a sample of N = 122.

To compare the three groups, an ANOVA was calculated (Table 6).

Table 5. Differences in response behavior between layouts

Display N Mean Standard
deviation

Standard error of mean

Manual Forwarding 19 3.408 .971 .223
Groups 46 3.249 .702 .104
Automatic Forwarding 65 3.621 .800 .099

Table 6. Differences in completion time between layouts

Display N Mean Standard
deviation

Standard error of mean

Manual Forwarding 17 1013.824 440.078 106.735
Groups 46 543.217 291.832 43.028
Automatic Forwarding 59 816.339 419.256 54.583
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The Tukey test was performed for post-hoc analysis because equal variances could
be assumed, indicating significant differences between the Groups and the Manual
Forwarding layouts ((−470.606, 95%−CI[.−726.167, −215.046]) p < .001)) and
between the Groups and Automatic Forwarding layouts, respectively (−273.122, 95%
−CI[−450.221, −96.022]) p = .001).

Thus, Hypothesis H1 was partly confirmed as completion time is significantly
shorter in the Groups condition. Contrary to the assumption, however, the processing
time for Automatic Forwarding is not significantly lower.

6 Conclusion

In this paper we analyzed the effects of different questionnaire layouts on missing
values, dropout rates, completion time, and response behavior in mobile online sur-
veys. Unlike in previous studies [3, 8], participants were free to use the device of their
own choice when answering the questionnaire. Among the three designs tested, the
standard Groups of question layout performed best in terms of dropout rate, missing
values and completion time. However, smartphone users in that condition also showed
distorted answering patterns to a larger extent.

The Manual Forwarding layout – displaying only one item per page to avoid
scrolling as recommended in prior studies [9, 10] – did not show satisfactory results in
the categories analyzed here, especially regarding dropouts and completion time.

The newly developed Automatic Forwarding layout showed an especially high
number of missing values. This might be due to the fact that in this layout participants
were not able to skip individual questions if they preferred, for some reason, not to
answer them. Instead, they were forced to quit the survey altogether. This is especially
reflected in the first question of the questionnaire asking for participants’ gender. In the
Automatic Forwarding layout, almost 8% of participants refused to answer this
question, resulting in early dropout. Another explanation might be that technical
problems occurred (e.g. the website did not fully load). Nevertheless, the missing
possibility to intentionally leave out questions constitutes a major drawback in this
layout which needs to be investigated further. Furthermore, a design solution should be
explored, e.g. adding a “prefer not to answer” alternative or an additional button
allowing to skip a question. Overall, the design guideline to use large buttons on
mobile devices, as recommended in previous studies [9, 14], does not seem to have a
particular impact on dropouts and missing values.

Naturally, dropouts and missing values are related to each other, as especially early
dropouts result in a larger number of missing values. Interestingly in this regard, the
Manual forwarding layout, which allows participants to skip a question, yields fewer
dropouts. However, there is no notable difference regarding missing values between the
Manual forwarding and Automatic Forwarding layouts. Overall, however, the Groups
layout was the most promising in terms of both dropouts and missing values although
other studies recommend to display only one question per page onmobile devices [9, 10].
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As longer surveys might discourage participants and increase dropout rates or
missing values, completion times need to be taken into account. In the Groups layout,
completion times were significantly lower compared to the other layouts. However, the
analysis of response patterns in this group indicates that participants may have tried to
finish quickly by simply selecting one of the first answer options. This would mean that
completion times are lower because fewer possible answers are read by the participants,
which would have a negative impact on data quality.

The current study has some limitations. As pointed out above, a majority of the
respondents were paid for their participation, thus creating a special condition which
cannot be transferred to other surveys. Presumably, especially dropout rates and
missing values might be higher in surveys with purely voluntary participation. Second,
we did not influence the choice of device or the assignment to a group. Therefore, the
sample sizes of the three groups differ considerably. Third, the layout of Automatic
Forwarding, unlike the others, provided no possibility to skip a question, which makes
it difficult to compare dropout rates across the three conditions.

Furthermore, unfortunately, only few respondents from Europe and China partic-
ipated via Smartphone, so intercultural comparisons could not be conducted as we had
planned.

We will carry out further studies to investigate the issues raised in this article.
Furthermore, we will improve the Automatic Forwarding layout by providing options
to skip questions. Additionally, larger samples with roughly equal groups are required
to confirm the results presented in this article. Moreover, we conduct further studies to
confirm the results presented here with non-paid participants.
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Abstract. Information Extraction (IE) research has made remarkable progress
in Natural Language Processing using intrinsic measures, but little attention has
been paid to human analysts as downstream processors. In one experiment,
when participants were presented text with or without markup from an IE
pipeline, they showed better text comprehension without markup. In a second
experiment, the markup was hand-generated to be as relevant and accurate as
possible to find conditions under which markup improves performance. This
experiment showed no significant difference between performance with and
without markup, but a significant majority of participants preferred working
with markup to without. Further, preference for markup showed a fairly strong
correlation with participants’ ratings of their own trust in automation. These
results emphasize the importance of testing IE systems with actual users and the
importance of trust in automation.

Keywords: Information extraction � Trust in automation �
Reading comprehension � Deductive reasoning � Visual search � Workload �
Usability

1 Introduction

With downstream processes for Information Extraction (IE), there is a tendency to
consider only automated routines taking annotated text as input for computing co-
reference, translating, populating a knowledge base, developing watch lists, or related
tasks. Little attention has been paid to human analysts as downstream processors.

To evaluate progress in computer science for IE system-building research, the
Natural Language Processing community has compared output to gold-standard data-
sets curated by humans who have annotated the named entity items in text as being
references to entities, in the form of token mentions of IE category types. IE research
has made remarkable progress in this area using this intrinsic-measure framework.

Although researchers are always pushing the envelope, most systems for English,
trained and tested on standard newswire, do very well, particularly in the area of
Named Entity Recognition (NER) within IE systems. Intrinsic metrics are so high for

This is a U.S. government work and not under copyright protection in the U.S.;
foreign copyright protection may apply 2020
T. Ahram (Ed.): AHFE 2019, AISC 965, pp. 456–466, 2020.
https://doi.org/10.1007/978-3-030-20454-9_46

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20454-9_46&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20454-9_46&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20454-9_46&amp;domain=pdf
https://doi.org/10.1007/978-3-030-20454-9_46


English NER that many consider IE a solved problem [1].1 This work addresses the
important issue of what needs to happen to have the technology serve situational
awareness, decision making, and other cognitive requirements of human analysts,
building a framework in which systems are compared against an extrinsic metric.

2 Experiment 1 - Testing an Existing IE Pipeline

In an experiment described in detail in [3], participants were presented sets of sentences
describing a hypothetical adversarial attack, which they saw plain or with markup from
an IE pipeline. The participant’s task was to act as analyst and identify the perpetrator,
target, time, and location of the attack, and their performance with and without markup
was compared to determine whether the markup was helpful.

2.1 Participants

One hundred participants were recruited through Amazon Mechanical Turk to take part
in this experiment. Each participant was compensated $2.00.

2.2 Materials and Equipment

The experiment was created using the Ibex tool for running behavioral psycholinguistic
experiments (https://code.google.com/archive/p/webspr/) and run online through Ama-
zon Mechanical Turk.

The text used in this experiment was drawn from the Experimental Laboratory for
the Investigation of Collaboration, Information Sharing, and Trust (ELICIT) [4].
ELICIT is a simulated intelligence task containing a number of hypothetical adversary
attack scenarios. Each scenario is a list of 68 simple sentences that together allow a
reader to deduce the attacker, target, attack time, and attack location (Who, What,
When, and Where) of an anticipated adversary attack.2 These roles are identified in this
experiment through seven dropdown menus (When is broken down into separate menus
for month, date, time of day, and am/pm). See Fig. 1 for example sentences from an
ELICIT scenario.

The markup presented in this experiment was generated using an IE pipeline
developed at Rensselaer Polytechnic Institute [5, 6], which uses NER and event
detection techniques. Recognized entities (e.g., person, vehicle, geo-political entity)
and events (e.g., attack, enter) were shown via bracketing and subscripts, with mouse-
over revealing additional information (e.g., an event’s arguments, the class an entity
belongs to). See Fig. 1 for an example of ELICIT text marked up through this IE
pipeline.

1 See [2] though for outstanding issues in NER, such as “different definitions of NE, different types of
text, different languages, and noisy data such as OCR and S2T.”

2 See also [7] for work with ELICIT and additional scenarios.
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This experiment also included a demographic questionnaire and a modified version
of the NASA Task Load Index (NASA-TLX) [8]. The modified NASA-TLX asked
participants to directly compare the two versions of the task (with and without markup)
on a variety of workload measures as well as overall task-version preference. Partici-
pants responded to each question by choosing a point on a 21-point scale where the
ends of the scale represent a strong preference for each of the versions.

2.3 Procedure

At the beginning of the experiment, participants completed a demographic question-
naire and read a page of instructions explaining the experiment. Before each test
scenario, participants completed an abbreviated practice scenario to familiarize them
with the task.

Each participant completed two test scenarios, one with markup (Markup condi-
tion) and one without (Plain condition), each preceded by an abbreviated practice
scenario. Accuracy and response time were collected for each test scenario. At the end
of the experiment, participants completed the workload and preference questionnaire.

2.4 Results

Accuracy and Response Time. Participants’ accuracy and response times are shown
for the plain and markup trials separately in Fig. 2. Overall, these results point to a
surprising advantage for text without markup over text with markup.

Accuracy counts (the number of correctly identified attack roles for a trial, from 0 to 7)
are shown on the y axis in Fig. 2. AWilcoxon signed-rank test indicated that participants
answered significantly more questions correctly in the plain condition (median = 5) than
in the markup condition (median = 4.5, p = 0.04), with 46 out of 77 (60%) participants
scoring higher in the plain condition (23 participants scored the same across conditions).

Fig. 1. Excerpt from an ELICIT scenario showing markup with mouse-over information for
“entered”.
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Response time is shown on the x axis in Fig. 2. A Wilcoxon sign-rank test indi-
cated that participants completed scenarios significantly faster in the plain condition
(median = 6.19 min) than in the markup condition (median = 6.83 min, p = 0.02),
with 58 out of 100 (58%) participants responding faster in the plain condition.

Workload and Preference. In the interest of space, workload scores will not be
discussed here, but they are consistent with preference responses, see [3] for details.
The question on preference, “Overall, which version of the task do you prefer?”,
directly compared both versions of the task and so was binned as Plain preference
versus Markup preference (scores of 11, indicating no preference, were excluded from
analysis). A Pearson’s Chi-squared test showed a significant preference for plain over
markup (v2(1, N = 96) = 13.5, p < 0.001), with 66 participants preferring the Plain
condition and 30 participants preferring the Markup condition.

While there is an overall preference for Plain trials, there is still a sizeable minority
who prefer Markup trials, and, descriptively, participants prefer the version of the task
that they performed better at, as summarized in Table 1.

Fig. 2. Accuracy count (number of correctly identified attack roles) versus response time in
minutes for each participant in each condition. Medians are shown as dotted lines.

Table 1. Accuracy and speed by preference

Preference N Condition Median accuracy count Median response time (min)

Plain 66 Plain 6 6.82
Markup 4 7.15

Markup 30 Plain 4 4.10
Markup 5 5.25
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Furthermore, Mann-Whitney U tests shows that participants who prefer the Markup
version completed the task significantly faster than participants who preferred the Plain
version (p < 0.01), though their accuracy was not significantly worse (p = 0.33). While
this test with its relatively small sample size has fairly low power, these results reveal
some hope for the markup used here, at least with certain participants. Overall, how-
ever, participants appear to have found the Plain version easier to work with.

2.5 Discussion

While the IE pipeline tested here is intended to help the downstream human analyst, in
this experiment, the pipeline’s markup seems to hurt performance, both in accuracy and
speed. Additionally, participants tend to find that markup leads to higher workload and
is dispreferred in favor of plain, non-marked-up text. It is counterintuitive that markup
would be categorically harmful to performance, so there may be forms of markup that
are better suited to, and therefore more helpful in, this specific task.

Additionally, not all participants preferred and performed better without
markup. This points toward the importance of providing options to participants, and it
may be valuable to identify predictors for whether participants will work well with
markup.

3 Experiment 2 - Testing an Ideal IE Pipeline

For this experiment, the aim is to design more relevant and accurate markup for
ELICIT scenarios in an attempt to find conditions under which markup improves
performance. Further, additional questions are included to provide predictive insight in
determining which participants would prefer and perform better with or without
markup.

3.1 Participants

This experiment treated Plain/Markup as a between-participants manipulation, so 200
participants were recruited through Amazon Mechanical Turk. Each participant was
compensated $2.00.

3.2 Materials and Equipment

Like Experiment 1, this experiment was created using the Ibex tool for running
behavioral psycholinguistic experiments (https://code.google.com/archive/p/webspr/)
and run online through Amazon Mechanical Turk.

The text used in this experiment is the same text drawn from ELICIT used in
Experiment 1.

The markup used in this experiment was generated by hand by the first author and
checked by the other authors. It highlights phrases relevant to four types of responses
(Who, What, Where, and When) that participants are required to provide. While there
are many ways to judge relevance, the decision was made to highlight all and only
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potential responses (e.g., all and only country names were highlighted as possible
Wheres). This strategy was chosen to make the markup more relevant than the markup
in the first experiment without making it too computationally unrealistic or causing it to
directly give away any answers. See Fig. 3 for an example of marked-up text. The
markup here is expressed through background color instead of font color, as we felt this
better allowed us to maintain four visually distinct categories (Who, What, Where, and
When) without sacrificing the contrast between text and background color [9], and the
bracketing and labeling used in the first experiment were dropped as participants often
commented that they found this distracting.

Like Experiment 1, this experiment included a demographic questionnaire, but an
additional question about participant occupation was included in hope of finding cor-
relations between reported occupation and preference. Additionally, participants were
required to enter a free-text response at the end of the experiment describing any
strategies they used to solve the scenarios. This experiment also included an unmod-
ified version of the NASA-TLX (because Plain/Markup was a between-participants
manipulation, it would be difficult for participants to directly compare both conditions,
so they only rated the version of the task that they completed). A preference question
was again included, asking participants whether, were they to participate again, they
would prefer the text to appear plain or with markup, indicating their preference by
choosing a point on a 21-point scale where the ends of the scale represent a strong
preference for each of the versions.

3.3 Procedure

As in Experiment 1, participants first completed a demographic questionnaire and read a
page of instructions explaining the experiment. These instructions specified that any

Fig. 3. Excerpt from an ELICIT scenario showing hand-generated markup designed to be as
accurate and relevant as possible.
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markup they see in the experiment was automatically generated (though in this exper-
iment it was actually generated by hand). Participants then completed two practice
scenarios, first in the Plain condition, then in the Markup condition. They then com-
pleted a Trust in Automation survey [10] asking for subjective ratings about systems like
the one that generated the markup seen in the Markup practice scenario. Each participant
completed two test scenarios, both in either the Markup or Plain condition. Accuracy
and response time were collected for each test scenario. At the end of the experiment,
participants again completed the Trust in Automation survey, provided their strategy
descriptions, and completed the workload and preference questionnaire.

3.4 Results

Accuracy andResponse Time. Participants’ accuracy and response times are shown for
plain andmarkup trials separately in Fig. 4.While Experiment 1 showed an advantage for
text without markup over text with markup, the differences here are minimal.

Concerns about speed and consequent quality of responses were raised in
Experiment 1, so for the analyses below only participants with response times of 2 min
or longer for each test scenario were included (150 out of 200 participants).
One additional participant was removed due to a technical failure, leaving 80 partici-
pants in the Plain condition and 69 participants in the Markup condition.

A Wilcoxon rank sum test found no significant difference in the number of cor-
rectly answered questions between conditions (Plain median = Markup median = 6,
W = 10976, p = 0.93, r = 0.005).

An additional Wilcoxon rank sum test found no significant difference in response
time between conditions (Plain median = 5.73, Markup median = 6.38, W = 12005,

Fig. 4. Accuracy count (number of correctly answered questions) versus response time in
minutes for all participants, separated by each condition. Medians (with the filtering criterion
applied) are shown as dotted lines.
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p = 0.19, r = 0.08). While the effect size here is quite small, it suggests that with more
power significantly faster response times may emerge in the Plain condition, as was
seen in the Experiment 1.

Workload and Preference. Again, in the interest of space, workload scores will not
be discussed here, be they were overall similar across conditions. The question of
preference, “If given the choice, which version of the task would you prefer to work
with?”, was again binned as Plain preference versus Markup preference (with scores of
11 excluded from analysis). Responses were pooled across both conditions, and a
Pearson’s Chi-squared test showed a significant preference for Markup (v2(1,
N = 124) = 23.52, p < 0.001), with 35 participants preferring the Plain condition and
89 participants preferring the Markup condition. This contrasts with the first experi-
ment, where all advantages were in favor of Plain trials.

Demographics and Correlations. Participant responses to questions about whether
their native language is English, their gender, their age, their level of education, and
their occupation are summarized in Table 2.

Table 2. Summary of responses to demographic questions.

Question Response category N (All) N (Filtered)

Language No 27 16
Yes 172 133

Gender Female 86 66
Male 112 82
Other/prefer not to say 1 0

Age 18–29 78 45
30–49 91 78
50–64 25 22
65+ 5 4

Education High school graduate or less 20 15
Some college 70 55
College degree or more 109 79

Occupation Science and technology 67 56
Arts, entertainment, and media 9 7
Education 7 5
Legal 13 13
Sales 17 10
Food preparation and serving 12 6
Office administration and support 3 3
Accounting and finance 20 17
Healthcare and medical 7 2
Industry and manufacturing 18 11
Law enforcement 15 9
Business management 11 10
Other 0 0
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Neither performance nor preference correlated well with any of the demographic
information collected, with the exception of Language, where there is a medium
positive correlation between accuracy and being a native speaker of English, as well as
a medium negative correlative between response time and being a native speaker of
English. Correlation coefficients are shown in Table 3, where one participant
(Other/prefer not to say) was dropped from Gender correlations, and Occupation was
pooled into Non-science and technology versus Science and technology.

Preference for markup showed a fairly strong correlation with participants’ ratings
of their own trust in automation (r = 0.39). The correlation between trust in automation
and objective performance measures, however, is very small (accuracy: r = 0.06,
response time: r = −0.05).

3.5 Discussion

Experiment 1 asked participants to uncover hypothetical adversary attacks described in
text documents with and without markup from an existing IE pipeline and found that,
instead of helping, markup hurt performance and was dispreferred to plain text. While
the markup used in Experiment 2 was hand-generated to be as helpful but realistic as
possible, it still did not lead to better performance than plain text. This is an important
warning to researchers trusting that actual automated markup will be helpful. This
markup, however, was overall preferred to plain text, which is valuable for the overall
user experience.

Table 3. Correlation coefficients between collected demographic information and performance
and preference for Plain and Markup trials. A coefficient is listed as 0 if it is less than 0.01 and
greater than −0.01.

Covariates Plain Markup

Language Accuracy 0.31 0
Response time −0.31 −0.31
Preference −0.08 −0.06

Gender Accuracy −0.10 −0.10
Response time 0 −0.14
Preference 0.05 0.01

Age Accuracy 0.05 0.03
Response time 0.03 0.14
Preference −0.22 −0.13

Education Accuracy −0.05 −0.20
Response time 0.06 0.10
Preference −0.05 −0.18

Occupation Accuracy 0.12 0
Response time 0.21 0.06
Preference 0.04 0.01
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These results also emphasize that the trust in the automation that is used in an IE
pipeline may be important for user experience and for encouraging users to opt to use
these pipelines. However, the link between trust in automation and objective perfor-
mance measures in the current study is very small, and experiments like this demon-
strate that the automation need not improve performance. Much remains to be
understood about the gap between IE technology and its human user for this tech-
nology to truly support human-computer interaction.

An additional consideration was highlighted by the unexpectedly high number of
low-quality responses. These were responses that were too quick to represent true
attempts to read the texts and identify the hypothetical adversary attack. The partici-
pants providing these responses were roughly twice as likely to report that English was
not their native language (11/27 Non-native English speakers were filtered versus
39/172 native English speakers, shown in Table 3), and they often provided incoherent
free-text strategy descriptions. This might indicate that workers on Mechanical Turk are
generally not willing to put in the work necessary to do well at this task. However,
regardless of their performance, this population of workers does not necessarily predict
the performance of any other population, importantly, intelligence analysts. While
workers on Mechanical Turk can be helpful due to their availability, it is important to
include the specific intended end user in the testing cycle.

Acknowledgments. Many thanks to Stephen Tratz, Claire Bonial, Jeffrey Micher, Clare Voss,
Jon Bakdash, Lucia Donatelli, and Jeff Hoye for their assistance in designing, deploying, and
interpreting this work. This research was supported in part by an appointment to the Student
Research Participation Program at the Army Research Laboratory administered by the Oak Ridge
Institute for Science and Education through an interagency agreement between U.S. Department
of Energy and ARL.

References

1. Cunningham, H.: Information extraction, automatic. In: Encyclopedia of Language and
Linguistics, 2nd edn., pp. 665–677. Elsevier, New York (2005)

2. Marrero, M., Urbano, J., Sánchez-Cuadrado, S., Morato, J., Gómez-Berbís, J.M.: Named
entity recognition: fallacies, challenges and opportunities. Comput. Stan. Interfaces 35,
482–489 (2013)

3. Zaroukian, E.: Information extraction for optimized human understanding and decision
making. In: Proceedings of ICCRTS (2018)

4. Ruddy, M.: ELICIT – the experimental laboratory for the investigation of collaboration,
information sharing, and trust. In: Proceedings of the 12th ICCRTS (2007)

5. Li, Q., Ji, H.: Incremental joint extraction of entity mentions and relations. In: Proceedings of
the 52nd Annual Meeting of the Association for Computational Linguistics, pp. 402–412.
ACL, New York (2014)

6. Li, Q., Ji, H., Huang, L.: Joint event extraction via structured prediction with global features.
In: Proceedings of the 51st Annual Meeting of the Association for Computational
Linguistics, pp. 73–82. ACL, New York (2013)

Human Interaction with the Output of Information 465



7. Krausman, A.: Understanding audio communication delay in distributed team interaction:
impact on trust, shared understanding, and workload. In: Proceedings of the IEEE CogSIMA
Conference, pp. 1–3. IEEExplore (2017)

8. NASA: NASA Task Load Index (TLX), v. 1.0 Manual (1986)
9. Williams, T.R.: Guidelines for designing and evaluating the display of information on the

Web. Tech. Commu. 47(3), 383–396 (2000)
10. Jian, J.Y., Bisantz, A.M., Drury, C.G.: Foundations for an empirically determined scale of

trust in automated systems. Int. J. Cogn. Ergon. 4(1), 53–71 (2000)

466 E. Zaroukian et al.



Antenna Technology in Wireless
Biometric Systems

Rafal Przesmycki(&), Marek Bugaj, and Marian Wnuk

Faculty of Electronics, Military University of Technology, Warsaw, Poland
{rafal.przesmycki,marek.bugaj,marian.wnuk}@wat.edu.pl

Abstract. The article presents basic medical research, as well as measuring
devices and methods used in these studies. Human life parameters, which can be
obtained after the examination, were also characterized.
The concept of a wireless biometric system consisting of a research module, a

central unit and an antenna is presented. The first two elements were described
theoretically while the antenna was developed in the CST Microwave Studio
program. It is a microstrip antenna working in the frequency range from
2.3 GHz to 2.8 GHz. The energy gain of the designed antenna is from 3 dBi to
3.8 dBi. The physical model of the antenna meets the assumption of using it in a
wireless biometric system.

Keywords: Microstrip antenna � EMC � Biometric system � CST � Wireless

1 Introduction

An active lifestyle is one of the most important features of every young person. Current
times have forced the society to accept “being fit”, even in some cases it can be said
about “fitocracy”. The fit culture is characterized by an appropriate choice of diet,
active lifestyle, and the use of pro-health prophylaxis. Is it possible to minimize the
time required to perform the necessary tests in health care? Can the only concept of
“prophylaxis” be included as an open collection of measures and activities that can
quickly and at an early stage detect dangerous diseases? These questions were the
reason for the creation of this article. The main goal of the article is to prepare and
present the concept of a biometric system that allows, in addition to measurements of
select-ed human life parameters, to be sent wirelessly to specialists and medical
facilities using unlicensed frequency bands [1].

2 Overview of the Measured Biomedical Quantities
of a Human

The functioning of the human body is based on efficient information transfer. They
must be transmitted not only inside the body, but also between the body and the
environment. The main medium of information is in this case an electrical impulse, and
its carrier ions distributed along cell membranes (mainly Na, K, Ca2). The phenomenon
of the flow of ions causing depolarization of the membrane can be easily compared to
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the flow of electric current through a given medium, and thus all rights related to the
flow of electric current apply.

2.1 Electrocardiography (ECG)

Electrocardiography, as a diagnostic procedure used to detect heart disease, is con-
nected with the discovery at the beginning of the 19th century of a galvanometer,
which was used to measure small amounts of electric current. In a modern form, the
cardiographic study uses six unipolar precordial leads, allowing the measurement of
electric field differences in the horizontal plane. The cardiologist, as a person spe-
cializing in ECG tests, chooses the method of conducting the examination. By default,
it consists in laying the patient on the bed, placing the electrodes in certain places and
starting the electrocardiograph. The measurement itself can take from several seconds
to several minutes depending on the needs.

Another type of ECG is stress testing. The subject is placed on a specialized bike,
called a cycloergometer or on a treadmill with an adjustable angle of inclination and
speed. During the examination, the cardiologist gradually increases the load. The
results obtained can be used to determine cardiac output, detect arrhythmia and the
severity of coronary heart disease.

ECG examination, which is completely different from the previous two, is the
Holter method. The process consists in a 24-h diagnosis of the patient during his daily
life during exercise, work, during rest, as well as in stress and in sleep. In order to
measure the heart rate, the subject receives a device recording the electrocardiogram
(so-called Holter), together with the electrodes that are connected to his chest. The
apparatus allows recording anomalies occurring during the test [2].

2.2 Electroencephalography (EEG)

The EEG test aims to record bioelectrical activities of the human brain. It is used for
monitoring and diagnosis of epilepsy, sleep disorders, organic brain diseases, state-
ments of poisoning with neurotoxic substances and in the adjudication of coma or death
of the brain. It is a non-invasive method. It consists of placing nineteen electrodes
(eight for each hemisphere and three on the midline of the skull), which record changes
in the electrical potential resulting from brain activity. The voltage of currents with a
frequency varying between 0.5 Hz and 250 Hz, ranges from a few to several hundred
microvolts. Due to such a low value, in order to correctly read the results, an elec-
troencephalograph is used, amplifying the signal about a million times and registering
the potentials between the electrodes. The results are presented in the form of a graphic
printout. The device averages the activity of neurons located in the area of a given
electrode, instead of receiving an electrical impulse from one nerve cell [3, 4].

2.3 Electromyography (EMG)

Another type of research is electromyography (EMG) which consists in reading the
electrical signal generated during muscle action. This signal is read during controlled
and inert muscle contraction. The test is carried out to determine the muscles’ ability to

468 R. Przesmycki et al.



work and to identify diseases of the peripheral nervous system. However, it is not
possible to obtain information on how much strength a muscle works with, how many
meat fibers have been used at work, etc.

The EMG examination can be carried out by choosing one of two methods -
clinically or kinesiologically. The division results mainly from the method of con-
ducting the research. In the clinical trial, needle electrodes are used, which are directly
inserted into the muscle belly (a large concentration of muscle fibers from which the
skeleton muscles are created). This method is considered the most accurate because of
the possibility of observation of the action of a single motor unit, observation of muscle
located in deeper layers and analysis of the work of a single muscle, thanks to which it
is possible to assess in depth the possible anomalous state. However, this involves the
requirement of sterility of the place where the test is carried out, which can usually be
obtained in a hospital setting. In addition, due to the interference in the abdomen of the
examined muscle, the presence of a doctor is necessary [5, 6].

2.4 Electroneurography (ENG)

The next examination consists in the examination of nerve conduction, during which
the activities of peripheral nerves, i.e. motor and sensory fibers, are evaluated in
relation to the measurement of responses to controlled electrical stimuli. Appropriate
surface electrodes on the skin of the patient are used, which transmits a current in the
range from 0 to 100 mA and 2 Hz with a duration of 0.2 ms.

This signal is conducted along a specific nerve to a different, remote point. Then the
measurement of the conduction velocity of the given electrical stimulus by the nerve is
performed. Thanks to this research, it is possible to locate damaged nerves, determine
the size of pathological changes, and also the type of their differentiation. During the
examination, two electrodes are connected to the patient: a stimulating one, located
above the stimulated and receiving muscles, which located on the stimulated muscle
registers the moment of receiving the signal. The time of the signal flow between the
electrodes is one of the parameters measured from the moment of applying the current
to the moment of muscle contraction. An additional feature is also the difference in the
distance between the two electrodes, the time of potential transfer in the nerve, the
amplitude of the response to stimulation and latency [5, 6].

2.5 Temperature Measurement

The temperature of the human body is of great importance in the medical aspect,
because it can indicate the condition of the subject. In addition, by taking regular
measurements you can take an appropriate medical treatment plan. The source of the
disease is the cause of the increase in body temperature, initiated by the immune
system. Human pyrroles appear in human blood circulation, which affect the ther-
moregulatory center located in the hypothalamus, changing the biological temperature
standard. Contrary to popular belief, there is no concept of “normal temperature” [7].
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2.6 Blood Pressure Measurement

\For testing the pressure value a sphygmomanometer is used, generally called a blood
pressure meter, while using the auscultatory method. The classic sphygmomanometers
are made of a rubber band with an air chamber in the cuff, a pressure gauge and a
pressure pump. In order to test the pressure, the pressure should be reached in the cuff to
stop the blood flow in the artery, between the diastolic and systolic pressure. At the time
of contraction, the heart pours blood into the arteries at high speed. At this moment,
audible tones arise. Remembering the value at which the clatter appears (the so-called
1st phase of the Korot cycle), the systolic pressure value is obtained. The last value at
which to listen to the clatter (so-called V-phase Korotkov) is diastolic pressure [7].

3 An Overview of the Frequencies and Antennas Used
in Wireless Biometric Systems

The frequency selection for wireless biometric systems will be based on specific needs.
It is worth remembering that if the used frequency will be higher, the relatively smaller
will be the radio range. On the other hand, the higher the frequency, the greater its
availability and the possibility of booking. When selecting the frequency, it is also
worth paying attention to the available arrangement of channels. In the licensed bands,
channels with the following width are available: 3.5 MHz, 7 MHz, 14 MHz and
28 MHz. In unlicensed bands, the channel width is usually 20 MHz. Depending on the
modulation, the larger width of the channel usually means a higher bandwidth of the
radio system. The channels are available as simplex and duplex. If we get one 28 MHz
wide duplex channel, in reality we get 2 simplex channels with 28 MHz bandwidth, or
56 MHz spectrum. Simplex and duplex channels are associated with device operating
modes. On the duplex channel with the FDD mode, the transmission is carried out in
both directions simultaneously on different frequencies. The simplex channel is related
to the TDD mode, in which the reverse-side transmission takes place within one
frequency [8].

Wi-Fi networks and hardware use unlicensed frequencies. The most popular used
ranges are 2.4 GHz and 5 GHz. The popular range, 2400.0–2483.5 MHz, is used by
Wi-Fi devices operating in 802.11 b/g/n standards, and used mainly in rooms. The
maximum radiated power can be 100 mW EIRP. The mentioned frequency range is
divided into 11 channels, of which 3 do not overlap. Frequency can be disturbed by
home electronic devices, including DECT wireless telephones and microwave ovens.
Wi-Fi devices must therefore accept harmful interference from other systems operating
at that frequency [8, 9].

Subsequent popular ranges that do not require a license are 5150–5350 MHz and
5470–5725 MHz In the first one it is allowed to work with a maximum power of
200 mW EIRP indoors. Devices should be equipped with DFS (Dynamic Frequency
Selection) system to ensure compatibility with radar systems. The similar range is
5470–5725 MHz, which allows you to work with 1 W EIRP. Devices operating in this
band should support the DFS mechanism, which allows dynamic selection of the
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channel (frequency) depending on the radio environment parameters. 5 GHz channels
are available mainly for equipment operating in 802.11a /n standards. There is a
significant number of non-overlapping channels here [8, 9].

In the case of a wireless biometric system, the proposed solution is to use the Wi-Fi
band. 2.4 GHz technology ensures transmission of information over long distances
(over 10 m) enabling data reading from objects moving at high speed (over 100 km/h),
which is impossible in LF and HF technologies. It is mainly used for identification,
registration of fast-moving objects - for example, management of the municipal
transport fleet, registration of the passage of railway wagons. The waves used by the
2.4 GHz frequency are longer, so they are better suited for traversing larger distances
or penetration through fixed objects such as walls. They are used by the Wi-Fi module
for communication in the b, g, n standard. This frequency is also used by the Bluetooth
module, which can be placed in the mobile device and is used to connect the mobile
device - mobile phone and mobile phone - portable devices. Wireless networks rely
primarily on the IEEE 802 standard. The 802.11 family includes three completely
independent protocols focusing on coding (a, b, g). The first widely accepted standard
was 802.11b, then 802.11a and 802.11g. The 802.11n standard is not officially
approved yet, but more and more network devices are compatible with this technology.

The 802.11n standard was approved in September 2009. It can work on 2.4 GHz
and 5 GHz frequencies. It allows reaching the maximum theoretical data transfer rate
up to 600 Mb/s. Its operating range has been extended to 50 m in the room and over
100 m in the open space [9].

The quality of the Wi-Fi network is largely determined by the antenna-radio
component, i.e. the physical side of communication. In the case of Wi-Fi networks in
relation to the wired network, i.e. Ethernet, we can talk about a significant regression of
parameters such as: reliability, performance and security - at least in the colloquial
reception of these parameters by users, as well as the majority of people responsible for
implementation and supervision over the network. The directionality of the antenna is
related to its gain, the gain is achieved by shaping the signal. A typical non-directional
antenna used in AP Wi-Fi has directivity at the level of 2–3 dBi [9].

Designing antennas in contact with the human body is extremely difficult. The first
of the problems an engineer encounters is the fact that the human body absorbs energy
from electromagnetic waves, transforming it into thermal energy (this phenomenon can
be observed during a long conversation over a mobile phone - a warming ear). This
results in the fact that when the antenna is placed near the human body, its performance
drops significantly. For example, if you design a wearable antenna and measure its
efficiency, which is −3 dB, when it is placed on the surface of the body, the efficiency
can drop even to −13 dB (5%). Another obstacle is the user’s convenience, and hence
the minimization of size and the creation of flexible structures. At the moment there are
several different antenna solutions available that allow achieving harmony between
efficiency and the above-mentioned difficulties. It means the following antennas:
wearable, microstrip, textile, EBG Woodpile, reconfigurable.
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3.1 Wearable Antennas

Wearable antennas are not the only antennas whose purpose is related to the movement
of the object. An example of this type of antennas can be those used in the so-called
Smartwatches or GoPro cameras.

The first group is characterized by the fact that they have built-in Bluetooth
antennas. The other one has built-in Wi-Fi, Bluetooth and GPS. It is worth noting that
wearable antennas are increasingly used in electronics. Their design requires knowl-
edge of electromagnetic properties, such as permeability and losses arising from
contact with textile material. The antenna in question is made of conductive material
such as Zelt, Flectron or polyester taffeta of pure copper. Such a material plays the role
of a radiating element, while silk, felt and nonwoven are non-conductive substrates
[10].

3.2 Microstrip Antennas

Microstrip antennas are characterized by a small mass, thin and planar structure, which
enables the construction of complex antenna systems. In addition, their shape can be
easily and accurately reproduced by means of a printed circuit. This results in low
production costs and easy repeatability. They occur in two structures: single-layer and
multi-layer. The microstrip antenna is made of metallic elements that have been milled
or etched in a conductive layer. The radiator and mass were placed on opposite sides of
the dielectric layer (Fig. 1) [10].

3.3 Textile Antennas

Textile antennas (Fig. 2) are characterized by high flexibility and easy integration with
the dress. When designing the analyzed antenna, in addition to the design itself, it is
necessary to consider the impact of the material on which the antenna will be placed.
The principle of their operation and construction is not significantly different from
microstrip antennas.

3.4 Woodpile Antennas

Woodpile antennas are antennas with a structure resembling a pile of wood. They are
based on thematerial EBG (Electromagnetic BandGap), also known as photonic crystals.
They give new possibilities to control and manipulate the flow of electromagnetic waves.

Fig. 1. A typical microstrip antenna design
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They are made of dielectric structures that are periodic in both one and more dimensions.
The complete EBG suppresses the propagationmode in all three dimensions and can only
be obtained in the three-dimensional (3-D) phallic crystal. EBG materials can provide
significant benefits for attenuation and control of radiation when using the antenna. Until
now, most studies have focused on one (1-D) and two-dimensional (2-D) EBGmaterials.
This was because of their simpler construction. However, due to the fact that this three-
dimensional EBG materials give the possibility of greater control of antenna radiation
properties, current research has been intensified and focused on them. Antennas based on
this technology are characterized by low height, low losses and low side lobes [10, 11]
(Fig. 3).

3.5 Reconfigurable Antennas

Reconfigurable antennas are antennas capable of dynamically changing frequency and
radiation in a controlled and reversible manner. This type can perform frequency,
polarization or radiation pattern reconfigurability, allowing radio systems to meet
different communication standards and usage conditions. The term “reconfigurable
antenna” refers to a system consisting of an antenna connected to a signal processor
that attempts to adjust, e.g. radiation patterns, to select or isolate a usable signal.
Reconfigurable antennas can be classified depending on the parameter that is dynam-
ically corrected. Typically, this is the operating frequency, radiation pattern or polar-
ization [10].

Fig. 2. An example of a textile antenna

Fig. 3. 3-D structures Woodpile EBG: a. Elementary cell (left) and periodic structure of the
wood stack, b. Elementary cell and structure of a cylindrical stack of wood
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4 The Concept of a Biometric System for Measuring Human
Life Parameters

The main goal of the biometric system is to create a measurement system that would
allow the measurements of human life functions. Thanks to this, it would be possible to
observe the vital parameters of the patient throughout the study period, outside the
medical facility. For this purpose, you can use a classic pulse meter, which after
measuring a given value, converts it from an analogue form to a digital form. Then,
with use of a microstrip antenna, it would be possible to send a signal to the central
unit, which would receive data, process it and save it. On the Fig. 4 the concept of the
entire biometric system is presented.

In the further part of the article, individual components of the biometric system with
a detailed development of the design of the antenna designed for such a system were
briefly discussed. The measuring equipment and the central unit were described only
theoretically, while the antenna was developed in the CST Microwave Studio program
and presented along with simulations and measurements of its electrical parameters and
practical execution.

4.1 Measuring Equipment

In principle, the measuring device will use an automatic wrist blood pressure meter,
because it is the most mobile and the simplest of all available methods. The analyzed
module, due to its specificity, will be able to be used in two configurations:

– “on-body” in which the blood pressure monitor is always placed on the wrist of the
patient

– “off-body” when the patient is forced to remove the device. In this case, before
making the measurement, the portable unit will signal the sound along with the
message on the screen, the need to attach the module on the wrist.

Switching between configurations can be done automatically via the cuff fastener
sensor. When first turned on, communication with the mobile device will be established
in order to pair and download the measurement configuration. The measurement
configuration consists of:

– measurement frequency - how many minutes or hours to be measured
– measurement period - for how many minutes, hours or days to be measured

Fig. 4. The concept of a biometric system
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– notification - how many seconds, minutes before the planned measurement, signal
the user the need to mount the device, volume and notification sound.

4.2 Central Device

The central unit will be located in the patient’s home and requires permanent con-
nection to the electricity grid and access to the Internet via Wi-Fi, ADSL or LAN. It is
equipped with a charging station for a portable device and separate microUSB cables
for charging each module. The device consists of a touch screen that allows access to
data, updating the configuration of modules, as well as logging in to a special patient
portal. Each central unit has an individual identification number assigned by the
internal system that allows the medical doctor to monitor the patient’s vital parameters
on an ongoing basis and to introduce changes in the configuration of the modules.

5 Antenna Design

A microstrip antenna has been designed for the presented biometric system, which
complements the measuring device and the central unit. This antenna sends the pro-
cessed information packet to the central unit. In order to design it, CST STUDIO
SUITE from Computer Simulation Technology was used [12].

As it was mentioned earlier, an antenna powered by a microstrip line was designed
to create the system. The antenna powered by a microstrip line thanks to the easy-to-
build structure settles the ability to control the fitting by changing the line connection
location. In addition, it has a low level of unwanted radiation (about −20 dB), a narrow
bandwidth and easier integration with electrical systems. The location of the radiator
and the supply line on the same ground can cause reciprocal coupling and uncontrolled
parameter changes. In addition, radiation from the antenna can interfere with electrical
systems. However, this is also an advantage from the point of view of antenna pro-
duction and the possibility of coupling with active systems. It is also impossible to
reconcile optimal substrate parameters for the radiator and the microstrip line. Due to
the efficiency of the antenna, it is desirable that the electrical permeability of the
substrate is as small as possible [12].

The designed antenna has dimensions 158 mm and 155 mm. The length of its screen
is 23 mm, width 29 mm. Due to the small size, it is possible to easily move and attach it
in different places. The bandwidth of the designed antenna is provided on the frequency
2.45 GHz. It will be possible to use it mainly in home systems in which Wi-Fi
connectivity operating on the 2.4–2.485 GHz band is used. This allows the entire
system to work at home. In the designed antenna the reflection coefficient on the desired
2.45 GHz band obtained the value of about −57 dB (Fig. 5), which is a very satisfactory
result and allows for successive work with the system.

Figure 6 shows a graph of the VSWR coefficient as a function of frequency. The
orange color presents the results of a computer simulation, while the blue color presents
the results of measurements of the physical model of the designed antenna. In the
designed antenna the value of the reflection coefficient, on the required frequency
2.45 GHz, is close to 1, and the determined operating range from the measurements
ranges from 2.2 GHz to 2.8 GHz.
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The next parameter is the input impedance of the antenna, consisting of radiation
resistance and loss resistance. The first component is associated with the power radiated
by the antenna, and the second reflects thermal losses. As in the case of each resonant
circuit in the resonant frequency, the impedance has only the real part. The antenna
input reactance depends on its geometrical dimensions. Figure 7 shows the impedance
results for the designed antenna. The orange color presents the results of a computer
simulation, while the blue color presents the results of measurements of the physical
model of the designed antenna. In the assumed antenna work band it is about 50 Ώ for
the real part and about 0 Ώ for the imaginary part (Fig. 8).

The last determined parameter for the designed antenna is radiation pattern, from
which it is possible to determine the directional gain of the antenna. For the designed
antenna, the level of directional gain reaches the value of 3.86 dBi (Fig. 9). This is a
satisfactory result that will ensure proper functioning of the biometric system at home.

With regard to the shape of the radiation pattern of the antenna, it can be observed
that the designed antenna has an omni-directional radiation pattern (Fig. 10). Due to the
operating mode, it is recommended that the antenna sends data to the central unit in any
position.

Fig. 5. Antenna reflective losses

Fig. 6. Standing wave ratio in frequency function
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Fig. 7. The real part of the input impedance of antenna in the frequency function

Fig. 8. The imaginary part of the input impedance of antenna in the frequency function

Fig. 9. Radiation pattern of antenna in three-dimensional space (3D)
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6 Conclusions

The main purpose of the article was to present the designed antenna and present its
parameters, which could be used as an element of the system to measure human
biometric quantities. The CST Microwave Studio program was used to prepare the
antenna design. The antenna will work in the Wi-Fi wireless band, in order to cooperate
with other devices connected to the home network. Based on available domestic and
foreign literature, and using the CST software, the antenna was designed and modelled.

It is an antenna powered by a microstrip line, operating in the range from 2.2 GHz
to 2.8 GHz. Its impedance is 50 X. Its main assumption was the ability to work on the
Wi-Fi band, which is used in most households. This will allow the patient to be
observed throughout the whole period without having to be in a medical ward. The
antenna has an omnidirectional characteristic; it can be used as an integral part of the
biometric system. Its task is to send a processed signal containing data about the subject
to the central unit, without the need for continuous synchronization between the
devices. Antenna gain is from 3 dBi to 3.8 dBi. The antenna made meets the
assumption of using it in a wireless biometric system. In the Wi-Fi band, the antenna
has satisfactory parameter values, small size and low weight.

The article analyses the research using the fact of the flow of electrical impulses in
the human body. This allowed to explore the knowledge used to check and monitor the
vital signs of a human being. In addition, it drew attention to problems that may arise
during the implementation of the practical part of the work. The further part of the
article presents the analysis of unlicensed frequency bands that can be used in biometric
systems. A strong accent was imposed on limitations and disturbances that may occur
during antenna operation in the home. In the following, the focus was on the proposed
solution, i.e. the Wi-Fi band. His work band as well as advantages and disadvantages
were described. Antennas that are used for this type of wireless communication and
radiation characteristics and phenomena that accompany them are presented.

Fig. 10. Radiation pattern of antenna in polar coordinates
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The article also presents the analysis of the type of antennas that are currently used
in biometry. Due to the absorption of energy coming from electromagnetic waves
through the human body, transformed into thermal energy, the design of antennas in
contact with the human body is a complicated undertaking. One of the problems is also
the comfort of the examined person, which forces the minimization of measuring
instruments and their flexible construction.
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Abstract. MEMS heat exchangers use microchannels to increase the surface
area of contact between the moving fluids. MEMS heat exchangers are typically
utilized for processor chip cooling applications. This study investigates the
influence of geometric and operating parameters on performance of a pin-fins
microchannel heat exchangers. ANSYS Workbench is used for modelling. The
mathematical model consists of the continuity equation, Navier-Stokes equation,
and energy equation. Water is taken to the fluid in this study. The boundary
conditions of the model consist of the inlet temperature of the fluids, inlet flow
rate of the fluids, fluid velocity on the walls (set v = 0), outlet pressures (set to
Pout = zero), and temperature gradient at the outlet (set equal to zero). The
influence of hydraulic diameter, pin fins diameters, structural material, and
Reynolds number on the effectiveness of heat exchanger is studied. Studies are
carried out for Reynolds number varying between 100 and 2000. The materials
considered for this study are stainless steel, silicon, and copper. The effective-
ness is determined using the inlet and outlet temperatures of the fluids. The
thermal performance of MEMS heat exchanger is influenced by the hydraulic
diameter and pin-fin diameter. The thermal performance of the MEMS heat
exchanger increases with reduction in Reynolds number.

Keywords: Effectiveness � Microchannel heat exchanger � Counterflow �
Computational fluid dynamics (CFD)

1 Introduction

Heat exchangers are required in the refrigeration and air conditioning systems for heat
transfer applications. With the demand of reduction in weight and increasing cost of
manufacturing, technology improvement with Microchannel Heat Exchanger (MCHX)
is very demanding [1]. The heat exchangers of micro dimensions have more advantages
such as savings material, space, and meeting the demand of heat transfer [2]. The
design can affect the performance if the heat exchanger is in parallel or counterflow
arrangements. The performance is also expected to be varying. The use of
microchannel heat exchangers is very recent from past decade. Samsung electronics
have implemented the use of microchannel heat exchangers since 2006 in cooling
model of air conditioning systems [3]. A study conducted exploring the performance of
counter flow microchannel heat changers with different channel cross-sections found
that increasing number of channels improved the effectiveness and pressure drop [4].
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In literature, very limited work is covered in this direction studying microchannel
heat exchanger whether it is through simulations or experiments. In this study, counter
flow microchannel heat exchanger is studied with square cross-sections. The temper-
ature variations of running hot fluid and running cold fluid are observed in order to
calculate the effectiveness of the heat exchanger. Simulation approach is adopted using
ANSYS Fluent and performing Computational Fluid Dynamics (CFD) simulation.
Simulation is done in order to reduce cost and make use of computational tool to get
satisfactory results controlling various parameters.

This could contribute in modifying and finalizing the model in order to prepare,
manufacture, and test the microchannel heat exchanger experimentally in the future.

2 Mathematical Modeling

Main parameters that are involved in determining the performance of heat exchangers
are the heat transfer rate of hot fluid and cold fluid. This could also be understood from
observing the temperatures at the inlets and outlets of both fluids. The heat exchanger is
expected to cool the hot fluid running at temperature less than 100 °C. Hence, the
specific heat capacity is assumed to be constant in theoretical calculations for the cold
and hot fluids. The capacity ratio is considered as shown in Eq. (3) value equal to 1 [5].

Cc ¼ _mCp
� �

c ð1Þ

Ch ¼ _mCp
� �

h ð2Þ

Cr ¼ Cmin

Cmax
¼ min Cc; Chð Þ

max Cc; Chð Þ ð3Þ

Where, Cc and Ch are the heat capacity rate of cold and hot fluids respectively, Cp is
the specific heat at constant pressure, and _m is the mass flowrate. The rate of heat
transfer can be determined by _Q from the below Eqs. (4) and (5).

_Q ¼ Cc Tc;out � Tc;in
� � ð4Þ

_Q ¼ Ch Th;in � Th;out
� � ð5Þ

_Qmax ¼ Cmin Th;in � Tc;in
� � ð6Þ

Where, Tc;in; Tc;out; Th;in and Th;out are the temperatures of cold and hot fluids at the
inlets and outlets respectively. The log-mean temperature difference (LMTD) can be
calculated using the following Eqs. (7), (8) and (9). The heat transfer effectiveness can
be determined using NTU method and using the following Eqs. (10) and (6). The
effectiveness is the ratio of the actual heat transfer rate to the maximum heat transfer
rate possible [5].
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DT1 ¼ Th;in � Tc;out ð7Þ
DT2 ¼ Th;out � Tc;in ð8Þ

DTlm ¼ DT1 � DT2

ln DT1
DT2

� � ð9Þ

e ¼
_Q

_Qmax
ð10Þ

ANSYS Fluent simulation software is used to design and analyze microchannel
heat exchanger with square microchannels and rectangular fins inside the channel. The
modeled section of the heat exchanger is shown in Fig. 1. Overall dimension of the
analyzed unit heat exchanger is 0.5 mm in width, 0.5 mm in height and 2 cm in length.
Two square microchannels were modelled with 100 µm by 100 µm cross-sectional
area. One carrying hot fluid and other carrying cold fluid in a counter flow arrangement.
Each channel was attached with 20 fins of 20 µm by 20 µm square cross section that
wee equidistant through located through the length of the channel. The working fluid
used is water. The Reynolds number was varied from 0.0005 to 50 and the effec-
tiveness was calculated for each case.

2.1 Counterflow Microchannels

In Fig. 1, the CAD model of the heat exchanger is shown that is consisting of the hot
fluid domain on the top channel and cold fluid domain in the bottom channel.

Fig. 1. CAD Model of microchannel heat exchanger.
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In Fig. 2, the meshed model is shown, and it was done applying mesh sizing tool
through sizing the edges. Mesh elements were made smaller and coarse near the
microchannel edge compared to other regions ensuring more elements located at the
hot and cold fluids domains.

3 Setup

The model was analyzed and solved as steady state conditions using energy equations
and viscous model (realizable k-epsilon model considering standard wall functions).
For the fluid domain, water-liquid was considered as the working fluid. For the shell
domain, aluminum material was considered in the model. The temperature of hot inlet
was kept at 70 °C,whereas, the temperature of the cold inlet was set at 15 °C. The
thermal conditions were kept as convection at the shell wall with heat transfer coef-
ficient as 20 W/m2.K.

4 Data Collection

The results were mainly collected to obtain the centerline temperatures of the hot fluid
and cold fluid domains. As the Reynolds number was varied from 5 to 300 for the hot
fluids and respective velocity obtained from capacity ratio was inputted for cold fluid
velocity in the counterflow. The temperature distributions were recorded, and effec-
tiveness was calculated for each case based on the outlet temperature readings. For
viewing the contours of temperature distribution in both fluid and shell domain, a plane
was created in the mid-section of the heat exchange where it can show the temperature
contours of both domains. However, only one legend could be viewed, so the hot fluid
temperatures were viewed as those were more significant.

Fig. 2. Meshed model of microchannel heat exchanger.
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5 Results and Discussion

The results are plotted against the hot fluid Reynolds number. Observing through the
contours, it was clear that the amount of temperature loss in the hot fluid was similar to
the temperature gained by the cold fluid. For Reynolds number equal to 5, the results
are illustrated in the below Fig. 3, the legend shows the temperatures of hot fluid with
maximum of 343 K in the inlet and 321.06 K in the outlet.

The centerline temperatures of hot and cold fluid domains are plotted for each of the
Reynolds number in Figs. 4 and 5 respectively.

These results also showed that the temperature variations are closely opposite to
each other indicating the temperature drop in the hot fluid side is close value of the
temperature increased in the cold fluid side. Figures 4 and 5 provide an evidence that
the heat capacity of both hot and cold fluids remains similar which is leading to
assumption of capacity ratio equal to 1. In order to calculate the effectiveness, the value
of _Q obtained from either Eqs. (4) or (5) will give precise results.

According to Figs. 4 and 5, the Reynolds number of 100 showed less temperature
difference with respect to inlet and outlet. Heat transfer is effective in the small thermal
entrance length as compared to heat transfer observed for Reynolds numbers 5 to 25.
The change in temperature is greater from Reynolds number 5 to 25. For all the cases of
Reynolds numbers, the temperature profile is observed as linear from inlet to outlet. It
can also be depicted that by further increase in Reynolds number beyond 50 would not
result in effective temperature as temperature difference from inlet to outlet gets lower.
As the effectiveness is the ratio of actual to maximum heat transfer rate, the decrease in
temperature difference from inlet to outlet can decrease the heat transfer effectiveness.

Fig. 3. Temperature contours (section view)
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The Fig. 6 shows the plot of heat transfer effectiveness with respect to Reynolds
number for the analyzed unit of microchannel of heat exchanger. From observation, the
effectiveness is increasing from 5 to 10 and then decreasing with higher Reynolds
number. For Reynolds number 5, 10, and 15 the effectiveness remains above 0.65. The
highest value of 0.706 heat transfer effectiveness was found for the Reynolds number
equal to 10. That is corresponding to 4.13 m/s for hot and 4.048 for cold fluid. This
range of the Reynolds number can yield the most effective performance of the
microchannel heat exchanger.

Fig. 4. Temperature distribution of hot fluid.

Fig. 5. Temperature distribution of cold fluid.
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6 Conclusions

In this study, the simulation using ANSYS Fluent was achieved. Because there is still
less work upcoming in this field of research, it is always better to start with most
feasible tools. The results obtained in this work show that heat capacity of both hot and
cold fluids remains similar which is leading to assumption of capacity ratio equal to 1
for the counterflow arrangement. The effectiveness is high in certain range of the
Reynolds numbers and these can be considered as best operating conditions for good
performance of microchannel heat exchanger. This simulation study provided a basis
for analyzing the microchannel heat exchanger and indicating best operating conditions
for analyzed unit.

In upcoming follow up work in this direction, simulation of different shapes of
microchannels, and studying variations in the other parameters including the dimen-
sions of the microchannel itself, and the impact of using different material is expected
to be explored as well. Also, experimental analysis is expected to be covered later after
subsequent CFD analysis for validating. Moreover, the effect of velocity and effec-
tiveness of the heat exchanger can be observed. All these will surely add to credibility
in this field of research adding to literature.

Acknowledgments. The authors acknowledge financial support received from the UAE
University for Grant no. 31R153, and the ADEK Award for Research Excellence (AARE) for
Grant no. 21N220-AARE18-089.

Fig. 6. Heat transfer effectiveness.
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Abstract. Building Information Modelling (BIM) has shown great benefits in
the building industry on a different level. It helps enhance collaboration, increase
efficiency, and reduce waste. However, to achieve good results, BIM requires a
customized work plan, a set of regulations, and adequate infrastructure to suc-
ceed. The aim of this study is to evaluate the capabilities of the Saudi Con-
struction Industry to adopt BIM. The authors apply results of a previous study
completed recently to identify and examine the success factors of BIM imple-
mentation in Saudi Arabia. Three main categories are chosen to be examined
including infrastructure, process, and existing building policies and regulations.
Each category will be further divided into subcategories and evaluated indi-
vidually. For that purpose, a questionnaire is designed and administered to 150
individuals who are closely involved with the construction market of Saudi
Arabia. A preliminary result revealed that many of the participants agreed that
the lack of a written procedure is the major reason BIM is not adopted by many.
The study further showed that stakeholders are not embracing BIM because it
requires many changes to function properly. Lack of knowledge and awareness
is another reason BIM is not adopted by many in the field. The output of this
study will be used in a future study to help develop a BIM framework that is
customized to the Saudi Construction industry.

Keywords: Building information modelling � Critical success factor �
Implementation

1 Introduction

The construction industry has been evolving globally at a slow rate, even within
developed countries. Saudi Arabia is considered a developing country, where the
construction sector is a significant contributor to the country’s gross domestic product
(GDP). The Ninth Development Plan by the Saudi Ministry of Economy and Planning
showed that the construction sector contribution to the GDP in 2008 was 6.9%
(compared with 6.7% in 2004) with an annual growth rate of 4.9% [1]. Developments
within the sector have appeared in every stage of a building project, with enhancements
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effecting changes in tools, processes, and policies based on the individual phases of a
building [2]. Furthermore, the architecture, engineering and construction (AEC) com-
munity in Saudi Arabia has suffered many problems in both the public and private
sectors – such as project delays and overrunning budget – many of which exist because
of the individuality of every stage of the project [3]. The combination of new and
disparate developments in different areas, project difficulties faced by industry pro-
fessionals, and the significance of the sector highlight the need to adopt new
technologies.

Building Information Modelling (BIM) represents an opportunity to solve the
issues of coordinating elements from different phases of a building’s construction,
mitigating possible problems, and strengthening a sector that is an important part of
Saudi Arabia’s economy. BIM has a proven capability to empower projects through its
collaborative features, by linking the designers with the contractor in real time and
avoiding miscommunication in documents [4], and achieving improved results with
regard to the simulation of cost and time of the project in early stages. Furthermore,
BIM has shown great potential to enhance the building industry with regard to high
integration among all phases of a project [5]. Transforming from the old methods of
building design and construction (such as using computer-aided-design (CAD) and
hand documentation) to BIM requires a change in the existing regulations, policies and
tools used in order to develop the industry. Defining the factors needed to adopt the
BIM methodology successfully will enhance the Saudi building sector and identify the
areas most needed to be developed.

Many previous works have investigated the barriers to BIM implementation within
the Saudi sector. The authors believe it is essential to define the critical factors for
successful BIM adoption in order to accelerate the adoption process. In this paper, the
applied methods to achieve such a transformation shall be evaluated and measured as
Critical Success Factors (CSFs) to implement BIM as a path to assure effective
adoption of the process within the industry.

Focusing on the CSFs will provide practical results contributing to the adoption of
BIM within the Saudi building sector. The CSFs will define the critical factors that
need to be changed in order to facilitate the creation of a framework to adopt BIM in
both the private and public sectors. The authors reviewed literature on the adoption
processes and the barriers to implementation, developing a list of questions that were
then used to structure a survey to evaluate the Saudi construction sector and define the
CSFs for effective BIM adoption.

The challenges that the AEC community are facing to develop the industry in Saudi
Arabia are varied, and there are barriers to the implementation of BIM. Measuring the
market through a survey including the determined CSFs in the Saudi construction
sector provides a practical result to associate with the adoption of BIM. This research
aims to:

• evaluate the capability of the Saudi construction industry to adopt BIM;
• evaluate the factors that will affect the implementation of BIM; and
• facilitate the creation of a BIM framework and an implementation strategy.

This research provides decisive factors that can assist in the adoption of BIM in
Saudi Arabia, overcoming barriers to implementation, in order to facilitate creation of a
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BIM framework. This will contribute to solving the problems of the building industry
in Saudi Arabia.

1.1 BIM Adoption

Many countries now mandate the use of BIM in their respective construction sectors,
including the United States of America (USA), the United Kingdom (UK), Finland, and
Singapore [6]. More than 48% of the architectural offices within the USA have adopted
BIM [7].

During the adoption process, many countries developed an implementation pro-
cedure to solve any obstacles and/or issues that appeared, including: structuring a BIM
framework; choosing BIM champions to lead the adoption of this new system; creating
databases to store newly generated information; and developing processes to facilitate
the adoption of BIM. Many organizations tried to standardize the frameworks, for
example the International Organization of Standardization (ISO) issued a framework
for providing specifications for BIM (SO/TS 12911:2012).

The Saudi Arabian construction industry is considered a growing sector, with many
new projects built in recent years. Saudi Arabia has been one of the large contributors
to the oil industry; recently, however, the government decided to move forward with
Vision 2030 to minimize reliance on oil revenues [8]. As a result efficacy is required,
whereas the building sector has a low performance and huge amount of wastage in time
and cost [9]. Therefore, the adoption of new processes and developments in the
building sector is significant, but this transformation requires changing policies and
minimizing or eliminating expected barriers facing the transformation.

1.2 Barriers to Implementing BIM in Saudi Arabia

Globally many issues have appeared in the AEC industry with the implementation of
BIM. Industry professionals have encountered varying levels of resistance and have
faced a range of problems, some cultural in nature and others technical. Each country
began to create and develop their own frameworks and regulations to address the
problems of adopting BIM specific to their circumstances. For example, the United
Arab Emirates (UAE) faced several issues: technological, the interoperability between
applications; organizational, the coordination between industry professionals, vendors
and training; and attitude, including interest in learning BIM, BIM awareness, will-
ingness to use BIM, and the perceived cost of BIM technology and associated plat-
forms [10].

Many companies in Saudi Arabia have implemented BIM within their businesses at
some level and there have been individual initiatives to implement BIM in small and
medium-sized firms. Based on the research of Saud [11], barriers to implementing BIM
in Saudi Arabia can be categorized as legal, business, human, and technical. According
to Banawi [12] there are additional barriers, including client knowledge of BIM ben-
efits, market readiness, and legal issues.

Further, a lack of market readiness, meaning the market is not prepared to adopt the
technology, causes owner concerns in the building contracts; insufficient human
resources leads to a lack of professionals capable of running the software to create an
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integrated model; and many projects require substantial owner involvement. These
likewise appear as major problems in the market. A case study of BIM implementation
in Saudi Arabia conducted by Banawi found that there is a lack of the fundamental
resources to successfully complete a BIM project and meet the design objectives [12].

In conclusion as with the adoption of any new technology, difficulties will always
arise. In the case of BIM, most of the problems are related to the technology: the
applications, tools, and Information and Communications Technologies (ICT) used;
cultural barriers also contribute: AEC community constraints, and a lack of skills and
training among industry professionals with regard to the processes and tools of
implementation.

1.3 CSFs of BIM Implementation

The CSFs of BIM implementation are a set of critical areas measuring outcomes that
drive all major practitioners to transform from the traditional project delivery (using
object-oriented computer-aided design (CAD)) to successfully implementing BIM
collaboratively [13]. The purpose of using CSFs is to highlight the most important
factors that should be changed during the implementation process. Accordingly, the
CSFs are validated more for implementation reasons, offering deeper insights into the
problems associated with BIM adoption. According to Liao and Teo [14] the con-
struction industry in Singapore witnessed duplication in modeling projects between the
designers and contractors; an investigation of the CSF to enhance the implementation
of BIM among the involved parties resulted in the creation of a conceptual framework
for enhancing the adoption process [13]. According to Amuda-Yusuf [15] there are 28
CSFs for IT adoption of BIM in the construction industry of emerging economies,
related to business processes, standardization, education, software and stakeholder
awareness.

Yaakob, Ali, and Radzuan [16] categorized CSFs into four areas – technology,
organization, process, and legal. The technological factors cover the software, com-
plicated by the fact that working with BIM requires many more than one software
program [16]. Additionally, there is resistance to changing to new software by AEC
industry professionals; and there are security problems concerning the protection of
model information and data.

Organizational factors are related to education about the protocols and standards;
training for the use of new applications and software; and leadership of the adaptation
process in many countries. BIM champions are needed to lead the adoption process and
coordinate in modifying rules and regulations while directing institutes towards BIM
by associating with rules and regulations modification.

The process factors of implementation are focused on regulation. Standardization
prevents low performance of the design and build processes, and changes polices to
assure the proper management of standards implementation. The legal factors are
considered in terms of managing access to the model that is in use by the client or the
BIM manager; securing the model and the information within it from a legal per-
spective; and critically ensuring the awareness and commitment of the owner, con-
sidering his role and responsibilities in running the model during the project lifecycle.
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2 Methodology

This paper focuses on evaluating the Saudi construction sector through defining CSFs
of BIM implementation, in order to associate future related studies to BIM adoption in
Saudi Arabia. A literature review was conducted to understand the adoption process
and the value of BIM implementation, as well as an assessment of the current status of
the market. The study also covered the related literature on the barriers to completion of
BIM adoption in Saudi Arabia, which added another layer to highlight the CSFs for
adopting BIM and created a deeper insight into the factors that will enhance the Saudi
construction sector overall.

The literature review, in addition to the authors’ experience and other informational
sources, was considered in the creation of an online survey. The target of the ques-
tionnaire was to generate data that would inform issues related to the adoption, status
and barriers to BIM adoption, along with the determination of the CSFs. The survey
results were analyzed by the response ratio, with each factor targeted in an individual
question requiring a scaled response. The scale of the agreement to each factor was
considered in defining each CSF.

3 Results and Analysis

The survey was published for five days and distributed to over 150 individuals, with
responses from 56 participants from a range of backgrounds and experience, their
characteristics shown in Figs. 1 and 2 below.

54%
14%

32%

0 - 4 years

4 - 8 years 

more than 8 
years 

Fig. 1. Background of respondents
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Academia 
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Fig. 2. Experience of respondents, in years
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The majority of the respondents were from the design field (46%) and had fewer
years of experience (53.6% at 0–4 years). Regarding knowledge of BIM, results
showed that the considerable majority of respondents (73.2%) claimed to have a good
knowledge of BIM. This suggests that the market is ready for BIM adoption, which
was confirmed by respondents, 73.8% of whom felt that the sector is either “ready” or
“somewhat ready” (39.3% and 33.9%, respectively).

A significant number of the respondents (46.4%) have already worked with BIM in
Saudi Arabia, in major cities including Jeddah and Riyadh. Other responses reported
BIM experience in the UAE, USA, and Europe.

The CSFs for BIM implementation were arranged into three factors: Infrastructure
Factor (IF), Process Factor (RF) and Policies and Regulation Factor (RF). To develop
an appropriate survey, a series of fifteen specific potential issues or barriers to BIM
implementation were determined that were derived from the literature review and
aligned with specific factors and subfactors, shown in Table 1.

The survey questions were designed to follow these criteria, which each question
measuring a CSF in order to develop a practical reading for each factor.

3.1 Process Factors

The flow of the BIM processes among AEC professionals is considered essential [17].
Managing information and defining roles and responsibilities allows high collabora-
tion, and according to Azhar [18] in order to accelerate the use of BIM, the collabo-
ration features must increase. The Process Factors target the facilitation of this
workflow and include leadership, roles and responsibilities, and cultural issues.

The first two questions of the survey addressed leadership subfactors, targeting the
designer’s role in raising awareness and educating stakeholders about the benefits of
BIM, and half of the respondents (50%) agreed that designers were not taking lead-
ership roles in promoting BIM effectively. This suggests that competition within the
Saudi construction sector could play a major role for the adoption of BIM. The
competition among companies in support of the government role was addressed in the
survey and it showed that again a strong majority (68% strongly agree or agree) believe
that there currently is no competition. Concerning the ability of the stakeholders to
commit to BIM management, and 46% of the respondents agreed while 37.6% were
neutral.

The difficulty in explaining BIM to stakeholders is high, as a clear majority (71.5%)
felt that BIM and its processes are complicated and difficult to explain to customers.
The overall acceptance of transformation in technology usage, as a cultural phe-
nomenon, was nearly balanced between agree and neutral, at 37.5% and 33.9%
respectively.
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3.2 Policies and Regulations Factors

Policies and Regulations factors centered on awareness, standards and mandates as
subfactors. Those factors are to be standardized around the world as the industry
establishes foundation classes (IFC) and ISO frameworks. Many countries mandate the
use of BIM to accelerate its adoption [19]. The subfactors focused on measuring the
applied standards and policies.

Table 1. Potential issues or barriers to BIM implementation in Saudi Arabia.

Potential issues or barriers Factor Subfactor

BIM /Construction processes are complicated for people to
understand

PF Cultural

Designers do not convey the benefits of implementing BIM
empirically, which would facilitate decision-making

PF Leadership

There is no competition in the construction sector between
companies, which would improve the Government’s agenda

PF Leadership

Customers are capable and willing to commit to managing BIM
models

PF Commitment

The building sector is resistant to implementing BIM PF Cultural
There is a shortage of BIM skilled workers in the construction
market

IF Qualification

The market needs to change contracts and procurements systems,
to fulfil BIM requirements

IF Qualification

There is a shortage in the appropriate technology & equipment for
the contractors/designers

IF Applications

The data management platform is not ready to deal with BIM
technology

IF Systems

BIM applications are more expensive than the conventional ones
in terms of initial cost, payback period & repairing and
maintenance

IF Applications

Few potential customers know the benefits of BIM in Saudi
Arabia

RF Awareness

Government incentives are not sufficient to encourage BIM
adoption

RF Mandate

Financial Risks for building using BIM are greater compared to
conventional buildings

RF Awareness

There is an insufficient number of investors for construction with
BIM equipment

RF Mandate

The BIM requirements/policies required are challenging RF Standards

494 O. Aljobaly and A. Banawi



The first question measured stakeholder awareness, with the survey showing that
the vast majority of respondents, 80.4%, strongly agreed or agreed that few potential
customers know the benefits of BIM. However, when looking at the risk factors to the
adoption of BIM building compared to conventional building, results were quite close
with 25% agreeing and 26.8% disagreeing with the high risks associated with BIM
usage. The current state of BIM polices in the Saudi construction sector is challenging
as 37.5% of respondents answered. This increases the difficulty of achieving the
government’s mission, and the leadership role becomes a significant factor.

Therefore, the following question focused on governmental support for the adop-
tion of BIM, with most respondents (71.4%) strongly agreeing or agreeing that there is
no governmental support for such movement. Of those who have worked with BIM,
51% have not used official guidelines and/or protocols in the designing process.

3.3 Infrastructure Factor

The infrastructure factor focused on three subfactors, including qualification, systems
and application issues. Qualification encompasses technical and legal aspects, with
compatibility among systems and applications essential for BIM performance. The first
topic was related to the alignment of contracts and a procurement system to match BIM
requirements, where 80.3% strongly agreed or agreed to the necessity of modifying
contracts. The survey as regards infrastructure factors, specifically the level of quali-
fications, showed 82% of the respondents strongly agreeing or agreeing that there is a
shortage in BIM skilled workers in the construction market.

Turning to ICT platforms and the BIM information exchange, considering existing
equipment and technical capability in the sector, 71.4% of respondents strongly agreed
or agreed that there is a lack of equipment and technology to manage the adoption of
BIM. Regarding used systems the results were closer, with 30% agreeing to readiness
and 32.1% neutral. Application costs vs revenues are also considered a valid concern
for stakeholders, and there was parity (30.4% both agreed and disagreed) regarding
whether the cost of investment in BIM technology was balanced out by the project
benefits. The final topic, approximately half of all respondents (51.8%) agreed that
there is an insufficient number of investors for a viable movement to BIM technologies.

3.4 Critical Success Factors

After completion of the survey and a review of the results, sixteen CSFs were deter-
mined from the initial issues or potential barriers to the implementation of BIM in
Saudi Arabia. These are organized by category in Table 2 below.
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4 Conclusion

This study investigated the CSFs of implementing BIM in the Saudi construction
sector, to enhance the Saudi construction industry and solve problems related to project
time and cost, and resolve issues revolving around the individuality of project phases.
The literature review informed the BIM adoption process and possible barriers to
implementation, while the analysis identified the categories for the CSFs, to effect
practical indicators for the adoption. A distributed survey to the local AEC community
resulted in 56 respondents who were tasked with evaluating the sector in terms of the
potential CSFs within the structured survey.

The findings covered the critical areas for development: processes, infrastructure,
and polices and regulations; and highlighted the most needed factors for adopting BIM.
As a result, 16 CSFs were determined to accelerate adoption of BIM in the Saudi
construction sector.

5 Discussion

The Saudi construction sector is facing major changes in the past few years, the used
systems in the industry are not connecting to the majority of the involved parties, this
allows difficulty to enhance the performance of the sector. The studies in the field of
construction are not providing practical solutions, as a result of the lack in defining a
vision to develop the industry. So, there was a need for finding processes and tech-
nologies work collaboratively, to associate a full transformation for the sector.

Table 2. CSFs for the Saudi construction sector

CSF number CSF

PF 1 BIM understanding by Saudi stakeholders
PF 2 Designers’ role in explaining BIM benefits
PF 3 Corporate competition to improve Government agenda
PF 4 Stakeholder commitment to manage BIM
PF 5 Technical improvement of transformation acceptance
IF 1 BIM training for workers in the construction industry
IF 2 Compatibility of construction sector contracts with BIM
IF 3 Use of technology and equipment within the sector
IF 4 ICT platforms preparedness for BIM processes
IF 5 BIM applications – initial costs, payback and maintenance
RF 1 Stakeholder awareness
RF 2 Government roles to encourage BIM adoption
RF 3 Financial factors associated with BIM
RF 4 Investors’ platform preparedness for BIM transformation
RF 5 Flexibility in changing policies
RF 6 Standards and guidelines for BIM
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Regard to that the authors believed the possibility to integrate the systems should
start from a comprehensive method as BIM. Defining the CSF with from three cate-
gories will be considered to be a step for dividing the fields of the researcher in the area
to specify solutions for each subfactor to provide a series of clarifications for the role of
BIM to improve the industry. Also, this study facilitates future study for establishing a
framework for BIM adoption in Saudi Arabia, with consideration of the CSFs as an
indicator for the adoption process.
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Abstract. To prevent ticket scalping, we implemented fast identity online
(FIDO) technology to authenticate and ensure the correct ticket holder identities
at a basketball game held in the city of Tsukuba, Ibaraki, Japan. This paper
describes an overview of our system and describes the advantages of our method
compared with other ticketing systems. The system was implemented using an
open-source electronic commerce platform. The addition of the FIDO module to
the platform enables the biometric authentication function. Moreover, we carried
out a simple evaluation of the service by asking participants to respond to a
questionnaire. We also present the results of the evaluation analysis.

Keywords: Electronic ticketing system �
The fast identity online (FIDO) technology �
Personal verification system using biometrics �
Electronic commerce web portal system

1 Introduction

Ticket scalping is a social problem that is expected to be solved by information
communication technology (ICT). If biometric identity authentication is available, an
electronic ticket (e-ticket) sold to an individual can be strictly ascribed to the person by
the verification system. The ticket is only valid when used in conjunction with the
biometric information of the authorized person. Therefore, the system fundamentally
prevents resale.

The challenge arises in easily configuring the authentication system to use bio-
metrics. Currently, personal verification methods using biometrics such as fingerprint
readers, facial recognition software, and iris scanners are widely used. However, they
are primarily utilized for personal devices or select systems that require high-level
security, and they are not commonly used in web-based applications.

The fast identity online (FIDO) technology [1] provides biometrics-based personal
authentication. Currently, most web applications requiring sign-in require a password
to authenticate individuals. Hence, the users of such systems must remember numerous
pairs of personal identifications (IDs) and passwords. FIDO provides freedom from this
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troublesome situation by using biometric technology instead of the ID-and-password
pair. If a web application adapts the FIDO architecture, users are not required to enter
the magic phrases.

In this study, we have utilized the biometric authentication technology “FIDO” to
control seat management for a sports event. At the three-by-three basketball game held
in the city of Tsukuba, in the Ibaraki prefecture on November 11, 2018, the event
organizer adopted the ticketless entrance management system, which was based on
individual biometric recognition.

The base of the system was an open-source software package, “EC-CUBE,” which
provides an electronic commerce (EC) web portal.1 A cooperative company developed
an EC-CUBE plug-in module that works with the particular FIDO application offered
by the company, and subsequently implemented it into the ticket-vending website.

Spectators wanting to buy a ticket for the game are required to install the FIDO
application onto their smartphones in advance. When they arrive at the entrance to the
game venue, their tickets are authenticated by the FIDO application using their bio-
metric information. First, the record of their confirmed ticket purchase is sent from the
server to the FIDO application. Subsequently, the verifying information is matched
with their biometric data using the authentication devices with which their smartphones
are already equipped.

In this paper, an overview of the architecture of our system is presented, which
includes the FIDO module implemented into the EC-CUBE web portal. Further, we
conducted a simple evaluation of the operation. Questionnaire sheets were distributed
to the audience, and 29 answers were collected. Accordingly, we also present the
results of the evaluation analysis.

2 System Overview

This section describes an overview of the system. Fig. 1 explains the initial steps
required to use the system, buy a ticket, and prepare the ticket and user’s information
on the smartphone application.

Initially, a user must provide registration information, such as account details,
name, address, and payment information.2 If the registration is successful, the user can
purchase event tickets and other products sold at the virtual store available through the
EC web portal. Following several necessary sequences to buy a ticket, the system sends
the receipt to the user via e-mail.

To enable biometric authentication, the user must install a smartphone application
provided by us to the user. Before activating the user-purchased ticket information, the
application requires registration of the fingerprint. The application utilizes the finger-
print to authenticate the user and confirms whether they are the correct ticket holder.

1 EC-CUBE can be downloaded from its website: https://www.ec-cube.net/.
2 The system requires a credit card number, the card-holder’s name, the card’s expiration date, and its
cvc-code as the payment information.
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Figure 2 shows the system architecture. The server-side application, that is, the EC-
cube based web portal, has a database in which customers’ data and their purchase data
are stored.

Fig. 1. The first sequences necessary to purchase a ticket for an event. Initially, a user (top-left)
must register various information. Next, the user logs in to the system and purchases a ticket.
After the ticket purchase transaction, the receipt will be sent to the user. The user then downloads
the ticket information to the smartphone application that also stores the user’s fingerprint.

Fig. 2. The system architecture. The web portal application has a database that stores customers’
data and their purchase data. The system also provides the fingerprint authentication function in
cooperation with the smartphone application.
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The fingerprint authentication plug-in module developed by our cooperative
company is implemented in the web portal. The system provides the user authentication
function in cooperation with the user’s smartphone application, which confirms that the
ticket information is correct, as sent to the customer, and that they have the right to
access the event with the ticket.

A typical-use scenario for ticket confirmation is illustrated in Fig. 3. The confir-
mation process at the event venue was designed to be as simple as possible because the
person in charge at the event entrance must manage many spectators in a short period.

At the entrance to the event, the spectator is required to confirm their right to enter
with a specific ticket. Therefore, they attempt fingerprint authentication with the
smartphone application and the plug-in module installed in the web portal. After a
successful authentication, the smartphone application displays its one-time password,
presented as a two-dimensional code.

Finally, the ticket-checking staff read the one-time password for confirmation, using
their own devices. If they confirm that the customer possesses a proper ticket without
any issues, they permit the spectator to enter the event venue.

Fig. 3. This figure illustrates a typical-use scenario at the event venue. At the entrance the user
can confirm that the ticket information that he or she presents is valid using fingerprint
authentication. After the confirmation, the smartphone application shows a one-time passcode in
QR-code format to enable validation of the user by the ticket collection authority.
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3 Advantages and Disadvantages of the Proposed System

Currently, several ticketing systems similar to ours have been proposed around the
world, although our system uses novel technologies including the biometric authenti-
cation, web portal, and application software in consumers’ mobile devices. However,
we cannot expect the users (spectators at sporting events) to be familiar with such new
technologies. Hence, we must design the applications and services such that the users
can conceive the benefits provided by the new services.

Table 1 summarizes the advantages and disadvantages of three authentication
methods: physical identification, password authentication, and biometric verification.
Physical identifications such as paper tickets or tokens are very simple to authenticate,
and constitute conventional methods. Such methods are widely used all over the world,
and both users and event organizers are accustomed to the authentication process
operation. However, the system presents a serious problem in the ease of ticket
scalping.

The second option is password or passphrase authentication. Using passwords is a
simple and conventional method for online systems. If the ticketing system is imple-
mented as an online system, it is quite natural to choose this type of user authentication.
Although password authentication is considered to have many disadvantages, it is
prevalent among many services presently provided via the internet. Unfortunately, this
method also cannot prevent ticket scalping by way of passing the id and password
information to a third party.

The last method is the biometric validation technique adopted by our system. The
main advantage in using biometrics is to prevent ticket scalping. The ticket holder’s
information is uniquely connected to the user’s characteristics such as a fingerprint or

Table 1. Advantages and disadvantages for each ticketing system with differing methods of user
authentication.

Authentication
method

Advantage Disadvantage

Physical
identification, e.g.,
paper ticket

Easy to handle; a conventional method;
both users and event organizers are
accustomed to the operation

It cannot prevent ticket
scalping

Password/passphrase Using passwords is a simple and
conventional way to authenticate in the
case that the ticketing system is
implemented online

It cannot prevent ticket
scalping

Biometrics These types of authentication can
prevent ticket scalping.
No need to keep any passwords nor key
information

The system tends to be
slightly complicated.
Users and event organizers
are not accustomed to the
operation
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iris patterns. If the users allow the use of biometric authentication, they have the
additional advantages of not needing to preserve any physical items (such as tickets), or
having to remember their id and password pair. One of the disadvantages of this
method is that the system tends to be complicated. Furthermore, the users and the event
organizers may not be accustomed to the operation, and they may have limited
knowledge about the system processes due to lack of experience with such systems.

4 Evaluation

The system was implemented and utilized for the sports game event held in the city of
Tsukuba, on November 11, 2018. At the event, we conducted a simple evaluation by
asking the spectators to complete a questionnaire.

Table 2 presents the questions we asked the spectators.

We collected 29 answers from 15 male and 12 female participants. Two partici-
pants did not submit their gender information. The ages of spectators ranged from
teenagers to people in their fifties. No replies were gathered from the sixties and over
seventy groups.

Table 2. The questions asked to the audience to assess the usability of the ticketing system
proposed in this study.

Questions Options

Gender male, female
Generation 10*19, 20*29, 30*39, 40*49, 50*59,

60*69, over 70
Information-technology literacy very high, high, medium, low, very low
How did you find out about the event? website, school, friends, other
Satisfaction level very high, high, low, very low
The reason for satisfaction (Free answer)
Experience as an audience participant at
the games of the team

yes, no (this is the first time)

Frequency of participation more than three times a year, one or two times a
year, fairly infrequently, never

Difficulty of purchasing e-tickets very hard, hard, medium, easy, very easy
The reason for difficulty (Free answer)
Difficulty of installing the smartphone
application

very hard, hard, medium, easy, very easy

The reason for difficulty (Free answer)
Convenience level of this ticketing
system using biometrics

very high, high, medium, low, very low

The reason for convenience (Free answer)
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Regarding information technology (IT) literacy, the most frequent answers were
medium and low. Ten audience members selected each of those two options. While one
person answered that there was a problem that made them dissatisfied, the remainder of
the participants replied that they were either very entertained or satisfied.

This paper focuses on the difficulties in the proposed system’s ticketing process and
the convenience in utilizing the biometric authentication. Thus, we pay careful atten-
tion to the latter three questions: the difficulty in purchasing e-tickets, the difficulty in
installing the smartphone application, and the convenience level of this biometrics-
based ticketing system.

Three figures (Figs. 4, 5, and 6) depict the results of these three questions.
Unfortunately, more than half of the respondents answered that the ticket purchasing
process was difficult (Fig. 4). Further, two respondents disclosed that they could not
receive their e-ticket due to the complexity of the ticket issuing process.

Fig. 4. The results for the question: “Is the e-ticket purchasing process difficult or easy?”

Fig. 5. The results for the question: “Is the installation of the smartphone application difficult or
easy?”
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Conversely, the installation of the smartphone application did not appear to be
difficult (Fig. 5). In response to the question asking about the difficulty of the instal-
lation, more than two-thirds of respondents answered that it was of medium difficulty
or easier.

Regarding the opinions about the convenience of using the proposed system,
approximately two-thirds of respondents replied that it was convenient (Fig. 6). Eight
respondents stated that the convenience level was medium, and only one person
answered that it was inconvenient. This result implies that the authentication using
biometrics is convenient, and there is potential for its acceptance if awareness of the
technology is increased.

5 Related Work

As previously described in Sect. 3, several ticketing systems similar to ours have been
proposed. Most kinds of those e-Ticket systems adopt the near field communication
(NFC) technology.

Stopka et al. [2] discussed the NFC-based e-Ticketing system in public trans-
portation. They argued the characteristics of the NFC technology, the NFC enabled
devices, and the necessity of standardization and development. In addition, they
evaluated its user acceptance of the new technologies, which indicated the requirements
of a high level of usability and ease of use. Wu and Lee [3] proposed e-Ticketing
system implementing with off-line authentication. They also used the NFC technology
to authenticate the ticket holders. Other similar systems using the NFC were proposed
by Guasch et al. [4] and Gudymenko [5].

An interesting trial on the integration of FIDO and OAuth for the internet of things
(IoT) are introduced by Tschofenig [6]. IoT devices have some limitations in the
processing power, the network bandwidth, and the smaller user-interface. With such
restrictions, it discussed how the security issues are kept by these technologies.

Fig. 6. The results for the question: “Is the ticketing system biometric authentication convenient
or inconvenient?”
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6 Conclusions and Future Work

In this study, a novel ticketing system was proposed, which uses FIDO technology as
the biometric authentication method. The primary objective of the system was pre-
venting ticket scalping. The access right of the ticket holder in this system is uniquely
connected to the holder’s biometric information. Therefore, it is difficult to transfer the
right to a third person without any permission from the ticket provider. The system was
practically implemented at a basketball game event held in Tsukuba, to confirm the
usability of the system’s services.

This paper explained the overview of the system, and the advantages and disad-
vantages of the authentication method in comparison with other ticketing systems. In
addition, we conducted a simple evaluation through an audience questionnaire. The
results discussed in this paper especially focused on the usability of our ticketing and
authentication process. According to the results, there areas for improvement in the
process. The most significant area for development is in mitigating the difficulty in the
e-ticket purchasing process. Making the system more user-friendly, even for users with
low IT literacy, is a necessary task for future work.
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Abstract. The significance of Total Quality Management (TQM) in fast
changing industries such as the Information Technology (IT) sector cannot be
overemphasized. The study was designed to determine the existing relationship
between employee performance and Total Quality Management practices within
a technological driven sector. Coupled with this, employee willingness to
change and Individual Change Readiness (ICR) were explored while consid-
ering employee performance. Quantitative study of Software firms in Nigeria
was carried out using descriptive statistical method, and the results were sub-
jected to correlation analysis and structural equation modeling, for the data
analysis. From the results, it is seen that TQM practices, as well as ICR, serve as
a considerable benchmark for measuring employee performance. The findings
observed favors the facilitative function of ICR. These observations are critical
so long the degree of employee’s readiness to change contributes immensely to
organizational transformation. This study contributes to the body of knowledge
by revealing the significance of ICR from a TQM perspective as it influences
employee performance.

Keywords: Productivity �Work environment � Job satisfaction � Satisfaction �
Quality management

1 Introduction

For every organization, change is constant and is a continuous process. Therefore, to
ensure effective implementation of TQM practices, an environment that accepts change
is needed [1–3]. TQM can be regarded as a quality improvement model aimed at
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improving the quality of products as well as enhancing employee performance [4–6].
The focus of any organization aiming to implement change to their processes/products
that are already developed, should be on individual change readiness (ICR) [7]. Sim-
ilarly, having the ability, enthusiasm and the readiness to embrace change is highly
imperative [8]. It is required that the management of organizations, particularly soft-
ware firms work hand in hand with their employee on how to adapt, acclimatize to
change at all time. This will bring about the willingness and readiness to change in such
organisation, also, the employee needs to be determined to successfully implement
TQM practices in such organization. The efficiency and productivities of any organi-
zations is a function of its workers Individual Change Readiness (ICR) [9–11], which
can be improved by interfacing it with TQM practices. Following the incessant change
in technological advancements, competition in software firms has increased, conse-
quently requiring the workers to put in more effort as compared to their predecessors.
Product quality can also be used to assess the performance of individuals employee and
the organization as a whole [12, 13]. In Nigeria software firms, it has been observed
that they remained unresponsive to these practices, generally showing disinterest in
implementing TQM practices and promoting readiness for change amidst its employ-
ees. Several scholars have elucidated TQM practices as well as employee performance
in numerous context [14–16]. This research contributes to the body of knowledge by
measuring the facilitative role of an individual readiness for change amidst TQM
practices as well as employee performance in an emerging country. Likewise, it puts in
place strategic pathways to ensure these concepts are successfully implemented in
Nigeria software firms.

Owing to the nature of the study, well-structured research questions were devel-
oped to ascertain the role of ICR in determining the relationship that exists between
TQM practices as well as employee performance, this is illustrated below:

i. What impact do TQM practices have on employee performance?
ii. How do TQM practices correlate with ICR?
iii. What impact does ICR have on employee performance?
iv. Does ICR facilitate the connection between TQM practices as well as employee

performance?

2 Review of the Literature

2.1 The Connection Amid TQM Practices as Well as Employee
Performance

TQM can be regarded as a systemic method aimed at enhancing quality improvements
in both products, service and enhances quality improvements and, also assures customer
satisfaction [17]. Several TQM factors which have the potential of maximum quality of
products and services assurances has been identified [18]. These dimensions, which was
divided into several practices, are best tailored for manufacturing as well as the service
sectors. A study carried out by Mahanti and Anthony [19], which was an insight on the
Indian IT sector, his study examined the software industry and concluded that the
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software industry depends on TQM as a critical success factor to improve their quality
and their employee performance. He further emphasised how imperative it is for their IT
sector to adopt the TQM program appropriately to sustain their quality reputation.

Employee performance refers to the actions pertaining to the assignments antici-
pated from a member of staff and how it is being carried out [20]. Some factors have
been identified as the major cause of employee’s poor performance, such factors
include; sluggishness, lack of motivation and poor commitment to work. Employee
satisfaction shows the pleasure and certain level of gratification an employee derives
from his or her work [21]. In any organization, employees are represented by their
responsibilities based on their involvement and liability [22, 23]. It was furthermore
discovered that the efficiency of an organization highly depends on the harmony of staff
members who are the key elements of the organization [24]. TQM practices are the
major factors that influence employee performance in an organization [25]. Imple-
mentation of TQM practices in the service sector is highly significant on employee
performance. The goal of TQM is to improve the efficiency of an organization [26–28].
TQM practices have a significant contribution towards achieving an enhanced
employee performance as well as staff members deriving satisfaction in their job. It has
been observed that to improve quality and efficiency of an organisation, the aptness of
employees is an important factor. TQM helps in implementing laws in an organization,
which enhances efficiency, quality improvements in the organization, on the part of the
employee, improves their productivity [29]. An average employee performance will not
be enough when there is high competition among contemporaries’ organizations. In a
bid to increase competition, every element of employee performance should be
observed closely [30]. Furthermore, quality improvement teams are put in place to
ensure employees have respect for their superiors and their work. Several studies have
shown that TQM practices and employee performance are positively related. From
literature considered, it is observed that in Nigeria software firms, there is a gap linking
TQM practices as well as employee performance. This research, therefore, intends to
unfold the connection that exists between TQM practices as well as employee per-
formance, especially in Nigeria software firms. Several hypotheses were founded based
on this objective and its illustrated below:

H1. There is an affirmative connection between TQM practices as well as employee
performance in Nigeria software firms.

2.2 Correlation Amid Individual Change Readiness as Well as TQM
Practices

An Individual willing to embrace Change at all level, must be ready to continually
commence and embrace change in diverse avenues, with the motive of achieving
quality and performance enhancement, and to also, reduce risk [31]. Readiness can be
defined as the ability to sense as well as plan change, once its advantages and disad-
vantages have been critically evaluated. Mantos and Paula [32], considers resistance as
well as readiness to change to be incisive. How a personality responds to change, or
his/her readiness is referred to as the internal attitude of the individual, resulting in
etiquette for molding gradually to change or being resistant towards change [33].
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Organizations need change to survive in this time where competition is very high. If
there is a case of a change in an organization, its proper implementation and practice
are dependent on the members’ readiness for change [34]. A measurement scale for
ICR which has multiple factors such as self-effectiveness, personal valence, inconsis-
tency and organizational valence. To avoid failed application of change, the imperative
role of every employee is required to be known and the junior staff members must
realize the advantages of change. In a bid to pursue creative ideas, ICR can efficiently
result in organization change and a positive result can be attained through these sequel
decisions. According to Haffar [7], he posits that ICR is directly linked to TQM, argues
that they augment each other. In his subsequent studies, He emphasized that TQM
practices will be successful in an organization where change readiness prevails in their
organizational culture. In self-motivated environments, an organizational culture that
promotes change in such an environment can serve as a framework for implementing
and ensuring Quality management in such an environment. It becomes highly imper-
ative for all individual change agents to come together to ensure quality intervention in
such an organizational culture. Besides, the relationship that exists amid TQM practices
as well as organizational change can never be set aside as its implementation can result
in increased competitiveness of an organization. This study attempts to gratify the gap
in the active software industry; a gap which is seen in several developing countries. The
hypothesis is, therefore:

H2. TQM practices are said to have an affirmative connection with ICR in Nigerian
software firms.

2.3 Correlation Between Employee Performance as Well as Individual
Change Readiness

On organizational change, two key elements have been identified from the literature
which are; individual change readiness as well as employee performance. The positive
or negative connection that exists amid individual change readiness as well as
employee performance, is dependent on the extent of employee readiness. Employee’s
stake on change readiness has a vital influence since the level of understanding among
employees varies.

Robbins [35], stated that the threat of employees’ jobs caused by abrupt changes is
not good for an organization. Organizations must always be ready to respond to change
and this should be achieved using performance evaluation management systems [36].
Based on literature, there exists a gap on the connection amid individual change
readiness as well as employee performance in Nigerian business organizations such as
software firms. Thus, this present research aims to examine how employee perfor-
mance, as well as individual change readiness, are related to Nigerian software firms.
The hypothesis therefore is:

H3. Employee performance has an affirmative connection with ICR in most Nigeria
software firms.

If the employees of organization are properly informed on the content of change,
change process, as well as change readiness will be adequately facilitated [37]. Change
readiness facilitates the connection amid transformational leadership as well as
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commitment to change. Past literatures reviewed above, justifies the use of these
variables for this research which is being assessed in Nigeria software firms. The
present study focuses on the research gap in how ICR facilitates TQM practices as well
as employee performance. Therefore, except employees are prepared to admit and
apply the proposed change using TQM practices, there will only be slightly
enhancement in employee performance. The hypothesis here is:

H4. ICR has been a major element of change that positively facilitates TQM practices
in Nigerian software firms, and, also, enhances employee performance.

This research, thus, seeks to address the connection that exists amid TQM practices
as well as employee performance in Nigerian software firms with the consideration of
ICR.

3 Methodology

The positivism method which includes verification of different experiences is used in
this research rather than an intuitive method. Also, this research was qualitative in
nature. There are over 500 software firms in Lagos and Abuja having about 2300 on-
site and off-site employees. It is approximated that 15 to 30 employees work in an
individual software house. The targeted population of this research are the staffs of
registered software firms in Lagos and Abuja city. The Nigeria Software Export
database website supplied the list of software firms to researchers. The software firms
are closely located in the major cities of Lagos province. Data were received from
employees of these software firms by the researchers. The only employees who were
considered are those that had a minimum of a graduate degree, having at least a one-
year experience of the software development process. The site workers are the ones
directly involved in product quality maintenance and they were the ones considered.
The purpose of these criteria was to ensure that only employees who had adequate
information and are directly relevant to organizational change readiness and TQM
practices are involved. Out of the 2300 employees, the only ones that could the meet
requirements were 750 and questionnaires were administered to them. The paper-based
questioner was used in ensuring the retrieval of data. The researcher revisited the
organization for follow-ups to collect the questionnaire that had been filled. The
response rate after the follow-ups was 60%, with only 450 questionnaires returned.
From the 450 retrieved, only 340 useable responses were utilized while others were
discarded due to incompletion errors noticed in the filling.

4 Results and Findings

SPSS and Smartpls software were used to apply the test statistics for verifying the
research model and hypothesis. For dimension reduction, exploratory factor analysis
(EFA) was applied and this was confirmed by confirmatory factor analysis denoted as
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CFA. After checking multicollinearity amid the variable, by acceptance as well as
VIF index, results were found to be in a satisfactory range. A check for data validity
was done by skewness as well as kurtosis gauge, the entire variable has their values
within the range of ±2; which means the values are suitable for statistical equation
modeling.

4.1 Descriptive Analysis

In Table 1 above, the involvement of male as well as female in this study is shown.
Female involvement is 31.80% and this means in Nigerian software firms, females are
the least involved in technical office jobs. Also, most participants in this survey are
within the age group of 31–35, a 46.80% of them have more than 5 years working
experience, meaning that they take keen interest in the industry and wish to build a
career in it. The educational qualification of the participants in this study varies, with
50% of the workers being bachelor’s degree holders and about 34% are master’s degree
holders.

Table 1. Demographics

n %

Sex Male 242 71.17
Female 98 28.82

Age Below 25 84 24.7
25–30 90 26.47
31 yrs or above 166 48.82

Academic qualifications First Degree 174 51.17
Second degree (M.Sc) 116 34.11
Other Degree’s 50 14.7

Work experience (in yrs) 1–3 40 11.8
4–7 141 41.5
5 years Above 159 46.8

State surveyed Abuja 92 27.1
Lagos 139 40.9
Port 61 17.9
Kano 48 14.1

Salary on monthly basis N = 340 Less than 20,000 19 5.6
20,000–50,000 198 58.2
More than 50,000 123 36.2
Total 340 100
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4.2 Factor Analysis

Exploratory factor analysis (EFA) and confirmatory factor analysis (CFA) were done to
eliminate irrelevant dimensions that do not contribute to the parent constructs. Eigen-
values ˃ 1 were secured, to be used in the completion of the factor extraction process.
KMO index was used to confirm the appropriateness of the acquired data for variable
extraction. KMO assesses sampling suitability, which is 0.922 and must be well over 0.6
(p < 0.05), also, it was observed that there was an interconnection amongst the list of
issues. The data is suitable for analysis if the KMO index value is more than 0.6. with the
use of Smartpls, a measurement model was done for confirmatory factor analysis as
shown in Fig. 1 below. The measurement model is a validity as well as a reliability
check. The factor loading aggregate of every item should be well over 0.5. Any item
whose factor loading aggregate is below 0.5 would be eliminated. A few of the item had
to be eliminated due to their factor loading aggregate being lower than 0.5.

Table 2 shows the outcomes of factor piling aggregate in which its average variance
was haul out. The fitness of the model was check by several fitness indices. Table 3
illustrates the appropriateness of the fit indices for the dimension model. The model is
fit as the value of all directories are greater than the threshold value.
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Fig. 1. Dimension model
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4.3 Reliability and Validity

The measures of reliability are Cronbach’s a and composite reliability, though com-
posite reliability is seen as the uppermost culmination of Cronbach’s a score. The
factor loading aggregate is the template for the calculation of the composite reliability
aggregate. As seen in table illustration below (2), composite reliability aggregates of
the variables are obviously well above the threshold of 0.7, with all being within
0.806–0.915. The Convergent, as well as the discriminant validity, were utilized for the
verification of the strength of the variables adopted in this research. when ascertaining
the discriminant validity, it is important that the square root of the Average Variance
Extracted (AVE) be more than the correspondence of the variables adopted in this
model. According to Bagozzi et al. [38], AVE value must be greater than 0.5 when
examining the convergent validity. Most of the variables shown in Table 2 have their
AVE value within 0.521 and 0.678, thereby confirming the convergent validity
satisfactory.

4.4 Result of the Inferential Analysis

The inferential analysis shows the outcomes of the *structural equation modeling*
denoted as *SEM* by Smartpls software. Hypotheses was tested by the SEM results.
Figure 2 shows the structural model. SEM technique is used to evaluate the correlation
between TQM practices in relations to employee performance as well as Individual
Change Readiness. The structural model was tested after the confirmatory factor
analysis (CFA). The values of fit indices for the structural model are in the appropriate
range, which are RMSEA = 0.05, PNFI = 0.76, CFI = 0.96, and PGFI = 0.74
respectively. This means that the model is perfectly fit. The result indicated an affir-
mative relationship exists between ICR as well as employee performance.
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Fig. 2. Illustration of the structural model.
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The relationship amid TQM practices, employee performance as well as Individual
Change Readiness is elaborated by the path model.

A positive and significant connection amid TQM practices as well as employee
performance is shown by regression loads of structural model. Also, a positive and
significant connection amid TQM practices as well as individual change readiness was
seen in the results. In addition, results still show that the ICR as well as employee
performance are positively related. Sobel’s test was carried out by the study to calculate
the worth of the facilitating variable which is the ICR, and the outcomes are shown in
Table 4. Also, Table 5, shows the illustration of the summary of the hypotheses testing.

Table 2. Illustration of the factor loading (k), Cronbach’s a, AVE, and composite reliability

Variables Items k a AVE CR

TQM Practices
Closer to Customers TQM1 0.734 0.777 0.6 0.857

TQM2 0.741
TQM3 0.829
TQM4 0.781

Closer to Suppliers TQM5 0.88 0.762 0.678 0.863
TQM6 0.787
TQM7 0.799

Training TQM8 0.753 0.741 0.561 0.836
TQM9 0.764
TQM10 0.711
TQM11 0.767

Employee Empowerment TQM12 0.713 0.682 0.613 0.825
TQM13 0.814
TQM14 0.816

Process improvement TQM15 0.69 0.766 0.521 0.843
TQM16 0.688
TQM17 0.788
TQM18 0.599
TQM19 0.822

Zero-defects Mentality TQM20 0.741 0.638 0.581 0.806
TQM21 0.825
TQM22 0.716

Individual Change Readiness
Change self-efficacy ICR1 0.683 0.743 0.54 0.824

ICR2 0.727
ICR3 0.693
ICR4 0.623
ICR5 0.661
ICR6 0.58

(continued)
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Table 2. (continued)

Variables Items k a AVE CR

Discrepancy ICR7 0.814 0.524 0.677 0.807
ICR8 0.832

Personal ICR9 0.787 0.802 0.525 0.853
Valence ICR10 0.581

ICR11 0.647
ICR12 0.639
ICR14 0.465
ICR13 0.609
ICR14 0.579
ICR15 0.54

Organizational Valence ICR16 0.797 0.645 0.584 0.807
ICR17 0.792
ICR18 0.699

Employee Performance EP
EP1 0.704 0.9 0.537 0.915
EP2 0.518
EP3 0.682
EP4 0.684
EP5 0.734
EP6 0.761
EP13 0.731
EP7 0.768
EP8 0.768
EP9 0.762
EP10 0.735
EP11 0.744
EP12 0.707
EP13 0.764
EP14 0.725

Table 3. Results of the goodness of fit indices for the measurement model.

Goodness of fit statistics Measurement model Empirical standard

x2/df 428/137 = 3.05 <3.0
RMSEA 0.06 <0.08
PGFI 0.61 >0.5
PNFI 0.73 >0.5
CFI 0.81 >0.9
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5 Discussion

TQM practices, from the results shown, are positively and significantly related to
employee performance in Nigerian software firms. Therefore, by the SEM technique,
the first hypothesis, H1, is recognized based on regression significances. Over 36%
regression is shown on employee performance because of TQM practices. It has been
confirmed under different conditions that TQM offers rules, as well as regulations in
any organization, were its use has been adopted. And employee performance in such an
organization is being promoted by TQM practices [39]. An average performance will
not be enough when there is increased competition. It has also been confirmed in this
study that an affirmative connection exists amid TQM practices as well as employee
performance, in the context of Nigerian software firms. Though only factors such as
process improvements, employee training, customer focus as well as zero defect policy,
which are highly relevant in software industries, have been measured. All the TQM
practices which have been mentioned are very important for employee performance
and its implementation can increase performance during tasks.

Nigerian software firms have equally shown positive as well as an affirmative
connection amid TQM practices as well as individual change readiness (ICR).
Therefore, by the SEM technique, the second hypothesis, H2, is admitted based on
regression weights. Over 36% regression is shown on individual change readiness
because of TQM practices. The study shows that the positive connection amid TQM
practices as well as employee performance in Nigerian software firms is dependent on
the employee’s attitude to change. This result correlates with [7, 9, 40]. ICR supports
the relationship between TQM practices and employee performance. The efficiency of
an organization is employees’ enthusiasm to change and this is the only way to promote
the connection amid TQM practices as well as employee performance.

Table 4. Mediation analysis through Sobel’s t

Path tested A S.Ea B S.Eb Sobel’s t value

TQM ! ICR 0.357** 0.070
ICR ! EP 0.414** 0.092
TQM ! ICR ! EP 4**

**P < 0.001.

Table 5. Summary of hypotheses testing.

Path description Estimates S.E C.R Hypothesis Results

TQM ! EP 0.362 0.078 4.593 H1 Accepted
TQM ! ICR 0.357 0.070 5.094 H2 Accepted
ICR ! EP 0.414 0.092 4.498 H3 Accepted
TQM ! ICR ! EP 0.148 0.043 3.374 H4 Accepted

**P < 0.001.
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Nigerian software firms have also shown positive and significant connection amid
individual change readiness (ICR) as well as employee performance. Therefore, by the
SEM technique, the third hypothesis, H3, is admitted o based on the regression sig-
nifications. Over 41% regression is shown on employee performance because of ICR.
Readiness means that the workers in the organization will not reduce their performance
and that they are willing to adopt the organizations change policy. If the employees are
aware of any change occurring in the organization, it will positively affect their per-
formance. This study’s results correlate with [35, 41] The positive connection amid
ICR as well as employee performance is confirmed in this research in the context of
Nigerian software firms.

From the perspective of Nigerian software firms, the mediating impact of ICR in
improving employee performance is confirmed by this study. Therefore, by the virtue
of the SEM technique, the fourth hypothesis, H4, is admitted based on the result of
regression significances. which means change readiness partly facilitates and improves
the effect of TQM practices on employee performance by almost 15% in Nigerian
software firms. Therefore, TQM practices can be appropriately implemented when the
culture of the organization has incorporated change readiness.

6 Conclusion

The literature on TQM and ICR has been extended by describing the facilitative
function of ICR amid TQM practices as well as employee performance. Findings has
shown that TQM practices are helpful to the entire service sector. Though only factors
such as process improvements, employee training, customer focus as well as zero
defect policy, which are highly relevant in software industries, have been measured. All
the TQM practices which have been mentioned are very important for employee
performance and its implementation can increase performance during tasks. High
product quality can only lead to a higher competitive edge to the service industry,
especially the software firms, and the only way to achieve this is by implementing
TQM practices. Therefore, this can be considered as a competitive tool. It is possible
for Nigeria software firms to gain the same benefits as stated in this study, which is a
substantial improvement in employee performance. Likewise, the facilitative function
of ICR in respect to the connection amid TQM practices as well as employee per-
formance is confirmed by this study. In Nigeria software firms, ICR can increase the
connection amid TQM practices as well as employee performance. According to
Walker et al. [42], ICR provides conditions for performance improvement. The out-
comes of this research correlate with preceding studies on ICR, TQM practices, as well
as knowledge sharing. Hopefully, this research will create awareness for further studies
to be carried out in area of TQM, as added empirical evidence is needed in this area.
The research affirms and expands the scope of research in respect to affirmative con-
nection that exists amid change readiness as well TQM and employee performance.

The gaps found in literature on the facilitative role of change readiness on employee
performance improvement in software firms has been clearly identified empirically by
this study. Furthermore, Nigeria software firm’s organizational change will be
enhanced by employee change readiness. Nigeria Software Export Board (PSEB),
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software firms and their managers will have a better understanding of the performance
of their employees as a result of this study. This study can help facilitate subsequent
research in the subject matter of individual change readiness and TQM practices in
different sectors. The paper and its findings are also relevant to practitioners—en-
couraging the adoption of TQM and change readiness training in software and other
tech-related operational settings in developing economies.

The limitation to the study is that only software firms within a region were con-
sidered, which may not reflect the conditions of all software firms across the entire
country. Few dimensions of TQM were considered due to the scope of the research.
Also, employee bias cannot be totally ruled out while answering questions about their
performance and TQM practices. However, effort was made to expunge outliers from
the data set.

Based on the research framework adopted, it is recommended that for future works,
a larger sample size from multiple regions may be considered in order to bring gen-
eralizability of results. Equally, a triangulated approach should be adopted for minced
authenticities which were not captured in this research because the research scope was
limited to quantitative data mining.
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Abstract. More than a billion rural merchants in the developing world depend
on hiring on-demand transportation services to commute people or goods to
markets. Selecting the optimal fare involves decision-making characterized by
multiple alternatives and competing criteria. Decision support systems are used
to solve this. However, those systems are based on object-based approaches
which lack the high-level abstractions needed to effectively model and scale
human-machine communication. This paper introduces AopifyJS, a novel agent-
based decision-support tool. We developed a two-agent simulation. One agent
makes a request, then another takes a dataset of a stratified sample of 104
Ethiopian commuter criteria preferences and a dataset of fare alternatives. The
second agent computes HPA and TOPSIS algorithms to weight, score, rank
those alternatives. Once we run the simulation, it returns an interpretable pre-
scription to the first agent, storing all interactions in an architecture that allows
developers to program further customization as interactions scale.

Keywords: Agent-based modeling � Agent-oriented programming �
Multi-criteria decision-making � TOPSIS � Social innovation �
Interpretable artificial intelligence

1 Introduction

Rural transportation has been frequently regarded as a critical infrastructure for eco-
nomic development. [1, 2]. According to the latest Rural Access Index of the World
Bank, over a billion people has not access to all-weather roads in a range of fewer than
two kilometres [3]. In Ethiopia, rural commuting has its own challenges. One critical
job for rural merchants is selecting the most convenient fare alternative to get them to
the market. Several factors influence the merchant’s decision making (DM), such as
price, time and the trust they have in the driver. This type of problem can be classified
as a multi-criteria decision making (MCDC) problem. MCDC is a subject that is a
common concern for researchers in the field of decision science [4, 5].

This concept refers to a type of problem where an agent is required to make a
choice based on different conflicting criteria. Different techniques have been used to
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address these problems such as AHP, TOPSIS, ELECTRE, and PROMETREE [6–9].
Those techniques are indeed useful to build the so-called ‘decision-support systems’.
We claim that traditional object-oriented paradigms, due to the lack of high-level
abstractions, are quite limited and unscalable when it comes to model human com-
munication. That is why we propose to introduce a novel approach to tackle DM
problems combining agent-oriented software engineering (AOSE) with MCDC
methods.

Our approach, which we named AopifyJS, is the first AOP open-source framework
written in Javascript language to fully integrate methods widely used in MCDM. For
the sake of clarity, this paper is structured as follows: we will first detail the problem
that rural merchants face in Ethiopia; then we will provide a literature review of MCDC
and AOSE scientific literature; after that, we will detail our agent-based tool; and
finally we will run our two-agent simulations based on the exemplary case given in this
paper.

2 Field Study: Inefficiencies in Commuting in Rural Areas

Ethiopia has a total population of around 104 million people [10], where 70% of the
population relies on agriculture. 36.7% of GDP comes from agriculture [11]. Yet, the
country deals with critical challenges in transportation infrastructure.

Smallholder farmers commonly sell their produce to the internal market. To do that,
rural merchants are required to wait on rural roads for small motorized vehicles called
‘Bajajs’ or sometimes simply horse-drawn carts, which regularly pass downrural roads
seeking customers. We first conducted preliminary field observations with the purpose
of acquiring a first-hand understanding of the commuting process of farmers in
Ethiopia.

During 2017 and 2018, we spent two days in Wacho Belisso, Ethiopia, and seven
days in the Duken Region where we interviewed a sample of 28 rural commuters
asking about their commuting routine.

The key insights from those observations were that (A) on average, transporta-
tionseems to cost 30% of the farmers’ income and, (B) commuters usually go to main
roads, waiting near KM markers for vehicles to pass by.

Apart from the field interviews, we visited different institutions in Ethiopia to
contrast information from the ATA (Agricultural Transformation Agency), the
Transportation Bureau, and the national agricultural ministry in the city of Addis
Ababa. In summary, rural commuters are often immersed in complex decision-making
environments constrained by scarce resources and multiple alternative courses of
actions wherein information is often incomplete and outcomes are difficult to predict.

Figure 1 illustrates the whole process. As already outlined, in this paper we will be
focusing on solving the second step of this flow chart.
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3 Literature Review

3.1 Overview of Agent-Oriented Software Engineering Research

The term ‘agent-oriented programming’ was formerly coined by computer scientist
Soham in 1993 [12]. This concept refers to the developing paradigm in which the
center of applications are agent entities. Those agent entities provide to the developer
high-level abstractions which include but are not limited to: beliefs, motives, skills, and
policies.

Table 1 describes Shoham AOP definition, as an extension of Object-Oriented
programming OOP [13].

Agents have the following properties: autonomy, social, reactivity, and proactivity.
This means that an agent’s memory is self-contained; they have a language in which
they can share information with other agents; they are proactive in that they pursue
goals and act to achieve them; and they are reactive in that they produce new actions in
response to stimuli in a given environment.

In Javascript, some general-purpose attempts to create frameworks have already
been made. For instance, SieborgJS [14], is a proposed framework for multi-agent
simulations in Javascript. Nonetheless, when reviewing the available open code
repositories, the code does not appear to be open-source. AgentSimJS [15] is a com-
prehensive framework for 3D spatial agent simulations and EveJS [16] is a framework

Fig. 1. Commuting process flowchart.

Table 1. Table of comparison. OOP and AOP.

Framework OOP AOP

Basic unit: Object Agent
Parameters defining state
of basic unit:

Unconstrained Beliefs, commitments,
capabilities, choices

Process of computation: Messages passing and
response methods

Message passing and response
methods

Types of message: Unconstrained Inform, request, offer,
promise, decline

Constraints on methods: None Honesty, consistency
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to build multi-agent systems in web ecosystems, integrated with websockets, https, http
and JSON RPC protocols.

These last two frameworks do have an accessible open-source code. However,
based on its commit history, we deduce that those projects were merely academic and
are no longer actively maintained or tested. Unlike those attempts, we seek to build a
scalable toolkit that not only solves problems such as the one outlined in this paper but
can also turn into a standard in the IT industry, shifting object and function-oriented
programming into an approach specifically designed to consider human factors when
aiding decision problems. Apart from that, our proposed framework is the only one in
this language to provide integration with MCDC algorithms.

3.2 Overview of Multi-criteria Decision Making Literature

Multi-criteria decision making (MCDC) is an area that has caught the attention of
scholars from fields such as operation research, ergonomics, management, and decision
science. Stanley Zionts popularized the acronym MCDC back in 1979 [17].

Throughout recent decades, several methods have been proposed. A number of
researchers have compared these methods [18]. The most common methods include but
are not limited to: AHP, ANP, TOPSIS, ELECTRE, PROMETHEE, and VIKOR. In
recent years, with the increase in computing power and the availability of data, machine
learning techniques have been widely incorporated into the creation of decision support
systems, especially optimization algorithms such as Markov chains, naive Bayes and
decision trees that had been used in the so-called recommender systems [19]. To tackle
our problem we will use AHP and TOPSIS algorithms.

The Analytic Hierarchy Process (AHP) was proposed by Saaty in 1979. Essentially,
the algorithm takes a matrix of comparative judgment between competing criteria, it
normalizes that matrix and then computes an eigenvector considering each column
data. That eigenvector represents the weighting of preference that each criterion has in
the decision-maker.

The Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS)
was proposed by Hwang and Yoon in 1981. The algorithm is based on the premise that
the most desirable solution out of a set of alternatives is the one with the closest
Euclidean distance to the hypothetical ideal solution and the farthest Euclidean distance
to the hypothetical anti-ideal solution.

4 AopifyJS: Our Agent-Based Tool

Unlike previous attempts, our tool integrates MCDC methods for prescriptive analytics
with agent-based modeling (ABM). Due to its high-level abstractions, we argue that
this ABM design allows the early incorporation of ergonomics and human factors when
it comes to deploying decision-support systems.

We decided to build our system in Javascript because (A) it has extensive and on-
growing support from the developer community, (B) it allows developers with cross-
platform developments and (C) its built-in asynchronous methods can be reutilized for
our event-based communication engine.
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To tackle our fare-selection problem, our datasets include: (A) one matrix con-
taining fictional data on six available drivers and its core attributes (time, price and trust
– where trust is an integer number from 1 to 5 representing a rating system such as
those commonly used in on-demand reputation systems) and (B) a dataset of 104
matrixes that contains an assessment of those three criteria based on a comparative
subjective judgment from real rural merchants we interviewed in Ethiopia. In other
words, each farmer we interviewed compared each criterion against the others. To
collect that data, we used a simplified version of the Saaty Scale [20].

Table 2 illustrates our alternative matrix. To build our dataset of criteria assessment
we asked 104 rural merchants in the Dukem region, through direct field interviews, the
three questions below:

Is price more important for you than time?
Is price more important for you than trust?
Is time more important for you than trust?

Considering cognitive and educative aspects of our respondents, we used a sim-
plified version of a Saaty questionnaire to ensure greater enthusiasm and comprehen-
sion by them.

For each interview we built a matrix and we inserted that matrix into a new row of a
csv file.

Therefore, our csv dataset file looks as Fig. 2 illustrates. The full dataset is available
in our open-source repository in Github. If the value is one, that means the criteria was
perceived to have equal preference against the other.

A number higher than one means higher preference and, a lower one means lower
preference. Afterwards, we created an agent entity that incorporated both AHP and
TOPSIS algorithms in its methods in order to aid fare requests from rural merchants.
Our agent entities and methods are mainly inspired in EveJS, yet, tailored to facilitate
decision-making like the one dealt by merchants.

Table 2. Fare alternative matrix.

Alternative Time Price Trust

Driver 1 2 5 5
Driver 2 60 26 4
Driver 3 20 20 4
Driver 4 500 2 4
Driver 5 50 23 3
Driver 6 25 10 1
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class Agent extends EventEmitter {
constructor(name) {
super();
this.id = uuid();
this.name = name;
this.isAlive = false;
this.interactions = new Set();

} 

Our agents communicate with each other via an event-based architecture. That is
why we are utilizing the built-in module of NodeJS: ‘EventEmitter’. Each agent has a
name (string) and an id (uuid). The ‘isAlive’ property indicates whether the agent has
been initialized. If the agent is not initialized then it cannot receive/send any message.
Each time our agent interacts with another agent, we will store that information in a
Javascript Set. This architecture, unlike traditional non-agent approaches it is self-
contained in each agent, allowing developers to provide further user customization and
user experience optimization as we scale.

The Agent class has two elemental methods to initialize or deinitialize the agent
(start and kill) and four methods that allow it to communicate and capture data from its
environment: (tell, on, store and decide) where ‘on’ is already inherent in the
EventEmitter class. Table 3 illustrates all these methods:

All these methods are written in the most declarative way possible, allowing human
interpretability not just from the user-side but also from the developer side. Start() is the
method that initializes our agent so it starts listening to the events to which it is
subscribed. Kill() is the method that deletes our agent from its environment. On() is the
method of subscribing to one particular event. Tell() is the method to send a particular
message to another agent. Store() is used to tell the agent to store information from a
message it received, and Decide() is the method that imports a prescriptive analytics
function to solve a problem of MCDC.

Our agent system is prepared to compute AHP algorithm for criteria weighting and
TOPSIS for alternative selection. Both came from a self-coded repository (Ahp-lite and

Fig. 2. Dataset: structure of the criteria assessment dataset.
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Topsis named respectively) available in NPM package management system of the
NodeJS server-side javascript framework.

Consequently, we can proceed to set-up our simulation. We initialize two agent
entities. One represents a rural merchant in Ethiopia that needs to go to market and the
other one represents a computer agent that handles his or her request.

const ai = new Agent(‘ai’);
const human = new Agent(‘human’); 

Prior to initializing the communication between these two agents, we will make the
assistant agent pre-process our criteria assessment data collected through field inter-
views using the AHP algorithm.

Each assessment has the form illustrated in Eq. 1. Where M stands for criteria
matrix and c represents each criterion. Therefore, c1 is time, c2 is price and c3 is trust.
And, as previously outlined, each merchant was asked to compare all criteria against
each other.

M ¼
c1=c1 c1=c2 c1=c3
c2=c1 c2=c2 c2=c3
c3=c1 c3=c2 c3=c3

2
4

3
5: ð1Þ

Moving onward, for each assessment the AHP algorithm returns us an eigenvector
(ev) with the weighting of each criterion for a particular rural merchant that we
interviewed.

The eigenvector formula is indicated in Eq. 2. Where w1, w2 and w3 represents the
weighting of each criterion. Saaty recommends that we check the consistency of the
judgment by computing the consistency ratio [21]. To maintain the quality of the data
we will only include in our analysis the judgements that were consistent. The lamda
max operator is used to that end.

ev ¼ w1 w2 w3½ �: ð2Þ

Table 3. Agent class methods.

Method Purpose Use case

decide() To enable agents to resolve complex
decision-making problems

Agent aiding another agent to
make a decision

tell() To enable communication between agents Agent sending its insights to
another agent

on() To enable agents to capture stimuli from
environment

Agent waiting for another
agent’s information

store() To enable agents to store data about their
interactions

Agent storing the information it
received
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Once we process all judgements, we will proceed in synthesizing all judgements
into one eigenvector. As Saaty also recommends, we will use the geometric mean to
that end.

Equation 3 indicates the results. This means that for an average merchant in the
Dukem region of Ethiopia, the time criterion is estimated to have a weighting of 37%
importance, price a 29% weighting and trust a 25% weighting.

ev ¼ 0:37 0:29 0:25½ �: ð3Þ

That being processed, we are now ready to program our communication engine.
We will program our assistant agent (‘ai’) to subscribe to our human agent ‘request’

events.
Every time the agent receives a request from its human partner it will take as

arguments the alternative matrix of available drivers and the eigenvector resulting from
the processing the dataset of jugements, to compute the TOPSIS algorithm and return a
prescription:

ai.on('request', (msg) => {
const res = ai.decide('topsis', data);
ai.store(msg, 'request', human.id, ai.id);
msg = `AGENT: The best fare for you is this one. The 

rating is ${res[2]} stars. You will reach location in 
around ${res[1]} minutes and the cost is ${res[0]} 
birrs.`;
ai.tell({ name: 'response', msg }, human);
}); 
msg = 'HUMAN: I need to find a ride to market!';
human.tell({ name: 'request', msg }, ai);

5 Results

Once we run our programme and we inspect our agent instance in our console we will
see this Javascript class (Fig. 3):

Where the full ‘msg’ text is: ‘AGENT: The best fare for you is this one. The rating
is 5 stars. You will reach location in around 5 min and the cost is 2 birrs.’ Therefore,
that means, our most desirable solution was Driver 1.

As can be seen, almost instantly we computed our response from the agent and all
interactions remained self-contained within the agent entity. Driver 1 evidently pro-
vides the optimal solution as it has a high trust score (benefit criteria to maximize),
extremely low price (cost criterion to minimize) and it is extremely quick (time was a
cost criterion to minimize).

The self-contained storage architecture of our machine-human communication
engine allows developers to collect valuable data in real time to further customize
interactions between agents.
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To conclude, the major contributions of this paper can be summarized as follows:

• A literature review of MCDC and agent systems in Javascript.
• An open-source tool that sets the basis for interpretable intelligent agents from both

the user and developer side that can be used for research simulations or industrial
applications.

• A novel integration of high-level abstractions from AOSE and MCDC methods in
Javascript that enables developers to program incremental interactions between
computer agents and both computer and human agents.

• Proof of concept with a concrete use case to improve a social outcome.

6 Discussion and Further Research

This research was designed with a view to providing easy-to-deploy standardized
methods using agents system architectures for general purpose MCDC problems in a
scalable and ergonomic manner. We believe that this integration may have a wide
arrange of potential use cases in management science and business analytics.

A matter for further study is the implementation of more human-like abstractions
for machine argumentation and communication between human and intelligent agents,
especially assessing this architecture in simulations with a much larger number of
agents and events. Further improvements will include integrations with machine
learning algorithms, reward and utility functions, three-valued logic inference systems
and other general-purpose AI capabilities. All those features are still in progress. So the
results will be published soon.

Fig. 3. Console results after running our simulation.
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Abstract. As one of the basic data of GIS, DEM data which expresses the
surface elevation data is widely used in many fields. How to obtain a wide range
of high-precision elevation data is a big challenge, the simple interpolation
algorithm currently used is less accurate. Due to the fractal data characteristics of
terrain data, DEM data shows strong self-similarity. Based on this feature, this
paper proposes a multi-layer Dem image up-sampling method. Image up-
sampling is performed multiple times in layers on the low-resolution DEM image,
therefore, high-precision DEM information with less error is obtained. In this
paper, elevation data of 30 m is expanded to elevation data of 10 m by gradually
using this method. Experimental results show that the algorithm can achieve good
results and has a small deviation from the real elevation data of 10 m.

Keywords: Up-sampling � DEM � Self-similarity

1 Introduction

The digital elevation model is an entity ground model that expresses the ground ele-
vation in the form of an ordered array of numerical values. In short, it is a digital
representation of the ground form. In economic construction and national defense
construction, it has important utilization value and has been widely used in many fields
such as surveying and mapping engineering, civil engineering, geology, fine agricul-
ture, urban and rural planning.

The DEM also plays a very important role in the pre-alarming and prevention of
hill-flood disasters. Hill-flood disasters often cause heavy losses to the national econ-
omy and people’s property by floods caused by heavy rainfall and mudslides and
landslides caused by flash floods in sub-basins of hilly areas. Owing to its suddenness
and great destructive power, it often leads to the destruction of houses, roads and
bridges, and the dams and mountain ponds, and even cause casualties. Therefore, on
the basis of available rainfall data, if accurate information on terrain altitude and slope
can be obtained, disaster losses can be effectively prevented.
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With the development of DEM technology, the high-precision grid point gradient
and altitude data combined with rainfall data will be able to estimate the rainfall
threshold for mountain flood disasters, which become an important indicator for
monitoring mountain flood disasters. Limited by the accuracy of the acquisition
equipment, the high-precision elevation data are often difficult to obtain. If the up-
sampling precision of the low-precision DEM image is expanded, higher-precision
elevation data information can be obtained.

The simplest method of improving image resolution is to use the analytical inter-
polation formula to predict new pixels, such as Bilinear interpolation or Bicubic
interpolation, but the simulated data obtained by these methods is excessively smooth
and different from complex real data. In order to increase randomness, a method for
realizing high-precision image expansion using an instance-based Markov random
model is proposed. This model uses a set of common module to predict the pixel
information that the image needs to be expanded. Due to the lack of matching module
and the error of search correlation, it will produce a lot of noise and cause irregular data
images. Ebrahimi and Vrscay [1] propose to use the input image itself as a source of
matching module information acquisition. Although this method can only get a limited
number of reference matching modules, it has more correlation with the image itself.

In 1975, Mandelbrot proposed fractal geometry [2], which used fractal dimensions
to describe broken, chaotic objects and express complex forms in nature. Contrary to
Euclidean geometry, fractal geometry describes the measurement of disordered,
irregular objects, such as the length of the natural coastline [3], reservoir capillary
channels [4], bottom contour lines, curved river channels, etc. [5].

The application of fractal in terrain and geomorphology evaluation mainly includes
two methods: self-similar fractal and multi-fractal analysis. The application of self-
similar fractal in terrain analysis means that the part is similar to the whole in some
form [6]. Mathematically it is a fractal under the function of a uniform linear trans-
formation group. Within a certain range, self-similarity described by a fractal dimen-
sion is an important feature of fractal shape. If the natural surface has a good self-
similarity, its self-similarity curve should maintain a good linearity in the whole metric
space [7]. Topographic surface is the product of long-term natural evolution and has
remarkable self-similar fractal characteristics.

In this paper, a new DEM image up-sampling method based on surface self-similar
fractal features is proposed. According to the terrain self-similarity, inspired by
Ebrahimi and Vrscay, the terrain self-similarity rule is obtained and the high-precision
upsampled DEM image is matched by intercepting the example sliding window of the
input image, and finally the high-precision DEM data image is obtained. At the same
time, in order to avoid the problem of insufficient up-sampling data, this method
proposes the idea of multi-level segmentation up-sampling, which decomposes a high-
multiplication up-sampling coefficient into the product of multiple low-multiplication
up-sampling coefficients. High-power image up-sampling is realized through multiple
low-power up-sampling processes. The experimental results show that multiple
decompositions will better preserve the characteristics of the image itself and eliminate
the problem of less input image data. In this paper, by inputting the DEM elevation data
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of 30 m accuracy and using this up-sampling method just mentioned to expand step by
step and realize the accuracy simulation of 10 m elevation data. Experiments show that
the algorithm achieves better results and has smaller deviation compared with the real
10 m data.

2 Related Work

Image up-sampling is widely used in computer vision, computer graphics and other
fields. Different up-sampling methods have differences in the input image content and
method model.

The simplest interpolation method in up-sampling is nearest neighbor interpolation
[8]. In this algorithm, the value of each interpolated sample point is the value of the
sample point closest to it in the input image. This interpolation method has a very small
amount of computation and simple calculation. For precise image, the block effect can
be clearly seen in the image. At the same time, the value of the nearest neighbor
interpolation method is not good. From its Fourier spectrum, it can be seen that it has a
large difference from the ideal low-pass filter. In many cases, the results are also
acceptable. However, when the image contains fine structures with varying gray levels
between pixels, that is, high-frequency components, the amplification process per-
formed by this method produces a significant serrated effect in the image.

The output pixel of the bilinear interpolation method [9] is the average value of its
2 � 2 field sampling points in the image, which is interpolated in both horizontal and
vertical directions according to the gray values of four pixels around a pixel. Compared
to the nearest neighbor difference method, bilinear interpolation algorithm produces a
more satisfactory effect, but the program is a little more complicated. However, this
method only takes the influence of the gray values of the four direct neighbors around
the sample to be tested into consideration, and ignores the influence of the rate of
change of the gray value between adjacent points, so it’s equivalent to a low pass filter.
which results in the high-frequency components of the image after the scaling are lost,
as well as the edges of the image become blurred to some extent. The output image
scaled by this method still has a problem of impaired image quality and low calculation
accuracy due to poor design consideration of the interpolation function. This method is
also often cited by commercial software. The basic geographic software can realize the
precision simulation expansion of DEM elevation data, but it can only achieve the
effect of spatial smooth transition without considering any terrain properties.

There is a further method to adjust the interpolation weight based on the adjacent
content, that is, the inverse distance weight interpolation method [10]. It estimates the
interpolation result by averaging the sample data points in the neighborhood of each
sample to be measured. The closer a point is to the sample point, the greater its impact
or weight in the averaging process. Intuitively, the weight of each sample point on the
interpolation results decreases as the distance increases. The inverse distance weight
interpolation method mainly relies on the power value of the inverse distance. The
power parameter can control the effect of a known point on the interpolation result
based on the position from the output point. The higher the power, the greater the
influence of the nearest point. As a result, Adjacent data will be most affected, and the

Self-similarity Based Multi-layer DEM Image Up-Sampling 535



surface will become more detailed and uneven. As the power value increases, the
output will gradually approach the value of the adjacent point. Specifying a smaller
power value will have a greater impact on the points that are farther away, resulting in a
smoother surface. Since the inverse distance weight interpolation formula is not related
to the actual physical process, it is impossible to determine whether the specific power
value is too large. If the power value is not chosen correctly, an incorrect result may be
generated.

For fitting the power value, the Kriging interpolation method [11] is further pro-
posed. In addition to the distance between the sample and the predicted point, the
distance feature between the sample points should also be considered, and the corre-
sponding weights are obtained by fitting the variogram model. The method can obtain
the interpolation result between the sample and the sample, and between the sample
and the predicted position. The Kriging interpolation method often needs random
sampling to fit in a specific range, creating variograms and covariance functions to
estimate the correlation of different fitting models, so as to predict the weight value.
Due to the huge amount of computation, slow speed and large amount of CPU rates,
only a part of random sample points are often used for fitting. So the self-similarity of
the whole terrain is not considered.

The image up-sampling method proposed by Freeman [12] et al. based on the self-
similarity principle to find features in the original image to complement the missing
details. The method first uses an interpolation method to interpolate the input image to
a higher resolution. Finding the optimal match in the original image according to the
low frequency component of the example window, and then superimposing the cor-
responding high frequency information to generate texture details in interpolated
image. However, due to the correlation problem of the matching window, image noise
may be generated and certain irregularity may occur.

Based on the correlation of the image itself, Ebrahimi and Vrscay [13] decomposed
the input image into multiple small-scale windows as the source of the matching
window. Although this method limits the number of matching windows, the results
show that there is a more significant correlation between these matching windows and
the input images.

3 Methodology

Based on the idea of classification and the significant self-similarity of topographic
data, the algorithm in this paper improves the existing module matching algorithm to
make it more suitable for the synthesis of super-resolution images of DEM data. First,
different from the above method, in which the source of the sample window directly
decomposes the input image into multiple small-scale windows, we first down-sampled
the original image window to get a lower resolution image, and then subdivided the
image into small-scale sample windows. Second, we have different rules for correlation
matching. Finally, our method of expansion is different from the existing method. After
matching the execution window with the sample window, we extend the precision of
the execution window in accordance with the rules of the sample window.
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In this method, we sample the original as the source of the sample window. Then
we finds the sample window that best matches the window to be expanded. Due to the
self-similarity of terrain, there is a strong correlation between the low resolution sample
window and the window to be expanded. Therefore, the self-similarity law of the
sample window before down-sampling can be applied to the execution window. At this
time, the execution window can obtain the data with higher resolution, that is, the
image expansion.

Because of the self-similarity of the image, we believe that the image still keeps the
self-similarity rule after the original image’s resolution is reduced. Under topographic
conditions, the self-similarity is more likely to occur. Therefore, we propose a method
that the input image can be scaled to a certain scale, and the rule of the smaller scale
image itself can be used as the reference rule of the window to be expanded (Fig. 1).

Fig. 1. Flow chart of our method. This shows the overall flow chart, which is mainly divided
into three steps: sampling, window matching and window replacement. The line box represents
the window, the ○ represents the known vertex data, △ is expanded data after window
replacement. There is overlap in window sliding, and the solid black part is the overlapping part
of the window. At the ▲, the data obtained by two different Windows need to be averaged.
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In the experiment of this paper, we first sampled to obtain the window set.
According to the above sampling target multiple of k, DEM image I is compressed into
an image S with lower resolution. Then, low-resolution Dem image S is segmented into
fixed-size Windows. In this step, the image is down-sampled. Then the window
originally containing data information of size n � n is compressed into a window of
size m � m (n > m).

We slide the window on low-resolution DEM image S, and divide it into windows
with fixed size m � m. Then put them into data source S as the example windows.
After sampling, there is a corresponding position relation between the window of
image S and the window of original image I. Suppose mapping relationship is f (), in
which window Si is mapped to window I0i , the mapping is as follows:

f Sið Þ ¼ I0i : ð1Þ

f S Sa; Sb. . .Skf gð Þ ¼ I0 I0a ; I
0
b ; I

0
c . . .I

0
k

� �
: ð2Þ

where I0i is the window of original image I, I0 I0a ; I
0
b ; I

0
c . . .I

0
k

� �
is the all windows after

mapping.
At the same time, we construct a window set of images to be expanded. We slide

the window on the original DEM image I with step size 1. The window has the same
size as window to be expanded. Then we obtain the set of windows to be expanded
I1 I1a ; I

1
b ; I

1
c . . .I

1
r

� �
.

Next, We search for the best match. After constructing window set, we extract the
height difference rule for each window in the collection and normalize them. After
normalization, data source set, original set and the set of image to be expanded are
respectively S0 S0a; S

0
b. . .S

0
k

� �
; I 00 I00a ; I

00
b ; I

00
c . . .I

00
k

� �
; I 01 I10a ; I

10
b ; I

10
c . . .I

10
r

� �
. After normal-

ization, self-similarity matching will be performed between windows. We search the set
S0 to find the normalization sample window, which has the highest correlation matching
with window to be expand I10n .

Finally, we replace the window. According to the mutual mapping relation, the
position of the window in the collection I1 is replaced by the window in I0. Finally, we
get the extended set T Ta; Tb. . .Trf g.

In the following paragraphs, we focus on the process of optimal window matching
in the second step and window replacement in the third step.

3.1 Optimization of Window Matching

Normalization. For every example window with size n � n in data source S, we
extract and normalize their height difference rules, and map them to the interval of [0,
1]. Then the normalized two windows are matched by self-similarity.

We slide to traverse the image to get the n � n data window, and take one of the
windows to be represented by the n-dimensional matrix I. In the process of normalizing
I, we search for the maximum and minimum values in each window firstly. The
maximum value is denoted as IMax, the position is denoted as PI ¼), the minimum
value is denoted as IMin, and the position is denoted as QI ¼).
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For the maximum value IMax in the matrix I, when IMax ¼ 0, the matrix is not
normalized. When IMax does not equal 0, subtract the minimum value IMin from each
element in the matrix I and divide by the maximum value IMax. We obtain matrix I 0 as
follows:

I 0 ¼ I � IMinð Þ=IMax: ð3Þ

After normalizing, the maximum of matrix I 0 is 1, and the minimum value is 0. The
positions of the maximum and minimum values remain unchanged and have the fol-
lowing properties:

P0
I ¼ PI ¼ RMax ¼ R0

Max
CMax ¼ C0

Max

�
: ð4Þ

Q0
I ¼ QI ¼ RMin ¼ R0

Min
CMin ¼ C0

Min

�
: ð5Þ

After the normalization operation, the original height data in the window matrix is
transformed into data reflecting the height difference rule. The original set
I0 I0a ; I

0
b ; I

0
c . . .I

0
k

� �
is normalized to set I 00 I00a ; I

00
b ; I

00
c . . .I

00
k

� �
. The data source collection

S Sa; Sb. . .Skf g is normalized to set S0 S0a; S
0
b. . .S

0
k

� �
. The set to be Extended

I1 I1a ; I
1
b ; I

1
c . . .I

1
r

� �
is normalized to set I 01 I10a ; I

10
b ; I

10
c . . .I

10
r

� �
. Papers not complying with

the LNCS style will not be considered or delayed. This can lead to an increase in the
overall number of pages. We would therefore urge you not to squash your paper.

Correlation Judgment. Two normalized matrices can be used for correlation
judgment. Set the two matrices after normalization are respectively I 00; I

0
1,

I0 ¼

a11 a12
a21 a22

� � � a1n�1 a1n
a2n�1 a2n

..

. . .
. ..

.

an�11 an�12

an1 an2
� � � an�1n�1 an�1n

ann�1 ann

0
BBBB@

1
CCCCA: ð6Þ

I1 ¼

b11 b12
b21 b22

� � � b1n�1 b1n
b2n�1 b2n

..

. . .
. ..

.

bn�11 bn�12

bn1 bn2
� � � bn�1n�1 bn�1n

bnn�1 bnn

0
BBBB@

1
CCCCA: ð7Þ

We define that when calculating the correlation of two matrices, the following
conditions shall be met first:

P0
I0 ¼ P0

I1
� �\ Q0

I0 ¼ Q0
I1

� �
: ð8Þ
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The correlation judgment value of the two matrices was set as C, and the calcu-
lation method of I was set as the sum of squared errors of the corresponding positions,

e ¼ a011 � b011
� �2 þ a012 � b012

� �2 þ � � � þ a01n � b01n
� �2 þ a021 � b021

� �2 þ � � � þ a0nn � b0nn
� �2

: ð9Þ

CI 00I
0
1
¼

1
e e 6¼ 0ð Þ

þ1 e ¼ 0ð Þ
�

: ð10Þ

As we know, the greater the correlation value C of the two Windows is, the greater
the matching degree will be (Fig. 2).

Window Matching. For any window I10n in set to be expanded I 01, we do correlation
judgment with each sample window in set S0. The process of correlation judgment is as
follows:

g ¼ max CS0iI
10
a
;CS0iI

10
b
. . .;CS0iI

10
c
;CS0iI

10
r

� �
: ð11Þ

By comparing, we obtain sample window S0i which is the most correlative window
with I10n . We define the correlation function as hðÞ,

h I10n
� � ¼ S0i: ð12Þ

The corresponding relation h() of the existing data source is expressed as follows:

h S0 S0a; S
0
b. . .S

0
k

� �� � ¼ I 01 I10a ; I
10
b ; I

10
c . . .I

10
r

� �
: ð13Þ

Fig. 2. a0 is the element in the matrix I 00 , b0 is the element in the matrix I 01; IMax; IMin is the
maximum value and minimum value in the matrix. This figure shows that when judging the
correlation of Windows the first need to meet is that the maximum and minimum positions of
matrices I 00 and I 01 are the same. Then the correlation value C is calculated.
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Given that there is a mapping relationship between the data source and the original
image, the set to be expanded can be correlated with the original image set, the
mapping is as follows:

I 01 ¼ h f�1 I 00
� �� �

: ð14Þ

3.2 Replacement of Window

Because there are mapping relationship between set I 00 and I 01, the window could be
replaced. After replacing each window in set I 01 I10a ; I

10
b ; I

10
c . . .I

10
r

� �
, we obtain the

expanded collection T 0 T 0
a; T

0
b. . .T

0
r

� �
. The replaced image window will get more nor-

malized terrain data rule information, namely precision expansion.

T 0 T 0
a; T

0
b. . .T

0
r

� � ¼ T 0 I00u ; I
00
v . . .I

00
w

� �
: ð15Þ

Since the replaced normalization window only represents the data rule information,
it needs to be converted into the real data height. At this time, the normalized data
needs to be restored.

The maximum value in matrix I is IMax and the minimum value is IMin. The process
of recovering normalized matrix I 0 is as follows:

I ¼ I 0 � IMax þ IMin: ð16Þ

The maximum value and minimum value of I1 I1a ; I
1
b ; I

1
c . . .I

1
r

� �
have been recorded.

We obtain the expanded windows set T Ta; Tb. . .Trf g after recovering T 0 T 0
a; T

0
b. . .T

0
r

� �
.

After the normalization operation is restored, the height difference rule information in
the window is transformed into height data.

The windows containing data information in the expanded image window set are
restored to the expanded DEM data images according to the original sliding order of the
windows on the image to be expanded. It should be noted that since the original sliding
step of thewindowon the image to be expanded is 1, therewill be overlapping data parts in
the replacement window after the window corresponds to the image (Fig. 3).

Fig. 3. The line box represents the window, the ○ represents the known vertex data, △ is
expanded data after window replacement, the shaded part indicates that the window sliders
overlap, the solid black part is the data of the overlapped part of the window. We take the average
value for the overlapped data to get the final result.
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Finally, the extended image points are re-assigned. Position mapping points exist in
the expanded image and the image to be expanded. Since the entire window replace-
ment will change all the extended images into predicted values, the data points on the
image to be expanded need to be re-assigned to the expanded image according to the
mapping relationship.

3.3 Small Scale Expansion Factor

Because the sampling multiple may be large and the sample data is too small, the multi-
level piecewise sampling structure can be adopted to reduce the errors that may be
caused by the prediction data. When calculating the enlarged image, the large scaling
factor is way to reduce the input image. However, in this process, the original image
features will become closer, and the isolated singularities in the unique geometric
shapes may disappear.

In our experiment, we scaled the image by decomposing sampling multiples.
GILAD et al. [14] explored the degree of maintaining local self-similarity under var-
ious scale factors. Large scale factor produces stronger smoothness. In the process of
magnification, the image feature property is weakened globally and obvious artifacts
will be generated. Therefore, we prefer to perform multiple multiplication steps of
small factors to enlarge the image, so as to achieve the final desired magnification. We
will also explore the impact of different scale factors on image magnification.

4 Result

In this paper, MATLAB software was used, 30 m elevation data value was adopted,
and the image accuracy was gradually expanded to 10 m with this method. In this
expansion, we use a gradually increasing ratio to perform the magnification.

In order to explore the effect of different scaling factors on image magnification, we
try two methods to achieve precision expansion.

In the first method, we first sample the original image with the scaling factor of 1/2,
and slide the window with size of 2 � 2 on low-resolution DEM image S into the data
source as the example window. Similarly, the original DEM image I is slid to obtain the
window with size of 2 � 2 in the set to be expanded. Each example window corre-
sponds to the original picture window of 3 � 3. The enlarged image is enlarged by
twice. Then we sample the original with the zoom factor 3/4, and get low-resolution
DEM image S. Window with size of 3 � 3 is slid as an example window into the data
source. The image we expand twice is as image to be expanded I. Since the points
known on the original 10 m DEM precision map are still used as the window vertices
of the extended set, we obtain the expanded set of windows with size of 3 � 3 using
sliding step 2. According to the proportion coefficient of down-sampling, each example
window corresponds to the window of size 4 � 4 in original image. The enlarged
image will be enlarged by 3/2 times. After two steps, the extended image is three times
more accurate than the original image.

In the second method, we still sample the original image with the scaling factor of
1/2. The size of the sliding example window is 2 � 2, so each example window
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corresponds to the window with size of 3 � 3 in original. It is known that this mapping
method will double expand the image, and after we repeat this operation twice, the
accuracy will be four times that of the original image. After that, we conduct down-
sampling operation to obtain DEM elevation data images with an accuracy of 10 m.

After testing, we find that the second approach performs better. In the first method,
during the down-sampling process of the original image, due to the scaling factor 3/4,
the integer and linear average operations during the scaling will lead to severe image
distortion after down-sampling. Taking the down-sampling image with severe distor-
tion as the sample data source will lead to a large error, which is larger than that of the
large expansion factor.

The extended 10 m DEM precision elevation data value was compared with the
real elevation data of 10 m. Due to the need to calculate the monitoring early warning
value when mountain flood occurs through the altitude data value, we mainly need to
calculate the percentage of the deviation within 2 m in the image, as well as the
standard deviation with the real data. The results are as follows:

Table 1. Comparison of three different methods

Interpolation method Method 1 Method 2 Bilinear interpolation

Percentage 0.3543 0.5240 0.3751
Standard deviation 50.0057 42.2673 46.1299

Fig. 4. This shows DEM images of three different methods. Elevation data of 30 m is expanded
to elevation data of 10 m by gradually using different methods.

Fig. 5. This shows special point identification DEM images of three methods. For 10 m DEM
images using different methods, use the * symbol to identify points that differ from the actual
original image by more than 10 m.
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By comparing the data results, we found that our method is significantly better than
the bilinear interpolation method. Most of the predictions within the height of 2 m
deviation can be achieved, and small data deviation can be obtained (Table 1, Figs. 4
and 5).

5 Conclusion

We propose a new method of image enlargement based on sample DEM data, which is
based on the self-similarity of land surface and expands the original image by taking
the image itself as the sample sliding window. At the same time, this method adopts a
multi-level piecewise up-sampling structure. This method decomposes the higher up-
sampling coefficient into the product of multiple lower up-sampling coefficients, and
realizes the process of multiple low-power up-sampling. The experimental results show
that the method is effective and less bias is achieved.

In the future research, we consider to adopt more complex fractal rules to extract
data information, so as to achieve better image accuracy expansion.
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Abstract. The adoption of precast concrete elements (PCEs) are becoming
popular in civil infrastructures. Since quality of connections determines the
structure property, design of rebar in PCEs is a mandatory stage in construc-
tions. Due to large number of rebar, complicated shapes of PCEs and compli-
cated rules for arrangement, it is labor-intensive and error-prone for designers to
avoid all clashes even using computer software. With the aid of BIM, it is
desirable to have an automated and clash-free rebar design. Taking this cue, we
introduce a framework with generative adversarial network (GAN) and multi-
agent reinforcement learning (MARL) for generating design and automatically
avoiding clash of rebar in PCES. We use GAN to generate 2D rebar designs.
Then, 2D rebar designs are transformed into digital environments for MARL. In
addition, layout of rebar is modelled as path planning of agents in MARL. An
illustrative example is presented to test the proposed framework.

Keywords: Building information modeling � Generative adversarial network �
Reinforcement learning � Multi-agent � Rebar design � Clash free �
Precast concrete elements � Precast concrete exterior wall

1 Introduction

The adoption of precast concrete elements (PCEs) are becoming popular in civil
infrastructures. Since the quality of connections between adjacent elements determines
the structure property of precast structures, the design of rebar in PCES is a mandatory
stage in construction projects [1]. Due to large number of rebar, complicated shapes of
PCEs and complicated rules for arrangement of rebar, it is labor-intensive and error-
prone for designers to avoid all collisions (hard clash) or congestions (soft clash) even
using computer software [2]. In addition, current clash detection software like Auto-
desk Navisworks Manage and Solibri Model Checker, have realized detection and
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visualization of the clash members [3]. However, the current software mainly focuses
on the clash identifications of construction members after the design stage. It cannot
automatically avoid the clash of the rebar or offer implementation resolution for solving
clashes, which thus are lack of automatic arrangement in rebar design.

Recently, building information modeling (BIM) for structural engineering design
makes process in the current Architecture, Engineering and Construction (AEC) in-
dustry. BIM technology allows us to represent the detailing of rebar digitally and
transfer the detailing information to structural analysis software [4]. However, auto-
mated resolution of rebar clashes is lacking in the existing BIM software packages.
Therefore, developing a framework for solving the problem of clash detection and
resolution for automated design of rebar connects with the exiting BIM technology will
be significant value in the AEC industry.

With the aid of BIM, several studies in the past have tried to solve the clash
detection and resolution problem for rebar design, in the literature, Park [5] proposed a
BIM-based simulator to automatically determine the sequence of rebar placement, and
the clashes of rebar were identified by a developed application programming interface.
Nevertheless, it focuses on the simulation of the placement sequence and the spatial
clash has to be solved manually. Next, Navon et al. [6] proposed a system to detect
rebar congestion and congestion. In fact, it provided a manual resolution for resolving
limited clashes for rebar. Further, Radke et al. [7] proposed a demonstration system for
mechanical, electrical and plumbing (MEP) systems. The system offers methods such
as moving one of the entities to solve spatial conflicts and prompting users to choose a
viable candidate. In fact, limited types of clashes are manually resolved in the system.
Next, Wang et al. [3] carried out a knowledge representation for spatial conflict
coordination of (MEP) systems. The clash knowledge representation included
description, context, evaluation and management details. However, the developed
presentation pattern only provided a documentation to store clash information without
any clash resolution strategy for identified clashes. Mangal and Cheng [4] proposed a
framework based on BIM and genetic algorithm (GA) to realize rebar design and avoid
rebar clashes at RC beam-column joints. However, the proposed framework only
offered clash resolution strategy for moving components by using GA and can only
applied for regular shaped RC structures. In particular, the optimized path of rebar
cannot bend to avoid the obstacles, which thus limits its practicability in real-world
complex PCEs. The main drawbacks of existing approaches can be summarized as
follows: (1) Due to the complex design codes of rebar, most of the above studies cannot
meet design constraints after avoiding clash by moving one object. (2) Most of the
above studies lack automatic and intelligent identification and resolution of rebar clash
for real-world complex PCEs.

In machine learning, the Generative Adversarial Network (GAN) proposed by
Goodfellow et al. [8] is amodel framework inmachine learning. It’s specially designed to
learn and generate output data with similar or identical characteristics. Pix2pix built by
Isola et al. [9] is a modified version of the Generative Adversarial Network (GAN) that
learns image data in pairs and generates new images based on the input. Since GAN is a
powerful tool in dealing with image data, its application in architecture, especially in
recognizing and generating architectural drawings is put forward [10]. Therefore, we
applied pix2pix in recognizing and generating rebar design in construction detailing
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drawings for PCEs, marking structural components with different colors and then gen-
erating rebar design through two convolutional neural networks.

However, the generating rebar designs cannot avoid clash. In light of its strength,
RL algorithms have achieved many important achievements in the field of complex
adaptive systems such as mobile robot path planning. What’s more, a multi-agent
reinforcement learning (MARL) system [11] can be used as an efficient and effective
tool for path planning problem-solving. Furthermore, the clash detection and resolution
problem for the rebar design can be treated as a path planning of multi-agent in order to
achieve automatic arrangements and bending of rebar to avoid obstacles. The similarity
between the path planning of multi-agents and the arrangement of rebar, enlightens our
work in this paper. Therefore, we propose a framework with GAN and MARL and
BIM for automatically and intelligently provide clash resolution of rebar design in
PCEs. To the best of our knowledge, this is the first modeling clash detection and
resolution problem for the rebar design as a path-planning problem of multi-agent in
the literature.

In particular, Pix2pix is used to generate the construction detailing drawings for
precast concrete exterior walls (PCEWs) and the origins and targets of multi-agents are
determined by generated results. Meanwhile, a MARL system is proposed for modi-
fying rebar designs and avoiding rebar clash, and generate the three-dimensional design
of rebar as per design code in PCEWs. In addition, the building information stored in
BIM model about geometry and constraint conditions of PCEWs can be extracted from
BIM models into the proposed framework. Furthermore, the design reward, punish-
ment and some specific strategies in MARL are presented for build-ability constraints.
Next, the generated design result of the layout of rebar in PCEWs are automatically
visualized in BIM model in order to generate construction detailing drawings. To
evaluate the efficiency and effectiveness of the proposed MARL, comprehensive
simulations about PCEWs have been conducted. Lastly, the obtained results including
the success rates confirm that the proposed system is effective and efficient.

The contribution of the present study can then be summarized as follows: (1) To the
best of our knowledge, this is the first modeling clash detection and resolution problem
for rebar design as a path-planning problem of multi-agent in the literature. (2) To
achieve automatic rebar design in PCEWs, by employing Q-learning as the rein-
forcement learning engine, we design the particular form of state, action, and rewards
for the reinforcement MARL. (3) To the best of our knowledge, this is the first using
GAN to generate the construction detailing drawings of rebar design. (4) Comprehen-
sive experiments on PCEWs are performed to verify the effectiveness of the proposed
framework.

2 Preliminary

Section 2.1 introduces the basic module of reinforcement learning (RL). Section 2.2
presents the basic module of generative adversarial network (GAN). In Sect. 2.3, we
describe the formulation of multi-agent path planning for rebar clash problem at
PCEWs.
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2.1 Introduction to Reinforcement Learning

Amulti-agent reinforcement learning (MARL) system [11] can be developed as effective
tools for path planning problem-solving. Reinforcement learning (RL) is a natural
learning paradigm to both single-agent and multi-agents as presented in Fig. 1. It creates
an autonomous agent that learns and then adjusts its behavior through the action feedback
(punishment and reward) from the environment, instead of explicit teaching. Following
the framework of a Markov decision process (MDP), a RL agent performs learning
through the cycle of sense, action and learning [11]. In each cycle, the agent obtains
sensory input from its environment representing the current state (S), performs the most
appropriate action (A) and then receives feedback in terms of rewards (R) from the
environment. It is important to note that how to turn a real-world environment into digital
environment with clear reward signals is a key point to carry out RL.

2.2 Introduction to GAN (Generative Adversarial Network)

In the past years, Generative Adversarial Networks (GAN), as one type of machine
learning algorithm, has achieved a lot of progress for generative tasks. Goodfellow
et al. [8] were known as the first team to propose the GAN in machine learning. By
providing training data in pairs, the program finds the most suitable parameters in the
network so that the discriminator (D) has the least potential to distinguish the generated
data (G) from the original data (Fig. 2).

After the creation of GAN, Isola et al. [9] continued to work on pix2pix by generating
a real photo from a partly-damaged photo, a colorful map from a black-and-white map,
and an image with texture and shadow from a linear sketch. In pix2pix, the input D is a
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Fig. 1. Basic module of reinforcement learning

z

Random Code

G D

Generator Discriminator

G(z)

Real (1) or Fake (0)?

Fake Image

Fig. 2. Basic module of generative adversarial network
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pair of images rather than a single image, and the task of D becomes the evaluation of
whether those two images are the same or not [10]. After training, we can input an image
and tell the program to generate the most possible corresponding output image.

2.3 Formulating Rebar Design as Path Planning of Multi-agent System

In particular, by treating each rebar as an intelligence reinforcement learning agent, we
propose to model the rebar design problem as a path-planning problem of multi-agent
system. It can be further modeled with a team of agents tasked to navigate towards
defined targets safely across a PCEW that is gradually filled with obstacles which are
rebars generated in the previous steps. In the task, agents can choose one of the five
possible actions, namely, up, down, forward move, left, and right at each discrete time
step. The task or objective of the agent is to navigate successful through the joint
towards assigned targets within the stipulated time, without hitting any obstacle. With
the proposed MARL, the three-dimensional coordinates of the clash free rebar design
are then obtained by collecting the traces of the agents.

2.4 Mesh Environment Processing

In addition, PCEWs have to be transformed into a digital environment that is suitable
for MARL system. Furthermore, we transform the BIM model of PCEW into tessel-
lated mesh environments approximating the geometry of the PCEW with known
boundary conditions, as illustrated in Fig. 3. Then in tessellated mesh environment, a
team of agents tasked to navigate towards defined targets safely. The origins and targets
of agents in each mission are decided by generating results of GAN.

Each tessellated mesh dimension Di of environment is the dimension of a single
square mesh, which can be calculated as:

Di ¼ min dc and dtð Þ: ð1Þ

Fig. 3. Problem formulation and mesh environment processing for PCEW
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Where dc denotes the diameter of longitudinal compressive rebar, and dt denote the
diameter of longitudinal tensile rebar.

Therefore, the size of tessellated mesh environment Sz depends on Di and the
dimension of PCEW,

Sz ¼ floor D=Dið Þ: ð2Þ

Where D denotes the dimension of PCEW, which can be length, width and height
of RC members, and floorðÞ denotes the integer rounding down function in order to
limit the range of Sz.

3 Proposed GAN with BIM for Generating Rebar Design
in PCEWs

Since GAN is a powerful tool in dealing with image data, its application in con-
struction, especially in generating construction detailing drawings has good potential
for development. A process of training and generating between construction detailing
drawings and its corresponding labeled maps was carried out by the author in Python
and TensorFlow. In addition, to simplify the study, only a dataset of colorful PCEWs
collected from the practical engineering was tested in order to remove the influence of
varying scales and styles of the drawings.

In pix2pix, by providing training data in pairs, the program finds the most suitable
parameters in the network so that the discriminator (D) has the least potential to
distinguish the generated data (G) from the original data After training, we can input an
image and tell the program to generate the most possible corresponding output image
(Fig. 4).

Fig. 4. Workflow of Pix2pix (modified GAN)
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3.1 Labeling Principles

First of all, a labeling rule was created which uses different colors to represent areas
with different functions (Fig. 5). Colors with RGB values of only 0 or 255 were
commonly used in the labeling map in order to differentiate the labels as far as possible,
so all together 4 combinations of RGB values can be achieved, which are used to two
kinds of insulating layer, concrete and rebar. Because there are two kinds of insulating
layer, so R:0 G:0 B:0 is used for A insulating layer and R:255 G:128 B:255 is used for
B insulating layer (Fig. 5).

75 image pairs such as Fig. 5 were selected, sized to a fixed plotting scale, and
carefully marked. Based on this dataset, map-to-design training (inputting color labeled
maps and generating rebar design drawings), were tested and will be introduced in the
following page.

3.2 Generating

By using color labeled maps as input images and construction detailing drawings (rebar
design) as output images to train another network. When evaluating, the program
should generate a rebar design according to the input labeled map. Figure 5 shows
selected results from the testing set. All six selected images show clear generation of
the rebar design including accurate positions and correct direction of rebar (Fig. 5). The
high quality of these results is not surprising since there is not much uncertainty in the
positioning of rebar in the training set.

In conclusion, the network has the potential to learn the rules of design effectively.
Both the very certain rules that a design needs to follow and the uncertain situations
that provide flexibility can be reflected by the network.

Fig. 5. Generating results by pix2pix
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4 Proposed MARL with BIM for Solving the Path-Planning
Problem of Clash Free Rebar Design in PCEWs

4.1 Architecture of Each Agent

The architecture of each agent takes the form of Q-learning [11], which has four
modules: (1) State, (2) Action (3) Reward and (4) a Q-Table (Fig. 6). State module is
for saving and representing current agent states, a module named Action is for rep-
resenting the available actions and a feedback module Reward is representing the
feedback values received from the environment and the internal states of an agent.
Q-Table is a lookup table where agents calculate the maximum expected future
rewards for action at each state.

State Module. MARL system involves numbers of agent equipped with a set of sonar
sensors that has a 180° forward view. Meanwhile, input attributes of sensory (state)
vector consist of obstacle (path of other agent) detection, other agent position detection
and the bearing of the target from the current position. Therefore, without a priori
knowledge of the three-dimensional coordinate information of the obstacle and targets,
each agent is equipped with a localized view of its environment (Fig. 7).

Action Module. In MARL system, the agent can choose one of the five possible
actions (left, forward move, right, up and down at each discrete time step) (Fig. 8).

State s Action a Reward r

Q-Table

Fig. 6. Architecture of each agent
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Fig. 7. Illustration of states in 2D
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Reward Module. In MARL, the design of reward, punishment and some specific
strategies are presented for build-ability constraints. In particular, the reward and
punishment strategies are described in Table 1:

A reward of +1 is given when the agent reaches the target without hitting obstacles

and running out of time. A reward of +0.4 is given when the agent takes action that can
get close to the target to encourage agents search for defined targets. A punishment of
−1 is given when the agent hits an obstacle (paths of other agents), collides with
another agent or runs out of maximum time in order to avoid clash of rebar. A pun-
ishment of −1 is given when the agent moves into the specified range (1:5� diameter
of rebar) of paths or positions of other agents, therefore the spacing demand of rebar is
satisfied. A punishment of −0.5 is given when the agent takes actions including left,
right, up and down in order to make sure agent to move as straight as possible,
therefore the layout of rebar is most likely to be a straight line unless obstacles are
encountered. A reward of 0 is also assigned when the agent moves forward and does
not find the target in the maximum allowable time.

Fig. 8. Illustration of five possible actions in
3D

Fig. 9. Illustration of multi-agent path
planning including reward, punishment
and mission endings in 2D

Table 1. Reward and punishment strategies for agents.

Reward and punishment strategies

Reach targets without hitting obstacles +1.0
The distance between agents and targets decreases +0.4
Hit obstacles (paths of other agents) −1.0
Hit other agents −1.0
Within the range of other agents’ paths −1.0
Run out of time −1.0
Take actions (left, right, up and down) −0.5
Take action (forward move) 0
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Q-Table. Q-Table (“Q” for action-utility function) is a lookup table where agents
calculate the maximum expected future rewards for action at each state. Specifically,
this table will guide agents to the best action at each state. In terms of computation, this
environment can be transformed into a table.

In the Q-Table, the columns will be the available actions. The rows will be the
states. The value of each cell will be the maximum expected future reward for that
given state and action. Each Q-table score will be the maximum expected future reward
that the agent will get if it takes that action at that state. In order to learn and improve
each value of the Q-table at each iteration during the iterative process, Q-Learning
algorithm [11] is used.

4.2 Q-Learning Algorithm in MARL

The thought of Q-learning is that agents evolve from learning by a sequence of trials
and adjust its behavior. The Q-learning algorithm in the proposed MARL is summa-
rized in Algorithm 1. Given the current state S and a set of available actions A, the Q-
Table is used to predict the value of performing each available action. The value
functions are then processed by an action selection strategy to select an action. Upon
receiving a feedback (if any) from the environment after performing the action, Q-
learning is used for each agent learns the association from the current state and the
chosen action to the estimated reward value.

In Step 3, we adopt an e-greedy strategy in MARL to balance agent exploration and
exploitation, which selects an action of the highest Q s; að Þ value with probability of
1� e e2 0; 1½ �ð Þ; or takes a random action otherwise. In addition, it is beneficial to have
a higher value of e in the initial stage to encourage agents exploring new possibilities
and a lower value of e in the later stage to make agents performance converge grad-
ually. Therefore, the value of e is usually set gradually reduced over time.
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The key to estimate the value function Q s; að Þ in Step 5 is using a temporal
difference equation (bounded Q-learning):

DQ s; anextð Þ ¼ aTDerr: ð3Þ

where a2 0; 1½ � is the learning rate parameter, and TDerr is a value function of the
current Q value predicted:

And using the TD formula in Q-learning, TDerr is computed by:

TDerr ¼ rþ cmaxa0Q s0; a0ð Þ � Q s; anextð Þ: ð4Þ

Where r is the immediate-reward value, c2 0; 1½ � is the discount parameter, and
maxa0Q s0; a0ð Þ denotes the maximum estimated value of the next state s0.

4.3 Proposed MARL System

Algorithm 2 Pseudo Code of MARL System
Initialization: Generate the initial m agents
While (a mission ending conditions are not satisfied)
For each agent 

If (agent dose not fail or not arrive the target) 
Perform Q-learning algorithm

Else 
Stop training

End If 
End For 
End While

The basic steps of the proposed MARL system are outlined in Algorithm 2. In the
first step, a population of m agents is initialized. An agent fails when hitting obstacles,
exceeding 30 sense-act-learn cycles (running out of time). A mission ends when all
agents fail or arrive at the target successfully. A mission will also be deemed to have
failed if an agent collides with another, as depicted in Fig. 9.

5 Illustrative Example

In this section, the empirical study is established to study the effectiveness of the
proposed framework. One illustrative example about PCEW with 187 rebars as shown
in Fig. 10(a) will be used to test the proposed framework. Furthermore, the tessellated
mesh environment transformed from BIM model and the simulation results about paths
of agents are shown in Fig. 10(b).

The automated 3D BIM outputs of the rebar in PCEW are given in Fig. 10(c).
Design of rebars of the PCEW are based on the result of the proposed framework. It can
be observed that there is no rebar clash in PCEW by clash detection of the 3D BIM
output.
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6 Conclusions and Future Research

In this paper, we model the clash detection and resolution problem for the rebar design in
PCEs as a path planning problem of agents in order to achieve automatic arrangements
and bending of rebar according to obstacles. Therefore, a framework via GAN and
MARL with BIM has been proposed to identify and avoid rebar spatial clash in PCEWs.
GAN is applied for generating rebar design in construction detailing drawings in
PCEWs and the generating results are transformed into an environment for MARL.
Next, according to MARL, the agent selects the suitable action and reaches the defined
targets without hitting obstacles or running out of time. Subsequently, agents converge
gradually to the global optimum along with the experimental training. Finally, the paths
of agents are extracted to BIM model generating the rebar design. The simulation study
in terms of the result of generating by Pix2pix and the paths of MARL have shown the
effectivity and efficiency of the proposed system on the layout of rebar in PCEWs.
However, the proposed framework via GAN and MARL with BIM still has a few
limitations, such as it only applied for regular precast concrete exterior walls. Therefore,
extending the system for more kinds of PCEs will be considered in the future work.

Fig. 10. The simulation result of considered PCEW

Fig. 11. 3D output of rebar design in the considered PCEW
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Abstract. In the face of complex information interactive system, it is essential
to evaluate products achieve system performance within users cognitive
capacity. Most of the research about ergonomic evaluation mainly focus on the
macro ergonomic method, which not focus on concrete design problem at the
micro level. This paper focuses on how to identify and predict cognitive ergo-
nomic problems based user action and cognitive model and establishes the
mapping relationship between cognitive ergonomic problems and real-time
continuous measured data in order to let the evaluation results play a direct role
in the design. The methodology was applied to evaluate the ergonomic quality
of IETM used by astronauts in the space station, which including make flight
plans, do experiments, in-orbit maintenance, and so on. A series of standardized
evaluation procedures were designed to explore the possibility of remote
ergonomic measurement for long-term orbiting operation.

Keywords: Cognitive ergonomics � Evaluation � Quantitative analysis �
Eye-tracking � Interactive system

1 Introduction

Ergonomics has increasing become a critical factor in work-related safety and effi-
ciency. Ergonomics consists of physical, cognitive, and organizational ergonomics,
thus applying to all aspects of human activity [1]. Most of the early researches focus on
physical activities, but now we are turning more attention to the cognitive element with
information technology development and increasing complexity of human-machine
interactive systems [2]. Cognitive ergonomics refers to how mental processes take
place and is associated with memory, sensory-motor response, and perception [3].
Ergonomic evaluation is used to evaluate whether it can achieve a user’s desired goals
by a user using products and whether it can achieve system performance by human-
machine synergy. We should think about definitely human’s needs, limits, and char-
acteristics, to assure complete tasks productively.
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Generally, a software system can be evaluated concerning different aspects, for
example, functionality, reliability, usability, efficiency, maintainability, portability [4].
To assess a user’s performance with the software system, we concentrate on the aspect
of usability from an ergonomic point of view. This aspect has gained particular
importance during the last two decades with the increasing use of interactive software.
It aims to assess a system’s quality for specific users, for specific tasks, and in a specific
environment [5]. Functional, task-oriented and user-oriented issues are to be covered
by an evaluation, where the user-oriented perspective is the focus of the consideration.

In this paper, we focus on the interactive information system used by astronauts
working and living in the space station, which including electronic manuals, log
management, material management, and so on. Especially the Interactive Electronic
Technical Manual (IETM) has become an indispensable supporting system for daily
tasks. The electronic manual can be regarded as the astronauts’ operational guide to
complete flight plans, individual experiments, in-orbit maintenance and a series of
functions such as complementary interactive tools. It plays a crucial role in improving
the work efficiency of astronauts and ensuring the completion of space missions.
However, the user demands and interface usability of handheld IETM systems have not
received enough attention. For example, when locating fault information, how to
display information can help astronauts quickly understand and make decisions; when
searching information, how to set up a navigation catalog can help astronauts promptly
found the information they need; when scanning data, how to make it easy for users to
understand the relationship among different data; and so on. These usability issues fall
under the category of cognitive ergonomic evaluation.

The study aims to establish a set of ergonomic evaluation metrics and methods to
figure out design problems and to improve the usability of the interactive information
system in complex task environments. Firstly, it is essential to analyze ergonomic
requirements in the space station. We analyzed cognitive ergonomic requirements in
terms of user’s action process and cognitive characteristics. Secondly, we present an
experimental study to structure a framework of cognitive ergonomic evaluation in
terms of multi-source data measurement. The multi-source data came from the user’s
behavior recording, software logging, and physiological parameters. Thirdly, we design
ergonomic evaluation experiments for typical information interactive systems. Our
research focuses on how to identify and predict human errors with continuous real-time
data and quantitative analysis. Respective metrics could serve as likely markers for
usability problems. As well as a set of real-time recording and analyzing tools have
been developed based on multi-dimensional measurements such as physiological sig-
nals, logging, and behavioral parameters. We established the mapping relationship
between objective measurement data and usability issues. Finally, we discuss the
implications of our findings for the ergonomic evaluation methodology.
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2 Related Research

Over the past decades, studies on ergonomic evaluation of human-system information
interaction focus on the establishment of evaluation criteria, the improvement of
evaluation methods and techniques used in the evaluation process to improve and
assure easy-to-use user interfaces and systems.

In ISO/IEC9126-1, Usability as one of the software quality characteristics is
defined “A set of attributes that bear on the effort needed for use, and on the individual
assessment of such use, by a stated or implied set of users”, which including under-
standability, learnability, operability, and attractiveness [4]. Currently, the usability
evaluation criteria of software are mainly based on the ISO 9241 - efficiency, effec-
tiveness, and satisfaction as the evaluation criteria of usability [5], and usability
frameworks that be established by some ergonomic experts, such as Nielson defined
“Usefulness” as learnability, efficiency, memorability, errors, and satisfaction [6],
Shackel defined Usability as effectiveness, learnability, flexibility and attitude (ac-
ceptable and satisfaction) [7]. Usability engineering has developed more than 20 kinds
of methods, including performance measurement, cognitive walkthroughs [8], heuristic
evaluation [6], thinking aloud protocol, feature inspection, lab observation, question-
naire, etc. There are many challenges of measuring usability, such as to distinguish and
empirically compare subjective and objective measures of usability, to use both micro
and macro tasks and corresponding measures of usability, and so on [9].

Mental workload (MWL) is another construct greatly invoked in Human Factors.
Mental workload is defined as“the total of all assessable influences impinging upon a
human being from external sources and affecting it mentally” [10]. Mental workload is
the necessary complement that applied to evaluate and predict human performance for
designing the interaction of the human with technological devices, interfaces, and
systems [11–13], as well as another way to measure the usability and acceptability of
human-machine system [14]. Overload and underload may have short-term conse-
quences and long-term consequences, such as on the one hand, when MWL is at a low
level, the human may feel boring and monotonous, on the other hand, when MWL is at
a high level, the human may feel extremely frustrated, and pressured [15]. Many
measurement methods and evaluation criteria have been established around the mental
workload. They include subjective evaluation scale [16], such as NASA-TLX [17],
SWAT [18], MRQ [19], etc.; behavioral index, which assess the performance of the
operator’s behavior in the task, such as task completion time, error rate and reaction
time [20]; and physiological index including brain function, eye function, such as heart
rate, pupil dilation and movement and so on [21]. O’Donnell proposed the related
criteria for workload measurement methods: sensitivity, diagnosticity, interference,
equipment requirements and operator acceptance [22]. Mental workload and usability
are two none overlapping constructs, and they can be jointly employed to evaluate and
predict human performance [9].

Scapin and Bastien presented a set of ergonomic criteria for interactive systems
consists of eight main criteria as followed: guidance, workload, explicit control,
adaptability, error management, consistency, the significance of codes, and compati-
bility [23].
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There are some methodological variations for ergonomic evaluation in the area of
interactive systems. They cover more ground than the definitions of usability and focus
on different aspects of human performance. The methods may be broadly classified as
quantitative or qualitative approaches. The quantitative methods predict the speed of
performance (e.g., critical path analysis), errors (e.g., systematic human error reduction
and prediction approach and task analysis for error identification), and speed and errors
(e.g., observations). The qualitative methods predict user satisfaction (e.g., question-
naires and repertory grids), device optimization (e.g., checklists, link analysis, and
layout analysis) or user and device interaction (e.g., heuristics, hierarchical task anal-
ysis, and interviews) [24].

However, there are still limitations of criteria and methods for evaluating interactive
systems in the complex situation as follows,

(I) Ergonomic issues cannot be reduced to sets of dimensions and recommendations
[23], most of these criteria are ‘expert-oriented’facing to evaluating, which not
accord with user’s mental process, especially overlook the cognitive and emo-
tional state of the users at the time of operating the product [25]. It is difficult to
establish ‘user-oriented’ evaluation process in terms of these criteria.

(II) Many criteria lack a unified structure so that it is difficult to consistency between
different measurement methods [26]. We believe that a more comprehensive
framework of evaluation factors needs to be established based on user action and
cognitive models.

(III) As well as most of the traditional ergonomic testing in a lab is not adequate for
the real working environment, which emphasizes the influence of the situational
factors on users. In recent years, researchers tend to adopt an integrated method
with combining advanced measurement techniques to collect user data nonin-
vasively and continuously and quantitative analysis in different phases of the
user-centered design and development process. Eye tracking [27], short-term or
long-term logs study and remote testing have been widely used. However, there
are still many problems to be resolved. For example, eye tracker or logs data
mainly evaluated the performance of user operational or physiological criteria. It
is impossible to identify cognitive ergonomic problems accurately from the
individual data, and recording user data for long-term and mining data in
practical scenarios has always been a technical difficulty.

3 Methodology

3.1 Cognitive Ergonomic Criteria

Taking IETM as an example, the astronauts need IETM as an assistant tool to check
flight procedures, review operational guides, and synchronizing data, etc. So common
cognitive ergonomic requirements of users depend on each cognitive stage of the tasks
as shown in Table 1. We need to take into account both action factors and cognitive
factors during the ergonomic evaluation. In terms of the common cognitive ergonomic
requirements, the cognitive ergonomic criteria can be described as two categories:
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design-oriented and user-oriented. To ensure the consistency and reliability between
design and evaluation, we present the design-oriented criteria involved the main design
principles of human-system interaction, as well as the user-oriented criteria, included
the main errors occurred in the user’s operation processing. The categories of the user
errors as shown in Table 1 cover the perception and cognitive characteristics with the
action mainline.

3.2 Statistical Variables

To match the relationship between cognitive ergonomic problems and continuous data,
we defined a set of representative variables in terms of related user-oriented evaluation
criteria. The study selected eye-tracking data and behavioral log data as measure
variables. Eye tracking measures are an efficient way to measure monitoring perfor-
mance as previous research has found associations between cognition and eye tracking
behavior [28]. There are seven statistical variables were selected to help identify the
ergonomic problems according to the eye-tracking data and user interactive data col-
lected in the experiment, as showed in Table 2.

(I) Two pre-defined data by tasks: the number of standard steps, and the number of
function entry steps;

(II) Three user behavior data: the number of user’s steps reached, the number of user
operational chains, and operational chains where the function completed;

(III) Two eye-tracking data: the number of fixation points in interest areas, and the
average fixation duration in AOI.

Table 1. Cognitive ergonomic criteria.

Cognitive ergonomic
requirements

Evaluation criteria
Design-oriented User-oriented

(Cognitive ergonomic
problems)

Intention Functional
directivity

Intention transformation error

Planning-searching Interface layout
logicality

Function entry not be found

Planning-identification Controls saliency Location of the command not
be found

Planning-understanding &
memorizing

Meaning
consistency

Icon/function meaning not be
understood

Implementation-searching &
identification

Controls guidance
quality

Next step not be found

Implementation-understanding &
memorizing

Understandability Operational command not be
understood

Feedback Navigability Insufficient feedback
information
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3.3 Discriminant

A mapping relationship between the seven types of ergonomic problems and statistical
variables. Figure 1 shows these steps involved in applying a set of discriminants (as
Table 3 shown) to classify the cognitive ergonomic problems in a task.

3.4 Experiment Design

Participants. Three participants aged 30–50 years old participated in the experiment.
The participants carried out 30-minute training for the purpose and operation of IETM
and one-hour training for the use of eye tracker and the click data acquisition program,
an assessment was also made on the use of experimental equipment, every participant
reach to the standard.

Experiment materials and devices. The experiment was conducted on three Pads
with 1600 � 2560 pixels. An eye-tracker (Tobii Glasses 2) will be used for recording
the participants’ gaze data at a sampling rate of 50 Hz. Click data Acquisition Program
will be used to collect the real-time clicking data. EV screennap will be used to record
the task operating video.

Experiment tasks. This experiment has designed ten tasks according to the IETM
daily tasks as Table 4 shown.

Table 2. Statistical variables.

Statistical
variables

Sign Definition Approaches types

Standard steps Cstd The number of standard
operations required from start to
complete an operational
command

Pre-defined
by tasks

discrete
variable

Function entry
steps

Estd The number of standard
operations required from start to
the function entry

Pre-defined
by tasks

discrete
variable

User’s steps
reached

Cact The number of user actual
operations from start to complete
task.

Count user
clicks

discrete
variable

Number of user
operational
chains

N The user from start to end or by
pressing the “Return” button is
referred to as an operation chain.

Count user
clicks

discrete
variable

Operational
chains where the
function
completed

n The chain number at which user
operates a complete operation
command

Count user
clicks

discrete
variable

Number of
fixation points in
AOI

Ef It indicates that the user is aware
of the target command

Eye-
tracking

discrete
variable

Average fixation
duration in AOI

Et The average duration of each
gaze point in AOI

Eye-
tracking

continuous
variable
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3.5 Data Collecting and Processing

For the eye-tracking data collected by the Tobii Pro Glasses Controller (x86),we use
the FixationAnalysis 2.0 software to draw the AOI for the function control and check
the number of fixation points in the AOI to determine whether the user percepted icons
or words of the control or not.

The IETM is based on the Android platform. A collecting program coded by
Python, call the “adb shell getevent -tt | findstr 00[237a][234569ef] >“ to gather the
real-time click hexadecimal coordinates based on the screen.

Fig. 1. Cognitive ergonomic problems discrimination flow chat.

Table 3. Statistical variables.

Cognitive ergonomic problems Discriminant

Intention transformation error Cact-Cstd < 0 and n-N = 0
Function entry not be found Cact-Estd < 0
Location of the command not be found Cact-Estd = 0 and(Ef = 0 or Et < 100)
Icon/function meaning not be understood Cact-Estd = 0 and Ef > 0 and Et > 100
Next step not be found Cact-Estd > 0 and(Ef = 0 or Et < 100)
Operational command not be understood Cact-Estd > 0 and Ef > 0 and Et > 100
Insufficient feedback information Cact-Cstd = 0 and n-N < 0
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The video, recorded by EV screencap is the mp4 format, FFmpeg is the leading
multimedia framework, able to record, convert audio and video. OpenCV provides the
resize function to change the size of the image. We called the FFmpeg commend line
“ffmpeg -ss positon -i filename -frames:v 1 -avoid_negative_ts 1 [out].png” circularly
to output a series of specified timestamp frame as JPG. Then adjust the image reso-
lution to 1366 � 768 through the “res=cv2.resize(img,(1366,768), interpolation=cv2.
INTER_CUBIC))”. Finally the red circle which present the clicking coordinates on the
JPGs was drawn through the code “res=cv2.resize(img,(1366,768), interpolation=cv2.
INTER_CUBIC))”.

As shown in the Fig. 2, a series of specified frame as JPG format with clicking
coordinates, the name of each image consist of the click type and the click time were
output, then the task operating path can be output.

4 Results and Discussion

Comparing user’s operation path with standard operation path, classifying the dis-
covered ergonomic problems according to the discriminant, the user error classification
is as Fig. 3 shown.

Table 4. Experiment tasks

Task
number

Task description

1 Open the IETM and log in with your own account
2 Check your daily plan 5 days later
3 View the to-do tasks of the simulation cabin running for the 46th day
4 Next to the task 3, see if the third task in the to-do task list has an operation

guidelin, and if so, open it
5 Check out today’s group master plan
6 Check your schedule for this week
7 Check your schedule for this month
8 View the fault countermeasure of the alarm monitoring experiments
9 Check the Catalogue of Experiment Catalogues
10 Log out

Fig. 2. Visualization of task operating path.
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The accordance ratio of discriminant by the aboved mentioned methods and
experience judgment by ergnomical experts is 92.85%. There is a difference in the
classification of one type of problem:

For task 5, we found that inconsistent classification was found in the operation of
participant 02. The result of discriminant is “Icon/function meaning not be under-
stood”, but the result of experience judgment is “Location of the command not be
found”. Through the eye-movement data analysis of operation for taske 4, we found
that the eye-tracking data of participant 02 have fixation on the AOI, but there is no
further operation, so this error can not be classified as “Can’t find the control” but
should be classified as “Icon/function meaning not be understood”. In view of whether
users can see this control, the reliability of checking whether there have fixation point
in the AOI is higher than the experience judgment.

Because of the difference between tasks difficulty, operation, and user’s operation
characteristics, it is necessary to establish a unified index for each user’s operation of
each task. We can use the unified index to compare and evaluate the operation of
different users’ tasks, rating the severity of errors. Tasks with a high degree of severity
should be improved preferentially.

Smith proposed the concept of “Lostness” in the usability study of websites [29].
This paper makes some modifications to the “ Lostness.” The modified formula is as
follows, covering the extent to which the task is approaching success, N represents the
number of unique controls being clicked, S represent the number of controls Clicks.The
modified formula is as follows, covering the extent to which the task is approaching
success, N represents the number of unique controls being clicked, S represent the
number of controls Clicks.

Lm = sqrt[ ðN/S - 1)2 þðCstd/Cact - 1)2 �: ð1Þ

According to the formula, L is a value between 0 and √2. The lower the Lm value,
the smaller the user’s lostness. Ideally, the L value is 0, representing the user to
complete the task successfully without extra steps (Fig. 4).

From the above figure, we can see that the lostness reflects the difficulty of users to
complete the operation task. The higher the lostness, the more impossible it is for users
to complete the task.

Fig. 3. Cognitive ergonomic problems classification.
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The lostness reflects the difficulty of the user to complete the task. The higher
lostness represents that the user can not complete the task, the worse the user
experience.

Combined with the error rate and the average lostness of the task, we can grade the
severity of the task, and the task with higher error rate and higher lostness can be
selected to improve and iterate, from Fig. 5, we know task 4, task8, task9 needs to be
modified firstly.

5 Conclusion and Future Research

By task testing, this paper introduces user eye movement data and click data, proposes
a user experience measurement method based on user eye movement and interactive
manipulation, classify the user errors, verify the effectiveness of the discriminant
classification through the experienced judgment.

The coincidence ratio between discriminant classification and the experienced
judgment is 92.85%, indicating that the discriminant method can largely reflect the

Fig. 4. The lostness (average) of the cognitive ergonomic problems.

Fig. 5. The lostness and the error rate.
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cognitive characteristics and action characteristics of user’s operation. At the same
time, through the analysis of the task existed discriminating differences, it is found that
the method can eliminate the impact of individual cognitive differences.

This study verified the rationality of data collection and data analysis process and
preliminarily accumulated experience in data collection and analysis of on-orbit soft-
ware’s long-term tracking test in a closed environment. In the following, the process
and method of on-track implementation of this project should be further studied and
designed, and the synchronous collection and analysis method of recorded screen data
and click data should be discussed to improve the efficiency of data processing.
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Key Laboratory of Human Factors Engineering, Grant NO. SYFD170051809 K.

References

1. What is ergonomics? International Ergon Associates (IEA) (2012). http://iea.cc/01_what/
What%20is%20Ergonomics.html

2. Hollnagel, E.: Cognitive ergonomics: it’s all in the mind. Ergonomics 40(10), 1170–1182
(1997)

3. Berlin, C., Adams, C.: Production Ergonomics: Designing Work Systems to Support
Optimal Human Performance, pp. 83–106. Ubiquity Press, London (2017)

4. ISO/IEC 9126. Information technology - software product evaluation – quality character-
istics and guidance for their use. ISO/IEC (1991)

5. ISO 9241. Ergonomic requirements for office work with visual display terminals, Part 8.
Requirements for displayed colors. ISO (1994)

6. Nielsen, J., Mack, R.L.: Heuristic evaluation. In: Usability Inspection Methods. Wiley, New
York (2010)

7. Shackel, B.: Usability- context, framework, definition, design and evaluation. Interact.
Comput. 21(5–6), 339–346 (2009)

8. Lewis, C., Polson, P., Wharton, C., et al.: Testing a walkthrough methodology for theory-
based design of walk –up-and-use interfaces. In: CHI’90 Proceedings of the SIGCHI
Conference on Human Factors in Computing Systems, pp. 235–242. ACM, New York
(1990)

9. Longo, L.: Experienced mental workload, perception of usability, their interaction and
impact on task performance. PLoS ONE 13(8), e0199661 (2018). https://doi.org/10.1371/
journal.pone.0199661

10. ISO 10075-1:2017. Ergonomic principles related to mental workload – Part 1: general issues
and concepts, terms and definitions. ISO (2017)

11. Young, M., Brookhuis, K., Wickens, C., Hancock, P.: State of science: mental workload in
ergonomics. Ergonomics 58(1), 1–17 (2015)

12. Hancock, P.: Whither workload? Mapping a path for its future development. In: International
Symposium on Human Mental Workload: Models and Applications, pp. 3–17. Springer
(2017)

13. Wickens, C.: Mental workload: assessment, prediction and consequences. In: International
Symposium on Human Mental Workload: Models and Applications, pp. 18–29. Springer
(2017)

Cognitive Ergonomic Evaluation Metrics 569

http://iea.cc/01_what/What%20is%20Ergonomics.html
http://iea.cc/01_what/What%20is%20Ergonomics.html
http://dx.doi.org/10.1371/journal.pone.0199661
http://dx.doi.org/10.1371/journal.pone.0199661


14. Ariza, F., Kalra, D., Potts, H.W.: How do clinical information systems affect the cognitive
demands of general practitioners? Usability study with a focus on cognitive workload.
J. Innov. Health Inform. 22(4), 379–390 (2015)

15. Cain, B.: A review of the mental workload literature. In: Defence Research & Development
Canada, Human System Integration (2007)

16. Rubio, S., Diaz, E., Martin, J., Puente, J.M.: Evaluation of subjective mental workload: a
comparison of SWAT, NASA-TLX, and workload profile methods. Appl. Psychol. 53(1),
61–86 (2004)

17. Hart, S.G.: NASA-task load index (NASA-TLX); 20 years later. Proc. Hum. Factors Ergon.
Soc. Annu. Meet. 50(9), 904–908 (2006)

18. Reid, G.B., Nygren, T.E.: The subjective workload assessment technique: a scaling
procedure for measuring mental workload. Adv. Psychol. 52, 185–218 (1988)

19. Boles, D.B., Bursk, J.H., Phillips, J.B., Perdelwitz, J.R.: Predicting dual-task performance
with The Multiple Resources Questionnaire (MRQ). Hum. Factors 49, 32–45 (2007)

20. Eggemeier, T., O’Donnell, R.: A conceptual framework for development of a workload
assessment methodology. In: Defense Technical Information Center OAI-PMH Repository
(United States) (1998)

21. Charles, R.L., Nixon, J.: Measuring mental workload using physiological measures: a
systematic review. Appl. Ergonomics 74, 221–232 (2019)

22. O’Donnell, C.R.D., Eggemeier, F.T.: Workload assessment methodology. In: Measurement
Technique, Ch42, pp. 42-5 (1986)

23. Dominique, L.S., Christian Bastien, J.M.: Ergonomic criteria for evaluating the ergonomic
quality of interactive systems. Behav. Inf. Technol. 16(4–5), 220–231 (1997)

24. Neville, A.S., Mark, S. Y., Catherine, H.: Guide to Methodology in Ergonomics Designing
for Human Use, pp. 9–76. Taylor & Francis, London (2014)

25. Romaric, M., Andre, W.K., Marie-Catherine, B.Z., Elizabeth, M.B.: Insights and limits of
usability evaluation methods along the health information technology lifecycle. Stud. Health
Technol. Inform. 210, 115–119. EEMI (2015)

26. Hornbaek, K.: Current practice in measuring usability: challenges to usability studies and
research. Int. J. Hum. Comput. Stud. 64(2), 79–102 (2006)

27. Alper, A., Duygun, E.B., et al.: Evaluation of a surgical interface for robotic cryoablation
task using an eye-tracking system. Int. J. Hum. Comput. Stud. 95, 39–53 (2016)

28. Imbert, J.p., Hodgetts, H.M., Parise, R., Vachon, F., Dehais, F., Tremblay, S.: Attentional
costs and failures in air traffic control notifications. Ergonomics 57, 1817–1832. (2014)

29. Smith, P.A.: Towards a practical measure of hypertext usability. Interact. Comput. 8, 365–
381 (1996)

570 Y. Zhang et al.



A System for User Centered Classification
and Ranking of Points of Interest Using
Data Mining in Geographical Data Sets

Maximilian Barta(&), Dena Farooghi, and Dietmar Tutsch

Bergische Universität Wuppertal, Rainer-Gruenter-Str. 21,
42119 Wuppertal, Germany

{barta,dfarooghi,tutsch}@uni-wuppertal.de

Abstract. In this paper we propose a system to automatically extract and
categorize points of interest (POIs) out of any given geographical data set. The
system is then modified for a user centered approach to work in a web envi-
ronment. This is done by customizing the order, amount and contents of the
previously created categories on a per user basis in real time. The aim of this
system is to provide users with a more flexible and less error prone approach to
POI data that can then be used in geographical routing and navigation appli-
cations, replacing the conventional existing solutions that need to be manually
administrated. The generated results are validated using preexisting, manually
created, point of interests and their corresponding categories.

Keywords: Data mining � Geographical data sets � Navigation �
Points of interest � Systems engineering � User centered � Web technologies

1 Introduction

As mobility is an ever increasing topic in society, not only the means of transportation
need to be evolved, but also the way of how humans and vehicles are navigated in the
always changing urban and rural environments. One such component of navigation can
be the so called points of interest (POIs) - a POI is a location that may be of certain
interest, like a gas station, a charging point for electrical vehicles, a supermarket, etc.
This paper will deal with the identification and classification of these locations using
methods from the interdisciplinary field of data science, and will describe a system that
is able to automatically generate new categories based on the POI usage in a navigation
application. Conventional POIs have to be categorized manually, meaning that given
data sets had to be enriched by humans who defined what location may or may not be a
point of interest; also the categorization or classification of such points has to be
performed by hand. Obviously this can lead to errors and in some cases may also
unintentionally incorporate the subjective opinion of the editor. The purpose of this
study is to minimize errors made by the human factor, while at the same time provide
additional benefits to the users and navigation solutions such as automatic updates on
map data information, and identifying new, previously unconsidered, POI categories.
In this paper we will propose a method on how to extract POIs and their categories
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using a data mining, or more precisely a text mining, approach based on the geo-
graphical map data set of the OpenStreetMap (OSM) project. An exemplary imple-
mentation for the region around the administrative district of Düsseldorf (Germany) is
conducted and results for the implementation will be presented. The generated results,
as well as the methods used for data preprocessing and the data mining methods are
discussed. The implementation is integrated into a web based navigation system that
allows uniquely identifying users. The focus thereby lies at creating a per user expe-
rience: Not only the number of routes, but also the start points, optional intermediate
targets and end points a user sets for each individual route, will have an impact on how
these points (which for example lie on or near a user selected point) are prioritized,
categorized and presented to the user. To achieve this, each such user interaction will
be logged and a model is created that can aggregate the collected data to create
personalized POI categories.

2 Methodology

In order to extract POIs and their categories out of the given geographical data set,
several data mining methods, discussed in Sect. 2.2, are applied. However before data
mining algorithms can be applied to the data set, the data needs to be transformed into a
compatible format – these methods are explained in Sect. 2.1.

2.1 Data Preprocessing

As data sets based on the OSM project are used, the data format worked upon is based
on the human readable XML-format (see Fig. 1). In this study we focus on the tag-
elements of each existing node-element respectively. OSM data is user generated, this
means that error can and will occur. By choosing robust techniques, errors (such as
typos, language mismatches or wrongly formatted data) in the data set can be, at least
in part, identified and corrected.

To transform the data into a format that can be used by the data mining algorithms a
slightly modified procedure as proposed by Han et al. [1] is used, comprising of the
following four steps: Selection, Cleaning, Integration and Transformation.

Fig. 1. Example of an element (node) in the XML-based OSM-format. Personal data has been
replaced with “…”.
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Selection. The contents of interest are determined in this step, this means that the
entire data set is filtered for node-elements, afterwards each node is isolated (i.e.
viewed as an entity) and the relevant attributes such as the id, geo location and tags are
extracted.

Cleaning. Stop words [2] (i.e. a, but, is, the, to, etc.) as well as unnecessary characters,
numbers and punctuation are removed. Capitalization is also normalized. Also stem-
ming – in this case the Porter stemming algorithm [3] is used – is applied to the
resulting data.

Integration. The data is combined for a number of regions relevant for further analysis
and split into subsamples.

Transformation. The resulting documents are tokenized and presented as a matrix of
words, a bag-of-words model as well as a term frequency – inverse document fre-
quency matrix [4, 5].

Regarding the size of the data set and the runtime of the aforementioned procedures
only the data set for the district of Düsseldorf (Germany) with a set size of 2,888 MiB is
processed, as compared to 53,297 MiB for the data set of the entire federal state of
Germany.

Overall the resulting matrix of words contains 79,978 proto-POIs (all nodes that
remained after the preprocessing steps) containing 1,416 unique words.

The bag-of-words model therefore spans a matrix of 79,978 * 1,416 entries – see
Table 1 for the top ten words in the bag-of-words model.

The term frequency – inverse document frequency (tf-idf) matrix has the same
dimensions as the matrix of the bag-of-words model, but instead of the values repre-
senting the number of occurrences of a word in a document, the tf-idf is calculated
using the formula [6] displayed in (1).

tf:idft;d ¼ nt
X

knk � log N=dftð Þ: ð1Þ

With N being the number of documents, dft being the number of documents con-
taining a certain term t as well as nt being the frequency of a certain term t and

P
k nk

being the length of the document.

Table 1. Top ten words in the data set for the district of Düsseldorf (Germany) after
preprocessing has been applied (note that words have been transformed due to the applied
stemming algorithm).

1. highwai 23,174 6. bu 7,270
2. amen 18,144 7. turn 6,826
3. barrier 12,283 8. circl 6,786
4. stop 12,060 9. traffic 6,608
5. cross 9,793 10. signal 6,606
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2.2 Data Mining

After preprocessing has been performed, the data is then applied to several data mining
methods. Before the different applications are performed however a reference classi-
fication is created. This reference classification is used as a benchmark and the baseline
for the generated classes. As the OSM project already created such a classification,
albeit limited to the tag-element amenity, we will use the projects’ recommended
categories as described in Table 2.

As stated before, this manual classification scheme is limited to only one specific
tag-element. In order to circumvent this, the approach is extended via set theoretic
methods to span over every existing tag-element. Hereby every node-element is fitted
to one of the existing categories by looking for similarities of all of the present tag-
elements. Afterwards new categories are generated by grouping up words with at least
a threshold of a frequency of 1% (meaning that words need to have a frequency of
1:100 when compared with the entire data set). Using this method, 15 new classes are
created. This procedure allows us to generally classify every existing node-element –
precise classification will be done in the following steps. The set theoretic approach can
be seen as a more general and comprehensive extension to the manual approach
(Table 3).

Vector Space Model using Latent Semantic Analysis. In the Vector Space Model
[7] similarities between documents are presented as angles between two vectors. Each
document is therefore transformed into a set of vectors wherein each word represents a
vector. The Vector Space Model (VSM) uses the aforementioned tf-idf matrix as its

Table 2. Categories for POIs based on the recommended classification by the OSM project.

Sustenance Education
Transportation Financial
Healthcare Other amenities
Entertainment, Arts & Culture

Table 3. Keywords with a frequency of at least 1% over the entire set of the district of
Düsseldorf (Germany).

highway 23,166 tourism 2,471
barrier 10,882 entrance 2,416
public_transport 6,416 denotation 1,564
power 5,803 genus 1,078
railway 5,204 historic 1,061
crossing 4,332 emergency 841
shop 3,104 leisure 657
natural 2,877
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basis. Because of its very high dimension count (79,978 * 1,416) the Latent Semantic
Analysis (LSA) [8] is used to reduce the data sets’ dimensions. The algorithms are fed
with the domain recommended parameters [9], resulting in two matrices, one vocab-
ulary matrix and one documents score matrix having dimensions of 1,416 * 100 and
79,978 * 10 respectively.

Clustering. As with the VSM, Clustering also relies on the use of LSA. The optimal
number of clusters is determined using the Calinski-Harabasz criterion [10] – a cluster
is hereby identical to a category. This paper uses the algorithm of Lloyd [11], a centroid
based k-means method, as the implementation of the clustering algorithm. based If the
model is fitted to use n = 100 components, as set in the VSM, the optimal number of
clusters is determined to be 10 (for n = 50, 20 clusters is the optimum, n = 200 results
into 17 clusters being the optimum). Applying Clustering allows for an exhaustive
classification. Overall 8 out of the 10 generated classes also show up in the set theoretic
approach.

Latent Dirilichet Allocation – Probabilistic Model. The Latent Dirilichet Allocation
(LDA) [12] is used to identify topics in the collection (data set) by calculating word-
likelihoods. To find out the optimal number of topics, the perplexity for different
amounts of topics is calculated beforehand, this is done using the Log-Likelihood [13].
As seen in Fig. 2, 20 topics are suggested as an optimal number of topics.

It is noteworthy that the results of the LDA are not robust, therefore 100 runs were
performed and the average of those runs was computed, resulting in the following 20
categories (Table 4).

2.3 Dynamic Model – User Centered Optimizations

All the aforementioned models generated similar category outputs that can be used in
navigation software to display points of interest and to use them in routing algorithms,

Fig. 2. Perplexity and number of topics for the LDA model – left: normalized data, right: non-
normalized data.
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but have one disadvantage: Categorization is static – meaning that user preferences and
tastes are not taken into account.

To come by this limitation, we created a mechanism that leverages the discussed
data mined results and uses them as the data source for a new dynamic approach (as
well as the initial setup for a user’s POI category list). At first the set theoretic model is
used to match the user queries against (multiple user input words are treated like a
Boolean AND). Every word of the query is compared to every word in the collection.
Words that are contained in the document are counted as a match, words that are not
contained in a document are counted as a miss. Additionally the Vector Space Model,
including the applied LSA, is incorporated as an additional document into the entire
collection. Here the cosine similarity is used to compare query words to the actual data
set. For the cosine similarity a value of 0.5 was chosen [14] as the threshold for a hit
condition. Afterwards a list of nodes is generated consisting of entries where both
criteria generated a match, as well as a secondary list with suggestions, where only one
of the two conditions matched – see Fig. 3, same word refers to the set theoretic model,
same context to the VSM.

Should a user, for example, search for the phrase bicycle the user will be presented
with matched results that are mapped to the word bicycle in the set theoretic model, but
will also get results as suggestions if they share the same context (as determined by the
VSM. Another case would be where no matches are generated via the set theoretic

Table 4. Topics generated with LDA based on normalized data.

1 vend machin cigarett 2 park bicycl stand hunt 3 restaur inform cafe
4 turn cicl 5 uncontrol cross level 6 bench switch
7 tree urban 8 signal traffic cross 9 stop platform bu
10 stop posit bu 11 barrier cycl 12 memori artwork station

water sculptur
13 post box 14 stadtwerk street lamp gaslight

straight
15 stop bu platform

16 bollard 17 recycl contain 18 tower main
19 gate 20 turn cicl

Same context

yes no

Same word
yes Match Common words,

different context

no Same context,
no common words No match

Fig. 3. Criteria to determine the relevance of words of a specific query.
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model. For example if the query would be wlan no match would be generated via the
set theoretic approach, but the VSM will return results containing phrases like internet
or Wi-Fi.

Implemented into the web based application users can also be uniquely identified.
This enables us to also log the search history for POIs and use the gathered data to
generate user centered categories which have not been present in the beginning. Should
a user search for specific terms numerous times the term will be tailored to its own
category for the user. Also when a user creates a route POIs will automatically be
detected that are near the start, end, and intermediate points of the route and will
receive a higher priority when searched upon in the future.

3 Results

Overall the set theoretic approach is best suited for a defined number of categories with
heterogeneous content and few semantic similarities. Intriguingly dimension reduction
using LSA did not yield significantly better results. By applying the Vector Space
Model combined with LSA 99.07% of the resulting data set fits the set theoretic
approach (Table 5).

For the dynamic approach a combination of the set theoretic model and the Vector
Space Model with LSA is used to distinguish between word similarities and contextual
similarities. For data containing very homogeneous classes and content, Clustering (k-
means++) delivers suitable results. Normalizing the data set by applying the Porter
stemming algorithm results in small benefits in global accuracy.

The initially existing, OSM provided, categories are not symmetrical regarding the
number of entries in each category which leads to some classes being neglected when
applying automatic classification processes. As an example, when applying automatic
classification methods, the combination of the classes transportation, highway, railway
and crossing as well as the combination of natural and waterway (among others) are
recommended.

As the whole system is applied to the administrative district of Düsseldorf (Ger-
many) a regional bias cannot entirely be ruled out – results for different regions (e.g. the

Table 5. Results for the applied methods on the entire data set – reference is the set theoretic
approach.

Approach Classes Coverage Global accuracy

Set theoretic approach 18 95.06% 100% (initial)
Clustering (LSA – 100 components) 10 100% 86.81%
Clustering (LSA – 200 components) 18 100% 74.64%
Clustering (LSA – 300 components) 18 100% 80.00%
LDA 20 100% 61.33%
Vector Space Model
(LSA – 100 components)

7 22.47% 99.07%
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entire Federal Republic of Germany, the European Union or the entire world) might
yield different results regarding the generated classification (Fig. 4).

4 Outlook

Despite receiving positive results, some limitations apply. The OSM data set, in theory,
being uniform and culture neutral, sometimes has errors (like for example nodes that
have no references whatsoever) and/or some local and regional specific oddities
(meaning that some meta data does not exist in culture neutral form). Such oddities and
errors can be identified by the applied preprocessing steps, but were not further
inspected. In future iterations the applied methods could be used to correct errors in the
OSM data set.

5 Conclusion

In this paper we described a system that effectively combines multiple data mining
approaches and methods to the data set of the OSM project. The aim of the research
was to extract and generate a classification scheme for points of interest. By extracting
the existing tag information such POIs are created and multiple criteria for the dynamic
user-centered approach are generated. The applied approaches consist of criteria based
approaches (set theoretic approach and VSM) as well as data driven approaches
(Clustering and LDA). We conclude that with the presented system, classification for
POIs can be generated in a more flexible and faster way than by using conventional
methods which are based on manual processing. The resulting data set can be used in
navigation applications to enrich the customizability regarding POIs.

Fig. 4. Map extract with activated POIs for food and drink, bus stops and parking sites (green
markers).
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Abstract. The NASA Docking System (NDS) is a 31.4961-inch (800 mm)
diameter circular hatch for astronauts to pass through when docked to other
pressurized elements in space or for entrance or egress on surface environments.
The NDS is utilized on the Orion Spacecraft and has been implemented as the
International Docking System Standard (IDSS). The EV74 Human Factors
Engineering (HFE) Team at NASA’s Marshall Space Flight Center (MSFC)
conducted human factors analyses with various hatch shapes and sizes to
accommodate for all astronaut anthropometries and daily task comfort. It is
believed that the hatch, approximately 32 inches, is too small, and a bigger hatch
size would better accommodate most astronauts. To conduct human factors
analyses, four participants were gathered based on anthropometry percentiles:
1st female, 5th female, 95th male, and 99th male.

Keywords: Human factors engineering � Human factors analyses � NASA �
Common berthing mechanism � Jacobs space exploration group �
Self-Contained atmospheric protective ensemble � US space and rocket center �
Anthropometries � Underwater astronaut training � Microgravity

1 Introduction

Human Factors Engineering (HFE) has a key role in any system that contains human
interaction with hardware. The purpose of this project was to conduct HFE analyses on
various hatch shapes and sizes. Futuristic deep space missions need a standard size and
shape of a hatch or common berthing mechanism (CBM) to connect modules or serve
as an entryway or exit. CBMs are pressurized hatch connections between pressurized
elements (PE). The five hatch sizes that were analyzed were 32”, 42”, 50 � 50”,
50 � 50” 45°, and 62 � 50” (Fig. 1). The 32” hatch is in place on the Orion Space-
craft and the 50 � 50” CBM is currently being used on the International Space Station
(ISS). The Advanced Concepts Office tasked the EV74 HFE team with conducting
analyses to collect data that contributes to changing the standard from the 32” hatch to
a larger, more accommodating hatch for future missions.

Each analysis was conducted in both a gravity and a microgravity environment.
Surface analyses, performed in a gravity environment, were conducted at Marshall
Space Flight Center’s (MSFC) Building 4649. The tank analyses, performed in a
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microgravity environment, were conducted at the Underwater Astronaut Training
Facility (UAT) at the US Space and Rocket Center (USSRC). All hatches were ana-
lyzed in both docked and undocked configurations. The docked configuration contains
two hatches parallel to each other to simulate when two PE’s are connected for
astronauts to pass from one module to the other. An undocked configuration contains
only one hatch. This simulates when there is only one PE used for astronaut entry or
egress onto a surface. Because of this, participants wore Self-Contained Atmospheric
Protective Ensemble (SCAPE suits) to represent suits that astronauts would wear in
space. All analyses were observed for task difficulty, adequate volume, reach difficulty,
visual access, and overall comfort.

1.1 Participants

Analyses were performed with four participants of different anthropometric dimen-
sions. To accommodate all astronauts using these passageways, the 1st and 5th per-
centile female and 95th and 99th percentile male height was used.

The Orion Spacecraft expanded the anthropometric dimensions to range from the
1st to 99th percentile, compared to the previous range of 5th to 95th percentile
dimensions. The 1st and 99th percentile participant heights are very close to the
accepted value. The 5th and 95th percentile participant heights are one or two inches
different, but within the accepted value (Table 1).

32” 42” 50x50”             50x50” 45° 62x50”

Fig. 1. The 32” and 42” shapes are circular hatches and the 50 � 50”, 50 � 50” 45°, and
62 � 50” hatches are CBMs.

Table 1. Participant Anthropometries.

Participant Accepted value Participant height

1st percentile female 4’10.5” 4’10.5”
5th percentile female 5’2” 5’3”
95th percentile male 6’2.8” 6’1”
99th percentile male 6’4.6” 6’4.5”
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1.2 Safety

All participants were asked to thoroughly read and sign a consent form before the
project began (Appendix A). For all surface analyses, participants were spotted while
performing step-throughs with each hatch. The environment was prepared beforehand
to ensure a clean and safe working space.

For all tank analyses, participants read and signed a waiver from the USSRC.
The USSRC Dive Team then discussed diving basics, communication hand signs,
safety hand signs, and questions that new divers had. After getting into the water and
preparing dive equipment, participants went through training at the surface of the tank.
They were shown diving basics and special skills to successfully dive in the UAT.
While the test administrator, participants, and project assistants were in the tank, there
were always enough USSRC divers to provide supervision inside and outside of the
tank.

2 Surface Analyses

All surface analyses were conducted in MSFC’s Building 4649. All hatches were
analyzed in both docked and undocked configurations by all participants. Participants
were asked to step through the hatch both frontwards and sideways, stepping through to
the other side and back to the original position for each pass-through.

An intern and full time employee were responsible for the procurement, designs,
and construction for the high-fidelity wooden mockups used.

2.1 Designs

The 32” and 42” hatches were already assembled from previous analyses. The 50 � 50”
and 62 � 50” hatch designs were obtained from other departments within MSFC.

All hatches were designed with a specific tunnel length and depth. The hatch depths
were found in the obtained designs. The tunnel lengths were either collected from
designs or estimated by the test administrator and builder. The CBM tunnel lengths, all
15”, were calculated using the 99th percentile shoe size, also considering clothing and
boots worn. A wooden platform was used for the 50 � 50” docked configuration to
help participants step through the hatch safely. Table 2 shows each hatch’s tunnel
length, hatch depth, and docked distance. The platform was 15” in depth and 8” in
height.

Table 2. High-Fidelity Mockup Dimensions.

Hatch size Tunnel length (in.) Hatch depth (in.) Docked distance

32” 10” 6 ¼” 16 ¼”

42” 10” 6 ¼” 16 ¼”

50 � 50” 15” ½” 15 ½”

50 � 50” 45° 15” ½” 15 ½”

62 � 50” 15” 4 ¼” 19 ¼”

582 T. Andrews et al.



2.2 Construction

The 32” and 42” high fidelity hatches were constructed prior to this project; however,
there were only one of each. For the docked configurations, two of each hatch were
needed, so low fidelity PVC structures served as the vehicle side hatch. The 50 � 50”,
50 � 50” 45°, and 62 � 50” hatches were constructed using a CNC machine. All
pieces were built using ¼” plywood sheets, painted, and attached to a Cygnus mockup
in Building 4649. Reconfigurations between hatches took approximately 15 min.

3 Tank Analyses

All tank analyses were conducted in the USSRC’s UAT which is 24 feet deep. All five
hatches were analyzed by all four participants. Participants were asked to propel
themselves through each hatch by pushing off the tank wall. Participants then turned
around and pushed themselves off the center structure in the tank to go back through
the hatch. The test administrator and supporting NASA high school interns were
responsible for the procurement, designs, and construction for the PVC structures used.

3.1 Designs

A universal base design was created, allowing for simple reconfiguration for each hatch
design. 1 ½” PVC was used for the universal base and for the 50 � 50” 45° hatch. The
other hatches were built using ¾” CPVC. Fittings and adaptors were incorporated into
designs for construction of each hatch.

3.2 Construction

PVC structures were constructed by hand. Both small and large pipe cutters were used
to cut the PVC and CPVC pipe. The circular/ovular hatches were bent by hand,
sometimes mounted while volunteers used force to form the correct shape and angle.
Heavy duty primer and glue were used on the piping to secure into place and withstand
strong chemicals in the UAT.

4 Results

4.1 Methodology

All analyses were observed and analyzed by the test administrator and surveys were
given to participants after each analysis (Appendix B). As stated previously, the survey
covered five topics: task difficulty, volume, reach difficulty, visual access, and overall
comfort while performing the task of crossing through each hatch. The survey had five
possible answers ranging from Strongly Disagree to Strongly Agree, with a scoring
system ranging from one to five respectively. The questions were intentionally written
so that higher scores would represent higher satisfaction with the task of passing
through the hatch participants analyzed.
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4.2 Data

All question scores were totaled for each participant. Each question counted for five
points, making the maximum score per participant a 25. Each participants score was
then totaled for all five hatches, making the maximum overall score a 125. Scores were
taken as a percentage out of 125. Percentages for each participant were analyzed for
each hatch configuration – surface docked, surface undocked, and microgravity anal-
yses (Appendix C). Microgravity analyses were done in only one configuration because
participants were floating through the hatches. This data was used in two different ways
to show the results. First, a bar graph was made for each hatch configuration showing
the overall scores per participant for all hatches (Fig. 2). Both the surface undocked and
docked configurations mimicked a bell curve. The first percentile always scored the
configurations the lowest and the 5th and 95th percentile scores were always greater
than the 1st and 99th percentile scores. The 99th percentile score for the microgravity
analyses was unexpected and therefore does not follow the same pattern as the surface
analyses.

The data was also used to create a line graph for each percentile that contains all
five hatch scores for all three hatch configurations (Fig. 3). Scores increased as the
hatch size grew larger from the 32” to the 50 � 50” hatch; however, results became
constant as the hatch increased from 50 � 50” to the 50 � 50” 45° hatch.

Data was also analyzed by compiling total participant scores per hatch for each
configuration (Appendix D). Each question had a maximum score of 20 and each hatch
had a maximum score of 100. The percentage was calculated for each hatch in each
configuration. Results were used to compile three bar graphs to show the increasing
scores as hatch size grew larger (Fig. 4). As hatch size increased, total participant
scores increased for surface analyses. Total participant scores increased from the 32” to
the 42” hatch for the microgravity analyses; however, the results grew constant from
the 50 � 50” to the 50 � 50” 45° hatch.

Fig. 2. Configuration scores based on each anthropometry.
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5 Conclusion

As hatch size increases, total participant scores increase as well (Fig. 3). This shows a
direct correlation between hatch size and comfort for all anthropometries (Fig. 2).
Participant satisfaction increases as hatch size increases from the 32” to the 50 � 50”
hatch; however, the 50 � 50”, 62 � 50”, and 50 � 50” 45° have very similar scores,
resulting in the graphs flat lining.

Fig. 3. Hatch scores based on individual anthropometries.

Fig. 4. Configuration scores based on all anthropometries.
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Although the scores increase as the hatch size increases for the surface analyses, the
same pattern does not occur with the microgravity analyses (Fig. 4). The only sig-
nificant difference of scores for the microgravity analyses occurs between the 32” and
42” hatch. As the hatch grows larger from the 42” hatch, the score barely increases and
remains approximately the same for the three larger hatches.

As hatch size increases, all anthropometries will be better accommodated; however,
for future deep space missions, the largest hatch size (62 � 50”) presented very similar
data to the 50 � 50” hatch. For NASA’s purposes, smaller hatches are more efficient
overall. The results show that scores are constant once the size reaches the 50 � 50”
hatch. A 50 � 50” or greater size hatch will better accommodate all anthropometries.

6 Future Work

This project was completed in approximately 10 weeks. If this project is extended and
continued in the future, several factors should be considered and implemented.

Considering the hardware configurations for both surface and tank analyses, han-
dles could be implemented to better simulate realistic hatch pass-throughs. For surface
analyses, future participants could use the specifically placed handles for stability and
handholds while stepping through the hatches. For tank analyses, future participants
could use the handles to propel themselves through. This would better simulate
microgravity environments, as opposed to pushing off the tank wall and center struc-
ture. High fidelity mockups would also be necessary for all hatch configurations. Lack
of time and machine resources for this project contributed to some hatches for surface
analyses using PVC structures for the docked configuration. If studied further in the
future, high fidelity mockups would be needed for each hatch in each configuration.

Surveys could be adjusted to target more specific factors for both surface and tank
analyses. Also, instead of using a scoring system to analyze the survey data, statistical
analysis could be done to find more specific trends, outliers, and deviations in the data.
Lastly, instead of only one participant of each anthropometry, it would be beneficial to
have a large sample size in each percentile. This would cause the data to represent more
accurate and significant results.

Appendix A

Participant Consent Form
Informed Consent for CBM Human Factors Assessments

Test Administrator:   Becky Stewart   (rebecca.a.stewart@nasa.gov)  
Department/Organization: EV74 Human Factors Engineering
Location: Marshall Space Flight Center, Building 4649 & US Space and Rocket Center

Mentors:  Eric Staton   (eric.j.staton@nasa.gov) 
Tanya Andrews    (tanya.c.andrews@nasa.gov) 
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Part I: Information Sheet
Introduction: As a Human Factors Engineering Intern for the summer of 2018, I

have been assigned with the task of performing human factors assessments on various
common berthing mechanisms and hatches of various shapes and sizes. Each hatch will
be tested in both docked and undocked configurations and in both gravity and
microgravity environments. Both wooden and PVC structures have been built to rep-
resent the dimensions of all hatches. Assessments will be done in Building 4649 and in
the Underwater Astronaut Training environment at the US Space and Rocket Center.

Purpose: These analyses are being conducted to determine which hatch shape and
size will be the most objectively and subjectively accommodating to all people for
future deep space modules. Participants of different anthropometries will be used in
order to account for all heights.

Research: The participants will be informed and trained in a meeting prior to any
analyses. The test administrator will inform the participants about the project in more
depth and will instruct them what to do for each analyses. During each analyses, the
test administrator will be observing how each participant steps (or floats) through each
hatch. The volume, reach envelope, height, visual access, and comfort of each hatch
will be observed for each participant. After each assessment, all participants will be
asked to provide feedback. This will be done by a survey given by the administrator.
The participants will be asked factual questions about the task as well as subjective
questions like comfort, ease, and overall satisfaction.

Participant Selection: Participants of 4 anthropometries and one videographer
were selected for the analyses. Participant height and experience was used to find
volunteers, and specific heights and weights were used to select individuals. The four
participants needed are listed below. Participants with the most similar heights to the
standards were chosen.

1st percentile female  4’10.5” 
5th percentile female  5’2.0” 
95th percentile male  6’2.8” 
99th percentile male  6’4.6” 
Height will be recorded for each participant.
Voluntary Participation: Participation for this assessment is voluntary. Partici-

pants have complete authority to stop the assessment at any given time for any reason.
Even after signing this form, participants can still choose not to participate in this
assessment.

Risks:
Gravity Analyses: There are no major risks associated with the analyses held in

4649. Participants will simply step through various hatches. This may cause partici-
pants to bend over, crouch, or duck their heads. Closed toe shoes are required.

Microgravity Analyses: The analyses at the US Space and Rocket Center are
somewhat dangerous. Those who have asthma should not participate. Proper equip-
ment will be provided and each participant will be subject to a training course from the
USSRC Aquatics Manager. The Aquatics Manager will be in the tank at all times, and
two lifeguards and divers will be at the tank at all times. Diving has the potential to
cause participants to be nervous and/or minor claustrophobia. All divers should pay
close attention during training and remain calm and focused while performing analyses.
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Benefits: The data and results gathered from these analyses will be used by NASA
and the Advanced Concept Office in determining futuristic hatch designs and decisions.
The participants will get to contribute to these important findings and perform analyses
in the astronaut training facility at the USSRC.

Privacy/Confidentiality: Information collected from the participants will not be
shared. All the information the EV74 Human Factors team collects will be kept con-
fidential. If the data is published or presented, names will not be included. Participant
information may be stored for future projects relating to the Common Berthing
Mechanism, but will only be used as a resource for interns and the Human Factors
team.

Multimedia Release: Photographs, video and/or audio recordings will be taken
during the assessments. These photographs and videos will not be published unless
given written approval in the statement below by the participants. Participants cannot
participate in the assessment if multimedia release is refused. Participant names will not
be stored with any photos, videos, or audio. Please initial next to your decision below:

_______ I agree to have video/audio recorded and photographs taken during my participation.
_______ I DO NOT agree to have video/audio recorded and photographs taken during my par-

ticipation. 

Right to Refuse or Withdraw: You do not have to take part in this research if you
do not wish to do so. You may also stop participating in the research at any time you
choose without any negative effects. It is your choice and all of your rights will be
respected.

Who to contact: You may ask Becky Stewart any questions related to your par-
ticipation before you sign this form. This procedure has been approved by Tanya
Andrews. Please contact her with any additional concerns related to this research study.

Part II: Certificate of Consent
I have read and understood the information on this form. I’ve had the opportunity to

ask questions, and any questions I have asked have been answered to my satisfaction.
I consent voluntarily to be a participant in this assessment.

Print Name of Participant: ________________________
Signature of Participant: __________________________ Date: ____________________
Printed Name of Administrator: ______________________
Signature of Administrator: ________________________ Date: ____________
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Appendix B

Participant Survey Form

Please answer quickly; extensive thought should not be required, as these are first impressions.
Task: pass through specified hatch

1. I was able to perform the task without difficulty.
(Strongly Disagree)     (Disagree)             (Neutral) (Agree)  (Strongly Agree)

2. I felt I could complete the task in the allocated volume.
(Strongly Disagree)               (Disagree)             (Neutral) (Agree)  (Strongly Agree)

3. I did not encounter any reach difficulties when completing the task.
(Strongly Disagree)                (Disagree)             (Neutral) (Agree)  (Strongly Agree)

4. I had adequate visual access necessary to perform the task.
(Strongly Disagree)                (Disagree)           (Neutral) (Agree)  (Strongly Agree)

5. I felt comfortable inside the hatch. 
(Strongly Disagree)                (Disagree)             (Neutral) (Agree)  (Strongly Agree)

Please elaborate on any responses marked (Neutral), (Disagree), or (Strongly Disagree)

Appendix C

Data: Configuration scores based on each anthropometry
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SURFACE ANALYSES UNDOCKED Participants

Hatch 1st 5th 95th 99th
32” 5 11 13 11
42” 11 21 21 18
50 � 50” 21 23 23 23
62 � 50” 21 24 24 24
50 � 50 R 25 23 25 23
Sum: 83 102 106 99
Percentage: 66.4% 81.6% 84.8% 79.2%
SURFACE ANALYSES DOCKED Participants
Hatch 1st 5th 95th 99th
32” 9 13 16 11
42” 13 23 20 21
50 � 50” 24 24 24 23
62 � 50” 25 25 24 24
50 � 50 R 25 25 25 24
Sum: 96 110 109 103
Percentage: 76.8% 88.0% 87.2% 82.4%
MICROGRAVITY ANALYSES Participants
Hatch 1st 5th 95th 99th
32” 13 17 18 20
42” 22 25 25 25
50 � 50” 25 25 25 25
62 � 50” 25 25 25 25
50 � 50 R 25 25 25 25
Sum: 110 117 118 120
Percentage: 88.0% 93.6% 94.4% 96.0%

Each score is the individual participant score given for each hatch. Each table is a different
configuration or environment. The maximum score for each participant for each hatch was 25.
Scores in bold are unexpected results.

Appendix D

Data: Configuration scores based on all anthropometries

UNDOCKED

Hatch UD
Q1

UD
Q2

UD
Q3

UD
Q4

UD
Q5

TOTAL PERCENTAGE

32” 5.00 10.00 8.00 12.00 5.00 40.00 40%
42” 12.00 18.00 15.00 14.00 12.00 71.00 71%
50 � 50” 17.00 20.00 15.00 20.00 19.00 91.00 91%
62 � 50” 19.00 19.00 18.00 18.00 19.00 93.00 93%

(continued)
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(continued)

UNDOCKED

50 � 50
R

18.00 20.00 19.00 20.00 19.00 96.00 96%

DOCKED

Hatch D Q1 D Q2 D Q3 D Q4 D Q5 TOTAL PERCENTAGE
32” 6.00 12.00 11.00 14.00 6.00 49.00 49%
42” 14.00 18.00 14.00 18.00 13.00 77.00 77%
50 � 50” 19.00 20.00 17.00 20.00 19.00 95.00 95%
62 � 50” 20.00 20.00 19.00 20.00 19.00 98.00 98%
50 � 50 R 20.00 20.00 20.00 20.00 19.00 99.00 99%

MICROGRAVITY

Hatch D Q1 D Q2 D Q3 D Q4 D Q5 TOTAL PERCENTAGE
32” 10.00 14.00 16.00 15.00 13.00 68.00 68%
42” 19.00 19.00 20.00 20.00 19.00 97.00 97%
50 � 50” 20.00 20.00 20.00 20.00 20.00 100.00 100%
62 � 50” 20.00 20.00 20.00 20.00 20.00 100.00 100%
50 � 50 R 20.00 20.00 20.00 20.00 20.00 100.00 100%

The sum of participant scores is shown for each question for each hatch. The maximum total
score possible is 20.
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Abstract. Artificial intelligence (AI) has recently been receiving increasing
attention in the medical field. For AI to be successfully applied to surgical
training and certification, ontological and semantic description of clinical
training procedures will be necessary. This study proposes a method for the
ontological analysis of basic endoscopic surgery skills. Surgical procedures
learned during basic training using a training box for exercises such as peg-
board, pattern cutting, and suturing, were analyzed and described as ontological
procedures. Surgical maneuvers for endoscopic surgery performed in the
training box were successfully classified and described by referencing onto-
logical concepts. Such ontological descriptions can be applied in many ways, for
example, computerized evaluation of medical training and certification, auto-
mated robotic surgical systems, and medical safety check and alert systems. The
need for simple and practical methods for the ontological description of clinical
medicine was also revealed in this study.

Keywords: Endoscopic surgery � Basic skill training � Ontology

1 Introduction

For artificial intelligence (AI) to be successfully applied to surgical training and cer-
tification, ontological and semantic description of clinical training procedures will be
required. However, to date, few studies have adopted an ontological approach to
clinical surgery. Therefore, this study aimed to describe, in an ontological manner, the
basic skills required for the use of training instruments for endoscopic surgery.

2 Materials and Methods

Surgical procedures learned during basic training using a training box for exercises
such as pegboard, pattern cutting, and suturing, were analyzed and described as
ontological procedures. The pegboard exercise is used to train surgeons in the use of
forceps by transferring a rubber ring under the guidance of a two-dimensional endo-
scopic image. The pattern cutting and suturing exercises are used to train surgeons to
quickly and precisely cut and suture under the conditions of limited space and minimal
tactile sensation that are inherent to endoscopic surgery. These exercises have been
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widely used in surgical training and certification since the dawn of endoscopic surgery
in the 1990s (Figs. 1 and 2).

Fig. 1. Training of basic skills for endoscopic surgery by training box

Fig. 2. Typical training tasks for endoscopic surgery
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3 Results

The pegboard, pattern cutting, and suturing exercises were ontologically described as
shown in Figs. 3, 4, and 5, respectively. Basic surgical maneuvers for endoscopic
surgery performed in the training box were successfully classified and described by
referencing ontological concept.

Fig. 3. Ontological description of “Pegboard” task

Fig. 4. Ontological description of “pattern cutting” task

Fig. 5. Ontological description of “Suture” task
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4 Discussion

Modern endoscopic surgery began with endoscopic cholecystectomy by Mouret et al.
in 1987. In Japan, the first endoscopic cholecystectomy was performed in 1990 and the
procedure rapidly spread throughout the country (Fig. 6). The great advantage of
endoscopic surgery is its minimization of skin incision and post-surgical pain. Endo-
scopic surgery is performed using small-caliber instruments under endoscopic guid-
ance. These instruments are inserted via incisions in the visceral wall between 5 and
10 mm in diameter. Surgeons must operate on internal organs via small-caliber access
port in a limited space with minimal tactile sensation using a two-dimensional image.
Consequently, the level of surgical skills required and the ergonomic stresses imposed
on surgeons are much higher in endoscopic surgery than in conventional open surgery.
To overcome these technical difficulties, research to improve endoscopic surgery began
in the field of surgical robotics, imaging, and navigation technology in the 1990s.
A number of training programs and tools were developed during that time. Before more
hands-on training, novice surgeons honed their basic skills “in vitro” using training
boxes, and “in vivo” by performing surgical procedures on animals.

The three “in vitro” training box exercises—pegboard, pattern cutting, and suturing
—had been widely used to train surgeons for a long time. These exercises are suitable
for the technical and cognitive training of coordinative movements required for oper-
ating surgical devices under the conditions of restricted sensation, visual cues, and
operating space. Surgical training using training boxes has generally been evaluated by
measuring the speed and precision of the work performed during the exercises.
However, AI will be required for more rapid and objective evaluations.

The application of AI in medicine has been attempted since the 1960s. Automated
diagnosis based on laboratory data and X-ray images has been achieved in internal
medicine and radiology. However, there have so far been few successful applications of
AI in surgery. Ontological description and analysis of surgical procedures will be
indispensable if AI is to be successfully implemented in surgical training and evalu-
ation. An ontological approach has been applied to disease terminology, diagnosis, and
clinical guidelines. Several ontologies, such as OGEM and POID, which focus on
ontological definitions of diseases, have been proposed for medical information sys-
tems [1–4]. Despite these advances, ontological analysis has not yet been applied to
surgery.

This study revealed that ontological descriptions of surgical procedures are pos-
sible. Ontological description of endoscopic surgical procedures can be applied in
many ways, including computerized evaluation of medical training and certification,
automated robotic surgical systems, and medical safety check and alert systems. The
need for simple and practical methods for the ontological description of clinical
medicine was also clarified in this study [5, 6].
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5 Conclusion

This study applied ontological analysis to basic endoscopic surgery training. The
training box exercises used to train novice surgeons were successfully described with
reference to ontological concepts. Such ontological descriptions can be applied in many
ways, including robotic surgical systems, medical safety, and the evaluation of medical
training. The need for simple and practical methods for the ontological description of
clinical medicine was also clarified in this study.

Fig. 6. A scene of preparation for laparoscopic surgery, Department of surgery, University of
Tokyo, 1990
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Abstract. In this study, a method of alternative graphic and mathematical
analysis is presented to determine important information such as the ratio
between length and width of the analyzed orthogonal spaces and their relation
with the useful surface, in order to determine the most suitable relationships for
the user, also allowing to carry out an analysis of the spaces that are part of the
architectural program among the studied models, with the aim of establishing
the constructive tendencies and the dimensional characteristics framed in
specific periods of time.
The methodology has been applied to 71 single-family low-income housing

solutions that represent the buildings where 41.3% of the population of
Guayaquil inhabits; of which 50 models belong to public and NGO’s promo-
tions and 21 to self-built models by users. It shows the materiality and the used
techniques, classifying the analyzed models according to the type of promotion,
number of levels, the adopted grouping typology and the architectural program
that predominates in most of the cases.

Keywords: Social housing � Graphical analysis � Guayaquil �
Dimensional analysis

1 Introduction

The objective of this study is to determine the most common dimensional characteristics
or frequent dimensions, as well as predominant materials; highlighting the relationship
between the two dimensions that define the architectural plant (without considering the
height for this time). In this study, it has been considered the relationship between
comfort and the surface of a space, although it is not the only parameter that defines a
“good” home. However, even though a surface by itself is not a value that indicates the
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functional suitability, it has been considered that if we have the aspect ratio (ratio
between its dimensions), two spaces can be compared more objectively; for example, we
can have a room of 12.00 m2, but with 6.00 m long and 2.00 m wide, and this would not
be a functional space for a bedroom.

Social interest housing1 [1] in Ecuador can be classified chronologically according
to the main economic activities that generated income to the country, which is inti-
mately related to the production of housing. This is how the following productive
periods are defined [2–4]: Cocoa Era (1880–1950), Banana Era (1940–1970), Oil Era
(1970–1980), Globalization Era (1990–2010), and the last stage has been defined as the
Bonanza-indebtedness-pre-sales period (2011–2018) [5].

In Guayaquil, in a period of analysis of 76 years, it has been determined that the
number of built homes would reach 350 thousand units of public promotion and Non-
Governmental Organizations (NGOs). These have been divided into 2 large groups:
formal housing and informal housing [6]. The formal housing have been production of
Institutions of the National Government and the Local Government; while the homes of
the informal ones, in certain cases, have been produced by NGOs; In addition, self-
construction housing, which is why this study has analyzed cases of self-construction
by the owners who are in vulnerable sectors.

According to the analysis of the population data of the INEC (National Institute of
Statistics and Census), the population of the urban area of Guayaquil has gone from
258 966 inhabitants (1950) to 2 563 636 inhabitants (2017) in 60 years; that is to say,
it has increased 10 times its size [7–12] (Table 1).

This study contemplates the analysis of the architectural plans2 of 71 single-family
housing models that belong to different social housing programs of Guayaquil that have
been designed/built in Guayaquil between 1942 and 2017; in total they reach
approximately 289 thousand units (see Table 2), 236 thousand built units and
53 thousand, that were not built.

Table 1. Evolution of the population of Guayaquil.

Years

1950 1962 1974 1982 1990 2001 2010 2017 2030

Years gone by 0 12 12 8 8 11 9 7 13

Population 258,966 510,804 823,219 1,199,344 1,513,437 1,985,379 2,278,691 2,563,636 3,191,749

Annual
population
growth rate

– 5.82 4.06 4.82 2.95 2.50 1.54 1.70 1.70

*Rates of annual housing growth have been calculated by intercensal growth formula. Urban population in 2017 have been
taken from INEN projection and percentage of urban population with respect to the total (2010 Census).
Projection of urban population to 2030 have been calculated with the growth rate 2010–2017. Sources: [4, 8, 9, 13]

1 Ley Orgánica de Ordenamiento Territorial Uso y Gestión de Suelo (LOOTUGS) (Organic Law of
Land Use and Land Management): “The housing of social interest is that destined to the population
of low income and groups of priority attention”.

2 Obtained from institutions responsible for housing development, historical archives and field
surveys.
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The average number of inhabitants per dwelling in Guayaquil is 3.8 inhabitants/unit
[13], so the population that live in these dwellings would be close to 1.1 million inhab-
itants. Considering that the population of Guayaquil in 2017 was 2 563 636 inhabitants,
this would represent 675 thousand homes [13]; Therefore, the studied models represent
the homes where 43% of the population of Guayaquil live. On the other hand, if we
consider that 72% of the population of Guayaquil lives in these popular neighborhoods
[14, 15], these models represent approximately 60% of Guayaquil’s social housing.

1.1 The Conceptual Basis

In the first steps of conceiving the grouping of housing units, there are fundamental
elements as indicated by Sabeté [16] the blocks and streets; On the one hand, the streets
define circulation, while the dimensions of the blocks are related to the size of the lots
and consequently to the buildable depth and housing typologies.

The search of spatial relations between architectural spaces, dates back to the
theories of the russian architect Alexander Klein [17], who carries out studies on the
biological minimal of air, light and spaces essential for living, “existenzminimun” [18].
Klein concentrated his attention on the logical-mathematical individualization of the
“objective” parameters of assessment of the sizing and of the optimal distribution of the
dwellings type [19], drawing upon the use of three methods: the graphical method, the
method of points and the method of successive increments.

Klein’s work was mainly focused on typological and economic problems and in his
work, he uses three coefficients: the so-called Betteffekt (bed-effect, surface built by
bed), which is the dimensioning of the spaces in relation to those who will inhabit it. It
is followed by the Nutzeffekt (utility effect, quotient between useful surface and built
surface), and the Wohneffekt (habitability effect, quotient between living space, bed-
rooms and living room, and the constructed surface) [18].

If we consider that the dimensions of each space that make up the spatial
arrangement will define the total dimension of the house (in the architectural plant) and
consequently, these dimensions will define the dimensions of the land and its pro-
portions [16, 18], we can define certain numerical relationships between the dimensions
and areas, which will facilitate the comparison and interpretation of data. Prior to the
application of the proposed method, different scales of analysis have been used, such as
those proposed by Bamba in his multiscale approach [20] which is based on the use of
graphic and numerical codes that are applied to a series of “zoom levels”: 100 x 100 m,
30 x 30 m and 15 x 15 m, stablishing a smaller grid of 4 x 4 m (which in certain cases
had to be extended to 6 x 6 m, because of the space dimensions) for the direct com-
parison between spaces with the same functions but from different models (bedrooms
with bedrooms, kitchens with kitchens, etc.)

2 Methodology

71 single-family housing models have been classified into 4 groups: A (Villa type -
Public Promotion), B (Villa type - NGO), C (Department type - Public Promotion) and
D (Villa type - Self-construction); in each group in turn, it has been separated into two
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sub groups: Solutions of 1 plant and 2 plants or more; obtaining 7 possible classifi-
cations with a code for each one (See Table 2).

In order to standardize the procedure of data digitization, the architectural floor
plans has been aligned with an XY Cartesian plan. The alignment with the axes assign
the location in the data as it is shown in Table 3.

If we look at Fig. 1, we analyze Bedroom 1 (D1) of an “A1” type of house (house-
public-one floor), one of the housing models from the Socio Vivienda project [21, 22].
The value of the “y” axis corresponds to 2.64 m, while the value of the “x” axis is
2.68 m; Subsequently, by calculation formulas, the lower value of both (DIMminor) and
the higher value (DIMmajor) is automatically obtained (Table 3).

Table 2. Classification and quantity of analysed housing models.

Analyzed housing models
No. Code Housing

type
Type of
promotion

Number of
floors

Number of
analyzed models

Projected
units

1 A1 House Public 1 13 66,376
2 A2 2+ 14
3 B1 House NGO 1 5 200,000
4 Cl Flat Public 1 17 22,974
5 C2 2+ 1
6 D1 House Selfbuilt 1 19 21
7 D2 2+ 2
Total 71 289,371

Fig. 1. Architectural plant and the dimensions of the bedroom “D1”.
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The schematic simplified plants (polygons) are represented in graphs and, as a
general rule, the minor measurement is oriented on the “y” axis and the major mea-
surement, on the “X” axis. Any additional space such as the closets, or additional area
to the polygon that defines the architectural space, have been represented as a shaded
area (Fig. 2).

In order to translate the numerical values into an equivalent graphic representation,
we have chosen to draw a diagonal from the lower left corner of the schematic sim-
plified plants, to the upper right corner in the polygons (regularly square or rectangular)
also determining the angle that the diagonal forms with the horizontal or abscissa axis.
This angle can also be determined with the ratio (DIMminor/DIMmajor) which in other
words would be the tangent of this angle (see formulas below and Fig. 2).

Tan a ¼DIMminor=DIMmajor ð1Þ

a ¼Tan�1 DIMminor=DIMmajor ð2Þ

Ratio: In previous studies, the aspect ratio or ratio between space dimensions are
calculated by dividing DIMmajor/DIMminor, which generated results that were very

Table 3. Classification and quantity of analysed housing models and detail of dimensions
according to referential orientation; determination of major measurement (DIMmajor) and minor
measurement (DIMminor) of the analyzed space.

602 B. S. Almeida Chicaiza et al.



dispersed and difficult to interpret when represented graphically. For this reason, it was
decided to invert the calculation formula, dividing DIMminor/DIMmajor, obtaining values
that would always keep below 1.00; being 1.00 a square space, and any value below
1.00, a rectangular space; the smaller the coefficient, the longer the space would be.

Resulting degrees: If we draw the diagonal of a square, the angle that it forms with
the horizontal would be 45°. If the angle is calculated by the application of
trigonometry, this would be the inverse tangent of the ratio (DIMminor/DIMmajor)
(formula 2). Considering that the larger dimensions are plotted on the “x” axis, the
angle formed by the diagonal with the horizontal will never be greater than 45°.

As an example, two different bedrooms have been drawn, each one from a different
Type: A1 (Public promotion- one storey –villa type) and D1 (Self built- one storey –

villa type). Additional information been calculated, such as the average area, the
average of the ratios (DIMminor/DIMmajor) and the proportion. The polygon that rep-
resents the media have been drawn (Fig. 3) with its diagonal, also specifying the angle
it forms with the horizontal obtaining its sides by using trigonometry.

Fig. 2. Left: Two different bedroom cases. Right: extracted polygons represented on the graphic
according to the stablished rules.
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2.1 Predominant Materials

From the analyzed projects data, 69% corresponds to dwellings promoted by the NGO
Hogar de Cristo, dwellings that correspond to houses built mostly of wood and bamboo
[23]. When analyzing the rest of the solutions, without counting those of the afore-
mentioned NGO, concrete is the predominant material with 87.6% of the cases, making
it clear that the constructive systems that are included can be reinforced concrete
columns, reinforced concrete walls, and reinforced concrete systems with lost form-
work (Royal Building System RBS) (Fig. 4).

Fig. 3. Representation of polygons that define the bedroom spaces of model types A1 (Public
promotion- one storey –villa type on left) and D1 (Self built- one storey –villa type); diagonals,
important data and representation of average dimensions.
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3 Results and Discussion

From the analyzed data of the 71 cases specified in Table 2, it has been determined that
the space allocated to the dormitory with the largest area has 23.75 m2, with 3.93 m in
the short side (DIMminor) and 6.05 m in the large side (DIMmajor), with a ratio
(DIMminor/DIMmajor) of 0.65 and proportion of 1.5:1. The space with the smallest area
for this same use has an area of 3.55 m2, 1.87 m by 1.90 m, a ratio (DIMminor/
DIMmajor) of 0.98 and a proportion 1:1. As for the aspect ratio, for the highest case, the
ratio is 1.00 (several models) and the average of the dimensions is 2.74 m per side;
while the more elongated one has an aspect ratio of 0.47 with a smaller side of 1.63 m
and 3.5 m of larger side.

If the use destined to each space is considered, statistically the bedrooms analyzed
are the spaces that have a larger area; so if this is related to the predominant material,
we could establish a material-spatial dimension relationship.

Fig. 4. Predominant materials, housing units per category, graph of statistical distribution.
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In the spaces that have been self-constructed, the information obtained is very
varied, having rooms that can be very small and where practically only the bed fits,
such as very large rooms where there is a lot of space and that are usually used for other
activities.

Klein’s studies and the proposals (saving distances) that seek to quantify the spaces
through coefficients obtained from dimensional relationships, should not be analyzed in
isolation and should not be the only data taken into account since the concept of housing
or home is dehumanized; however, these data can provide important information about
the interpretation of spaces trying to bring the qualitative to the quantitative.

4 Conclusions

The statistical data obtained about most common dimensions, surfaces and the rela-
tionships between both values combined with its graphic representation, provide
information that can be interpreted in a simpler and practical way, especially consid-
ering the volume of information handled.

Depending on the analyzed space (kitchen, bathroom, toilet, living room, bedroom)
when representing the polygons in the proposed graph, there will be lower limits that
will be defined by the minimum dimensions that are required to fit a piece of furniture
(for example a bed) and for it to be functional (circulations); although it has been shown
that there are spaces where functional comfort has been sacrificed due to lack of space.

These relations can be taken to a next level, by relating the interior dimensions of
the spaces with the distances to the structural elements and their materiality, allowing to
identify options to give an added value to the spaces, such as provide flexibility to the
spaces [24, 25] through the definition of growth zones and constructive components
that could make this possible.

Another aspect that can be taken into account in future research is the relationship
of the dimensions of an architectural floor plan and its relationship with heights, since
the unevenness or height affects (positively or negatively) the functionality of a space.

Finally, by conducting this study has identified the need to conduct a thorough
study of the furniture used in social interest housing, as well as all the belongings
(clothing, pots, bicycles, etc.) that mean a spatial need that regularly do not appear in an
architectural plan at the design stage.
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Abstract. Blockchain is seen as one of the most promising technologies that
appeared in recent years. However, blockchain-based decentralised apps,
DApps, have failed to receive mainstream attraction so far. The objective of this
paper is to outline potential solutions for the most severe adoption problems
from a human-centred perspective. Existing adoption issues will get analysed
via unstructured quantitative as well as qualitative user research, in order to
discover causes and consequences of these issues. The identified four major
issues for mass adoption are: The motivation to change, the onboarding chal-
lenge, the usability problem and the feature problem. The insights gained from
this research form the basis for solution approaches, which can be summarized
in the following statements: DApps need to offer a distinct user benefit, focus on
learnability, be conveniently accessible and its constraints need to be turned into
assets.

Keywords: Blockchain � DApps � Cryptocurrencies � Technology adoption �
Learnability � Human-Centered design

1 Introduction and Objective

The blockchain technology is seen as one of the most significant innovations of our
time: Many highlight its high potential for future societies, while some even go as far as
claiming it already marks a breaking point for the entire internet [1]. This comes as no
big surprise, considering the potential benefits this technology offers to its users. It
grants a greater transparency than conventional methods, as all users of one blockchain
share the same information. This ties into higher security of the data as changes require
a high number of users to agree for changes, as opposed to single user authentications.
Additionally, all transactions are linked, merged and encrypted which increases the
difficulty for hackers to change the data in the blockchain. For the users however, the
technology offers an easy way to view all data points by offering ways to track the
origin of an object in addition to all its stopovers [2]. These are just a few examples of
advantages this new technology offers to its users. However, a widespread acceptance
of the blockchain technology and decentralized applications, so-called DApps, is yet to
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be seen due to a number of reasons. The overarching objective of this paper is to
identify the most hindering issues blockchain faces, especially regarding usability and
user experience. In addition to that, solution approaches are provided from a human-
centred point of view.

2 Definitions of Blockchain and DApps

The first big issue when dealing with analysing the usage of blockchain as a technology
is the lack of a clear definition of the term blockchain itself. As stated by The Verge in
their report “blockchain is meaningless” [3], there is no definition of the term that is
universally agreed upon. The term has gone a long way since it was only used to
describe the technology of a shared linear transaction-logging database behind Bitcoin.
Nowadays, the term has become a buzzword, used for a synonym for everything from
inter-bank transactions to a supply-chain database used by Walmart [3]. The Oxford
Living Dictionaries take the approach of defining blockchain as “a system in which a
record of transactions made in Vitcoin or another cryptocurrency are maintained across
several computers that are linked in a peer-to-peer network” [4]. While the “digital
ledger” characteristic is quite commonly agreed on, the mentioned dependency to
cryptocurrencies, however, ignores the existence of blockchain-based services, without
an associated cryptocurrency. Other definitions include the statement that a blockchain
has to be public and is always decentralized [5]. However, there are many blockchains
which are not generally publicly accessible or based on a decentralized infrastructure
[3]. So again, the definition is unable to do the term justice. A good representation of
the lacking definition for the term can be found in an article published in the Harvard
Business Review called “Blockchain will help us prove our identities in a digital
world”. The article states, that Estonia operates a blockchain based digital identity
scheme since 2007 already. The system in place uses a distributed ledger, where every
individual can control the data and pass it along to others [6]. According to David
Birch, who works as a financial technology consultant and is the author of the book
“Before Babylon, Beyond Bitcoin”, the system used in Estonia is nothing but an urban
legend, only getting so much attention due to a lack of knowledge of many people.
Speaking from a technical level, this happened due to a misunderstanding of the use of
hashes [7]. On the other hand, Estonia can pretty well claim it actually operates on
blockchain due to the lack of a commonly agreed on definition [3]. When referring to
blockchain in this paper, the definition of it being an open decentralized database where
any kind of information can be stored, shared and accounted, while the individual
blocks of data are connected in a cryptographic way, will be used [8]. However, the
aim of this paper is not to define terminologies. For this paper, the definition only
serves the purpose of giving a general sense of direction. Its impact on the identification
of the problems and the solution attempts is limited.

Additionally, the terminology of DApp is important: A DApp is “an application
that runs on a network in a distributed fashion with participant information securely
(and possibly pseudonymously) protected and operation execution decentralized across
network nodes” [1]. There are four important points they have to fulfil: First of all, the
app has to have an open source code, accessible and changeable for and by every user.
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Secondly, this source code has to be stored within a blockchain, together with every
other piece of data and information in the app. The use of cryptographically encrypted
tokens is the third important detail of DApps. The last point is the possibility to create
tokens as a reward for miners. Only apps fulfilling these four points can be considered a
DApp [9].

3 Research Method

This paper focuses on the mass adoption of the blockchain technology and DApps.
Various models exist that describe the adoption or acceptance of technology. Hillmer
groups them by purpose into diffusion theories, user acceptance theories, decision
making theories, personality theories and organisation structure theories [10]. Within
the user acceptance theories, the Technology Acceptance Models TAM 1 and TAM 2
[11] and the Unified Model of User Acceptance of Information Technology (UTAUT)
[12] are commonly used for academic reference. Despite a lot of criticism of these
models [13], the adoption of a (new) technology is supposed to be founded on various
user-dependent factors: The use behaviour is considered to be influenced by expecta-
tions (performance, effort), conditions (social, facilitating) and perception (perceived
usefulness and perceived ease of use). The underlying dependency of the aforemen-
tioned technology adoption models on the specific context of use and specific user
needs, justifies to address the adoption of DApps via an user-centred approach like
Human-Centred Design [14].

Following Human-Centred Design, the initial unstructured information gathering
process uses both quantitative and qualitative user research. The quantitative research
consists of a survey, which was conducted in various online communities (reddit
forums, discord channels, telegram groups and twitter feeds), all having a certain
connection to the blockchain technology. This was done to reach users in diverse fields
dealing with the blockchain technology. Additionally, it allowed to get in touch with
both experts and beginners in the field, to gather wide-ranging knowledge. This was
necessary to understand potential reasons for the lack of mainstream adoption, as
experts tend to see other issues than beginners. Therefore, the survey revolves around
the existing knowledge of the users, their current and potential future use of
blockchain-based services, how easily they access DApps and their general problems
faced when using them and when having gotten into using them in the first place. For
the qualitative interviews, the questions were modified to fit the knowledge level of the
expert interview partners. The focus was the elaboration of the problems hindering the
technology from receiving mainstream adoption so far and the various problems the
interview participants faced at the time they got in touch with the blockchain tech-
nology. The experts were asked about the problems they see regarding current and
future blockchain-based services and possible ways to address them from a user’s
perspective. Besides that, expert reviews have been conducted with a number of
DApps.

In addition to the conducted survey and interviews, further sources like specialist
community forums and blogs were consulted. Most of the data gathered here matched

610 L. Glomann et al.



the one from the user research. Nevertheless, this additional information collection was
necessary to validate the data.

4 Research Results

Over the course of the whole initial unstructured research activity, a number of
problems have already been identified. Obviously, the degree of how much these
problems affect a certain user type varies – depending on the background, knowledge,
experience and the will and determination to overcome said issues. If applications and
services using this technology aim to receive mainstream appeal and get adopted by a
larger audience, it is vital to offer an easy starting point for newcomers, as well as a
pleasant experience for everyone over the whole process of use. The following para-
graphs will outline the identified four major problems and corresponding solution
approaches from a user experience perspective. The described solution approaches aim
to be generically applicable in virtually any blockchain-based scenario.

4.1 The Motivation to Change

Problem outline. According to Jason Bloomberg, an IT industry analyst, the
“blockchain is a solution looking for a problem” [15]. However, the starting point of
the technology was the invention of the peer-to-peer electronic cash system Bitcoin
[16], addressing the capability of transacting money from one person to another
without the need of a banking institution. The system became known, adopted and used
primarily by users with interest or background in computer programming or infor-
mation technology [17]. Within that specific user group, the factors to influence the
adoption of the underlying blockchain technology have been positively addressed,
especially when it comes to the expectations of performance effort: Due to the per-
ceived innovation potential of the technology, combined with a high level of IT
knowledge, this user group had a relatively low entry barrier to experiment and use the
technology. However, for the average internet user with an average technology affinity,
this entry barrier is placed higher. The average internet user feels satisfied with com-
mon web-based services for areas like communication, banking or entertainment. Why
should this kind of mainstream user switch to Steemit* from Facebook, use Keybase*
instead of Slack, Storj* instead of Dropbox or Essentia.one* instead of Android?1

What might be a motivation to change from a well-established, commercial service to a
DApp?

Solution approach: DApps need to offer a distinct user benefit. First and foremost,
what is the motivation to change from a current web service to a DApp? The mission of
the Internet of Blockchain Foundation IOBF is to “foster the adoption of and transition
to […] a user-centric web where users fully own their data, identity and digital assets”
[18]. As part of this mission, the IOBF supports a decentralized framework called

1 www.steemit.com, www.keybase.io, www.storj.io, www.essentia.one
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Essentia.one. It provides a service “where cryptography rules and data remain in the
control of the user” [19], natively integrating DApps and enable interoperability
between multiple blockchains. The aim is to provide an easy-to-use interface for
anyone to access, own and manage their digital lives in a decentralized web. The
decentralized web is defined by the following standards: “Persistent, Not-Corruptible,
Privacy-Focused, Anti-Censorship, Language Agnostic, Host Agnostic, Fault-Proof
and Future-Proof” [18]. In conclusion, it’s required to give mainstream users a clear
motivation to change: By making people aware about the lack of these standards in
traditional centralized internet services, the characteristics of DApps are likely to be
understood as personally valuable.

4.2 The Onboarding Challenge

Problem outline. A key issue for many users is the knowledge gathering process,
someone has to undergo before even being able to use a blockchain-based service or
product properly. The biggest issue here is the accessibility of the information required
to learn the basics. It is very difficult for mainstream users to find a starting point, as
most of the available information aims at people with a higher degree of technology
affinity, software developers or cryptocurrency experts. For someone just getting
started, the amount of time and frustration before finding what they are looking for is a
major pain point and might result in them losing interest in the topic.

Solution approach: DApps need to focus on learnability. The problems with the
knowledge gathering process of the users could be addressed with various solutions.
But first of all, it needs to be stated that the situation already drastically improved over
the past years. During an interview with an expert who got into the blockchain topic
back in 2013, it has become easier to figure out where to get the information you are
looking for and who the information is aimed at since then. It is likely that this problem
gets less imminent in the future as DApps grow in maturity. However, in order to get
there, the information beginners are looking for needs to be easily accessible. Thus, a
solution for this problem is to create general as well as platform-specific tutorials for
users on various levels of knowledge. These trainings should be separated not only by
knowledge level, but also by specific topic. For example, there should be courses about
using cryptocurrency exchanges for beginners, advanced users and experts. Everybody
could access the information they are looking for at the right level. It will probably be
quite hard for someone just getting into the field of blockchain-based services to
understand and assimilate an information aimed at an expert who also happens to be a
DApp programmer. Additionally, trained support staff or specific bots should be
considered to teach beginners and help them with their problems, give them more
information about what to do next or even point them to literature, blogs, etc. –
widening their knowledge in the field. The idea here is to have this medium in place,
specifically for beginners, on top of regular tool support. This may be advertised as a
unique selling point (USP) for certain services. Another idea is to view the onboarding
challenge holistically, gathering common pain points of first-time users of cryptocur-
rency exchanges, platforms and DApps. The aim would be to create a beginner’s guide
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or tool, materializing in the shape of an overarching DApp operating system. Its
objective should be to give people the information they need, to increase the knowl-
edge about the technology, its advantages, but also its disadvantages and risks on a
broad level. This could even lead to more curiosity amongst individuals to try out these
services, which would lead to a bigger possible audience for products in this field.

4.3 The Usability Problem

Problem outline. The next issue identified revolves specifically around the user
experience and user interface design. The problem boils down to the matter of fact that
there are just very few usability engineers, user researchers and interaction designers
working in the field up until now. The whole conceptual and design part is mostly
covered as a secondary activity by developers. The majority of developers of block-
chain services focus on functionality, maintenance and stability. Usability, efficiency
and accessibility are less in focus. In practice, this leads to potentially confusing
interfaces. The consequence is that users have to learn their way around with different
services and applications almost from scratch, as similar things are handled completely
different each time, which sometimes leads to frustration and irritation amongst users.

Solution approach: DApps need to be conveniently accessible. For issues regarding
the user interface and its interaction, there are multiple possible solutions. A simple one
is to hire a specialized counterpart focusing on usability and user experience. However,
for most development teams, this is a funding question. For others this is a question of
finding the right specialists, as the usability and design field is relatively underrepre-
sented in the area of DApps. A right balance has to be found between the cost of
development and interaction design resources. When aiming for convenient accessi-
bility for users, the amount of features in applications are not corresponding to the
quality in user experience. In order to achieve a good user experience step-by-step, it is
seen as a good practice to first release a minimum viable product (MVP), considering
all aspects including acceptable usability and improve upon it iteratively. Another way
to improve application usability is to stick as far as possible to common standards in
interaction patterns, that the user group has learnt by using traditional centralized apps
and platforms.

4.4 The Feature Problem

Problem outline. Another problem revolves around certain features which are specific
to blockchain, like account management, the management of passwords and the need
for multiple system accounts in some cases. This part is very application-specific,
however it is a pain point for many nonetheless. Generally speaking, there are multiple
perceived issues with password management. Due to the underlying logic of truly
decentralized technologies, resetting passwords is absolutely impossible as there is no
central authority to allow that technically – which means losing a password results in
being unable to access the user account ever again. All the information and value
storage, like holdings of cryptocurrencies, will be inaccessible for its owner. Therefore,
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all services and apps have to be very transparent about this issue as it can be a huge
risk, especially for newcomers in the field. The problem also includes the fact that
passwords tend to be a long string of random small and capital letters and numbers
cobbled together, which makes it easy to have misspellings when writing them down.
Another issue is the need to register and use multiple platforms and respective
accounts, just to be able to make use of one single DApp. A key issue here, in many
cases, is the need for owning cryptocurrencies, such as Ethereum as a prerequisite to
use certain applications based on the Ethereum ecosystem. This means, people who are
interested in using a certain DApp, first need to familiarize themselves with the
ecosystems’ prerequisites, including all the problems of gathering information, setting
up accounts, storing passwords securely, getting used to the way the application works,
before even being able to create the account for the service you wanted to use in the
first place; which again comes with all the issues mentioned previously. This can be
incredible time demanding and infuriating, especially for beginners.

Solution approach: DApps’ constraints need to be turned into assets. Regarding
the password problem, there are already some apps out there, utilising the so-called
mnemonic seed. Mnemonic means “something such as a very short poem or a special
word used to help a person remember something” as stated in the Cambridge dictionary
[20]. An example for such a thing would be “never eat sea-weed” for remembering the
directions north, east, south, west. In the context of passwords, this technique can be
used to make passwords easier to read, manage, store, and memorize [21]. This might
make it more convenient to users, as managing a string of words is simpler than
managing a long chain of random characters. The fact that passwords cannot be
restored is another major issue for mainstream users, as stated above. This is especially
problematic as setting up an account and thus handling a password is the first thing to
do when using a service or product. Focussing on the unexperienced user, it has to be
clearly communicated, that passwords once lost cannot be restored. The experts in the
interviews agreed, that this cannot be stressed enough: A simple “don’t lose your
password” is not sufficient. Therefore, during a registration process, the user needs to
be educated via precise and repetitive dialogues about the risk of losing the password. It
is important to add a short description why the technology won’t allow password
restorations by pointing out the technical limitations and specialities. Here, not
stressing the limitations themselves, but communicating the connected benefit – the
user is the one and only owner of his personal data – is key to turn DApps’ constraints
into USPs. Another aspect of the feature problems is about the need for holdings of
cryptocurrencies for using most DApps. A simple solution would be to detach at least
the initial use of the service from the requirement to own cryptocurrencies. This lowers
the entry barrier, similar as it is known for successful traditional centralized services,
which are free to use and don’t require for example a bank account. Additionally,
registering on one specific traditional centralized platform, for example Facebook, lets
the user allow to re-use the login credentials for associated services. Shared accounts
and single sign-on fosters convenience for mainstream users as well. Learning from
existing patterns like these, which are seen as common practice amongst traditional
internet users, is key to allow for mass adoption of the technology. Only then, tech-
nology restrictions or limitations may be turned into useful assets.
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5 Conclusion

In conclusion, it has been shown that there are important challenges for providers of
blockchain-based products and services to undergo. Today, the complexity of the
underlying blockchain technology, the performance issues, the impossibility to revert
mistakes, coupled together with the mainstream adaption problems make the block-
chain a difficult technology to deal with [15]. As a provider, it is important to address
the aforementioned issues to achieve a pleasant experience for every user, including an
easy start for newcomers. In addition, technological advantages like increased trans-
parency, higher privacy and security levels for personal data or better information
tracking abilities [2] need to be strongly emphasized via easy ways of communication.
In the end, the question whether a service profits from using the blockchain technology
should always depend on a simple question: “Which user needs are supposed to be
addressed by the service?” Based on the answer to this question, there should be a very
clear reasoning for using blockchain as a technology.

6 Further Research

The initial unstructured research and solution approaches, as described in this paper,
open up various opportunities. First of all, in-depth research of clearly split sub target
groups of current and potential users, structurally identifying user needs is an inter-
esting research object. Further analysis should consider specific categories of DApps,
domain-specific use cases and potential future business cases. Secondly, adding to and
detailing out the identified problems, starting from the above-mentioned key areas: The
motivation to change, the onboarding challenge, the usability problem and the feature
problem. This might be done by deriving potentials from the identified user needs.
Lastly, the solution approaches are subject to be more concrete and precisely matched
to problems and potentials with further details.
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Abstract. A Computerized Operator Support System (COSS) has been envi-
sioned and prototyped for nuclear power plant (NPP) operations. The COSS
supports operator decision making during abnormal events by making use of an
online fault-diagnostic system known as PRO-AID. PRO-AID uses existing
sensors and confluence equations to detect system faults before plant threshold
alarms would alert operators. In a full-scope, full-scale nuclear power plant
simulator we demonstrated that early diagnosis in conjunction with computer-
based-procedures can assist operators in mitigating faults in circumstances that
would normally lead to shutting down the plant. Here we conceive of a com-
puterized plant management system (CPMS) that would complement COSS.
COSS is intended to aid in the short-time scale operations of a plant. The CPMS
is aimed at supporting longer time-scale activities involving maintenance, cal-
ibration, and early warning fault detection. Digitization allows staff to manage
and monitor assets remotely without being physically present locally at the
equipment under surveillance. This allows for specialization by equipment and
systems rather than location. Cyber-physical systems and the industrial internet
of things have no shortage of possibilities and promises, but often the benefits
come with conflicting considerations: availability may tradeoff with increased
cyber risk, increased redundancy may come at the cost of increased complexity,
outsourcing engineering requires more communication across organizations and
the associated administrative burden. In too many instances, humans tend to fill
the gaps between what automation cannot reliably or cost-effectively accom-
plish. Human-centered design using human factors considers the role of the
human as part of a human-machine-system. Our COSS concept examined how a
control system, a diagnostic system, expert guidance system, and computer-
based procedure system could work in concert to aid operator actions. Here we
examine the potential for human factors and human-centered design for whole
plant management using a CPMS. A CPMS could serve several valuable
functions from providing computerized procedures for field operations to using
prognostics for early failure detection, or managing information flows from
sensors to business networks, system engineers, cyber-security personnel, and
third-party vendors.
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1 Introduction

1.1 Modernization vs. Advanced Reactors

The U.S. has 99 operating nuclear power plants (NPPs) that account for roughly 20%
of total electricity production. NPPs have high initial capital expenses, but fuel is
inexpensive in contrast to gas turbine plants that have high fuel costs and relatively low
initial capital expenditures. For this and other reasons it is worthwhile to keep plants in
operation. These plants are being modernized to enable continued operation beyond
their current 40-year licensing periods. In contrast to other electricity generation
sources, nuclear power has high labor costs with the industry average at one person per
2 MWe. Nuclear energy is also comprised of a highly skilled and knowledgeable but
aging workforce.

Previous efforts have conceived, designed, and prototyped a Computerized Oper-
ator Support System (COSS) for existing Generation II NPPs [1]. COSS is envisioned
to be deployed alongside control room modernization upgrades in hybrid digital/analog
control rooms. Our COSS concept contains a conventional distributed control system
(DCS) human-machine interface (HMI) and enhances it with a computer-based pro-
cedure system and diagnostic system. The diagnostic system is capable of detecting
many faults ahead of plant alarms, and an expert guidance system can then convey the
fault diagnosis to operators as well as suggest mitigations for the fault. As envisioned,
COSS would not fundamentally change how NPPs are operated, but would provide
insight, information, and review capabilities to supplement operators during normal as
well as abnormal and highly time critical events. A key principle with COSS is that it
does not displace the autonomy of the operators. It is also important to note that COSS
does not alter how the plant is operated. COSS was envisioned as a system that would
operate in a heterogeneous environment of analog interlocks, conventional control
systems, and distributed control systems. The underlying operation of the plant remains
unchanged, relying primarily on single point controllers as envisioned by the original
plant engineers many decades ago.

Here we turn our attention to advanced reactors. Generation IIIb reactors iterate on
existing Generation II designs with increased passive safety and a substantial increase
in the use of digital instrumentation and control (I&C) technology, but their control
systems maintain traditional control strategies relying primarily on single-input, single-
output classical control. Passive safety, digitization, autonomous control systems, and
artificial intelligence provide new possibilities for reactor control and operations. Of
particular interest to the authors are small modular reactors (SMRs). This class of
reactors are defined as producing less than 300 MWe and manufactured prior to
transportation to the site of operations. An SMR plant could operate as a single unit, but
it is most cost effective to operate several as a single plant. The NuScale Power reactor
concept, for example, features 12 reactors at each site. SMRs have many attractive
features including competitive costs, increased flexibility with load generation, high
capacity factor, and co-generation of combined heat and power generation. However,
new reactor designs and in particular SMRs have a critical challenge in reducing the
high personnel costs associated with nuclear power. U.S. Nuclear Regulatory Com-
mission (NRC) regulations for Generation II plants suggest three operators per reactor;
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twelve reactors would therefore require 36 operators staffed around the clock. Such a
requirement could make operating a plant cost prohibitive. The NRC allows for plants
with advanced automation (i.e., GE’s ESBWR) to have only one licensed operator at
the controls during normal, at power operations, and in future Generation IV reactors,
two to four operators may manage up to a dozen modular units [2]. This is a move in
the right direction toward reducing operational labor costs.

Historically plants have used periodic maintenance schedules that would require
personnel to service equipment at established intervals or after operating durations.
Such an approach is not only costly, but unnecessary maintenance always introduces
the possibility for human error1. In contrast, one could use predictive maintenance to
determine when fluids or components should be serviced. Predictive maintenance could
reduce labor needed for maintenance while reducing the risk to the plant and human
workers. The catch is that predictive maintenance requires understanding components,
their fault modes, and having available data to predict faults ahead of actual fault
events. In addition to having an appropriate sensor set, data from across installations
needs to be examined by engineering and data science experts.

1.2 Autonomous Control vs. Automatic Control

Autonomous control systems would move beyond the capabilities of automatic control
systems. Wood, Upadhyaya, and Floyd remind us that in Greek automatos means self-
acting, whereas autonomos means independent [3]. A fully automatic control system
would have the ability to perform normal operational control activities like startup and
load changing as well as automated responses to alarm conditions. However, an
automatic system could fall short if component or system malfunctions alter how the
control actions impact the state of the plant. Nuclear plant operations also have unique
and sometimes conflicting objectives that would need to be managed under autono-
mous control including temperature performance, load-following operation, alarm
processing and diagnosis, optimal fuel loading, fault detection and identification, and
sensor signal validation [4]. Under current operating conditions, human operators
become responsible for identifying, diagnosing, and mitigating a fault.

Humans are adept problem solvers in novel situations and have demonstrated
remarkable performance in extreme situations. Chesley Burnett “Sully” Sullenberger
landing U.S. Airways Flight 1549 on the Hudson River is a prime example. There are
also numerous cases of human actions being at least partially responsible for accidents,
and humans are often regarded as the least reliable components of human machine
systems. Thus, humans have unique strengths and weaknesses and their reliability can
suffer when under time pressure and complex operating environments. An autonomous
plant on the other hand could operate with much less variability. In a recent publica-
tion, researchers developed and validated an autonomous safety control system

1 Anecdotally, people tend to service their vehicles right before a road trip. While well-intentioned it
would be less risky to have the vehicle serviced days before the service to make sure the vehicle is
operating normally before embarking. I once drove 300 miles with my oilplug merely hand tight.
Had I taken my own advice, I would have seen a tell tail oil stain on my driveway and not risked the
plug coming all the way out while on the highway.
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designed for a Westinghouse 930 MWe, three-loop pressurized water reactor. The
system was trained with 206 scenarios and over 244,000 training sets. When compared
to automation and human operators the autonomous system responded faster and better
controlled critical plant parameters like reactor water level [5].

While there is much speculation as to how autonomous control would be accom-
plished, control engineers envision conventional digital control systems layered with
intelligent agents for fault detection, planning, supervision, cyber security and so forth.
High fidelity physical models and simulation technologies could be used to vet
autonomous systems under a much wider set of error conditions than would be possible
with human operators. Autonomous control hinges on the ability to estimate the result
of control actions and the performance of machine learning to optimize those actions
[6]. Intelligent agents could use expert systems (i.e., hard-coded information), fuzzy
logic, neural networks, and genetic algorithms. The intelligent agents would need to
form a fault tolerant system that would be capable of safely controlling the system
under prospective novel fault conditions with a high degree of certainty. The agents
would also need the ability to retain the controllability and observability following
component failure. The plant does not have to recover (i.e., be resilient) but it should
have the ability to safely shutdown. A component failure could invalidate the normal
operation of the control system, and the control systems needs to be able to determine
an alternate method of retaining controllability. Controllability could be assured
through analytical redundancy in combination with examining controller strategies and
parameters for all conceivable failed states to develop alternate control schemes for
component failures off-line and store them for eventual use. Alternatively, artificial
intelligence could be used to learn on-line how to control the plant, or an expert system
could be devised with hard-coded strategies [7]. Some are naturally skeptical of the
feasibility of such a system. However, much of this work is actively being pursued in
nuclear or related industries. Here we continue under the assumption that such an
autonomous plant could be designed and examine the repercussions it could have on
human operators and plant management.

1.3 Plant Operation and Monitoring

To maximize cost efficiency, reactor vendors could contract maintenance and ongoing
engineering support for utilities. This would allow reactors to be maintained as a fleet
across sites. Keeping plants similar to one another at the component level simplifies the
engineering workload and regulatory burden compared to managing plants indepen-
dently. While the reactors may be identical or versioned across multiple sites, the plants
could be tailored to the needs of the operator. For example, plants in areas with lots of
solar power might need co-firing gas capabilities. Plants in cold climates might make
use of excess heat for municipal or industrial heating purposes. Autonomous plant
control capable of remaining vigilant 24/7 would significantly reduce the necessity for
human operators. As envisioned, plants would be able to detect abnormalities and
safely shutdown the plant, and isolate any remaining issues without intervention. Then
humans could be dispatched to resolve any remaining problems and get the plant back
up and running. In the aftermath, engineers would need to examine the root cause of the
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failure, identify whether other plants or units are susceptible, refine plant models, and
push updated fault detection and remediation protocols.

Humans would still need to interact with the plant and maintain a deep under-
standing of how the plant functions, but the autonomous systems would supplant many
of the responsibilities that currently befall human operators. Thus, the HMI require-
ments would substantially change and new cyberinfrastructure systems would need to
be developed to support operations. With current HMIs the ability to understand the
state of the plant in real-time and rapidly respond to abnormal circumstances is the
primary consideration. With autonomous plants and autonomous smart grids, real-time
monitoring of the minutia of a plant may not be necessary or even desirable. Future
energy grids and energy producers will form an ever increasingly complex and
dynamic system intertwined with weather, transportation, and resource commodities.
Human working memory and information bandwidth capacities would quickly become
overwhelmed compared to an autonomous machine counterpart. For instance, consider
telephony automation, one might find it remarkable that telephone switchboard oper-
ators were employed well into the 1960s with the last operator in the U.S. retiring in
1983. At present day, providing human supervisory oversight of telephone operations
seems absurd. Electro-mechanical automatic exchanges replaced human operators and
digital systems eventually replaced those. The operation of telephone switching is now
almost entirely automated and fault tolerant to losing exchange nodes. Much of the
human capital can then be transitioned to higher level tasks like examining network
topology for vulnerabilities and ensuring exchange capacities are sufficient. Autono-
mous control could result in a similar abstraction of humans from the moment-to-
moment operation of plants in order to guarantee safety and enhance efficiency.

2 Humans in the Loop

2.1 Maintaining Plant Health

More capable autonomous systems would reduce the actions required by humans
similar to how autopilot reduces the workload of pilots. Autonomous systems would be
able to carry out routine and abnormal operations. However, humans may still serve
vital roles as supervisors and decision makers.

Instrumentation and controls would be self-diagnosing. So, for example, if a sensor
stopped responding or even started drifting, the system would be able to detect and
report the abnormality. In such a hypothetical event the plant would be able to continue
to operate by enlisting redundant sensor values, virtual sensors, intelligent process-
based control, etc. Humans could leisurely investigate the issue and correct it to maintain
plant health. Some of this type of monitoring could even be accomplished remotely and
coordinated with on-site personnel who would still be needed for field-inspections and
potentially coordinated during major plant operations like startup, shutdown, etc. The
company Ormat operates geothermal plants and recovered energy plants in 22 countries.
They had remote monitoring capabilities for several years. At the time IT infrastructure
was unreliable and slow. They have now transitioned to incorporating increased
automation into their control systems and remote monitoring. This allows for fewer
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personnel to oversee more assets. From the perspective of the operators the experience is
the same regardless of whether their control room is situated at the plant, a few hundred
feet from the plant, or several thousand miles from the plant. This strategy by Ormat also
allows for specialization by equipment or system instead of physical location. This
allows the most capable personnel to be tasked with problem-solving when problems do
arise [8]. SunPower has remote operations for controlling approximately 1.3 gigawatts
of solar power as of 2016 [9]. The same business logic for justifying remote operations
would apply to nuclear power. Another possibility is a hybrid arrangement where reactor
vendors or turbine vendors are responsible for some of the monitoring and diagnostics.

2.2 Outage Control

Outages with Generation II NPPs require a great deal of human labor to safely and
quickly get the units back up and running. With large reactors, the utility loses
potentially $1 million or more in revenue everyday they are down. Many of the
maintenance activities are planned for months or even years in advance. Refueling for
SMRs should be simpler and since they have multiple units could implement a rolling
outage schedule so that the plant does not have to be taken completely offline for
refueling and maintenance. Refueling would still require a good deal of human dili-
gence and coordination both internally and with supporting vendors.

2.3 Load Control, Strategic Planning

Current NPPs shut down for refueling every 18 or 24 months for 30 days or more, and
in the interim the more or less operate continuously. Increased proliferation of
renewables in combination with other factors results in this strategy becoming less
viable. Energy markets are becoming more dynamic with requirements for utilities
down to even 5-minute intervals. Texas electric grid operators, the Electric Reliability
Council of Texas (ERCOT), have to contend with 23 GW of wind power, about 4 times
that of California. Texas operates market rules on 5-minute intervals with severe
penalties for non-compliance [10].

Grid operations and utilities need the ability to easily and autonomously curtail or
ramp assets in a coordinated fashion to meet demand, contend with cascade disruptions
or bringing power back online. Utilities must also manage conflicting objectives. For
example, plants located next to rivers or lakes might use that water as a tertiary cooling
loop. Plants may have to reduce usage or be restricted on the amount of heat that is
returned to the body of water. Ultimately, humans may need to decide what strategies
to employ. Also, their strategies may shift depending on environmental circumstances
and changing risk tolerances. For instance, California wildfires have demonstrated that
operating transmission lines during hot and dry periods can be hazardous. With a
smarter grid and plants risk of fire could be augmented at the cost of less efficient
production or utilization of stored energy.
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2.4 Incidence Response

The CPMS would also need to support timely actions and decision making if an
incident where to occur that the autonomous system could not handle independently.
For example, quickly initiating lockout-tagout of equipment might be needed to safely
send personnel into otherwise unsafe areas of the plant.

2.5 Security

As with any cyber-physical infrastructure security is paramount. Security includes
monitoring physical and cyber activities at the plant. Security includes detection and
response of unauthorized access of resources as well as monitoring and auditing for
suspicious activity.

2.6 Oversight, Regulations, and Reporting

Operating a plant falls under numerous jurisdictions and regulations. Plants would need
to ensure they are meeting those requirements and have record-keeping to substantiate
compliance. If a minor or major event were to occur investigations and reporting would
need access to plant data.

2.7 Innovation

Over the past decade autonomous systems have proliferated in the cyber realm as
computational power in conjunction with machine learning has advanced. Autonomous
systems for better or worse are responsible for filtering our inbox, cataloging the
internet, assessing our media preferences, deciding what content is shown on our social
media feeds, and so forth. In coming decades, autonomous systems will increasingly
make inroads into our physical world through manufacturing, unmanned and manned
vehicular automation, and cyber-physical systems. From 2012 to 2014 the number of
sensors shipped has increased more than 4 fold to 23.6 billion [10]. These sensors serve
a variety of purposes and industries, resulting in an evolving trend of interconnected
ecosystems that were segregated by traditional industry boundaries (e.g., manufactur-
ing, transportation, power generation, power distribution, etc.). When combined with
the proliferation of digital control systems there exists vast potential for innovations
that improve productivity, efficiency, safety, and reliability. Some of this work might
take place in industry and or as academic or government research. However, software
and data analytics are needed to access and process the volumes of data being collected,
securely connect disparate systems, and, perhaps most importantly, provide meaningful
insights to key stakeholders.

3 Computerized Plant Management System Considerations

We have reviewed some of the possibilities of autonomous control systems for nuclear
power as well as postulating where humans would interface with the plant. From that
discussion we can see that the scope extends beyond what is typically thought of as
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NPP control. A plant’s production, health, and maintenance might be guided by several
different departmental units scattered across organizations. These humans would have
varying roles from varying disciplines. They would need to coordinate with one
another as well as communicate with the plant. For some, read-only access would be
sufficient. Others might need to initiate actions or create work-orders for onsite per-
sonnel. Some might need to monitor the plant on a moment-by-moment basis, while
others might want to query and aggregate plant data over its entire life. Some users will
need real-time dashboards for monitoring data, others might need to link in engineering
tools, and some users may need to generate reports. The cyber-infrastructure would
need to support all of these use cases as well as communicating with plant control
systems. In essence middleware or a software layer between the plant and autonomous
agents, services, and end-user interfaces. Other domains provide some guidance on
how this might be accomplished and in particular what features might be useful.

3.1 Industrial Internet of Things

Smart devices are capable of sensing and acting on their environment. However in
isolation they are not particularly useful. It is in the aggregation of data and control that
the versatility and flexibility of the internet of things is meant to shine. Research on
decentralized platforms exist that would make use of blockchain technology, but for our
purposes platforms that utilize centralized network technologies are ahead of the curve.
Platforms like ThingsBoard provides a middle layer for collecting, analyzing, and
visualizing data, as well as managing devices through rules or microservices. Things-
Board can be cloud deployed with redundancy and load-balancing for operations. The
ThingsBoard is Open Source with a System as a Service (SaaS). The microservices
could be autonomous agents for intrusion detection or asset optimization. The archi-
tecture provides functionality for building real-time web-based dashboards (i.e., HMIs)
for humans as well as integrating with other services through a variety of protocols.

3.2 Smart Home Automation

Due to the proliferation of commodity smart home devices (e.g., lights, locks, ther-
mostats, switches, cameras, etc.) and adoption by major technology companies like
Google, Amazon, and Apple home automation is coming of age. A major headache for
adopters has been integrating components across platforms. One would need to choose
from Google Home, Amazon’s Alexa, or Apple’s HomeKit as the controller for their
smart home and inevitable use third party mobile phone apps and use other additional
services like IFTTT (If This Then That) to add automation functionality not otherwise
natively possible. However, an alternative approach is to use theHomeAssistant, an open
source smart home integration platform, to link devices from incompatible platforms.
Automations can be configured through aweb-interface, in YAML, scripted in Python, or
configured in Node-RED’s graphical node based interface. Home Assistant has a stan-
dard set of entities (e.g., lights, switches, thermostats, etc.) and is platform agnostic,
allowing devices from most all smart-home vendors to be integrated, automated, and
controlled under a standard platform. Home Assistant also has support for Google Home,
Alexa, and HomeKit, which provides wide flexibility for end-user control.
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3.3 Robot Operating System

The Robot Operating System or ROS is a bit of a misnormer in that it is not an
operating system for a computer but rather a toolkit for simulating, programming, and
controlling robots. ROS is self-described as a robotics middleware first publicly
released in 2007 by the Stanford Artificial Intelligence Library. Under the hood, ROS
implements a subscriber/publisher model for message passing. Independent nodes
(similar to services) control or sense a robot. The nodes could be simple procedural
scripts, or more sophisticated autonomous agents. ROS has a three-dimensional sim-
ulation environment for developing robots in a virtual environment before deploying to
physical environments.

Our CPMS concept is distinct because of the distinct feature set we envision it
would provide to advanced reactors. However, the CPMS would share commonalities
with the platforms highlighted above (See Fig. 1). The CPMS could be implemented as
a middleware (software) layer on more traditional controller architecture. The CPMS
would tie in autonomous agents as services. The CPMS would also need functionality
to implement human machine interfaces for viewing plant data, performing actions, and

Computerized Plant Management System

Autonomous Agents

Prognostics

Intrusion 
Detection

Supervisory Plant 
Monitoring

Goal 
Determination

…

CPMS Core

Web HMIs

Rest API

Control SystemHardened Safety Controls

End Users 
on- and off-site

3rd Party
Applications

Devices (Components, Sensors, PLCs, etc.)

Database/
Historian

Conventional 
HMIs

Fig. 1. Conceptual architecture of CPMS in relation to plant control systems and end-user
HMIs. The CPMS is envisioned as a centralized system that would serve numerous functions
related to autonomous plant control, monitoring, diagnosis, security, and ongoing research and
development.
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communicating with other personnel. The CPMS would also need the ability to
interface with 3rd party applications for diagnostics, engineering, business analytics.

4 Human Factors Challenges

4.1 New Challenges

Autonomous control systems may reduce the responsibilities of human operators and
make conventional HMIs obsolete, but they also present new use cases and new
challenges across several domains: engineering, control, cyber-security, and human
factors. Sensor technology is improving and becoming cheaper to deploy. Advances in
modelling result in virtual sensors and more generally the ability to extract much more
detailed spatial-temporal data. There is great potential for this data if insights can be
gained from it. However, gaining insights and understanding the complex data requires
the right combination of data analytics, statistics, and visualization.

4.2 Collaboration

Optimizing human resources is vitally important to controlling cost. New plants will
need to share experts across units, sites, and even utilities. A given problem might
require a team of experts with varied backgrounds from project managers, to engineers,
to field technicians, to network technicians. All of these experts would need to acquire
detailed technical information and communicate with other team members.

4.3 Visualization Ergonomics

There is no shortage of novel methods for translating data to graphical representations
for human representation. Modern web frameworks like d3 and plotty provide powerful
techniques for generating useful interactive plots with minimal effort. Often the chal-
lenge with visualization is not the lack of possibilities but determining an appropriate
representation for the data. Perceptual psychology and human factors could aid in this
arena by developing guidelines for specific datasets and translating those to standard
but versatile widgets that could be configured in visualization frameworks.

4.4 Cybersecurity Monitoring

Cybersecurity is highlighted as a concern as digital control systems become inter-
connected [10]. The ability to visualize network topologies and network traffic can aid
in the identification of suspicious activities.

4.5 Augmented Reality/Virtual Reality

Augmented reality is the enhancement of natural visionwith virtual overlays. Augmented
could be implemented using projection mapping, with see through head mounted dis-
plays, or utilizing a forward facing camera and a mobile device. Augmented reality is an
emerging technology with potential for aiding diagnostics, troubleshooting, and
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engineering of mechanical systems. Augmented reality could overlay thermal imagery
over imagery of components or represent microscopic vibrations detected in rotating
equipment.

Virtual reality could likewise serve as a valuable tool for designing and optimizing
systems in virtual environments. Virtual reality could also be used for remote
inspections is plants were equipped with tele-operated unmanned robots that could
move about equipment in plants. The robots could have thermal imaging cameras,
telescopic lenses and sound processing that could make remote inspections from a first
person view with better than normal human perception possible.

5 Conclusions and Discussion

There is great potential for advancement of energy infrastructure and advanced reactors
in the coming decades. Reactors designed from the ground up will incorporate passive
safety and robust safety systems. Autonomous control technologies could reduce
operational and maintenance personnel costs to make nuclear power cost competitive
with competing technologies. The proliferation of renewables provides clean energy
but also complicates managing a stable electrical grid. Digitization of critical infras-
tructure provides opportunities for innovation to increase the productivity and effi-
ciency of systems but also introduces new challenges related to security and
interdependency that will need to be solved. Implementation of autonomous control
systems and other systems needed to support humans in the loop will require com-
puterized plant managements system technology with capabilities not yet available.

6 Disclaimer

This work of authorship was prepared as an account of work sponsored by an agency of
the United States Government. Neither the United States Government, nor any agency
thereof, nor any of their employees makes any warranty, express or implied, or assumes
any legal liability or responsibility for the accuracy, completeness, or usefulness of any
information, apparatus, product, or process disclosed, or represents that its use would
not infringe privately-owned rights. Idaho National Laboratory is a multi-program
laboratory operated by Battelle Energy Alliance LLC, for the United States Department
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Abstract. The user-centered design and the acceptance of smart grid tech-
nologies is one key factor for their success. To identify user requirements,
barriers and underlying variables of acceptance for future business models (DSO
controlled, Voltage-Tariff, Peer-to-Peer) a partly-standardized interview study
with N = 21 pro- and consumers was conducted. The results of quantitative and
qualitative data demonstrate that the acceptance of each future energy business
model is relatively high. The overall usefulness was rated higher for future
business models than the current business model. Prosumers had a more positive
attitude towards the Peer-to-Peer model, whereas consumers preferred models in
which the effort is low (DSO controlled) or an incentive is offered (Voltage-
Tariff). The DSO controlled model is not attractive for prosumers, who criticize
the increased dependency and external control. From the results it can be con-
cluded that tariffs should be adapted to the user type.

Keywords: Acceptance � Consumer and prosumer requirements �
Distributed energy resource � Energy tariffs � Energy business models

1 Introduction

The energy revolution and smart grids (SG) are two of the most important energy
topics today. Recently, the demand for energy is growing while traditional resources of
energy supply (coal, natural gas, and oil) will not meet the increasing energy demand
any longer [1]. In order to face ecological challenges a flexible power grid enabling the
integration of renewables - temporal dynamic energy sources - is required [2]. As a
result, distributed energy resources (DERs) have become increasingly important
because of their advantages for the grid. DERs enable demand response, grid stabi-
lization and reduce the distribution of transmission costs. Consequently, integration of
DERs is more energy-efficient [9] and saves money for the customers.

However, the increase of DER integration probably results in a reduction of energy
sales of the distribution systemoperators (DSOs). In consequence, theDSOs are predicted
to increase their grid tariffs in order to counterbalance their sales loss, which in turn might
attract more consumers to become prosumers, who probably increase self-consumption
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and invest in local storage technologies or even disconnect from the grid - called the spiral
of death [3]. Consequently, in order to maintain their market role, DSOs have either to
adjust their business models or create new business models that integrate DERs into the
SG. There are some studies [4, 5], which examine financing topics of renewable infras-
tructure barriers for future business models. Renewable Energy Cooperatives were found
to facilitate the market uptake of renewable energies by applying community-based
marketing initiatives [6], but business models of DER integration have not been in the
focus of research yet.

New energy business models will involve new market players and give the
opportunity of active con- and prosumer involvement in terms of optimal production
and consumption of energy. Their acceptance is a main contributor to the adoption [7]
of these models. Hence, integration of user preferences and barriers is of fundamental
importance in the design process, but research on acceptance of DERs and business
models is scarce until now [7, 8]. To enlarge the body of user research, this study
focuses on the empirical assessment of underlying variables for acceptance.

2 Related Work

2.1 Acceptance

There is sparsely empirical research on technology acceptance of DER business model
so far due to the novelty of the topic. Recently, Von Wirth, Gislason and Seidl [10]
investigated drivers and barriers for the social acceptance of DERs. Results of the
literature research and semi-structured interviews with representatives of pilot regions
indicate that the awareness of local advantages could be a decisive argument promoting
these systems. Furthermore, the authors conclude that the ownership of infrastructure
fosters the acceptance of such systems. There is a plethora of research focusing on the
concept of acceptance of new technologies. As DER systems, combining renewable
energy generation, energy conversion, and energy storage on different local scales [10]
technology acceptance is one crucial construct when it comes to user adoption.

Technology Acceptance Model
A well-known theoretical framework to describe technology acceptance is the Tech-
nology Acceptance Model (TAM) proposed by Davis [11]. According to the author,
acceptance of new technologies depends on the perceived usefulness and the perceived
ease of use of the technology. The first is defined as “[…] the degree to which a person
believes that using a particular system would enhance his or her performance […]”,
whereas the latter refers to “[…] the degree to which a person believes that using a
particular system would be free of effort.” [11]. The combination of these concepts
determines a person’s attitude towards the usage of a technology, which influences the
intention to use and finally the actual use of a technology. With respect to SGs, beside
all the merits of DERs in a SG, the integration of multiple features in a business model
might hamper the ease of use even though usefulness ratings are high and lead to
reduced acceptance consequently.
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Norm Activation Model
Another main motivator for the acceptance of DERs in general might be their positive
outcomes. Beside monetary savings, DERs allow an environmentally friendly energy
production and grid stabilization. Therefore, mere technology acceptance falls too short
describing user adoption. According to Schwartz [12, 13] the behavior of using tech-
nologies that benefit others or the environment is motivated by personal norms or self-
expectations: “Personal norms focus exclusively on the evaluation of acts in terms of
their moral worth to the self.” [14, p. 245]. Therefore, personal norms might contribute
to the accepance of future energy business models with a higher amount of DERs.

Responsible Technology Acceptance Model
The Responsible Technology Acceptance Model (RTAM), [15] combines aspects of
the TAM [11] with the Norm Activation Model (NAM) [12, 13]. Here acceptance of
new technologies depends on the rational cost-benefit assumptions and personal moral
deliberations. A survey with 950 subjects from Denmark, Switzerland, and Norway
showed that the RTAM successfully predicted the acceptance of the SG application
[15]. Rational assessments as well as personal norms triggered by “[…] feeling of
moral obligation or responsibility towards the environment and a positive contribution
to the society […]” [15, p. 398] are essential for a positive evaluation. Individual
benefits like monetary saving or incentives are not the only motivator for usage [16].
The authors discuss, that societal as well as environmental benefits should be stressed
when promoting new technologies, which is in line with research by Bolderdijk et al.
[17], who found, that pointing out societal and environmental benefits in the com-
munication induces more positive feelings than solely mentioning private ones.

2.2 Hypotheses

As present research [10] showed, SG actors who own parts of the energy infrastructure
- such as prosumers - should have a higher acceptance of future energy business models
than consumers. Furthermore, the acceptance should be higher the more local advan-
tages an energy model provides. Accordingly, it can be derived from the NAM [12,
13], that the acceptance of business models, that integrate personal norms like pro-
environmental and pro-social behavior, is higher. This is confirmed by the research of
Toft et al. [15], and Bolderdijk et al. [17], who integrated environmental and societal
benefits. The Peer-to-Peer (P2P) model described above represents the most compli-
cated model in terms of (technical infra-) structure, but also the most locally anchored
one in terms of social involvement and energy infrastructure. Therefore, the following
hypotheses are derived from the literature for underlying varibles of acceptance:

H1.1: The current business model (BaU) is perceived more easy to use than any
future business models (DSO, Volt, P2P).

H1.2: With increasing complexity, due to more infrastructure and interaction with
the user needed, ratings on perceived ease of use diminish. Hence lowest
ratings are expected with P2P, followed by Volt and DSO.

H2: Perceived usefulness is rated higher for future energy business models (DSO,
Volt, P2P) than the current model (BaU).
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H3.1: The influence of personal norms is highest for future business models (DSO,
Volt, P2P) compared to the currently used business model (BaU).

H3.2: Ratings on personal norms will be higher for models with a high level of
DERs (P2P, Volt) compared to the other presented energy business models
(DSO, BaU).

H4.1: The attitude towards future energy business models (DSO, Volt, P2P) is more
positive than towards the current model (BaU).

H4.2: Compared to consumers, prosumers` attitude rating is higher with models with
a high level of DERs (P2P, Volt).

2.3 Method

Participants
Overall, N = 21 persons had been interviewed (9 prosumer, 18 male). The sample
consisted of three Swedes and 18 Germans. On average they were M = 43 years old
(SD = 13.75; min = 21; max = 71). The most interviewees (n = 18) indicate holding a
university degree or higher. The average household size was 3.6 residents. The income
was indicated by 20 interviewees with a most frequently (n = 7) income category of
“3000-4500€”, followed by “more than 6000€” (n = 6).

Material
Three future business models were investigated: 1.) DSO controlled (DSO); 2.) Voltage-
Tariff (Volt) and 3.) Peer-2-Peer (P2P). The business models incorporated different
degrees of DER ranging from large to small-scale distributed energy generation and
were developed within the research project “NEMoGrid - New Energy Business Models
in the Distribution Grid”. Business as Usual (BaU) represents a baseline measurement.
In order to facilitate comparability, the descriptions of the models comprised following
characteristics: (1) Energy source (e.g., PV plant or DSO), (2) Basic tariff structure (e.g.,
static depending on the consumption), (3) Installed infrastructure (soft-/hardware; e.g.,
algorithms and storage), (4) Possible effect for daily life (e.g., shifting of energy con-
suming activities), (5) Composition of the energy bill (e.g., quota of network service
usage, time-specific energy costs), and (6) Financial benefits. Detailed business model
descriptions can be found in the project deliverable “D2.3” [19].

Interviews with Swedish participants were conducted in English and with English
materials. For German interviewees material and interview questions were translated.

Procedure
Demographic variables like user type (pro-/consumer) were assessed in a pre-
questionnaire, which was used to preselect subjects for the interviews. Subjects were
provided with the energy business models descriptions before the interview. These
descriptions varied depending on the pro-/consumer classification. The interviews were
conducted via Skype or phone call. After the introduction on the project subject and
interview procedure, consent was obtained. Subsequently interviewees were asked to
evaluate each of the four energy business models, which were presented in randomized
order, by answering closed- and open-ended questions. The questions on the variables
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presented in this paper (1) the perceived ease of use, (2) the perceived usefulness,
(3) personal norms, and (4) the attitude, remained the same for each model. Intervie-
wees were asked to give their evaluation on a scale ranging from 1 to 6 for the
respective items of each variable and were asked to explain their ratings subsequently.
The interview lasts for about one hour and the interviewees received a remuneration of
40€ for their participation.

Data Analysis
Quantitative data was analyzed descriptively. After verifying distribution of normality
parametric inferential statistics were applied. Since the research question was to
identify differences between the user group and/or the business models, a repeated
measurement analysis of variance (RMANOVA) was calculated with model as within-
subject factor and user type as a between subject factor.

The open-ended questions of the interview have been transcribed using the software
easytranscript (Version 2.50.7) [20]. Answers of each interviewee were split up into
single statements and categorized into a bottom-up built category system (example
statements for the reported categories are listed in Annex A). The category system for
the variables (except personal norms) distinguished between positive and negative
statements on an overall level. On a sub-level, the categories contain detailed infor-
mation. A second coder was included to ensure reliability of codings. Intercoder-
reliability (unweighted Kappa) on the sub-level varied between j = .72 (ease of use)
and j = .86 (personal norms). According to literature this is a “substantial”/”almost
perfect agreement” [18]. Discrepancies of codings were identified and eliminated. The
frequencies of the sub-level categories of this consensus solution are reported relatively
to the overall amount of either positive or negative statements.

2.4 Results

Perceived Ease of Use
Interviewees rated BaU as the most easy to use, followed by DSO (Table 1). Perceived
ease of use was rated the lowest with the P2P. RMANOVA showed, that models
significantly differed from each other (F(3, 57) = 29.24, p < .001, η2 = .60). Post-hoc
pairwise comparisons became significant (p < .001) for all except DSO and the Volt.

In total 162 single statements explaining the ease of use ratings had been catego-
rized. With exception of BaU - evaluated mainly positively (n = 40; 85%), the future
energy business models received more critique than positive statements (P2P: 37; 82%;
DSO: 30; 65%; Volt: 24; 61% negative statements).

Table 1. Mean evaluation of perceived ease of use (N = 21).

Statement BaU DSO Volt P2P

It is easy to use this business model. 5.43 4.24 4.05 2.67
Using this business model does not require any effort from me. 5.43 3.71 3.33 2.24
It is easy to learn how to operate in this business model. 5.76 4.19 3.38 2.43
Score perceived ease of use 5.54 4.05 3.59 2.48
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Positive Statements. BaU was appreciated for the “Low Cognitive Effort” (50%),
the “Predictability of Costs” (23%) and its “Accessibility” (20%). DSO and Volt were
appreciated for the “Low Cognitive Effort” (DSO: 56%; Volt: 33%) and the “Acces-
sibility” (DSO: 25%; Volt: 13%) as well. For P2P various other aspects were pointed
out positively, e.g., “Financial Incentives” (38%).

Negative Statements. BaU received critique for the “Initial Installation Effort”
(57%). In particular, prosumer criticized the initial bureaucratic effort for an energy
plant installation. The future models especially P2P (54%) and Volt (46%) were crit-
icized for the “Increased Cognitive Effort” the interviewees assumed. The “Uncertainty
of Costs” (27%) was mentioned negatively during the P2P evaluation. Furthermore, the
interviewees named that DSO will probably lead to a “Discrepancy with their own
Habits” (27%) and criticized the “External Control” applied within this model (23%).

Perceived Usefulness
Usefulness was rated the highest for the Volt, followed by the P2P and the DSO model
(Table 2). BaU was rated the least useful. Future models were all perceived signifi-
cantly more useful than BaU (F(3, 57) = 31.75, p < .001, η2 = .62, pairwise com-
parisons: p < .001). However, there were no significant differences between future
models. RMANOVA revealed a significant interaction (F(3, 57) = 5.82, p = .002,
η2 = .23) for user type and model. Whereas prosumers rated BaU more useful than
consumers, the DSO was rated better by consumers.

The open-ended explanations resulted in 155 single statements. Overall, all future
business models were evaluated positively (positive statements: DSO: 21; 60%; Volt:
33; 75%; P2P: 32; 73%). Underlining the quantitative ratings, the majority of state-
ments (32; 76%) about the BaU model was negative.

Positive Statements. BaU was especially valued because of its “Grid Stabilization
and the Secure Supply” (40%). This advantage was also mentioned for DSO (43%) and
Volt (36%). Furthermore, diverse other categories were mentioned during BaU eval-
uation: “Increased Level of Freedom on Influence and Consumption Costs” (20%),
“Predictability of Costs” (10%), and “Integration of Renewables” (10%). In general,
participants prefer the “Increased Level of Freedom” with future models, especially on
consumption costs within the Volt (33%) and the P2P (31%). The interviewees liked
the “Effective Usage of Energy” with DSO (24%) and P2P (25%).

Table 2. Mean results for perceived usefulness (N = 21).

Statement BaU DSO Volt P2P

The current business model uses electricity efficiently. 2.48 4.81 4.62 4.90
This business model enables me to adjust my electricity
consumption so that I can benefit from fluctuations in
electricity prices.

1.62 3.71 4.57 4.57

This business model contributes to a reliable electricity
supply.

2.95 4.57 4.81 4.43

Score perceived usefulness 2.35 4.37 4.67 4.63
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Negative Statements. Considering BaU the interviewees mainly fear the “Desta-
bilization of the Grid” (38%) and complain about the “Few Incentives to Adjust
Behavior” (25%). DSO was criticized even more frequently for “Few Incentives to
Adjust Behavior” (43%) compared to BaU. Again, the “External Control” was eva-
lauted disadvantageously (36%). Regarding P2P interviewees worried about “Desta-
bilization of the Grid” (50%) and again the “Increased Cognitive Effort” (17%). Least
was also the main critique on the Volt (27%).

Personal Norms
Interviewees’ personal norms towards P2P were the highest, followed by the Volt and
DSO model (Table 3). There was a significant effect of the model (F(3, 57) = 3.96,
p = .012, η2 = .17). However, pairwise comparisons only became significant for BaU
and P2P (p = .045). Again, prosumers and consumers differed in their rating between
models (F(3, 57) = 4.06, p = .011, η2 = .17; see Fig. 1). Whereas Volt and P2P result
in similar ratings, consumers see DSO more positive than BaU, whereas prosumers are
in favor for BaU (Fig. 1).

Overall, 150 open-ended question statements had been analyzed. Especially with
BaU, the influence of personal norms seems low (30; 71% rejection). Contrary to that,
this is the case for the majority of DSO (22; 63%) and Volt statements (24; 63%, P2P:
18; 51%).

Social Norms Present. For BaU the interviewees most frequently named “Eco-
logical reasons” (42%). This agreement was caused by prosumers, e.g. by stating that
the integration of renewables is feasible already. For DSO (27%) and Volt “Grid
Stabilization and Secure Supply” (21%) was mentioned. “Financial Incentives” (Volt:
25%; P2P: 22%) and “Ecological Reasons” (P2P: 22%; DSO: 18%; Volt: 17%) were
pointed out for the future models. “Innovativeness” was particularly pointed out with
P2P (22%) and Volt (17%).

Social Norms Not Present. In contrast, some participants denied the influence of
personal norms. For BaU “Non-Ecological Production” of energy was mentioned
(23%) as a reason. Furthermore, there was criticism to the extent, that there is “Room
for Improvement” (20%) and the model leads to a “Destabilization of the grid” (17%).
Especially for the DSO evaluation, interviewees criticize the “Dependence on Others”
(46%). In general the interviewees see “Room for Improvement” (36%) and explicitly
mention that “Norms are not Applicable in this Context” (29%) for Volt. Least was also

Table 3. Descriptive results on personal norms (N = 21).

Statement BaU DSO Volt P2P

It is my duty to participate in this business model if it is
necessary for an environment friendly and well‐functioning
electricity supply.

3.90 3.95 4.38 4.48

I feel a moral obligation to participate in this business
model regardless of what others do.

2.38 3.33 3.52 3.95

To participate in this business model is the right thing to do. 2.81 3.90 4.29 4.14
Score personal norms 3.03 3.73 4.06 4.19
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stated with regard to P2P (29%). Again, and strictly speaking for P2P the interviewees
fear the “Increased Cognitive Effort” (24%).

Attitude
Overall, the attitude towards the business models is rather neutral to slight positive.
BaU is rated the safest and P2P the least safely. However, a vice versa pattern was
found for the evaluation on the scale from very bad to very good, where P2P and Volt
received the highest ratings. Feelings towards P2P were the most positive (Table 4).

RMANOVA of overall score revealed no significant differences between models or
user group. However, an interaction between both factors occurred (F(3, 57) = 5.65,
p = .002, η2 = .22). Whereas prosumers were in favor for BaU and P2P, consumers
prefered the DSO and the Volt model.

The open-ended question, gathering reasons for the attitude ratings, lead to 168
single statements. Overall, the evaluation of BaU indicated a positive attitude
(37; 71%). There were less positive statements for DSO (25; 58%), Volt (24; 51%) and
P2P (18; 46%).

Positive Statements. “Low Cognitive Effort” (27%) and the “Effectiveness and
Reliable Functionality” (27%) were appreciated most frequently for BaU. Interestingly,
the “Effectiveness and Reliable Functionality” were mentioned also for all future
models (DSO: 28%; P2P: 22%; Volt: 21%). Additionally, future models (esp. Volt:

Fig. 1. Personal norms (1 = strongly disagree to 6 = strongly agree) by user type with 95%
confidence interval (N = 21).

Table 4. Descriptive results on attitude (N = 21).

On a scale from 1 to 6 how do you feel about being a
consumer/prosumer in this business model when 1 means
… and 6 means …?”

BaU DSO Volt P2P

very negative…very positive 4.00 4.19 4.24 4.52
very bad… very good 3.81 4.24 4.43 4.43
very unsafe… very safe 4.86 4.38 4.05 3.57
Score attitude 4.22 4.26 4.23 4.17
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46%), were appreciated because of their “Increased Level of Freedom”. Statements
belonging to this category refer mainly to an increased influence on the consumption
costs. Furthermore, the interviewees appreciated the “Innovativeness”, especially for
P2P (28%). Additionally, P2P was valued because of its potential of “Ecological
Integration of Renewables” (28%).

Negative Statements. BaU received critique because the interviewees broadly see
1) “Room for Improvement” (67%) and think that; 2) energy is produced “Non-
Ecological” (20%). A negative attitude towards the future models was explained by the
“External Control andDependence” on other actors. Thiswas the case forDSO (61%) and
Volt (30%). In contrast, P2P was criticized for “Increased Cognitive Effort” (43%).
Furthermore, the interviewees complained about the “Uncertainty of Costs” with
P2P (33%).

2.5 Discussion and Conclusion

Our interview study aimed on the identification of factors fostering or preventing the
acceptance of future energy business models. In general, the quantitative ratings of the
interviewees showed that acceptance of future models is relatively high.

In accordance with the hypotheses (H1.1, H1.2) we found that perceived ease of
use diminished with increasing complexity of the business model. Not surprisingly, it
was rated the best for the current business model, possibly because user already interact
with it. However, perceived usefulness was rated significantly higher for future busi-
ness models, even though characterized by higher complexity, which is in line with our
hypothesis (H2). Toft et al. [17] stated personal norms should be taken into consid-
eration for the evaluation of smart grids. Assumptions on the influence of personal
norms can only be confirmed partly. The only statistically significant difference from
business as usual is to be found in comparison to P2P. Therefore, H3.1 must be
rejected. However, prosumers and consumers do rate some models differently.
Wherereas, the Voltage-Tariff and the P2P model result in similar ratings, consumers
see the DSO controlled model more positive than BaU, whereas prosumers are in favor
for BaU. Therefore, H3.2 can only be confirmed partly. Acceptance in terms of a
positive, good and safe attitude towards the model is higher for all future models but
not significantly higher. Hence H4.1 must be rejected. However, taking into account
the different user groups we see that prosumers were in favor for the current business
model and the P2P model, whereas consumers seemed to prefer the DSO and the Volt
model, which speaks for a partial confirmation of H4.2. Therefore, we can confirm and
extend the results of Von Wirth, Gislason and Seidl [10], who underlined the impor-
tance of infrastructure ownership for the acceptance of distributed energy systems.
Qualitative data helps to better understand these results.

The analysis of qualitative data showed that future energy business models received
critique due to their specific characteristics, such as the increased external control
within the DSO controlled model. Probably this affected specifically prosumer ratings,
as they value independence of energy supply and therefore acceptance is diminished for
this model. In contrast, consumer acceptance is remarkably higher for this model.
Probably they are more concerned about the destabilization of the grid, as they are
more depending on a secure supply. Least could be a reason for the different
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perspectives on the DSO controlled model. In turn, the appreciated “Increased Level of
Freedom” (resp. influence on consumption costs) especially for the Voltage-Tariff is
probably more decisive for consumers than for prosumers, as they do not have any
possibilities to influence their costs at the moment. The P2P model was criticized for its
complexity and the uncertainty of costs, which could be more discouraging for con-
sumers than prosumers, who are used to a certain degree of complexity, high invest-
ments for energy generation or the – also financial – security of self-consumption.

It can be concluded that as energy business models acceptance differ with regard to
user group, they should be adapted to the specific pro- and consumer requirements.
Generally speaking our interviewees valued the innovativeness of future energy busi-
ness models, especially the P2P model. We can conclude that they see need for change
as they criticized the current model for its backwardness.

2.6 Limitations and Future Work

As DER systems imply the installation of technical infrastructure the theoretical foun-
dation of this study built up on research of technology acceptance. Even though the
RTAMmodel [15] focuses on the technology acceptance of smart grid infrastructure and
incorporates personal norms, aspects of social acceptance are neglected. Moreover, some
interviewees denied influence of personal norms in this study. Interviewees mentioned
economical thinking mostly drives acceptance. Therefore, future work should enlarge
the scope of variables including acceptance on a social and financial level.

The present findings should be considered with care because sample size is rela-
tively small and self-selection bias can lead to increased acceptance and interest in the
topic. Due to regional differences in energy market, national differences should be
considered more intense. Findings in other countries might differ from the ones gen-
erated here.

Further, in order to identify tendency more clearly, we used 6-point scales instead
of 7-point scales suggested by Toft et al. [15]. Hence, comparisons with other tech-
nologies ratings are not possible with the present results.

Regarding the qualitative data, the categories identified for each variable were very
similar. Positive and negative category statements frequently represent opposite
opinions. Future work could investigate main motives and barriers in a quantitative
manner, avoiding contrary queries of motives and barriers.

For our interview study different business models descriptions and user group have
been prepared. The descriptions were phrased in colloquial language to ensure com-
prehension of the models, but could be improved with regard to implementation aspects
to improve con- and prosumer ideas of the future energy business models.
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Annex A: Example Statements for the Sub-level Categories
of Qualitative Data Analysis

Sub- category (positive or
negative)

Example Statement (source: interview no.; model;
acceptance variable)

Low Cognitive Effort (+) “It is a quite simple business model. It is easy to
understand […]” (4; BaU; attitude)

Effectiveness & Reliable
Functionality (+)

“That’s a business model which had worked out in the
past.” (13; BaU; attitude)

Increased Level of Freedom (+) “Well, I see some opportunities for personal influence
here, e.g., with the own behavior for both, the balancing of
energy production and consumption as well as to save
some money.” (14; Volt; attitude)

Innovativeness (+) “But I think it is a positive model, because it is new and
because it sound interesting.” (15; P2P; attitude)

Ecological Integration of
Renewables (+)

“That’s the way which leads to 100% renewables in the
German electricity grid.” (16; P2P; attitude)

Room for Improvement (−) “Actually this model is outdated, as the future is the
decentralized energy supply.” (11; BaU; attitude)

Non-Ecological Production (−) “The energy suppliers reputation is very bad […] as they
heavily produce coal-based and nuclear powe.” (11; BaU;
attitude)

External Control and
Dependence (−)

“For me the DSO influence is too big.” (19; DSO; attitude)

Increased Cognitive Effort (−) “[…] I don’t want to participate in auctions for my energy
permanently and I don’t want to think about my energy
price. Well for me it sounds very complicated and it causes
a lot more effort than energy usage is worth for me.” (20;
P2P; attitude)

Uncertainty of Costs (−) “[…] not really knowing what things are going to cost […]
trying to understand the bill at the end of month will be a
nightmare.” (14; P2P; attitude)

Predictability of Costs (+) “[…] there is one price, there is one amount of
consumption, and depending on what one consumes you
just have to pay.” (7; BaU; ease of use)

Accessibility (+) “[…] there’s no sort of requirement, there’s no plenty of
requirement. You just use when you want.” (3; BaU; ease
of use)

Financial Incentives (+) “Probably it would motivate the people, if the earnings are
good, to refinance the PV plant.” (7; P2P; ease of use)

Initial Installation Effort (−) “[…] at the beginning before you are connected to the
grid, there are a lot of bureaucratic things at the
beginning.” (8; BaU; ease of use)

Discrepancy with their own
Habits (−)

“you need to […] just go out of your normal routine of
electricity consumption.” (1; DSO; ease of use)

(continued)
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(continued)

Sub- category (positive or
negative)

Example Statement (source: interview no.; model;
acceptance variable)

Grid Stabilization & Secure
Supply (+)

“[…] one have made positive experiences with this
business model. Energy was always available.” (21; BaU;
usefulness)

Increased Level of Freedom (+) “Within this model the price is varying. Thus one could
probably profit, if it runs well.” (6; Volt; usefulness)

Effective Usage of Energy (+) “[…] and it [the P2P model] will lead to a more effective
utilization of the energy grid, the energy consumption
[…].” (13; P2P; usefulness)

Destabilization of the Grid (−) “To realize an even grid load […] it [the BaU model] is
not very beneficial to do so.” (17; BaU; usefulness)

Few Incentives to Adjust
Behavior (−)

Well however I don’t have any incentive if the energy price
stays always the same” (9; BaU; usefulness)

Ecological reasons (+) “Me myself I favor environment friendly energy
production.” (6; BaU; personal norms)

Norms are not Applicable (−) “[…] for such approaches moral-ethical aspects are not of
importance, or they are ranked very low.” (13; P2P;
personal norms)
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Abstract. Diagnosis of the accident or transient at the nuclear power plants is
performed under the judgment of operators based on the procedures. Although
procedures given to operators, numerous and rapidly changing parameters are
generated by measurements from a variety of indicators and alarms, thus, there
can be difficulties or delays to interpret a situation. In order to deal with this
problem, many approaches have suggested based on computerized algorithms or
networks. Although those studies suggested methods to diagnose accidents, if an
unknown (or untrained) accident is given, they cannot respond as they do not
know about it. In this light, this study aims at developing an algorithm to
diagnose the accidents including “don’t know” response. Long short term
memory recurrent neural network and the auto encoder are applied for imple-
menting the algorithm including novelty detection function. The algorithm is
validated with various examples regarding untrained cases to demonstrate its
feasibility.

Keywords: LSTM � Auto encoder � Accident diagnosis � Novelty detection

1 Introduction

Current operated nuclear power plants (NPPs) have the goal of electricity production
ensuring safety [1]. However, recent Korean denuclearization argument has shown
considerable social anxiety. Above all, it is certain that such NPP accidents recorded in
history (e.g., Chernobyl, TMI, Fukushima) cause distrust to the public [2, 3]. Although
utilities and related organizations have shown careful efforts to improve accident
prevention, the distress and concern has still not been fully resolved, as damage pre-
dictions cannot be predicted. Therefore, securing safety from the consequences of an
accident or potential danger is not only a prerequisite for the NPP operation, but it is
also a great challenge for the general public to accept without worry.

All actions at nuclear power plants (NPPs) are carried out at the discretion of the
operator in accordance with procedures. However, in the case of an accident or a
transient, there are several factors that can cause human error, even if the procedure
provided to the operator is the result of numerous research and studies. First of all,
many parameters measured from various instruments (e.g., indicators and alarms) are
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generated, which can cause difficulties or delays in interpreting the situation. In
addition, even if emergency response procedures are provided to operators to respond
appropriately to the situation, diagnostics are still considered to be the most challenging
task for operators, due to intense conditions such as time pressure or rapid change of
parameters. Thus, while the operator is diagnosing the accident, a person’s mistake
(i.e., improper behavior or judgment that could worsen safety and integration of the
facility) can occur. On account of these features, not only a delay in effective response
but also more severe consequences can happen from wrong procedure selection [4–7].

In response to these emergency situations, there are various approaches such as
operator assistance systems and algorithms to lessen burdens of operators. Above all,
with the remarkable advancement of computer technology, the artificial intelligence
approach that is attracting attention as the fourth industrial revolution is increasing
significantly. Some of them based on such techniques (e.g., fuzzy inference [8], arti-
ficial neural networks (ANNs) [9], hidden Markov model [10], support vector machine
[11]) demonstrate applicability of those techniques. Representatively, ANN is con-
sidered to be one of the best approaches because it has demonstrated outstanding
performance against pattern recognition problems and nonlinear problems. In this
sense, several studies have been proposed ANNs to develop algorithms for accident
response in NPPs and some of them give potential applicability of ANNs [12–15].

Although a number of ANN based methods have been proposed, this study sug-
gests applying recurrent neural networks (RNN) to develop accident response algo-
rithms due to NPP data characteristics (i.e., nonlinear, time-sequential and
multivariate). Because the RNN is considered as a neural network that can handle time-
sequential data, it must be appropriate to reflect the time-dominant dynamic feature of
the NPP [16]. Despite the appropriate characteristics to be applied, two limitations due
to back propagation errors are well known in relation to weight control of the network.
Those are ‘vanishing gradients’ and ‘weights blowing up’, the latter one means a rapid
oscillation of the weights, whereas in the former case weights can be zero. Therefore, it
may take a lot of time to learn, or the perform to be good even if the algorithm learning
is done. In order to solve the problem of the RNN, a long-term memory (LSTM) has
been proposed to improve the intrinsic defect [17]. Having the same RNN architecture
base, but improvement of it can make it cover long temporal sequence of data as well as
varying length sequential data. In addition, recently several studies using LSTM have
shown clear applicability and satisfactory performance in various fields (e.g., image
captioning, natural language processing, genome analysis, handwriting recognition)
[18–21].

Several studies have proposed a method based on LSTM to take time-sequential
characteristics into account, but given unknown (or untrained) inputs, they can not
respond as if they do not. This problem is called novelty detection and is used to
identify abnormal or unexpected phenomena contained in a large amount of normal
datasets [22]. In addition, if this algorithm is implemented as an operator-assisted
system in an actual NPP, this feature is important because it can define the limits of the
system or the scope of an accident. Therefore, several studies have been proposed to
solve this problem [23, 24]. However, since there is no approach compatible with
LSTM, this study applies AE (Auto Encoder) to identify unknown data. AE is an
unsupervised learning method that learns functions that approximate inputs and
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outputs. By using the characteristics of AE, if an unknown incident is given as inputs it
can be identified whether it has been trained. Furthermore, some studies show the
compatibility of AE with LSTM [25–27]. Therefore, this study will apply LSTM-AE
(i.e., network structure that uses both LSTM and AE) so as not to give up the char-
acteristics of LSTM.

From this point of view, this study aims to develop an accident response algorithm
including novelty detection function. The first part of this work deals with a
methodologies for developing algorithm. After describing the methodology, the
implementation of the accident diagnostic algorithm is described and the results are
presented individually. The network for this algorithm has been trained and validated
using compact nuclear simulator (CNS) based on the Westinghouse 930MWe three-
loops pressurized water reactor (PWR) as the reference plant.

2 Methodology

This chapter describes LSTM and AE for developing the accident diagnosis algorithm.
LSTM is applied to implement the network modeling for the algorithm. In addition, AE
is used in conjunction with LSTM to design the novelty detection function.

2.1 Long Short-Term Memory (LSTM)

LSTM is a widely used deep learning method that improves RNNs. Unlike other
ANNs, RNNs show excellent functionality that represents time-sequential features in
data. The basic characteristic of RNNs is that it can be cycled within the loop as shown
in Fig. 1, since at least one feedback connection is included in the network.

The current cell state ðhtÞ is updated by the previous cell state ðht�1Þ and the current
input vector ðxtÞ considering bias ðbhÞ and activation function ðtanh), then, output ðytÞ
is updated according to Eqs. (1) and (2). Based on this architectural feature, networks
can learn sequences and process time series data.

Fig. 1. The process of RNN cells working
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ht ¼ tanh Whhht�1 þWxhxt þ bhð Þ ð1Þ
yt ¼ Whyht ð2Þ

However, the larger the time difference between past and present information, the
lower the ability to reflect past information. In the case of conventional back propa-
gation used in other ANNs, it goes back to the network and updates the weights and
biases taking into account the error portion of the output. However, too much back
propagation through the time spent in the RNN can cause vanishing gradients or
blowing up due to repeated weight multiplication in the course of the past. In this case,
since the recursive multiplication operation is configured many times over the network
during backtracking of the RNN of time, even very small values can be multiplied,
ultimately resulting in too large a value. In other words, existing RNNs have problems
handling long sequences [28].

To solve this problem, several improved networks based on RNNs have been
proposed, such as LSTM and gated recurrent unit (GRU) [29]. Both of them utilize
gating structure to overcome the problem of RNNs. Although GRU was introduced
after LSTM, it has a simpler structure, but the performance is almost identical [30]. In
addition, with the long history of LSTM has various research results, so this study
develops the algorithm by applying LSTM.

In case of LSTM, the most distinctive feature is the gate structure, which appears in
the LSTM cell architecture as shown in Fig. 2. In the figure, the cell state (i.e., the line
passing through the center) is an essential part of the LSTM. It passes through the
whole like a conveyor belt, and the information can continue to pass to the next level
without change. Gates are used to update or exclude information based on this cell
state. Through the input modulation ðgtÞ and the input gate ðitÞ, the LSTM regulates the
degree to which the input is updated to the cell state. Equation (3) represents the input
conditioning node and has tanh ð/Þ activation function. Equation (4) represents the
input gate and has sigmoid ðrÞ Activation function. Through the sigmoid activation
function, it outputs a value of 0 or 1, which determines whether each component will be
affected. The forget gate ðftÞ and output gate ðotÞ are represented by Eq. (5) and (6).
This gating structure allows the cell state to control the influence of previous state
information on the current state, update the information associated with the current
input, and determine the influence level on the output through gate modulation.

gt ¼ / Wg � ht�1; xt½ � þ bg
� � ð3Þ

it ¼ r Wi � ht�1; xt½ � þ bið Þ ð4Þ

ft ¼ r Wf � ht�1; xt½ � þ bf
� � ð5Þ

ot ¼ r Wo � ht�1; xt½ � þ boð Þ ð6Þ
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2.2 Auto Encoder (AE)

In general, machine learning algorithms fall into three categories: supervised learning,
unsupervised learning, and reinforcement learning. In this study, the accident diagnosis
algorithm developed on the basis of LSTM can be classified as supervised learning, but
AE is classified as uncontrolled learning. Unsupervised learning, unlike supervised
learning, does not require labeled data given in both the input and target values of the
sample data for training. Since the function of the data can be found in the state where
only the input values of the data are provided, an approach based on unsupervised
learning can handle new data that is unknown or untrained.

h xð Þ ¼ f Wexþ beð Þ ð7Þ

y ¼ f Wdh xð Þþ bdð Þ ð8Þ

For the purpose of responding to the untrained or unknown accident, this study
applies AE that is one of the most prominent unsupervised learning methods. AE is a
way to learn functions that approximate input values to output values. Figure 3 shows
the structure of AE. As shown in this figure, the AE is composed of an encoder that
encodes the input to the hidden layer and a decoder that decodes the encoded hidden
unit and outputs the same size as the input. Depending on the input x 2 Rn and the
hidden representation h xð Þ2Rm, these are described in Eq. (7), in which the nonlinear
activation function is denoted by f zð Þ. Typically, the logistic sigmoid function f zð Þ ¼

1
1þ exp �zð Þ is applied. [36] We2m� n and be2Rm mean a weight matrix and a bias

vector, respectively. The hidden representation of the network output and reconstruc-
tion y2Rn are described in Eq. (8), where Wd2n� m and bd2Rn mean a weight matrix
and bias vector, respectively.

After performing the process of extracting and reconstructing feature expressions
from the input data via the encoder and decoder, the parameters h We; beð Þ, h0 We; beð Þ
are optimized to minimize the loss function (L) as in Eq. (9). As a loss function, the
square of the error between the input and the output is generally used as described in
Eq. (10).

Fig. 2. The Architecture of the LSTM cell
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h; h0ð Þ ¼ argminh;h0
1
n

Xn

i¼1

Lðx; yÞ ð9Þ

L x; yð Þ ¼ x� yk k2 ð10Þ

3 Accident Diagnosis Algorithm

This chapter describes both the accident diagnosis algorithm and the untrained accident
identification algorithm based on methodologies introduced in Chapter 2. Then, it is
verified with test scenarios after the training and optimization process.

3.1 Algorithm Modeling

The framework of accident diagnosis algorithm is developed considering complex NPP
characteristics and dynamic states. Accident diagnosis is performed with the NPP
datasets through the trained classifier. The model for accident diagnosis is designed for
multiple labeling classification, because diagnostics are not mutually exclusive [31]. To
predict an accident, a sequence of such variables is needed as inputs. Thus, a many-to-
one structure is applied to design the model.

The figure on the shows the outlie of the accident diagnosis algorithm. According
to a certain number of NPP input sequences, the designed model is capable of diag-
nosing an accident by capturing a pattern (i.e., NPP trend). Input variables are selected
based on procedures and their importance that can affect the plant states and system
availability. Through the network consisting of three LSTM layers, the output is
diagnosed and the final diagnostic value is outputted via the output layer for
transformation.

Fig. 3. A structure of auto encoder
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Input preprocessing is performed to convert the values to get better performance
and to prevent slowing down of the learning speed. Because of different scale of inputs
(e.g., RCS temperature: 300°C, SG level: 50%, Valve State: 0 or 1), normalizing the
value can help prevent convergence at the local minimum (i.e., not a global minimum,
but a minimum point among several minimum points), which can cause degradation of
performance. The min-max normalization method is applied to scale parameters. The
minimum and maximum are determined within the values of collected data (i.e., not
real minimum or maximum of plant variables) [32]. Using the method, a linear
transformation of the raw data is performed, and the datasets are calibrated within the
range of 0 to 1 through Eq. (11).

Xnorm ¼ X � Xminð Þ
Xmax � Xminð Þ ð11Þ

In addition, the softmax function is mainly used to normalize the output value.
Softmax is a function that exponentially increases the importance by an exponential
function; it also raises the deviation among the values and then normalizes [33]. The
function compensates the output value from the 0 to 1 via the Eq. (12), and the sum of
the output values is always 1.

S yið Þ ¼ eyi
P

eyi
ð12Þ

In the case of general algorithms based on neural networks, the output is printed
even if an untrained input is given. Therefore, since it is not possible to learn about all
accidents, it requires an algorithm that can respond against untrained accidents.

The overview process of the untrained accident identification algorithm is shown in
the Fig. 5 on the right. To model the algorithm, AE is applied to design the network.
Through the encoder, inputs are compressed as latent variables, and then these are
represented via a decoder based on latent variables. The reconstruction errors due to
differences between represented outputs and original inputs are calculated, and then it
can be identified whether it is trained or not considering the threshold. Like the accident
diagnosis algorithm, the same input variables are used that are normalized with the
LSTM cell.

In this study, the threshold is fixed at 1.0, that is, if an output (i.e., reconstruction
error) is higher than the maximal trained one, then it decides as untrained data. When
adjusting the threshold, it is possible to observe the output and determine that the
threshold is indicative of high accuracy. However, if it were determined in this way, the
result would be too optimistic about the data only at the time. That is, if new data is
given, i its optimal performance about normal data cannot be guaranteed. However,
there is no golden rule to determine thresholds in other areas. In this study, most of the
reconstruction errors based on 40 s, which is the latest of the time when the algorithm
diagnosis is completed (i.e., when the oscillation range is less than 0.02) are higher than
1.0, so it is fixed as the threshold in this study.
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3.2 Training and Optimization

The algorithm is trained and implemented using the CNS developed by Korea Atomic
Energy Research Institute. The network for incident diagnosis algorithms consists of
three hidden layers of 64 batch sizes and 100 epochs are trained based on 82 scenarios
(i.e., 11,571 datasets). 41 scenarios without MSLB (i.e., 9549 datasets) are used.
Table 1 describes the training scenarios used for the accident diagnosis algorithm.

Manual search methods are applied by changing hyper parameters (e.g., batch size,
input sequence length, number of layers) one by one because there is no golden rule for
hyperparameter determination to optimize the model [34, 35]. This study only con-
siders accuracy for optimization. This is because training and verification data cannot
be false positive or false negative if they are not artificially created. It is defined in
Eq. (10). Taking into account the accuracy of the diagnostic results, the network
consists of the optimum values (i.e., input sequence length: 30, batch size: 64, number
of hidden layers: 3) as shown in Table 2.

Accuracy ¼ Correct results
Diagnosis results

ð13Þ

Fig. 5. Overview process of the accident diagnosis and the novelty detection (left: accident
diagnosis, right: novelty detection function)

Table 1. Training scenarios used for accident diagnosis algorithm

Initiating events Trained Untrained

LOCA 40 32
MSLB inside the containment 15 0
MSLB outside the containment 15 0
Steam generator tube rupture (SGTR) 12 9
Total 82 41
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3.3 Test Results

The proposed algorithm is verified by considering the status of each plant as well as the
training. Figure 6 shows an example of accident diagnosis result. The figure on the left
shows diagnosis results for 40 cm2 cold-leg LOCA in loop1 and the figure on the right
shows diagnosis results for 800 cm2 MSLB in loop3. The dotted line indicates the
diagnostic result and the solid line indicates the answer. The malfunctions are injected
at 10 s for all accident scenarios. Time and accident diagnosis results from the network
outputs are represented on the X-axis and Y-axis, respectively. The results on these
graphs mean that the accidents are diagnosed correctly and continuously (i.e., oscil-
lation range of the diagnosis result is under 0.02) after several seconds.

In case of validation about the untrained accident identification algorithm, Figs. 7
and 8 illustrate how to deal with cases in which that are not trained. Figure 7 shows an
example of the diagnostic result based on the accident diagnosis algorithm about
untrained accident (i.e., MSLB). Although the accident is MSLB, the algorithm only
diagnoses with SGTR or LOCA depending on the knowledge-based similarity. There is
no ability to answer “untrained accident”. As shown in this example, if untrained
datasets (i.e., 700cm2 MSLB in loop2) are given, the algorithm can only diagnose
based on accumulated knowledge. In order to prevent this problem, we propose an
algorithm with an identification function for untrained accident.

Table 2. Accuracy comparison results between configured networks

No. Sequence Batch sizes Layers Accuracy

1 10 32 2 0.9314
2 10 32 3 0.9297
3 10 64 2 0.9211
4 10 64 3 0.9453
5 30 32 2 0.9980
6 30 32 3 0.9954
7 30 64 2 0.9973
8 30 64 3 0.9984

Fig. 6. An example of accident diagnosis result (Left: 40 cm2 cold-leg LOCA in loop1, Right:
800 cm2 MSLB in loop3)
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Figure 8 shows an example of untrained accident identification using AE. In this
figure, the blue dotted line indicates a reconstruction error between input and output.
Thus, if the threshold value indicating the red line (i.e., the maximum value of the
reconstruction error during training) is exceeded, it means that the current input is
untrained or unknown data. The figure on the left shows the results for the trained
accident (i.e., 40cm2 LOCA in loop2) and the figure on the right shows the result for
the untrained accident (i.e., 700cm2 MSLB in loop2). Since the MSLB is not trained,
the reconstruction error in the figure on the right is risen over time, whereas the
reconstruction error of LOCA scenario is maintained under the threshold in the figure
on the left. Therefore, if an untrained accident is given as inputs for the accident
diagnosis algorithm, it can be identified by this algorithm.

4 Conclusion

This study suggests the algorithms for accident diagnosis and untrained accident
identification based on LSTM and AE. The feasibility and applicability of the proposed
algorithms are demonstrated by using CNS, which is used for producing accident data.
The validation results show that the algorithms improve the previous study, and these
can contribute to make the plant safety better.

Fig. 7. An example of accident diagnosis result (Left: 40 cm2 cold-leg LOCA in loop1, Right:
800 cm2 MSLB in loop3)

Fig. 8. An example of untrained accident identification (MSLB untrained)
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1 Introduction

Overcoming the growing energy dependence, economic, environmental and social
problems facing the world is possible if all groups of society are attached to the process
of rational use of resources and if confidence between them is increasing. Therefore an
essential priority is the reorientation of linear model of economy into bioeconomy
(closed loop economy), whose theoretical substantiation has not been clearly formed
yet, though its specific role in achieving the world’s goals for resource-saving is
obvious. There are different views and definitions of the concept bioeconomy. We will
point out the position of the European Commission [1], which defined bioeconomy as
the production of renewable biological resources and the transformation of these
resources and waste into value added products such as food, feed, biological products,
as well as bioenergy. The bioeconomy is the production of biomass and the conversion
of biomass into value added products, such as food, feed, bio-based products and
bioenergy. It includes such sectors as agriculture, forestry, fisheries, food, pulp and
paper production, as well as parts of chemical, biotechnological and energy industries
[1]. That is, a bioeconomic approach can be applied to the development of various
industries, including the energy sector, an important part of which is bioenergy based
on the use of biomass resources (waste from agricultural enterprises and wood waste)
for biofuel processing.

The application of economic and legal instruments at the stage of transition to
bioeconomy will enhance using rationally sustainable biomass as a source of energy
and creating value for consumers and society. The multifaceted nature of the problems
that prevent it from being implemented requires the study of the concept of bioecon-
omy and the tools that will stimulate recycling waste (biomass) into valuable products
for society, in particular biofuel.

Scientists and specialists from research institutions, international organizations (in
particular, the US Agency for International Development (USAID), the International
Renewable Energy Agency (IRENA), the European Commission, etc.) are working on
bioenergy issues. The concept of bioeconomy is mentioned in the European Union’s
development strategies.

European Commission’s Strategy and Action Plan on Bioeconomy state that in
order to achieve more innovative and low-emission economy, reconciling demands for
sustainable agriculture and fisheries, food security, and the sustainable use of renew-
able biological resources for industrial purposes, while ensuring biodiversity and
environmental protection, we should focus on the following key areas: developing new
technologies and processes for the bioeconomy; market development and competi-
tiveness in bioeconomy sectors; encouraging politicians and stakeholders to work more
closely together [2].

The authors [3] affirm that the bioeconomy development is related with the evo-
lution of agriculture (especially the role of biomass) and of R&D sector. Their research
proves that biotechnology is an essential component of the bioeconomy and that
biomass remains the basis feedstock along with bio-based products obtained through
biotechnological processes. The research provides some insights regarding the future
importance of bioeconomy, especially regarding the opportunities and challenges rising
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from biomass usage and food supply. The authors [4] show how scientific research in
different countries after the practical implementation of biotechnology affects their
economic development.

At the same time, we emphasize that the bioeconomic approach to the development
of bioenergy can only be realized only if its founders (agricultural and woodworking
enterprises), the state, and end users of biofuels are interested in the rational use of
biomass resources.

As reported in [5] there is a need for inclusion of citizens in the development of
bioeconomy, because it requires an interactive common approach to empower various
institutions and people to meet and discuss the development of their own living
environment and environmental capability (i.e. those bioeconomy opportunities to
achieve outcomes people value). Citizens may not be able to find and create new
solutions and innovations which the bioeconomy strategy require, but it is citizens who
live under varying access to opportunities and entitlements including environmental
services.

In our opinion, citizens are the interested party in the development of bioeconomy,
which, in case of its implementation, will receive economic, ecological and social
benefits at the same level as business entities and the state represented by the relevant
bodies.

The authors [6] identified the priority directions of the development of the market
for solid biofuels as a factor that will positively influence the strengthening of the
energy and economic components of the national security of Ukraine. Attention is
drawn to the need to promote domestic production of solid biofuels from wood and
agricultural biomass, aimed at the development of the domestic market.

Scientists [7] describe the key concepts, factors and limitations that keep down the
growth of the bio-economy in the world and propose constructive measures of gov-
ernment support. The transition toward a bioeconomy will rely on the advancement in
technology of a range of processes, on the achievement of a breakthrough in terms of
technical performances and cost effectiveness and will depend on the availability of
sustainable biomass [8]. This statement is valid for all regions of the world, but some
countries, with significant biomass potential, do not achieve the planned strategic goals
of the share of bioenergy in the energy balance of the country due to lack of proper
state regulation, stimulation of its development and effective economic instruments.

An economic instrument is any instrument that changes the behavior of economic
agents by influencing their motivation (as opposed to establishing a standard or tech-
nology) [9]. The International Working Group on Economic Instruments has devoted
considerable attention to the disclosure of the role and mechanism of securing eco-
nomic instruments in the world’s environmental policy (International Working Group
on Economic Instruments). The authors [10] report that economic instruments work by
redistributing the rights and obligations of firms, groups or individuals so that they have
the incentive and the right to act in a more environmentally responsible manner. The
common element of all economic instruments is that they work at a decentralized level
because of their impact on market signals, and not through government guidance. At
the same time, the International Working Group on Economic Instruments states: “…
in fact, legal and economic instruments often work in tandem. For example, govern-
ments can set permissible pollution levels for a region or country with market-based
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approaches such as sales permits that are used to allocate allowable emissions in an
efficient way” [10]. The experts point out that determining which economic instrument
to use and how to apply it to solve a particular problem can be a daunting task. The
central elements of this process are the assessment of existing information and basic
conditions; and working with stakeholders to better understand and support individual
approaches [10].

According to Francis X. Johnson [11] “energy can be seen as the “glue” in the
bioeconomy due to the high energy requirements of modern economies and the
physical interrelationships between energy and non-energy products and processes.
The bioeconomy will ultimately replace the fossil economy that is characterized by
high reliance on non-renewable resources”. In addition, social and economic sustain-
ability needs to be addressed along with environmental sustainability. Although it is
expected that the bioeconomy will be more equitable than the fossil economy, there is
no guarantee that biological resources will not be monopolized as fossil resources have
been. Policies and institutions are especially needed to promote the interests of
developing and emerging economies where biomass resources are concentrated.

2 Materials and Methods

The purpose of the study is to substantiate the need to apply economic and legal
instruments at the stage of transition to bioeconomy as a factor in achieving the goals
set by the Energy Strategy of Ukraine. To achieve this purpose, the scientific literature,
documents on strategic development in the EU and Ukraine and statistical data were
analyzed. Such methods as calculation and construction, grouping, comparison,
modeling, prognosis and algorithm were used in research. A comparative analysis of
the dynamics of the increase in the use of bioenergy for Ukraine and Poland has been
made taking into account the current trends in bioenergy. The linearization of bioen-
ergy production forecasts for these countries for the next 15 years has been applied
using the Levenberg-Markuat algorithm

3 Results and Discussion

According to Anja Karliczek, Federal Minister of Education and Research of Germany,
one of the principles of bioeconomy is that it is local, but it must also think globally. At
the same time, different regions may have different biological resources or be good in
different fields of research and technology depending on local conditions [12]. In the
context of bioenergy and bioeconomy, which are interconnected concepts, most
countries in the world think globally, since they define ambitious plans for achieving
some level of bioenergy development. But each country, given its economic devel-
opment, geographical location, etc., has a different potential for generating bioenergy
and needs a different approach to the application of economic and legal instruments.

The bioeconomy covers a wide range of established and emerging policy areas at
the global level. EU, national and regional level which share and pursue their objec-
tives, yet result in a complex and sometimes fragmented, political environment. The

Application of Economic and Legal Instruments 659



bioeconomic strategy requires a more substantive dialogue, in particular on the role of
scientific advancement and the better interaction between existing bioeconomy-
supporting policies at EU and Member States level [2], as well as those countries that
want to become full members of the EU, in particular Ukraine.

The sectoral structure of the Ukrainian economy enables to rely on the great
potential of biomass available for the production of biofuel and the need for its use in
view of the problems of dependence on non-renewable energy sources. However, the
pace of development of Ukrainian bioenergy, in comparison with global trends, is
insufficient from the point of view of production and consumption, and it requires the
use of certain economic and legal instruments to stimulate this process.

Before proposing the application of certain types of economic and legal instruments
at the stage of transition to bioeconomy and development of the bioenergy sector, it is
necessary to analyze the current state of this sphere and the proximity to the plans
approved by the state and the possibility of achieving these goals in the long term. To
do this, we will show schematically (Fig. 1) the percentage ratio of renewable energy
resources (RER) and bioenergy resources (BER) to gross final energy consumption
(GFEC) in Ukraine.

Percentage of RER and BER in gross final consumption is presented for the period
from 2010 to 2016. The share of RER in total final consumption was determined by the
data of the State Agency for Energy Efficiency and Energy Conservation of Ukraine,
and the share of BER was calculated on the basis of energy balances for 2010–2016,
guided by the EU Directive 2009/28/EC [3]. As we see, the contribution of renewable

Fig. 1. Dynamics of the total contribution of RER and BER to gross final energy consumption
in Ukraine. Source: developed by the author based on data [13]
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energy resources, in particular bioenergy, continues to grow. Similar tendencies are
observed in the countries of the European Union (Fig. 2).

Comparing the dynamics of the total contribution of RER and BER to GFEC in
Ukraine and the EU, we see that Ukraine is characterized by faster growth of RER and
BER. This is primarily due to the political and economic factors affecting the real-
ization of existing potential, which was almost out of focus 5 years ago.

According to the State Statistics Service of Ukraine [13], bioenergy resources in the
structure of Total Primary Energy Supply (TPES) are characterized by an annual
increase. The ambitious plans of the Ukrainian government predict further growth.
Thus, according to the Energy Strategy of Ukraine for the period up to 2035 “Security,
Energy Efficiency, Competitiveness” [14], by 2035 the contribution of BER in the
TPES should be 11.5%.

The comparative analysis of total energy production from biomass Poland and
Ukraine with the comparison of planned indicators in the period from 2015 to 2025,
2035 was made (Fig. 3). Poland was chosen as a comparative base because it is
characterized by generally similar initial conditions of the economy, a similar structure
of agriculture and similar geographic condition. We can conclude that the time
dynamics of the primary energy obtained from renewable sources of biological origin
for Ukraine in the 2010–2016 periods is close to the behavior of corresponding indi-
cators for Poland in the 2005–2010. The stabilization and some slight downtrend in
2014–2016 is mainly caused to global price decrease of traditional energy sources. At
the same time the predicted growth rate of planned indicative values for Poland
accordingly [16] is set at the level of about 220 ths. TOE per year when for Ukraine this

Fig. 2. Dynamics of the total contribution of RER and BER to GFEC in EU countries. Source:
developed by the author based on data [15]
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parameter is about 18 percent bigger – 269 ths. TOE per year. It is clear that these
targets for Ukraine are unrealistic and will not be realized in practice without stimulus
politics.

The analysis shows that while preserving existing trends, there is a high probability
that the goals of the Energy Strategy of Ukraine will not be achieved. Therefore, we
consider the economic and legal instruments of influence, which should be imple-
mented in response to existing problems at the stage of transition to bioeconomy. Their
task is to create conditions for the economic, ecological and social interest of the
participants in the bioenergy market on the basis of the fulfillment the requirements of
legislation and demands of society.

It can be realized only if there is commitment of all participants of the process, that
is, the participants of the bioenergy market, such as business entities, state bodies and
scientific institutions (which are interested parties in establishing cooperation on the
production, sale and consumption of biofuels, namely: wood processing and agricul-
tural enterprises – waste generators, suitable for further processing on solid biofuels);
producers of solid biofuels (often the same companies, within the main activities of
which waste suitable for further processing is formed); machine-building enterprises
specializing in the manufacture of solid fuel boilers, equipment for the production of
briquettes and granules; research institutions engaged in the design of specialized
plants, as well as training personnel with required qualifications; local authorities;
financial and credit institutions, etc. whose activities in interaction can achieve a
synergetic effect and create favorable conditions for attracting investment [17].

Fig. 3. Dynamics of BER for Ukraine and Poland. Source: developed by the author based on
data [14–16]
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We emphasize that the state incentive policy in the form of certain instruments
should be used only for the development of production and consumption of biofuels
made from so-called “sustainable resources”, that is, taking into account the bioeco-
nomic aspect. According to [18] biomass produced in a sustainable way – the so-called
modern biomass – excludes traditional uses of biomass as fuelwood and includes
electricity generation and heat production, as well as transportation fuels, from agri-
cultural and forest residues and solid waste. The authors [18] note that “traditional
biomass” often produced in an unsustainable way and it is still used as a non-
commercial source, usually with very low efficiencies for cooking in many countries. In
most statistics, renewables include traditional biomass, despite the fact that in many
countries the widespread use of trees as fuelwood is not considered sustainable.

The need to isolate the biomass produced by the sustainable way involves the need
to avoid the use of land for the sowing food crops in favor of energy crops, given that
“their production is more cost-effective” [19]. Concerns also arise internationally: the
report of the Food and Agriculture Organization of the United Nations “The state of
affairs in the field of food and agriculture” points to the need for in-depth studies on the
role of biofuels in food and energy security [20]. However, it is unequivocal to assert
that the threat of using land for cultivating crops suitable for processing into biofuels
instead of food crops, cutting down forests for processing into biofuels is not appro-
priate, as Ukraine has significant areas of untapped land. It should be noted that in the
study [21] a model and system algorithm for ensuring balanced development of agri-
culture in terms of using the potential of biomass energy has been developed.

But in order to prevent the use of bioenergy exclusively for the economic “profit”
of a particular economic entity on the basis of the lack of “sustainable use” of biomass
and to prevent negative environmental impact of bioenergy, the state incentive policy
with economic and legal instruments should be used. First of all the secondary raw
materials of agriculture and the wood industry as the basis for the production of
biofuels should be encouraged because they meet the requirements for sustainability
under Art. 17 (3) -17 (5) of the Directive of the European Parliament and of the Council
of Europe 2009/28/EC [22]. Thus, according to the document, in order to meet the
requirements of sustainability, biofuels can not be produced in the areas of high bio-
diversity value and carbon stocks [22].

We believe that the most effective are economic instruments supported in some
cases by the state regulation, that is, economic and legal instruments. In the Ukrainian
economy, an element of regulation is necessary, for example, when it comes to the
obligation to use vegetable waste for processing into biofuels, as opposed to burning it
“near the road”. This is due to the fact that the mechanism of application of the
economic instruments in legal acts gives them practical. At the same time, economic
instruments can operate without state intervention, for example, it is a classic market
approach like transparent competition, which in the context of the biofuel market
manifests itself in free pricing based on the relationship of supply and demand.
Although justice on the biofuels market can be achieved, for example, through the
existence of a legally-established auctions. A purely market-based approach does not
always give the desired result.

“Some false state policies are a real threat to the sustainable use of natural resources
and ecosystems, such as subsidies for goods, services or practices that cause serious
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environmental degradation. Such subsidies are so widespread that many economists
(especially those working with developing countries) call the “exclusion of subsidies”
one of the main instruments of environmental policy” [23]. Thus, this situation is also
relevant for Ukraine in the context of gas subsidies, when one part of society estab-
lishes RER in the households, while the other does not make any effort to save heat and
electricity, because it uses subsidies. Therefore, the “withdrawal of subsidies” and their
orientation towards the promotion of energy saving measures can be considered as an
economic and legal instrument of state incentive policy. In Ukraine, only since 2018,
an important step has been taken in this direction, since an unified state register of
recipients of subsidies has been created, the introduction of which will contribute to
attracting a certain part of citizens to the process of energy saving, and as a result to the
transition to solid biofuels as a source of renewable energy.

Among the main measures for realization strategic goals in the RER sector, the
increase of biomass usage in the generation of electricity and heat by informing about
the possibilities of using biomass as a fuel in individual heat supply has been men-
tioned in the Strategy [14]. We believe that such information may be provided by local
authorities, which should have information about the producers of biofuels in their
region and the possibilities for their implementation to the local population. The most
economically feasible way is to publish such information (with contact details of
potential suppliers) on the sites of Utilities or other specially created platforms. The
possibility of realization of this tool of social interaction will be possible in practice
when it is legally fixed.

4 Conclusions

The transition to bioeconomy is an irreversible process, but developing countries are
confronted with a number of problems that need to be addressed. It is impossible to
apply the same management decisions to stimulate bioenergy in different countries,
taking into account different political, economic, social and environmental conditions.
Having analyzed the potential of bioenergy development in Ukraine, we conclude that
in order to achieve the strategic goals of Ukraine it is necessary to apply economic and
legal instruments for the development of production and consumption of biofuels made
from so-called “sustainable resources” that is, taking into account the bioeconomic
aspect. Determining the specificity of economic and legal instruments and guiding the
motivational components of implementing each of them by different groups of stake-
holders is the direction of our further research.
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