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EANN 2019 Preface

It is a fact that (according to Google) in September 2015 the search term “machine
learning” (ML) became more popular than the term “artificial intelligence” (AI).
According to the Economist, “data is the new oil of the 21st century.” Today, we are
living the revolution of deep learning (DEL), convolutional neural networks (CNN),
and big data (BD). DEL, ML, and AI can be considered as a set of Russian dolls. DEL
is a subset of ML, which is a subset of AI.

In the following years, AI will become more widely available owing to the
explosion of cloud computing.

EANN is a mature international scientific conference held in Europe and well
established in the scientific area of AI. Its history is long and very successful, following
and spreading the evolution of intelligent systems.

The first event was organized in Otaniemi, Finland, in 1995. Since then, it has had a
continuous and dynamic presence as a major global but mainly European scientific
event. More specifically, it has been organized in Finland, UK, Sweden, Gibraltar,
Poland, Italy, Spain, Bulgaria, and Greece. It has always been technically supported by
the International Neural Network Society (INNS) and more specifically by the EANN
Special Interest Group.

Following a long-standing tradition, this Springer volume belongs to the CCIS
Springer series and it contains the papers that were accepted to be presented orally at
the 20th EANN 2019 conference and to the First Workshop on Pervasive Intelligence
(PEINT). The diverse nature of papers presented demonstrates the vitality of AI
algorithms and approaches. It certainly proves the very wide range of neural networks
and AI applications as well.

The event was held during May 24–26, 2019, in the Aldemar Knossos Royal
five-star hotel in Crete, Greece.

The response of the international scientific community to the EANN 2019 call for
papers was more than satisfactory, with 74 papers initially submitted. All papers were
peer reviewed by at least two independent academic referees. Where needed, a third
referee was consulted to resolve any potential conflicts. A total of 48.6% of the
submitted manuscripts (36 papers) were accepted to be published as full papers
(12 pages long) in the Springer CCIS proceedings. Owing to the high quality of the
submissions, the Program Committee decided that it should additionally accept five
more submissions to be published as short papers (10 pages long).

PEINT, which was organized under the framework of EANN 2019, also followed
the same review and acceptance ratio rules. More specifically, the workshop accepted
four full papers out of nine submissions (44.4%).

The following scientific workshop on timely AI and ANN subjects was organized
under the framework of the EANN 2019:



The First Workshop on Pervasive Intelligence (PEINT).

We would like to thank Professor Dimitris Iakovidis and Professor Evaggelos
Spyrou from the University of Thessaly Greece for their effort in organizing this
interesting event.

Pervasive (ubiquitous) computing is a research area whose principle is to embed
some kind of computational power (i.e., using microprocessors) into daily life objects,
in an effort to make them able to communicate and perform tasks without the need for
intense interaction with users. The concept of pervasive computing has recently
emerged; a large number of applications such as wearable devices, smart/assistive
homes and environments, smart cities, self-driving cars etc. are already part of
everyday life. Pervasive computing devices are constantly available and networked,
often interconnected with cloud services.

Among the plethora of the domains of application, several user groups such as
people with disabilities or elderly persons may benefit the most. Disabled people may
use smart devices so that difficulties within their daily life due their disabilities are
surpassed. Moreover, elderly people may live in smart environments so that their
activities of daily living may be monitored and they may be assisted to continue their
lives independently, with minimal human intervention.

This workshop focused on methods and applications for data analysis in smart
environments, enabled by AI, including (but not limited to) neural networks. It
encouraged the submission of papers addressing concepts and methods related to the
processing and analysis of data from multiple sensor modalities, especially
high-throughput audio and video. Novel methods and algorithms in this context that
cope with specific challenges and open research issues were presented. Experiments on
publicly available datasets were also encouraged, to demonstrate the effectiveness
of these methods. Application papers were sought that stress the societal impact of the
proposed approach.

The First Workshop on Emerging Trends in AI (ETAI) was sponsored by the Neural
Computing and Applications Springer journal. This was an open workshop without
submission of papers.

We are grateful to Professor John Macintyre from the University of Sunderland,
UK, for organizing this workshop and for his continuous support of the EANN
conference. We wish to thank Professors Lary Medsker and Andrew Starr for their
contribution to this very interesting workshop.

AI is going through a new boom period, with exponential growth in the commer-
cialization of research and development, products being introduced into the market
with embedded AI, as well as “intelligent systems” of various types. Projections for
commercial revenue from AI also show exponential growth; such is the ubiquitous
nature of AI in the modern world that members of the public are interacting with
intelligent systems or agents every day – even though they often are not aware of it!

This workshop, led by Professor John Macintyre, considered emerging themes in
AI, covering not only the technical aspects of where AI is going, but the wider question
of ethics, and the potential for future regulatory frameworks for the development,
implementation, and operation of intelligent systems and their role in our society.
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The workshop format included three short presentations by the keynote speakers,
followed by an interactive Q&A session where the panel members and audience
engaged in a lively debate on the topics discussed.

The subjects of their presentations were the following:

John Macintyre: “The Future of AI – Existential Threat or New Revolution?”
Andrew Starr: “Practical AI for Practical Problems”

Four keynote speakers were invited to give lectures on timely aspects of artificial
neural networks and AI:

1. Professor Plamen Angelov, University of Lancaster, UK: “Empirical Approach:
How to Get Fast, Interpretable Deep Learning”

2. Dr. Evangelos Eleftheriou, IBM Fellow, Cloud and Computing Infrastructure,
Zurich Research Laboratory Switzerland: “In-memory Computing: Accelerating AI
Applications”

3. Dr. John Oommen, Carleton University, Ottawa, Canada: “The Power of Pursuit.”
Learning Paradigm in the Partitioning of Data”

4. Professor Panagiotis Papapetrou, Stockholm University, Sweden: “Learning from
Electronic Health Records: From temporal Abstraction to Timeseries
Interpretability”

A three-hour tutorial on “Automated Machine Learning for Bioinformatics and
Computational Biology” was given by Professor Ioannis Tsamardinos (Computer
Science Department of University of Crete, co-founder of Gnosis Data Analysis PC, a
university spin-off company, and Affiliated Faculty at IACM-FORTH) and Professor
Vincenzo Lagani Ilia State University (Tbilisi, Georgia, and Gnosis Data Analysis PC
co-founder).

Numerous bioinformaticians, computational biologists, and life scientists in general
are applying supervised learning techniques and feature selection in their research
work. The tutorial was addressed to this audience intending to shield them against
methodological pitfalls, inform them about new methodologies and tools emerging in
the field of Auto-ML, and increase their productivity.

The papers accepted for the 20th EANN conference are related to the following
thematic topics:

• Deep learning ANN
• Genetic algorithms - optimization
• Constraints modeling
• ANN training algorithms
• Social media intelligent modeling
• Text mining/machine translation
• Fuzzy modeling
• Biomedical and bioinformatics algorithms and systems
• Feature selection
• Emotion recognition
• Hybrid intelligent models
• Classification-pattern recognition
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• Intelligent security modeling
• Complex stochastic games
• Unsupervised machine learning
• ANN in industry
• Intelligent clustering
• Convolutional and recurrent ANN
• Recommender systems

The authors of submitted papers came from 19 different countries from all over the
globe, namely: Australia, Austria, Brazil, Canada, Czech Republic, Germany, Greece,
India, Italy, Japan, Malaysia, Norway, Romania, Russia, South Africa, Spain, Tunisia,
the UK, and the USA.

May 2019 John Macintyre
Lazaros Iliadis

Ilias Maglogiannis
Chrisina Jayne
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Preface PEINT2019

Pervasive (ubiquitous) computing is a research area whose principle is to embed some
kind of computational power, using microprocessors, into daily life objects, in an effort
to make them able to communicate and perform tasks without the need for intense
interaction with users. The concept of pervasive computing has recently emerged; a
large number of applications such as wearable devices, smart/assistive homes and
environments, smart cities, self-driving cars etc. are already part of everyday life.
Pervasive computing devices are constantly available and networked, often intercon-
nected with cloud services.

Users may benefit from the plethora of application domains of pervasive computing.
Several user groups, such as people with disabilities, or elderly persons, may benefit the
most. Disabled people may use smart devices so as to surpass difficulties in their daily
life. Moreover, elderly people may live in smart environments so that their activities of
daily living may be monitored and they may be assisted to continue their lives
independently, with minimal human intervention.

The International Workshop on Pervasive Intelligence (PEINT) focuses on methods
and applications for data analysis in smart environments, enabled by artificial
intelligence, including (but not limited to) neural networks. It encourages research
addressing concepts and methods related to the processing and analysis of data from
multiple sensor modalities, especially high-throughput audio and video. Novel methods
and algorithms in this context should cope with specific challenges and open research
issues. Applications should highlight the societal impact of the proposed approaches.
Experiments on publicly available datasets are highly encouraged to demonstrate the
effectiveness of the proposed methods and applications.

Topics of interest of PEINT Workshop include but are not limited to human
action/activity and object recognition; human emotion recognition from audio/visual
data; audio/visual methods for affective modeling; natural language processing for
behavioral analysis; intelligent optical measurement systems; deep learning for image,
audio, and multimodal data analysis; multimodal image fusion; wearable technologies
for the disabled; smart/assistive environments; sensor networks for smart environ-
ments; dialogue systems; telemedicine; virtual and augmented reality environments;
measurements for pervasive systems; decision-making based on multimodal cues;
cloud computing for efficient data communications and processing; video coding,
processing, and analysis.

A total of four high-quality papers were accepted as full papers (acceptance rate
45%) for PEINT 2019, covering most of the aforementioned topics, with contributions
beyond the state of the art, both in terms of methodologies and applications. These
include deep learning approaches for recognition of human actions, object detection
and fuzzy image fusion approaches in the context of smart pervasive technologies for
the visually impaired. Also, a neural network-based parallel coding methodology for



efficient video communications is presented, with applicability to a variety of domains,
such as audiovisual cloud services and telemedicine.

Co-chairs

Dimitris K. Iakovidis University of Thessaly, Greece
Evaggelos Spyrou University of Thessaly, Greece

Program Committee
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call RESEARCH – CREATE – INNOVATE (project code: T1EDK-02070).
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Learning from Electronic Health Records:
From Temporal Abstractions to Time Series

Interpretability

Panagiotis Papapetrou

Department of Computer and Systems Sciences, Stockholm University
panagiotis@dsv.su.se

Abstract. The first part of the talk will focus on data mining methods for
learning from Electronic Health Records (EHRs), which are typically perceived
as big and complex patient data sources. On them, scientists strive to perform
predictions on patients’ progress, to understand and predict response to therapy,
to detect adverse drug effects, and many other learning tasks. Medical
researchers are also interested in learning from cohorts of population-based
studies and of experiments. Learning tasks include the identification of disease
predictors that can lead to new diagnostic tests and the acquisition of insights on
interventions. The talk will elaborate on data sources, methods, and case studies
in medical mining.

The second part of the talk will tackle the issue of interpretability and
explainability of opaque machine learning models, with focus on time series
classification. Time series classification has received great attention over the past
decade with a wide range of methods focusing on predictive performance by
exploiting various types of temporal features. Nonetheless, little emphasis has
been placed on interpretability and explainability. This talk will formulate the
novel problem of explainable time series tweaking, where, given a time series
and an opaque classifier that provides a particular classification decision for the
time series, the objective is to find the minimum number of changes to be
performed to the given time series so that the classifier changes its decision to
another class. Moreover, it will be shown that the problem is NP-hard. Two
instantiations of the problem will be presented. The classifier under investigation
will be the random shapelet forest classifier. Moreover, two algorithmic
solutions for the two problem instantiations will be presented along with simple
optimizations, as well as a baseline solution using the nearest neighbor classifier.



Empirical Approach: How to Get Fast,
Interpretable Deep Learning

Plamen Angelov

Department of Computing and Communications, University of Lancaster
p.angelov@lancaster.ac.uk

Abstract. We are witnessing an explosion of data (streams) being generated and
growing exponentially. Nowadays we carry in our pockets Gigabytes of data in
the form of USB flash memory sticks, smartphones, smartwatches etc.
Extracting useful information and knowledge from these big data streams is of
immense importance for the society, economy and science. Deep Learning
quickly become a synonymous of a powerful method to enable items and
processes with elements of AI in the sense that it makes possible human like
performance in recognizing images and speech. However, the currently used
methods for deep learning which are based on neural networks (recurrent, belief,
etc.) is opaque (not transparent), requires huge amount of training data and
computing power (hours of training using GPUs), is offline and its online
versions based on reinforcement learning has no proven convergence, does not
guarantee same result for the same input (lacks repeatability).

The speaker recently introduced a new concept of empirical approach to
machine learning and fuzzy sets and systems, had proven convergence for a
class of such models and used the link between neural networks and fuzzy
systems (neuro-fuzzy systems are known to have a duality from the radial basis
functions (RBF) networks and fuzzy rule based models and having the key
property of universal approximation proven for both).

In this talk he will present in a systematic way the basics of the newly
introduced Empirical Approach to Machine Learning, Fuzzy Sets and Systems
and its applications to problems like anomaly detection, clustering, classifica-
tion, prediction and control. The major advantages of this new paradigm are the
liberation from the restrictive and often unrealistic assumptions and require-
ments concerning the nature of the data (random, deterministic, fuzzy), the need
to formulate and assume a priori the type of distribution models, membership
functions, the independence of the individual data observations, their large
(theoretically infinite) number, etc.

From a pragmatic point of view, this direct approach from data (streams) to
complex, layered model representation is automated fully and leads to very
efficient model structures. In addition, the proposed new concept learns in a way
similar to the way people learn – it can start from a single example. The reason
why the proposed new approach makes this possible is because it is prototype
based and non-parametric.



“In-memory Computing”: Accelerating AI
Applications

Evangelos Eleftheriou

IBM Fellow, Cloud and Computing Infrastructure, Zurich Research Laboratory,
Zurich, Switzerland

ele@zurich.ibm.com

Abstract. In today’s computing systems based on the conventional
von Neumann architecture, there are distinct memory and processing units.
Performing computations results in a significant amount of data being moved
back and forth between the physically separated memory and processing units.
This costs time and energy, and constitutes an inherent performance bottleneck.
It is becoming increasingly clear that for application areas such as AI (and
indeed cognitive computing in general), we need to transition to computing
architectures in which memory and logic coexist in some form. Brain-inspired
neuromorphic computing and the fascinating new area of in-memory computing
or computational memory are two key non-von Neumann approaches being
researched. A critical requirement in these novel computing paradigms is a
very-high-density, low-power, variable-state, programmable and non-volatile
nanoscale memory device. There are many examples of such nanoscale memory
devices in which the information is stored either as charge or as resistance.
However, one particular example is phase-change-memory (PCM) devices,
which are very well suited to address this need, owing to their multi-level
storage capability and potential scalability.

In in-memory computing, the physics of the nanoscale memory devices, as
well as the organization of such devices in cross-bar arrays, are exploited to
perform certain computational tasks within the memory unit. I will present how
computational memories accelerate AI applications and will show small- and
large-scale experimental demonstrations that perform high-level computational
primitives, such as ultra-low-power inference engines, optimization solvers
including compressed sensing and sparse coding, linear solvers and temporal
correlation detection. Moreover, I will discuss the efficacy of this approach to
efficiently address not only inferencing but also training of deep neural
networks. The results show that this co-existence of computation and storage at
the nanometer scale could be the enabler for new, ultra-dense, low-power, and
massively parallel computing systems. Thus, by augmenting conventional
computing systems, in-memory computing could help achieve orders of
magnitude improvement in performance and efficiency.
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Abstract. Traditional Learning Automata (LA) work with the under-
standing that the actions are chosen purely based on the “state” in which
the machine is. This modus operandus completely ignores any estimation
of the Random Environment’s (RE’s) (specified as E) reward/penalty
probabilities. To take these into consideration, Estimator/Pursuit LA
utilize “cheap” estimates of the Environment’s reward probabilities to
make them converge by an order of magnitude faster. This concept is
quite simply the following: Inexpensive estimates of the reward prob-
abilities can be used to rank the actions. Thereafter, when the action
probability vector has to be updated, it is done not on the basis of the
Environment’s response alone, but also based on the ranking of these esti-
mates. While this phenomenon has been utilized in the field of LA, until
recently, it has not been incorporated into solutions that solve partition-
ing problems. In this paper (The second author gratefully acknowledges
the partial support of NSERC, the Natural Sciences and Engineering
Council of Canada), we will submit a complete survey of how the “Pur-
suit” learning paradigm can be and has been used in Object Partitioning.
The results demonstrate that incorporating this paradigm can hasten the
partitioning by a order of magnitude.

Keywords: Object Partitioning · Learning Automata ·
Object Migration Automaton · Partitioning-based learning

1 Introduction

The Pursuit Concept in LA: Absolutely Expedient LA are absorbing and
there is always a small probability of them not converging to the best action.
Thathachar and Sastry realized this phenomenon and proposed to use Maxi-
mum Likelihood Estimators (MLEs) to hasten the LA’s convergence. Such an
MLE-based update method would utilize estimates of the reward probabilities in
the update equations. At every iteration, the estimated reward vector was also
used to update the action probabilities, instead of updating it based only on the
RE’s feedback. In this way, the probabilities of choosing the actions with higher
reward estimates were increased, and those with lower estimates were signifi-
cantly reduced, using which they proposed the family of estimator algorithms.
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The Pursuit strategy of designing LA is a special derivative of the family
of estimator algorithms. Pursuit algorithms “pursue” the currently-known best
action, and increase the action probability associated with this action. The pur-
suit concept was first introduced by Thathachar et al., and the corresponding
LA was proven to be ε-optimal. Its discretized version was proposed by Lanc-
tot et al. in [7], who also discretized the original estimator algorithm. Agache
et al. [10] then analyzed all the four linear combinations, i.e., the LRI and LRP

paradigms.

The Object Partitioning Problem (OPP): Consider the problem of par-
titioning a set A = {A1, · · · , AW } of W physical objects into R groups
Ω = {G1, · · · , GR}. We assume that the true but unknown state of nature,
Ω∗, is a partitioning of the set A into mutually exclusive and exhaustive sub-
sets {G∗

1, G
∗
2, · · · G∗

R}. The composition of {G∗
i } is unknown, and the elements in

the subsets fall together based on some criteria which may be mathematically
formulated, or may even be ambiguous. These objects are now presented to a
learning algorithm, for example, in pairs or tuples. The goal of the algorithm is
to partition A into a learned partition, Ω+. The hope is to have Ω+ converge
to Ω∗. In most cases, the underlying partitioning of Ω∗ is not known, nor are
the joint access probabilities by which the pairs/tuples of A are presented to the
learning algorithm known. This problem is known to be NP-hard [9]. Clearly,
if we increase the number of objects, the number of partitions increases, and
in addition to this quantity, the problem’s complexity grows exponentially. To
resolve this, it is possible to explore all partition combinations, use a ranking
index, and to thereafter, report the best plausible partition. The goal of the OPP
is to identify the best or most likely realizable partitioning. This requires the AI
algorithm to perceive the semantic physical world aspects of the objects, and
to then make local decisions based on the best partition in the abstract domain
[4,5].

Real versus Abstract Objects: If there exists a mutual relation between
the real objects in the semantic domain A, and a domain of abstract objects
O = {O1, · · · , OW }, we define the partitioning of O in such way that the cor-
responding partitions of O map onto the partitions of the real objects in A so
as to mimic the state-of-nature. Thus, while we operate on the abstract objects
in O, the objects in A are not necessarily moved because they constitute real-
life objects which cannot be easily moved. A special case of the OPP is the
Equi-Partitioning Problem (EPP) in which all the partitions are equi-sized.

The Object Migrating Automation (OMA): Due to the poor convergence
of prior OPP/EPP solutions, they were never utilized in real-life applications.
The introduction of an LA-based partitioning algorithm, the OMA, (explained
in Sect. 2) made real-life applications possible. The OMA resolved the EPP both
efficiently and accurately. This solution is regarded as a benchmark for the EPP.
Indeed, since 19861, it has been applied to variety of real-life problems and
1 The bibliography in this paper is necessarily limited. The majority of the present

results very briefly summarize the results in the Ph.D. thesis of the First Author.
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domains which include keyboard optimization, image retrieval, distributed com-
puting, graph partitioning, the constraint satisfaction problems, cryptanalysis,
reputation systems, parallel and distributed mapping etc.

The Intent of this Paper: Although the “Pursuit” learning paradigm has
been utilized in the theory and applications of LA as fundamental machines,
until recently, it has not been incorporated into solutions that solve partitioning
problems. The goal of this paper is to submit a comprehensive survey of how this
paradigm can be used in Object Partitioning, and to optimize various versions of
the OMA. We also include simulation results on benchmark environments that
demonstrate the advantages of incorporating it into the respective machines.

2 The Object Migration Automata

The OMA is a fixed structure LA designed to solve the EPP. It is defined as
a quintuple with R actions2, each of which represents a specific class, and for
every action there exist a fixed number of states, N . Every abstract object from
the set O resides in a state identified by a number, and can move from one state
to another, or migrate from one group to another. If the abstract object Oi is in
state ξi belonging to a group αk, we say that Oi is assigned to class k.

If two objects Oi and Oj happen to be in the same class and the OMA receives
a query 〈Ai, Aj〉, they are jointly rewarded by E, the Environment. Otherwise,
they will be penalized. We formalize the movements of {Oi} on reward/penalty.

We shall formalize the LA as follows: For every action αk, there is a set of
states {φk1, · · · , φkN}, where N is the fixed depth of the memory, and where
1 ≤ k ≤ R represents the number of desired classes. We also assume that φk1 is
the most internal state and that φkN is the boundary state for the corresponding
action. The response to the reward and penalty feedback are as follows:

– Reward: Given a pair of physical objects presented as a query 〈Ai, Aj〉, if
both Oi,and Oj happen to be in the same class αk, the reward scenario is
enforced, and they are both moved one step toward the actions’s most internal
state, φk1. This is depicted in Figure 3.2 (a) in [11]3.

– Penalty: If, however, they are in different classes, αk and αm, (i.e., Oi,
is in state ξi where ξi ∈ {φk1, · · · , φkN} and Oj , is in state ξj where ξj ∈
{φm1, · · · , φmN}) they are moved away from φk1 and φm1 as follows:
1. If ξi �= φkN and ξj �= φmN , we move Oi and Oj one state toward φkN

and φmN , respectively, as shown in Figure 3.2 (b) in [11].
2. If ξi = φkN or ξj = φmN but not both (i.e., only one of these abstract

objects is in the boundry state), the object which is not in the boundary
state, say Oi, is moved towards its boundary state as shown in Figure 3.2
(c) in [11]. Simultaneously, the object that is in the boundary state, Oj ,

2 To be consistent with the terminology of LA, we use the terms “action”, “class” and
“group” synonymously.

3 The OMA’s algorithms/figures are in [11], and omitted here in the interest of space.
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is moved to the boundary state of Oj . Since this reallocation will result
in an excess of objects in αk, we choose one of the objects in αk (which
is not accessed) and move it to the boundary state of αm. In this case,
we choose the object nearest to the boundary state of ξi, as shown in
Figure 3.2 (c) in [11].

3. If ξi = φkN and ξj = φmN (both objects are in the boundary states),
one object, say Oi, will be moved to the boundary state of αm. Since this
reallocation, will again, result in an excess of objects in αm, we choose one
of the objects in αm (which is not accessed) and move it to the boundary
state of αk. In this case, we choose the object nearest to the boundary
state of ξj , as shown in Figure 3.2 (d) in [11].

To asses the partitioning accuracy and the convergence speed of any EPP
solution, there must be an “oracle” with a pre-defined number of classes, and with
each class containing an equal number of objects. The OMA’s goal is to migrate
the objects between its classes, using the incoming queries. E is characterized by
three parameters: (a) W , the number of objects, (b) R, the number of partitions,
and (c) a probability ‘p’ quantifying how E pairs the elements in the query.

Every query presented to the OMA by E consists of two objects. E randomly
selects an initial class with probability 1

R , and it then chooses the first object in
the query from it, say, q1. The second element of the pair, q2, is then chosen with
the probability p from the same class, and with the probability (1 − p) from one
of the other classes uniformly, each of them being chosen with the probability of

Table 1. Experimental results for the OMA done for an ensemble of 100 experiments
in which we have only included the results from experiments where convergence has
occurred.

W W/R R OMAp9 OMAp8 OMAp7

4 2 2 (2, 26) (2, 36) (2, 57)

6 2 3 (3, 44) (4, 62) (4, 109)

- 3 3 (22, 66) (20, 88) (26, 153)

9 3 3 (44, 110) (43, 144) (70, 261)

12 2 6 (10, 101) (12, 146) (15, 285)

- 3 4 (82, 172) (84, 228) (128, 406)

- 4 3 (401, 524) (252, 405) (256, 552)

- 6 2 (2240, 2370) (1151, 1299) (1053, 1486)

15 3 5 (152, 265) (155, 325) (191, 607)

- 5 3 (1854, 2087) (918, 1136) (735, 1171)

18 2 9 (17, 167) (24, 252) (29, 582)

- 3 6 (180, 319) (202, 413) (288, 839)

- 6 3 (5660, 5786) (1911, 2265) (1355, 2111)

- 9 2 (11245, 11456) (6494, 7016) (3801, 4450)
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1
R−1 . Thereafter, it chooses a random element from the second class uniformly.
We assume that E generates an “unending” continuous stream of query pairs.

The results of the simulations are given in Table 1, where in OMApX , X
refers to the probability specified above, W , is the number of objects, W/R is
the number of objects per class, and R is the number of classes. The results are
given as a pair (a, b) where a refers to the number of iterations for the OMA to
reach the first correct classification and b refers to the case where the OMA has
fully converged. In all experiments, the number of states of the OMA is set to
10. Also, the OMA’s convergence for a single run and for an ensemble of runs
display a monotonically decreasing pattern (with time) for the latter.

3 Developing the Pursuit Concept: The Environment

In an “un-noisy” Environment, we can denote the actual value of the relation
between Ai and Aj (for k ∈ {1, · · · , R}) by the quantity μ∗(i, j), expressed as:

μ∗(i, j) = P (Rk) · P (Aj |Ai) · P (Ai),∀i, j if 〈Ai, Aj〉 ∈ RK ,

= 0 otherwise,

where P (Rk) is the probability that the first element, Ai, is chosen from the
group Rk, and P (Aj |Ai) is the conditional probability of choosing Aj , which
is also from Rk, after Ai has been chosen. Since E chooses the elements of the
pairs from the other groups uniformly, with a possible re-numbering operation,
the matrix M∗ = [μ∗(i, j)] is a block-diagonal matrix given by Eq. (1).

M∗ =

⎡
⎢⎢⎢⎣

⎤
⎥⎥⎥⎦

M∗
1 0 . . . 0

0 M∗
2

...
...

. . .
...

0 · · · . . . M∗
R

(1)

where 0 represents a square matrix containing only 0’s.

Theorem 1. The matrix M∗
r , (1 ≤ r ≤ R), is a matrix of probabilities of size

W
R × W

R possessing the following form:

M∗
r =

⎡
⎢⎢⎢⎢⎣

0 R
W (W−R) · · · R

W (W−R)
R

W (W−R) 0 · · · R
W (W−R)

...
. . .

...
R

W (W−R) · · · R
W (W−R) 0

⎤
⎥⎥⎥⎥⎦

(2)

Proof. The proof of the theorem is omitted here. It is found in [11]. �	
In a real-world scenario where E is noisy, i.e., the objects from the different

groups can be paired together in a query, the general form for M∗ is:
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M∗ =

⎡
⎢⎢⎢⎣

⎤
⎥⎥⎥⎦

M∗
1 θ . . . θ

θ M∗
2

...
...

. . .
...

θ · · · . . . M∗
R

, (3)

where θ and M∗
rs are specified as per Eqs. (4) and (5).

Theorem 2. In the presence of noise in E, the entries of the pair 〈Ai, Aj〉 can
be selected from two different distinct classes, and hence the matrix specifying
the probabilities of the accesses of the pairs obeys Eq. (3), where:

θ = θo ·

⎡
⎢⎣

1 1 · · · 1
...

...
. . .

...
1 · · · · · · 1

⎤
⎥⎦ , (4)

M∗
r = θd ·

⎡
⎢⎢⎢⎣

0 1 · · · 1
1 0 · · · 1
...

...
. . .

...
1 1 · · · 0

⎤
⎥⎥⎥⎦ , (5)

where, 0 < θd < 1 is the coefficient which specifies the accuracy of E, and θo is
related to θd as θd = 1−θo(W−W

R )
W
R −1

.

Proof. The proof of the theorem is omitted here and found in [11].

3.1 The Design and Results of the POMA

In a real world scenario, since E’s true statistical model is unknown, the expres-
sions in Eqs. (1) and (2) can only be estimated through observing a set of queries.
In the presence of noise though, we need to devise a measurable quantity which
makes the algorithm capable of recognizing divergent pairs.

Observe that whenever a real query 〈Ai, Aj〉 appears, we will be able to obtain
a simple ML estimate of how frequently Ai and Aj are accessed concurrently.
Clearly, by virtue of the Law of Large Numbers, these underlying estimates will
converge to the corresponding probabilities of E actually containing the elements
Ai and Aj in the same group. As the number of queries processed become larger,
the quantities inside M∗

i will become significantly larger than the quantities in
each of the θ matrices. From the plot of these estimates [11], one will observe that
the estimates corresponding to the matrix M∗

i have much higher values than
the off-diagonal entries. This implies that these off-diagonal entries represent
divergent queries which move the objects away from their accurate partitions.

Intuitively, the pursuit concept for the OPP can be best presented by a matrix
of size W ×W where every entry will capture the same statistical measure about



The Power of the “Pursuit” Learning Paradigm in the Partitioning of Data 9

the stream of the input pairs. For the sake of simplicity, we use a simple averaging
and denote this matrix by P. Every block represents a pair and the height of
the block is set to the frequency count of the reciprocal pair. To obtain the
average frequency of each pair, we let the OMA iterate for a sufficient time, say J
iterations, and at every incident we update the value of the matrix P respectively.
In this way, at the end of the J-th iteration, we have simply estimated the
frequency of each pair. At this point, by observing the values of the matrix, the
user can determine an appropriate threshold (τ > 0) to be adopted as the accept
or reject policy for any future occurrence of this particular pair of objects. If we
permit the algorithm to collect a large enough number of pairs, we see that
∃θ∗ | ∀θo ≤ θ∗, and that ∀ i, j : μi,j � θ∗

i,j .
If we utilize a user-defined threshold, τ , (which is reasonably close to 0), we

will be able to compare every estimate to τ and make a meaningful decision about
the identity of the query. In other words, by merely comparing the estimate to
τ we can determine whether a query pair 〈Ai, Aj〉 should be processed, or quite
simply, be ignored. This leads us to algorithm POMA on Page 74 of [11] in which
every query which is inferred to be divergent is ignored. Otherwise, one invokes
the Reward and Penalty functions of the original OMA algorithm. The issue of
determining the parameters of the POMA algorithm are detailed in [11], and
omitted here in the interest of space.

In the initial phase of the algorithm, the estimates for the queries are unavail-
able. Thus, it only makes sense to consider every single query and to pro-
cess them using the OMA’s Reward and Penalty functions. Since the objects
in each class are equally-likely to happen and the classes are equi-probable,
k ≥

[ (
W
R

)2 − W
R

]
×R, is chosen as the lower-bound of the number of iterations

for any meaningful initialization.
We have compared our results with those presented in [5] and those reported

for the original OMA for various values of R and W . The number of states in
every action was set to 10, and the convergence was expected to have taken
place as soon as all the objects in the POMA fell within the last two internal
states. The results (specified using the same notation as in Table 1) obtained are
outstanding and are summarized in Table 2. The simulation results are based on
an ensemble of 100 runs with different uncertainty values, (i.e., values of p).

To observe the efficiency of the POMA, consider an easy-to-learn Environ-
ment of 6 groups with 2 objects in each group and where p = 0.9. It took the
OMA 599 iterations to converge. As opposed to this, the POMA converged in
only 69 iterations, which represents a ten-fold improvement. On the other hand,
given a difficult-to-learn Environment with 12 objects in 2 groups, the OMA
needs 6, 506 iterations to converge. The POMA required only 2, 112 iterations
to converge, which is more than a three-fold improvement.
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Table 2. Experimental results for the POMA approach done for an ensemble of 100
runs.

W W/R R POMAp9 POMAp8 POMAp7

4 2 2 (2, 25) (3, 30) (3, 38)

6 2 3 (4, 44) (4, 52) (5, 67)

- 3 2 (20, 65) (22, 77) (24, 106)

9 3 3 (44, 105) (70, 148) (85, 169)

12 2 6 (10, 88) (12, 103) (20, 173)

- 3 4 (77, 166) (105, 205) (292, 462)

- 4 3 (328, 417) (228, 372) (202, 487)

- 6 2 (1563, 1836) (945, 1091) (1088, 1395)

15 3 5 (112, 213) (142, 274) (179, 315)

- 5 3 (1534, 1655) (766, 998) (556, 931)

18 2 9 (20, 151) (26, 161) (29, 566)

- 3 6 (245, 410) (198, 417) (226, 395)

- 6 3 (3146, 3270) (2182, 2371) (1145, 1542)

- 9 2 (5500, 5621) (5064, 5523) (4104, 4711)

4 Enhanced OMA (EOMA)

The learning of an enhanced LA proposed by Gale et al. [5], is based on the
same principles of the OMA and leads to the Enhanced OMA (EOMA). They
introduced three enhancements to improve its efficiency and speed as below:

1. Initial Boundary State Distribution: All of the objects are initially dis-
tributed at the respective boundary states of their respective classes;

2. Redefinition of Internal States: They diminished the vulnerability of the
convergence criterion of the OMA by redefining the internal state to include
“the two innermost states of each class”, rather than a single innermost state.

3. Breaking the Deadlock: The original OMA possesses a deadlock-prone
infirmity (please see Section 4.3 of [11]) in which the machine can cycle
between two identical configurations by virtue of a sequence of query pairs.
Thus is especially evident in noise-free Environments. The EOMA remedies
this as follows. Give a query pair of objects 〈Oi, Oj〉, let us assume that Oi, is
in the boundary state, and Oj is in a non-boundary (internal) state of another
class. If there exists an object in the boundary state of the same class, we pro-
pose that it gets swapped with the boundary object Oj to bring both of the
queried objects together in the same class. Simultaneously, a non-boundary
object has to be moved toward the boundary state of its class. Otherwise, if
there is no object in the boundary state of the class that contained Oj , the
algorithm performs identically to the OMA.
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The simulation results obtained by introducing all of the three above-
mentioned modifications are given in Table 3. In this table, we have reported
the results from various Environments, with probabilities p = 0.9, 0.8 and 0.7,
where p = 0.9 is the near-optimal Environment. Such an Environment is easy
to learn from. On the other hand, for the case where p = 0.7, we encounter a
difficult-to-learn scenario. Our results have also compared our own implementa-
tion of the OMA algorithm described in [5] with the EOMA’s simulation results.
These are the results displayed in Table 3. All the simulations reported were done
on an ensemble of 100 experiments to guarantee statistically stable results. From
the table we clearly see that as the value of p increases, the queries are more
informative, and the convergence occurs at a faster rate. As before, the complex-
ity of the classification problem has two criteria which are both observable in the
tables, i.e., the number of objects in every group, W

R , and the number of groups,
R. As the number of objects and groups increase, the problem becomes increas-
ingly complex to solve. The reader will easily observe the advantages gleaned by
the above three modifications in the EOMA, by comparing Tables 1 and 3.

Table 3. Experimental results for the Enhanced OMA (EOMA) done for an ensemble
of 100 runs.

W W/R R EOMAp9 EOMAp8 EOMAp7

4 2 2 (2, 26) (2, 30) (3, 60)

6 2 3 (4, 46) (4, 65) (5, 106)

- 3 2 (6, 50) (8, 74) (11, 127)

8 2 4 (6, 64) (7, 95) (8, 158)

- 4 2 (14, 75) (20, 110) (32, 185)

9 3 3 (18, 91) (24, 132) (35, 233)

10 5 2 (8, 85) (10, 118) (13, 226)

- 2 5 (25, 106) (33, 153) (70, 277)

12 2 6 (10, 102) (12, 154) (17, 291)

- 3 4 (43, 136) (56, 207) (81, 380)

- 4 3 (54, 150) (66, 196) (99, 388)

- 6 2 (40, 133) (64, 208) (105, 405)

15 3 5 (65, 187) (92, 284) (134, 554)

- 5 3 (75, 191) (108, 295) (192, 617)

18 2 9 (19, 170) (26, 253) (36, 630)

- 3 6 (106, 258) (140, 389) (242, 827)

- 6 3 (114, 255) (167, 392) (261, 857)

- 9 2 (112, 246) (142, 363) (311, 854)

The convergence of the EOMA with respect to time starts with a large num-
ber of objects which are located in random partitions. This number steadily
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decreases with time to a very small value. This graph is not monotonic for any
given experiment. But from the perspective of an ensemble, the performance is
much more monotonic in behavior.

5 Enhancing the EOMA with a Pursuit Paradigm

The methodology by which we incorporated the pursuit concept into the OMA
required us to formally model noise-free and noisy queries in Sect. 3. However,
this is the precise dilemma that the EOMA faces. On the one hand, it would be
advantageous, from a partitioning perspective, to have a noise-free Environment.
However, it is precisely such noise-free Environments that lead to deadlock sit-
uations. Consequently, an attempt to elevate a noisy Environment to become
noise-free would only defeat the purpose by exaggerating deadlock scenarios.
However, rather than seeking to make the Environment noise-free, we will again
accept or reject queries from the incoming stream. To accomplish this, we again
apply the same “Pursuit” paradigm, explained below for this specific setting.

To design the PEOMA, as before, we again incorporate the pursuit princi-
ple by estimating the Environment’s reward/penalty probabilities. This could,
of course, be done based on either a ML or Bayesian methodology. As these
estimates become more accurate, we force the LA to converge to the superior
actions at the faster rate. In all brevity, the PEOMA utilizes the exact same
Pursuit principles explained in Sect. 3.1. Essentially, the EOMA which mitigates
the “deadlock” situation is now augmented with the Pursuit concept, and thus:

– The stream of queries is processed using an estimation phase;
– The divergent queries are filtered using a thresholding phase, that serves as a

filter for the above estimates;
– The deadlock scenarios are resolved using the enhancements of the EOMA

over the OMA;
– The convergence criterion of making the two most internal states of every

group to report convergence, makes the entire process converge even faster.

The experimental results compared the PEOMA with the EOMA, and we
were able to show how the PEOMA out-performed the EOMA and the OMA.
The results are given in Table 4 which uses the same notation and for the same
settings as in the Tables 1 and 2. One can also compare its performance with
the results presented in [5] and those reported in Table 3 for various values of
R and W and in different Environments. The number of states in every action
was set to be 10 as in Table 4. The convergence condition was also identical to
the one specified in Sect. 4, and was assumed to have taken place when all the
objects in the PEOMA fell within the last two internal states. Further, the query
probability approximations were updated after receiving every single query.

The performance significance of the PEOMA is, really, not noticeable for
easy problems where we had a small number of objects and groups, and where
the noise level was low. But this becomes invaluable when we encounter a large
number of actions as well as a stream of divergent queries (when p is “smaller”)
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throughout the simulation, especially if we factor in the number of iterations
used to obtain an estimate of τ . Indeed, the PEOMA’s performance can be
up to more than two times better than the EOMA. But if we compare the
results with the original OMA, the immense performance gain leads to about
forty times less number of iterations for a complete convergence – which is by
no means insignificant. It is fascinating to note that the reduction in the number
of iterations required by the PEOMA can again be seen to be a consequence of
a Pursuit-like filtering phase in all problem domains.

Table 4. Experimental results for the PEOMA approach done for an ensemble of 100
runs.

W W/R R PEOMAp9 PEOMAp8 PEOMAp7

4 2 2 (2, 23) (2, 37) (3, 44)

6 2 3 (4, 42) (4, 52) (5, 73)

- 3 2 (7, 47) (8, 62) (10, 91)

8 2 4 (6, 59) (6, 76) (8, 102)

- 4 2 (15, 73) (23, 100) (36, 145)

9 3 3 (20, 85) (24, 110) (40, 146)

10 2 5 (8, 79) (10, 102) (12, 141)

- 5 2 (26, 100) (36, 140) (54, 213)

12 2 6 (10, 97) (12, 129) (17, 181)

- 3 4 (38, 126) (55, 165) (74, 222)

- 4 3 (44, 134) (58, 165) (87, 241)

- 6 2 (34, 127) (60, 182) (110, 310)

15 3 5 (72, 174) (88, 228) (147, 308)

- 5 3 (76, 185) (105, 249) (155, 348)

18 2 9 (19, 166) (26, 218) (36, 323)

- 3 6 (98, 231) (139, 310) (207, 419)

- 6 3 (118, 246) (162, 328) (239, 472)

- 9 2 (100, 236) (133, 330) (280, 553)

6 Cohesiveness in the EPP: The Transitive PEOMA

The first issue that we encounter when we want to advance the field of resolving
the EPP is to see if we can use new criteria to identify which objects belong to
the same partition. We intend to investigate how this can be inferred without
considering the issues that have been analyzed earlier. It is easy to see that all the
objects within an underlying partition should be strongly and directly related
to each other, and that they should frequently co-appear in the queries. Such
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structural patterns are, in turn, based on so-called casual propositions which
should lead towards relational “interactions” between the objects themselves.
This is the avenue that we now investigate.

Structural relations that are imposed by the Environment can orient the
objects towards a uniformity when there is an “interaction” between a pair
of objects. Such relations may be “transmitted” through intermediaries even
when two objects are not explicitly examined at any given time instant. This
interconnection is directly associated with the relational bonds that these objects
possess. We shall now investigate whether this property, which already relates
subgroups and not just pairs, can be quantified by various specific properties
that can be extracted from the Environment. They can be seen to be:

1. The frequency of objects co-occurring;
2. The relative frequency of the objects in a pair belonging to distinct partitions;
3. The symmetric property of the queries in any pair presented by E;
4. The reachability of the objects in a partition within the graph representing

the set of all objects.

We first formalize the partitioning problem’s symmetry and transitivity prop-
erties proven in [11].

Theorem 3. The model of E and the solution invoked by any pursuit-based
paradigm of the EPP possess the property of symmetry.

Theorem 4. The model of E proposed for the EPP possesses the property of
transitivity from a probabilistic perspective.

Since E is transitive, our aim is now to have the LA infer this transitivity and
to further enhance the PEOMA. Indeed, if the pursuit matrix is appropriately
thresholded, the entries become unity and zero, which allows us to demonstrate
transitivity and thus, invoke reward/penalty operations even while the environ-
ment is dormant and not generating any new queries. Without going into the
explicit details (omitted due to space limitations), this is essentially done by
invoking the assertion: ∀Oi, Oj , Ok ∈ W : (OiROj ∧OjROk) =⇒ OiROk. This
leads us to the Transitive PEOMA (TPEOMA). The experimental results for
the PEOMA are given in Table 5 for the same settings as in the previous tables.

By way of example, if the TPEOMA is compared with the previously best-
reported algorithm, the PEOMA reported in Sect. 5, one can see that the
PEOMA can solve the partitioning problem with p = 0.9 and 3 groups with 3
objects in each group, in 85 iterations. For the same problem, the TPEOMA
required only 65 iterations to converge. For a difficult-to-learn Environment
(p = 0.7) and a more complex partitioning problem with 18 objects in 3 groups,
the PEOMA needed 472 iterations to converge. The TPEOMA required only 244
iterations to converge, which is nearly two times better than the PEOMA. It is
certainly the fastest partitioning algorithm reported to date, and its behavior
is monotonically decreasing for an ensemble of many experiments. The reader
should observe the considerable performance that is gained by a very little addi-
tional computational cost. Again, by comparing Tables 4 and 5, one observes that
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although the gain is not significant for simple problems and easy Environments,
it becomes remarkably high for complex partitioning experiments.

Table 5. Experimental results for the TPEOMA approach done for an ensemble of
100 runs.

W W/R R TPEOMAp9 TPEOMAp8 TPEOMAp7

4 2 2 (2,24) (2,30) (3,40)

6 2 3 (4,41) (4,51) (5,64)

- 3 2 (6,37) (8,50) (13,74)

8 2 4 (7,57) (7,71) ( 8,91)

- 4 2 (14,50) (25,78) (41,125)

9 3 3 (19,65) (21,78) (29,113)

10 2 5 (8,75) (10,95) (14,121)

- 5 2 (26,69) (41,92) (76,178)

12 2 6 (12,95) (15,123) (18,155)

- 3 4 (30,91) (37,110) (52,155)

- 4 3 (34,86) (47,107) (66,157)

- 6 2 (43,86) (62,121) (111,209)

15 3 5 (48,123) (61,159) (81,203)

- 5 3 (51,101) (71,133) (105,205)

18 2 9 (20,156) (28,199) (36,275)

- 3 6 (66,153) (85,194) (126,283)

- 6 3 (63,126) (95,170) (136,244)

- 9 2 (77,129) (148,222) (268,391)

7 Conclusions

In this paper we have shown how we can utilize the “Pursuit” concept to enhance
solutions to the general problem of partitioning. Unlike traditional Learning
Automata (LA), which work with the understanding that the actions are chosen
purely based on the “state” in which the machine is, the “Pursuit” concept has
been used to estimate the Random Environment’s (RE’s) reward probabilities
and to take these into consideration to design Estimator/Pursuit LA. They, uti-
lize “cheap” estimates of the Environment’s reward probabilities to make them
converge by an order of magnitude faster. This is achieved by using inexpensive
estimates of the reward probabilities to rank the actions. Thereafter, when the
action probability vector has to be updated, it is done not on the basis of the
Environment’s response alone, but also based on the ranking of these estimates.
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In this paper we have shown how the “Pursuit” learning paradigm can be and
has been used in Object Partitioning. The results demonstrate that incorporating
this paradigm can hasten the partitioning by a order of magnitude. This paper
comprehensively describes all the Object Migration Automaton (OMA)-related
machines to date, including the Enhanced OMA [5]. It then incorporates the
Pursuit paradigm to yield the Pursuit OMA (POMA), the Pursuit Enhanced
OMA (PEOMA) and the Pursuit Transitive Enhanced OMA (PTOMA).

Apart from the schemes themselves, the papers reports the experimental
results that have been obtained by testing them on benchmark environments.
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Abstract. Energy Disaggregation is the task of decomposing a single
meter aggregate energy reading into its appliance level subcomponents.
The recent growth of interest in this field has lead to development of
many different techniques, among which Artificial Neural Networks have
shown remarkable results. In this paper we propose a categorization of
experiments that should serve as a benchmark, along with a baseline
of results, to efficiently evaluate the most important aspects for this
task. Furthermore, using this benchmark we investigate the application
of Stacking on five popular ANNs. The models are compared on three
metrics and show that Stacking can help improve or ensure performance
in certain cases, especially on 2-state devices.

Keywords: NILM · Energy disaggregation ·
Artificial neural networks · Stacked learning · Benchmark

1 Introduction

In the modern world, one of the biggest problems humanity is facing is the
inadequate management of electrical energy. Overconsumption causes a series of
negative phenomena that have both economic and ecological impact, at individ-
ual and mass scale. Numerous factors affect this problem, such as the dramatic
increase in usage of electrical devices in recent decades, as well as the global pop-
ulation growth. It is apparent that extensive research is required to have better
methods of controlling electrical energy consumption. The existence and appli-
cation of smart meters already contribute in that regard. Energy disaggregation
can make further use of those, to enhance load monitoring capabilities.

Energy disaggregation, also known as Non-intrusive load monitoring (NILM),
is the task of decomposing an aggregate energy signal into its sub-components, i.e
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identifying the individual appliances signal from the whole energy consumption
of a house. It was first introduced by Hart [4]. By applying NILM methods load
monitoring becomes easier and less costly, due to the requirement of only a single
meter from which the device level signals can be extracted, in contrast to ILM
(intrusive load monitoring) methods where multiple meters are needed per house.
Therefore ILM has much bigger economical cost and increased difficulty from
installing and configuring the meters, its only advantage being its guaranteed
higher accuracy.

Many researchers focus on finding solutions where a model is trained per
appliance, having as input the whole house energy data and as output the appli-
ance consumption. Each work has its own test cases defined and investigates
a set of metrics upon them. Due to this, many different possible scenarios are
created, which complicates the comparison between the proposed and existing
solutions. There is a lack of structure to follow when conducting the evaluation
of a new model. This creates a necessity for a well-defined set of experiments.
A set like this should include a variety of scenarios that cover a wide range of
aspects and goals for the model under evaluation. Each scenario is tied to a
specific purpose, that reveals if the model is suitable for the case.

In this paper we propose a benchmark framework for the evaluation of NILM
solutions. Also five ANNs are combined with the method of Stacking and then
evaluated with the proposed framework. This paper is structured as follows: in
Sect. 2 some of the most popular neural network solutions, that are important for
this study, are reviewed. In Sect. 3 the proposed categorization of experiments
is described. Section 4 expands upon the method of Stacking. Section 5 presents
the most important results produced from Stacked learning. Section 6 includes
conclusions from the experiments and discussion for future work. The implemen-
tation of Stacking and the five used ANNs, a detailed spreadsheet containing the
defined experiments for each category, as well as baseline results can be found
in the following repository https://github.com/symeonick15/NILM-Stacking.

2 Related Work

There have been many approaches to solving this problem, among which Machine
Learning (ML) has taken the lead of research in recent years. ML methods exhibit
great generalization capability on unseen environments, without the need of
prior information. Initially, Hart proposed a combinatorial optimization method,
which suffered from working only with devices that had a finite number of states.
Later Factorial Hidden Markov Models (FHMM) have become quite popular and
many developed techniques were based on them [1,7,15,19].

The study around NILM has recently turned towards implementing solutions
based on artificial neural networks. Deep and convolutional neural networks
have become dominant in many fields like Computer Vision [9] and Natural
Language Processing [3], and have been used successfully in many problems that
include time series data. Their ability to extract features and handling complex
data has lead researchers to start developing NILM solutions based on them,
outperforming former approaches [2,5,10–12,14,18].

https://github.com/symeonick15/NILM-Stacking
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Kelly and Knottenbelt [5] developed three ANN architectures for the task of
Energy Disaggregation. The first was a Denoising Auto Encoder that handles
the aggregate signal as a “noisy” series, which filters out the noise (i.e. signals
from other devices) to extract the target appliance consumption. The 2nd was
a Recurrent Neural Network that used LSTM units (long short-term memory)
and had the ability to “remember” previously given inputs to use them for pre-
diction. The last architecture would find the Start time, End time and mean
consumption of the first activation in a given window. All three were trained
on the UK-DALE dataset, having as input the whole-house aggregate signal
and as target the appliance consumption. An FHMM approach and Hart’s com-
binatorial optimization algorithm were also used for the same experiments. In
comparison, ANNs outperformed these two methods.

In another study, Mauch and Yang [12] implemented a different architecture
with LSTM units for the Energy Disaggregation task. The proposed deep recur-
rent network had as input the aggregate energy value at a specific timestamp
and as output the appliance consumption at the same timestamp. Among the
goals of this network was to automatically extract features from low-frequency
data and to generalize well on unseen buildings. REDD dataset was used for
train and prediction, for two ON/OFF and one multistate devices. Results were
promising both on seen and unseen buildings.

Zhang et al. [18] proposed a different deep convolutional architecture that
they named sequence to point. The method took its name from the main idea
to predict the value of a single time point, based on a sequence of values in
the input that has the time point at its midpoint. The input window used had
600 samples (1 h). The network achieved state of the art results and had great
representation power, as it would base its predictions both on the past and the
future of a time point.

Krystalakos et al. [10] used Gated Recurrent Units during their experiments
to improve current LSTM architectures. To decrease the computational cost and
memory demands, LSTM neurons were replaced with GRU, fewer neurons were
used and dropout layers were added. Furthermore, a sliding window approach
was tested. The network was trained and tested on UK-DALE and compared
directly to implementations based on previous architectures, among which a
modified seq2point more suitable for online prediction (smaller input windows).
The proposed architecture showed promising results, especially on multi-state
devices, and it had the same or better results than LSTM while being lighter.

Although there wasn’t a benchmark that was actually followed by these stud-
ies to base their experiments, many have used the same or similar structure
presented in the work of Kelly and Knottenbelt [5]. Also, most had similarities
in their tests, such as having the trained model predicting in an unseen house,
aiming to evaluate specific aspects of the models.

In a review of ML approaches for NILM by Nalmpantis and Vrakas [13],
it is stated that an objective and direct comparison between different methods
is very difficult. The reason is that there are various metrics, many available
datasets, different criterias and a variety of methodologies that one can choose
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when evaluating NILM solutions. A qualitative and a quantitative analysis is
presented with methods for evaluation. Among these are Zeifman’s requirements
[17], as well “generalization” and “privacy” requirements, along with metrics for
each. Also a measure of disaggregation complexity is defined, to evaluate the
different environments.

3 Purpose

In this paper, we present a categorization of experiments with the purpose to
have a unified way of comparing models during research. The scenarios of the pro-
posed categorization include specific train and test cases, each with an explained
purpose that explores an aspect of the model, plus a basic set of metrics to eval-
uate the performance, as both classification and regression. Also, as a reference
point it can be further expanded with more cases or have its existing modified,
to accommodate additional scenarios, should it be required in a future research,
where a more specific goal is examined (e.g. commercial buildings). The pro-
posed benchmark is defined on a set of five appliances, however, the scenarios
included can easily be generalized for any device, or even different datasets.

Moreover, the effects of combining several neural networks with the method
of Stacking are investigated, by comparing them using the aforementioned taxon-
omy. Stacking has been used widely in Machine Learning approaches to combine
many different models in order to achieve better results than each model indi-
vidually. The basic idea is to follow this method, in hope of improving the per-
formance of existing neural network architectures, and to see the actual impact
it has on them.

4 Taxonomy of Experiments

In this section, the proposed categorization of experiments is described, for usage
in the evaluation of new Energy Disaggregation models. Specifically, this method
is suitable for evaluating techniques (e.g. ANNs) that take an aggregate signal
as input and predict a specific appliance consumption. There are four main
categories of experiments described for this method and the purpose that each
serves. Although these can be expanded and/or modified to suit the goals of
individual studies, we also proceed to define the datasets and appliances used in
this study.

The two datasets used in this study are Reference Energy Disaggregation
Data Set (REDD) [8] and UK-DALE [6]. Both datasets are freely available, sup-
port low-frequency data, refer to domestic buildings and have several houses and
appliances for testing. They are also two of the most popular datasets in the field
of NILM. The target appliances are: fridge, kettle, microwave, washing machine,
and dishwasher. These have been used by many researchers because they cover
a wide range of appliance types a house may include. For example, the kettle is
a simple ON/OFF device, while the dishwasher is multistate with more complex
behavior. Furthermore, they constitute most of a building’s consumption and
appear in most of the houses making a better target for evaluation.
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4.1 Category 1: Single Building NILM

This is actually the most simple form of experiment, where training and pre-
diction happen on the data of the same building, at different time ranges. This
evaluates the performance of a model on an environment very similar to the
one it was trained on. This is a vital prerequisite for a technique. If it has poor
results here, it probably won’t do better at other experiments as well. Of course,
no house stays the same in reality, but that is also a part of the problem. The
specific experiment defined in this study for this category includes training and
testing on house 1 of UK-DALE. The test set is defined as the year following
April 2016, while the rest of the data are available for training. House 1 has the
most available data, thus making it suitable for both training and testing.

4.2 Category 2: Single Building Learning and Generalization on
Same Dataset

Several experiments may be mapped to this category, one per house. Training
happens on one house of a selected dataset, while prediction is applied to the
rest houses. The purpose of these experiments is to evaluate the ability of the
model to generalize on relatively similar unseen houses when trained on data
on one house. Although learning is restricted to only one house, this also shows
if the trained model is overfitting on its data, which is another aspect to be
evaluated. It needs to be noted that houses here are considered similar (e.g. same
city/country), but in reality, even neighboring houses may be totally different in
their energy patterns (different appliances, consumption patterns, etc.). House
1 of UK-DALE is selected as the training set here again, while the rest of the
houses where the target appliance is present compose the test sets. The first
house has a good amount of data for learning, while the rest have a few months
each, so they are better for prediction.

4.3 Category 3: Multi Building Learning and Generalization on
Same Dataset

In this category, the model is trained with data from more than one, relatively
similar houses (same dataset), while prediction is applied on data from a house
that was not present during training. The main purpose here is again to evaluate
the generalization ability of the method. The second aspect that is being assessed,
is the ability of the technique to learn from multiple different sources and combine
efficiently the knowledge extracted from them. A model that achieves this will
theoretically perform better on new unknown data, due to the variety of data it
has learned. This is a similar, but more complex task from the previous category,
because a learning algorithm may get “confused”, by the variance of the data.
The experiments used for this category are defined for the UK-DALE dataset
and follow the same structure as the ones in the study of Kelly and Knottenbelt
[5], for tests on unseen buildings. This way a comparison with existing studies
becomes easier and more direct.
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4.4 Category 4: Generalization to Different Dataset

By expanding the previous experiment with the prediction on a different dataset,
the task becomes even more difficult. The houses on which the model is tested
are not similar (e.g. different countries) to the ones it was trained on and may
present great differences in characteristics such as included appliances, appliance
types, energy grid, consumption behavior, etc. So to perform well the model must
possess strong generalization capabilities. The difficulty here can get great and
unpredictable. However, it is an interesting query, that evaluates an important
ability of a NILM solution. The training set is comprised of UK-DALE data,
while testing is applied to REDD data. The first has buildings in the UK, while
the second is for buildings in USA. The differences between these two can be
apparent, making them a suitable choice for this category.

5 Artificial Neural Networks with Stacking

In this section, we investigate the application of ensemble learning to existing
NILM solutions, to further increase their accuracy. The combined model is eval-
uated using the aforementioned benchmark method, by comparing it with the
individual results of the models that were combined.

As recent research suggests that Artificial Neural Networks fare rather well
in the task of Energy Disaggregation, 5 such networks have been selected as the
base models for the ensemble. The selected networks are Denoising Auto-Encoder
(DAE) [5], Recurrent Neural Network (RNN) [5], Short Seq-2-point (SS2P) [18],
GRU Network (GRU) [10], GRU with sliding window (WGRU) [10]. All have
shown promising results in previous research, where some were better than the
others in certain situations. More info about those ANNs can be found in the
Related Work section.

The following is a summary of the ANNs architectures. DAE had a convolu-
tional layer, 3 fully connected layers and one more convolutional as the output,
with dropout between them. GRU had 2 convolutional, 2 bidirectional GRU and
2 fully connected layers. RNN had 1 convolutional, 2 bidirectional LSTM and
2 fully connected layers. WGRU had 1 convolutional, 2 bidirectional GRU and
2 fully connected layers, with dropout between the last 4. SS2P had 5 convo-
lutional layers and 2 fully connected ones, with dropout between them. More
details can be found at the provided code on github.

5.1 Introduction to Stacking

The basic idea behind stacking is combining several different learners, to achieve
better results than each of the base models would achieve individually. It is espe-
cially efficient when base learners make different errors. Each algorithm learns
a part of the problem, while the final combined model is able to learn a greater
space. To achieve this, the training set should further be split into 2 separate
parts. The first part, usually much bigger than the other, is used to train each of
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the base models. After each model is trained, the second part is given as an input
to each model to get their predictions. The predictions generated are then com-
bined into one matrix that will make up the training input of a different learner
(usually simpler), the meta-learner, while the target output is left as is (from
the second part). That way the stacked model learns from the predictions of the
base models, so it can combine them. After that, the stacked model is ready for
prediction. The prediction follows a similar procedure, where each base model
is given a copy of the input and then their predictions are given as an input to
the meta-model to generate the final prediction. Stacking is especially efficient
when base learners make different errors.

5.2 Implementation

The above procedure was implemented as a 2-step method for the stacking exper-
iments. During the first step, each of the neural networks was trained on a part
of the training set. Each trained model was also given the second part of the
train set and the test set as input for prediction, to generate the train and test
set of the stacked model respectively. The predictions were saved as intermedi-
ate files to be reused. In the second step, the prediction for the stack train was
loaded and aligned on their timestamps. Then they were scaled and used to fit
the selected meta-regressor. In the final phase, the predictions on the test set
were loaded in the same way and given as input to the meta-model to generate
the final predictions.

The sampling ratio for all data was 6 seconds. Only real data were used, with
no synthetic data generation. Code is written in Python. The implementation
of the used networks was based on a previous study of Krystalakos et al. [10],
which were developed using Keras with Tensorflow backend on GPUs. NILMTK
was used for loading and preprocessing of data during the base model training
and stacking phase. Scikit-learn was used for the Meta-regressors.

The metrics used for the evaluation were F1, Relative Error in Total Energy
(RETE) and Mean Absolute Error (MAE).

F1 = 2 × Precision×Recall

Precision + Recall
(1)

RETE =
|E′ − E|

max(E′, E)
(2)

MAE =
1
T

∑
|y′

t − yt| (3)

Where E′ is the total predicted energy, E is the total true energy, y′
t is the

consumption predicted at time t and yt is the true consumption at time t.

6 Results and Discussion

In this section, we present some of the most important results that were observed
during the experiments. A complete set of results can be found in the supplied
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repository and was not presented here due to its size. Some results are high-
lighted to indicate that they were the best among those that were tested (best
among base and among stacked). The following are the meta-regressors refer-
enced from the result matrices. Ada Boost with Decision Tree of depth 3, 25
estimators, learning rate 0.1 and ‘square’ loss (AB-3d). Ada Boost with Deci-
sion Tree, 30 estimators and learning rate 0.5 (AB-30). Ada Boost with Decision
Tree, 15 estimators and learning rate 0.5 (AB-15). Multi Layer Perceptron with
one hidden layer of 100 neurons (MLP). Decision Tree Regressor of depth 5, 15%
min split ratio, 9% min leaf ratio (DT5). Simple Decision Tree Regressor (DT).
Gradient Boosting Regressor with 25 estimators and learning rate 0.5 (GB).

Table 1. Fridge, Category 1, Train
and test on UK-DALE house 1.

MODEL F1 RETE MAE

DAE 0.637 0.224 35.81

GRU 0.673 0.130 34.03

RNN 0.662 0.270 34.69

SS2P 0.651 0.215 35.23

WGRU 0.641 0.224 34.30

AB-3d 0.674 0.163 33.54

AB-30 0.635 0.017 26.56

Table 2. Fridge, Category 3, Train on
houses 1, 2, 4 and test on 5 of UK-DALE.

MODEL F1 RETE MAE

DAE 0.514 0.176 47.17

GRU nan 0.296 53.87

RNN nan 0.318 53.92

SS2P nan 0.023 49.18

WGRU 0.569 0.243 51.85

DT5 0.641 0.221 46.71

AB-30 0.525 0.225 44.43

As it can be seen among the ANNs, some results in F1 score are ‘nan’.
In those cases the predictions of the model were never above the activation
threshold, leading to division by zero. This happens mostly on generalization
tasks, proving the difficulty of disaggregating the signal of an unseen building.
On the other hand stacking seems to have the advantage of overcoming this
problem.

Results for Category 1 experiments of fridge are shown at Table 1. Among
base models, GRU was a clear winner. Stacking with AB-3d mostly improved
F1, while AB-30 had very good RETE and MAE. AB-3d had short trees, so it
could not be as accurate, but managed to hit the activation threshold better.
AB-30 has predictions closer to the ground truth values, as can be seen from the
Fig. 1, but seems a bit “unstable” (many spikes where it should have continuous
values). Maybe by applying a smoothing technique on top of it, it could be
further improved. Generally stacking has good results, especially with AB-30,
which enhances regression efficiency.

Table 2 shows the results of category 3 experiments for fridge. Here the best
RETE was not improved, however, it’s still better than 3 out of 5 of base models.
MAE is reduced, while DT5 also has very good F1. As above the short tree
(DT5) is better suited for classification, while also is less prone to overfitting. In
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general, tree-based models seem to work better with the fridge, probably due to
the simple, repetitive nature of its time series.

Table 3. Kettle, Category 1, Train
and test on UK-DALE house 1.

MODEL F1 RETE MAE

DAE 0.496 0.250 15.47

GRU 0.301 0.536 32.00

RNN 0.304 0.461 28.12

SS2P 0.322 0.110 19.95

WGRU 0.582 0.192 10.78

DT 0.740 0.130 8.11

AB-15 0.804 0.161 6.37

Table 4. Kettle, Category 3, Train on houses
1, 2, 3, 4 and test on 5 of UK-DALE.

MODEL F1 RETE MAE

DAE 0.504 0.055 10.71

GRU 0.104 0.383 24.48

RNN 0.250 0.419 43.58

SS2P nan 0.593 11.02

WGRU 0.663 0.122 10.16

DT 0.566 0.098 9.98

GB 0.583 0.033 10.44

Table 3 has the results of Category 1 experiments for kettle. F1 is greatly
increased with the application of stacking here, especially with AB-15 which also
greatly improves MAE metric and has better RETE than 3/5 of base models.
However even best RETE from stacking was worse than best from base models.
Again trees were the best combiners. In category 2 though, stacking did not do
so well. Probably because kettle is a relatively simple device and stacking forces
the final model to focus even more on house 1, it is easier to overfit.

Results of category 3 experiments for kettle are shown at Table 4. Among neu-
ral networks DAE and WGRU had the best results. With stacking, GB managed
to have the best RETE, about the same MAE and 2nd best F1 after WGRU.
It was a fine point between the strong points of the best base models. DT was
similar, with little worse on F1 and RETE, but the best MAE overall. A simple
tree is again among the best, because of the simplicity of the device’s behaviour.
Also boosting is susceptible to overfitting, risking generalization capabilities.

Table 5. Dishwasher, Category 1,
Train and test on UK-DALE house 1.

MODEL F1 RETE MAE

DAE 0.109 0.001 43.61

GRU 0.471 0.140 37.06

RNN 0.467 0.072 38.54

SS2P 0.550 0.047 31.01

WGRU 0.468 0.332 31.22

MLP 0.571 0.195 29.46

Table 6. Washing machine, Category 3, Train
on houses 1, 5 and test on 2 of UK-DALE.

MODEL F1 RETE MAE

DAE 0.128 0.566 28.18

GRU 0.156 0.601 32.05

RNN nan 0.679 33.21

SS2P 0.174 0.745 40.27

WGRU 0.302 0.568 10.55

AB-30 0.324 0.136 12.07
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Fig. 1. Sample signal plots including: original, predicted from ANN, predicted from
Stacking.

Dishwasher category 1 results can be found at Table 5. Stacking here seems to
fail at the score of RETE. On the other hand MLP improves the best F1 and the
best MAE. AB-3d had an even better MAE, but lost even more on the metrics of
F1 and RETE. This time it was not trees, but MLP with 100 neurons that had
the best results, suggesting that a more complex model is required for devices
such as dishwasher, which have multiple states and complicated behaviour that
is time-dependent. Category 2 experiments of the dishwasher had mixed results:
F1 would be improved, while the other metrics varied, depending on the house
and meta-regressor. In Categories 3 and 4 stacking did not succeed, indicating
the requirement of a more appropriate technique.

Results of washing machine category 3 are shown at Table 6. Among the
experiments of washing machine, some interesting results were found here.
Most meta-models had a great improvement of RETE. AB-30 managed to even
increase best F1 score, while keeping a near best MAE.

7 Conclusions and Future Work

We have proposed a benchmark to evaluate Energy Disaggregation models and
used it to evaluate the application of stacking on existing techniques. Through
the experiments, many aspects of the proposed method were explored and stack-
ing showed promising results.
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Across the results it appeared that some models were more suited than oth-
ers in different scenarios. The advantage of stacking was that it could either
improve those, or at least find a fine point between them, making it a robust
solution. The tested stacked models had good results mostly for disaggregat-
ing simple devices (fridge, kettle), especially on same house train-test scenarios.
Mainly, Tree based models were the best combiners, while AdaBoosting could
further enhance them with the risk of overfitting. This risk was made apparent
in generalization experiments (Categories 2–4).

An example scenario that uses stacking could include a weak fast solution
that produces online results, which is later combined with the output of other
models to produce more accurate final predictions. For generalization tasks
improvements seemed less and on complex devices stacking sometimes did not
succeed, possibly due to their complicated behaviour that is time dependant,
along with the number of states and functions they have. This suggests that other
meta-regressors may be more suited, possibly more complicated, time series ori-
ented techniques like Neural Nets, that also have better generalization abilities.
Another form of ensemble learning or stacking would also be interesting to test,
like meta decision trees [16]. Maybe even another method on top of that could be
used to smooth/filter the predicted signal. Regarding the proposed benchmark
and the categories of experiments defined, there could also be some other similar
scenarios not included here. For example one could have a training set combined
from the 2 used datasets (UK-DALE, REDD) and test on both of them or even
a third.
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Abstract. The smart metering infrastructure has changed how electricity is
measured in both residential and industrial application. The large amount of data
collected by smart meter per day provides a huge potential for analytics to
support the operation of a smart grid, an example of which is energy demand
forecasting. Short term energy forecasting can be used by utilities to assess if
any forecasted peak energy demand would have an adverse effect on the power
system transmission and distribution infrastructure. It can also help in load
scheduling and demand side management. Many techniques have been proposed
to forecast time series including Support Vector Machine, Artificial Neural
Network and Deep Learning. In this work we use Long Short Term Memory
architecture to forecast 3-day ahead energy demand across each month in the
year. The results show that 3-day ahead demand can be accurately forecasted
with a Mean Absolute Percentage Error of 3.15%. In addition to that, the paper
proposes way to quantify the time as a feature to be used in the training phase
which is shown to affect the network performance.

Keywords: Deep learning � Long Short-Term Memory � Demand forecasting

1 Introduction

The introduction of smart meters technology in recent years have shaped the metering
infrastructure industry providing a smart, efficient and regular monitoring of energy
consumption. Smart meters have been deployed in almost all residential and industrial
applications around the world and in Australia giving the potential for metering
intelligence and analytics [1, 2]. The smart meter usually captures aggregate of energy
consumption in either a 15 or 30 min window creating a historic profile of energy
consumption for each user.

Energy consumption is mainly driven by the energy consumer actions and beha-
viours which are affected by the consumer preferences. Since consumers’ preferences
are likely to change over time, this introduces uncertainties in the daily energy con-
sumption pattern. Other factors influencing energy consumption include economic
situations, climate change, holidays, working days, time periods and social and
behavioural aspect [3]. In addition to that electricity demand is on the rise with
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increased population and introduction of many appliances such as dish washer and
cloth dryer into the household. Another contributor to the increase in energy con-
sumption is climate change which contributes to a spike in energy consumption for
approximately 40 h a year or 0.5% according to a report by Powercor Australia [4].
The supply side may or may not be able to handle the spike in demand if it has not been
properly planned. One way to manage the spike in demand is to increase electrical
assets such as generation, distribution and transmission infrastructure to accommodate
the increase in energy consumption. However this increase in asset is not suitable as the
cost of installing the electrical infrastructure far outweigh the benefits of meeting the
spike in demand as it only happens about 0.5% of the year. Another way of managing
the sudden increase in energy consumption is through energy management strategies
applied at the demand side [5, 6]. In order to properly and effectively manage peak
energy consumption in the short term, an accurate load forecasting is required.

Load forecasting is one of the most important analytics for the smart grid as it
provides a prediction of what would be the likely energy demand in the future with a
margin of error allowing for a timely decision making [7]. The purpose of demand
forecasting depends on the prediction period such as short, medium or long term. Short,
medium and long term forecasting are defined as being less than 1 week, between 1
week to one year and more than one year respectively [8]. Short term forecasting can be
used as an input into demand side management framework to help better addressing
high peak consumption due to specific events such as heat wave or blizzard depending
on the season. Medium term forecasting is mostly used for load scheduling and
maximizing power distribution and transmission asset utilization. Whereas long term
forecasting focuses on identifying time period where the demand will be the lowest to
plan for maintenance or shut down for upgrade. Long term is also used to plan for
upgrading the power network due to a constant and permanent increase in demand that
is not prone to seasonal or daily fluctuations [9].

There are many applications for load forecasting based on statistical and machine
learning technologies that have been developed in the literature [10]; time series and
artificial neural networks are most common techniques for short term and medium term
forecasting [11–13]. Other short term forecasting are based on deep learning Long
Short-Term Memory (LSTM) approach which has been proven in [14, 15] to be
effective compared to traditional approach. LSTM has also been widely used and
proven to be effective in short and medium term forecasting [16, 17].

A recent study by [18] to develop a high precision ANN for load forecasting
(DeepEnergy) conclude that the proposed technique exceeds the traditional LSTM
network in terms of the Mean Absolute Percentage Error (MAPE) for a 3-day ahead
forecast. However in their implementation of LSTM, they did not consider other
features to effectively train the LSTM network. Moreover they used data from two
different months for training and data from a third month for forecasting. This may
affect the prediction accuracy of LSTM as consumption can be different from one
month to another. In another study conducted by [2] using dynamic neural network to
load forecast which seems to be giving a good accuracy, however similar to the work
by [18], the experiment does not consider other features to improve the accuracy of the
model rather depend solely on the historic energy consumption.
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In this paper we propose a LSTM deep learning to forecast energy demand for
clusters of energy users in the short and medium term. The difference between our
work and the work in the literature is in the way we pre-process the raw data for
training and the use of two more features in addition to the historic energy consumption
to improve the forecasting process. In terms of training the LSTM, most works in the
literature uses past history of time series to forecast future ones, however in this work
we propose a time feature curve to define unique time instance across the week. IN
doing this the data during training can be shuffled to avoid over fitting. The first trial is
to forecast 3-day ahead energy consumption in each month and the second trial is to
forecast 15 days ahead energy consumption in a year. This work is anticipated to be an
important step toward developing a LSTM model to accurately forecast peak energy
consumption in the short and medium term. The model can be used by utilities to
prepare for spike in energy and hence power demand during a heat wave.

2 Research Approach

The approach aims at forecasting a 3-day ahead energy consumption of clusters of
energy users and accurately predicts peak consumption occurring during the 3 days
prediction window. This will allow utilities to take actions to manage the spike in
demand if the forecasted demand is higher than the capacity of the supply side. In
addition to the 3-day ahead prediction, we attempt to forecast 15 days ahead energy
consumption by training the LSTM on larger data. The LSTM we used has the
architecture defined in [3] which consists of 3 gate units namely, input, output and
forget gate to form one memory cell. Gates control the flow of the energy consumption
time series inside the LSTM unit whereas the cell record dependencies between values
of the time series. Each gate uses a sigmoid activation function ФS whereas the cell
state uses hyperbolic tangent activation function ФT.

Given an input time series yt the LSTM has to learn the input weights I, the
recurrent weights R and the bias b where I, R and b are 4-by-1 column vectors with
elements correspond to input, output and forget gate and the cell state. The input i,
forget f and output o gates at time step t are written as:

it ¼ USðIixt þRiht�1 þ biÞ ð1Þ

ft ¼ USðIf xt þRf ht�1 þ bf Þ ð2Þ

ot ¼ USðIoxt þRoht�1 þ boÞ ð3Þ

Where ht−1 is the output of the LSTM cell at the previous time step. Similarly, the
cell state c is written as:

ct ¼ UTðIcxt þRcht�1 þ bcÞ ð4Þ
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At each time step, the LSTM uses the time series to compute ct and ht which are
then fed into a regression layer to predict the time series value. We used the root mean
square error as a metric performance during training.

3 Data Processing

3.1 The Data

The energy consumption of 609 anonymous households in Victoria Australia have
been collected by Power Distribution Company using smart meters every 30 min for a
full year starting from 9 March 2015 and ending on 8 March 2016. The raw dataset
came in 9 files and each file comprised of the energy consumption of all energy
consumers in each period of time. Table 1 presents information on the raw dataset used
for the research.

Combining all data files into one produces a 3-by-10,698,912 matrix where the
first, second and third column corresponds to consumer label, consumption time and
energy consumption respectively. The next step is to pre-process the raw data into a
feature vector for clustering and then forecasting.

3.2 Data Pre-processing and Analysis

We then reorganize the data into an energy consumption matrix A 17520-by-609 where
columns are energy consumptions in ascending order and rows are the energy con-
sumers identification from the dataset. In addition, we create a time column vector
B 17520-by-1 to preserve the time instances corresponding to energy consumption.

Few time instances were missing for some of the energy consumers due to either
collecting the data days earlier compared to other consumers or after. These time
instances were removed from the energy consumption matrix to avoid dealing with
empty cells when training the neural network hence reducing the size of Matrix A to
17496-by-609.

Table 1. Smart meter energy consumption raw data

Data file no. Start date End date Total no. of sample points

9 9-Mar-15 19-Apr-15 1,227,744
1 20-Apr-15 31-May-15 1,227,744
2 1-Jun-15 11-Jul-15 1,198,512
3 12-Jul-15 22-Aug-15 1,227,744
4 23-Aug-15 2-Oct-15 1,198,512
5 3-Oct-15 14-Nov-15 1,256,976
6 15-Nov-15 27-Dec-15 1,256,976
8 28-Dec-15 6-Feb-16 1,198,512
7 7-Feb-16 8-Mar-16 906,192
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3.3 Clustering

Forecasting the load of individual energy consumer is often impracticable in residential
sector as each consumer contributes a small proportion to the loading of the transformer
or the connection point unless the consumer is a large industrial load which can be
treated separately. As a result we employ a metric to cluster the dataset into optimal
number of clustering thus reducing the number of loads into manageable time series for
forecasting. The metric is based on the eigenvalues of the correlation matrix between
the clusters. We use self-organizing maps to group energy consumers from 2 to n
clusters and deduce a cluster’s representative profile by taking the mean of all energy
consumption profiles within the cluster. We then use the metric to decide whether the
number of clusters is optimal or not. We found that the optimal number of clusters for
this dataset is 4 clusters which are plotted in Fig. 1. The clustering technique is dis-
cussed in another paper and is outside the scope of this work.

3.4 Features Definition

We have identified three features that affect the forecast error and improve predications
namely; historic energy consumption, daily temperature and time of day. Historic
energy consumption provides insight into how much energy is being used in a day in
each month at specific time of the days. This allows the forecast model to learn from
historic consumption to predict future ones.

Fig. 1. Representative cluster consumption profile of 609 energy consumers within the dataset
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The daily temperature affects the consumer behavior to use less or more energy
depending on how hot or cold the weather is at a specific time instance. Temperatures
in the range of 19 to 25 °C are comfortable temperature that would unlikely to influ-
ence the energy consumption; however any temperature higher or lower than the
comfortable temperature range would likely to influence the energy consumption.
Figure 2a shows a typical plot of a temperature profile across the day and Fig. 3 shows
how the clusters energy consumption change during a hot day when the temperature is
higher than the comfortable temperature compared to a normal day. This is evident
from the energy consumption range of 0.1 to 1.2 kWh in Fig. 3a during a hot day
compared to the energy consumption range of 0.1 to 0.35 kWh during a normal day in
Fig. 3c.

Time affects energy consumer as it represents the instance when a specific energy is
consumed. This is usually different for each consumer as the consumption will be
affected by daily behavior such as scheduling of regular loads such laundry, dish
washing, TV and other electronics devices. Another factor that impact consumption on
different is whether the house become non-occupant during a certain time of the day
where parent are at work and children at school. This can change from one family to
another. The day of the week is also important as the consumer behavior is likely to be
different on weekdays compared to weekends. As a result it is vital to propose a time
feature where each time instances in a 7 day is unique and each day in a week is unique
as week. We construct the feature vector from the time instances where each day is
given a number from 1 to 7, where 2–6 represent weekdays and 1 and 7 represent
weekends, and each 30-min interval in the day is given a number from 1 to 48 where
corresponds to 00:00 and 48 corresponds to 23:00. The time instance then becomes a
factor of day and time by appending the time number to the end of the day number. For
example, 8:00 am on Tuesday is written as 318 where 3 corresponds to Tuesday and 18
corresponds to 8:00am. We then divide this number by the highest value which is 748
corresponding to Saturday at 23:00 or 11:30 pm to get a time feature value between 0
and 1. Figure 2b is a plot of the time feature profile across the week.

Fig. 2. (a) Temperature profile in °C across the day for 0 March 2015; (b) Time feature profile
to across the week giving each 30-min time instance a unique number
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4 Experimental Results

We conducted the simulation over three experiments where each experiment tests
different hypothesis. The first experiment tests the effectiveness of LSTM short-term
forecasting capabilities by comparing performance error of 3-day ahead forecasts for
cluster 1 across different months of the year using the historic energy consumption
along with either the temperature or the time feature and by using all three features
together. The second experiment uses both time and temperature features to forecast
energy consumption for clusters 2, 3 and 4 and third experiment aims to forecast 15
days ahead in a year. In all cases the dataset is divided into a ratio of 70, 10 and 10 for
training, validation and testing respectively. In the case of 3-day ahead forecasts the

Fig. 3. (a) Clusters energy consumption on a hot day; (b) The temperature across the day for 13
January 2016; (c) Clusters energy consumption on a normal day; (d) The temperature across the
day for 16 October 2015 unique number
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dataset corresponds to daily consumptions in each month, however in the case of 15
days ahead forecast the dataset corresponds to the daily consumption for the entire
year.

4.1 Experiment 1–3-Day Ahead Forecast (2/3 Features)

We use both the MAPE and the RMSE in testing the performance of the LSTM which
is depicted in Fig. 4. It can be seen from the figure that the lowest error in terms of
MAPE is achieved by the 3 features forecast in October (Fig. 4a) and the lowest error
in terms of RMSE is achieved by the 2 features (temperature feature) forecast in April
(Fig. 4b). On average the 3 features forecast across all months is about 5% in terms of
MAPE and 5.2% in terms of RMSE. While the average RMSE for 2 features forecast
scored slightly lower (less than 0.5%) than the 3 features however the average MAPE
for the 3 features is considerably lower (2%) than 2 features.

Figure 5 shows the 3-day ahead energy consumption forecasts for April, June,
March and November. It can be observed from March forecasts that none of the
features used for training were able to accurately predict the second and the third peak
consumption. This can be attributed to March raw data being from two different years
as shown in Table 1. However the intensities of the peak consumptions in April, June
and November are forecasted with acceptable accuracy. Overall the forecasts using the
three features are more accurate compared with two features.

Fig. 4. The mean absolute percentage error (a) and the root mean square error (b) for 3-day
ahead prediction for LSTM in each month and the average MAPE across all months for 2 and 3
features
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4.2 Experiment 2–3-Day Ahead Forecast (3 Features on 3 Remaining
Clusters)

In this experiment we use the monthly energy consumption from the dataset to train the
LSTM to forecast 3-day ahead for the remaining three clusters and using the 3 features
defined in previous section. Figure 6 shows the forecast energy consumption compared
with the actual. It can be observed from the figure that the September peak con-
sumption forecast for cluster 4 is the most accurate compared with other clusters in the
same month. This may be attributed to fewer variations in the energy consumption
across the day for cluster 4. In comparison cluster 2 has more variations across the day
and has almost two recorded peak consumptions across the day resulting in higher
forecasting error. Overall, the proposed methodology, features and LSTM architecture
can be used to accurately forecast 3-day ahead energy consumption of various pattern
or shape.

Fig. 5. 3-day ahead forecasts for 2 and 3 features in the months of March (a), April (b), June
(c) and November (d)
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4.3 Experiment 3–15-Day Ahead Forecast (3 Features)

In this experiment we use the energy consumption for the whole year to train the LSTM
to forecast 15-day ahead energy demand. Figure 7 depicts the forecast energy con-
sumption compared with the actual consumption for cluster 4. It can be noted from the

Fig. 6. 3-day ahead forecasts using 3 features in the months of February and September for
cluster 2 (a) and (b), cluster 3 (c) and (d) and cluster 4 (e) and (f)
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figure that the energy consumption is forecasted with acceptable forecasting error of
3.7624% and 3.61% in terms of MAPE and RMSE respectively. A 15 days ahead
prediction can very useful for utilities to determine whether peak consumption is likely
to occur during the 15 days so they can plan for it accordingly.

5 Conclusion and Future Work

This work focuses at the potential of using deep learning LSTM to forecast 3 and 15
days ahead energy demand of different load profiles. The outcome of the research
suggests that LSTM is a strong architecture for both short and medium term fore-
casting. We have also shown that defining effective features improve the forecasting
model. As load and energy demand is critical for demand side management, this work
can provide utilities with the needed information to make decision on how to better
manage peak energy demand with an error of 3.15%. As future works, we plan to
improve the LSTM forecasting in short term and accurately forecast 3-month ahead by
tweaking the existing architecture as well as develop LSTM deep learning network for
long term forecasting.

Fig. 7. 15 days ahead energy consumption forecast for cluster 4 with MAPE of 3.7624% and
RMSE of 3.61%
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Abstract. Large scale cooling installations usually have high energy
consumption and fluctuating power demands. There are several ways to
control energy consumption and power requirements through intelligent
energy and power management, such as utilizing excess heat, thermal
energy storage and local renewable energy sources. Intelligent energy and
power management in an operational setting is only possible if the time-
varying performance of the individual components of the energy system
is known. This paper presents an approach to model the compressors
in an industrial, operational two-stage cooling system, with CO2 as the
working fluid, located in an advanced food distribution warehouse in
Norway. An artificial neural network is adopted to model the compressors
using the operational data. The model is trained with cooling medium
evaporation and condensation temperature, suction gas temperature and
compressor operating frequency, and outputs electrical power load and
cooling load. The best results are found by using a single hidden layer
with 45 hidden neurons and a hyperbolic tangent activation function
trained with the Adam optimizer, with a resulting mean squared error as
low as 0.08% for both the training and validation data sets. The trained
model will be part of a system implemented in a real-world setting to
determine the cooling load, compressor power load, and coefficient of
performance. An intelligent energy management system will utilize the
model for energy and power optimization of the cooling system by storing
energy in a thermal energy storage, using predictions of energy demand
and cooling system performance.
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1 Introduction

It is complex to design and operate an efficient building energy system that incor-
porates multiple elements of new and emerging technologies [7]. The increase in
building-integrated intermittent renewable energy production, local energy stor-
age, and micro-grid solutions provides the building operator with a multitude
of options in choosing the optimal operational mode of all the components at
any given time. Implementation of an Intelligent Energy Management System
(IEMS) is one way to automate this decision-making process in order to reduce
the total energy cost for a building [2,12–15]. An IEMS can be tasked to pre-
dict short- and long-term energy demand and local energy production in order
to continuously design an optimal schedule for all energy storage options, while
also considering energy price fluctuations and peak power tariffs.

For the heating and cooling demands, heat pumps and Cooling Systems (CS)
are widely accepted as an efficient way to produce thermal energy, with con-
tinual improvements being made to maximize efficiency [3]. In technologically
advanced food distribution warehouses, large scale CS represent a large part
of the buildings total energy demand. Changing operating conditions, such as
weather (including ambient temperature), flow of goods and building occupant
behaviour, will continuously impact CS performance [3,11]. This is especially
true for more environmentally friendly working fluids, such as CO2, that have
made their relatively recent re-entry into the field of refrigeration technology
[8,9,11]. CO2-based large scale multi-stage cooling systems are becoming com-
mon as natural refrigerants with low global warming potential and ozone deple-
tion potential replace synthetic refrigerants. One way to increase the efficiency of
these systems during operation is to produce thermal energy (heating or cooling)
at the most ideal operating conditions and store the energy in a thermal energy
storage (TES) for later use [1,10]. This requires an IEMS that is given accurate
energy measurements and individual system performance data. For the CS, this
includes cooling load which requires working fluid flow measurement. However,
because accurate CO2 flow measurements are difficult, energy measurement of
cooling demand supplied with CO2 as the working fluid of energy distribution,
typically in warehouses with large cooling and freezing storage areas, is usually
unavailable. Theoretical calculation of system efficiency, or Coefficient of Perfor-
mance (COP), is therefore necessary to determine system performance. However,
industrially sized CS’s are usually unique and built by intellectual property (IP)
protected components that limit the system owner and operators options for
continual performance evaluation. In many cases, system performance at given
operating conditions can only be calculated by the supplier using a proprietary
model, but the details of the model itself are not shared. Therefore, openly avail-
able alternatives are necessary in order to model the system for performance
evaluation purposes to provide reliable input to an IEMS.

In this work, we use an Artificial Neural Network (ANN) to model the freezing
stage compressors of an industrial and operational two-stage CO2-based CS.
ANNs have already shown promising results in performance prediction modelling
of heat pump technology [5], but in [5] the training data set consisted of a
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very limited amount of measurements in an experimental setting, where thermal
energy and electrical energy input could be measured.

ANNs have the ability to approximate both simple and complex unknown
functions that fit the underlying data. Therefore, we apply ANNs on data gen-
erated by an openly available online compressor calculation model. The aim
is for the ANN to learn the underlying patterns within the data. With ANNs
trained on compressor calculation data, the need for extensive knowledge and
understanding of refrigeration technology is less critical in development of the
model. This is key when it comes to ease of implementation and scalability in real
world applications where every system has its own unique aspects that must be
taken into account. Since the ANN model is built on freely available information,
there is no need to access IP protected empirical data or algorithms, allowing
the model to be designed independently of the compressor manufacturer. Lastly,
since machine learning models, such as ANNs, can be further trained with new
training examples, the parts of the system that are measurable and observable
can be used to modify the model to adjust for observable deviations between
theory and practice. This fact can also be used to reveal large discrepancies
between expected and real performance that should be further investigated.

The remaining sections of this article are organized as follows. Section 2
presents the case-study energy system and cooling system where the ANN CS
performance model will be applied. The research setup, various ANN designs and
configurations are presented in Sect. 3. Section 4 contains the results and discus-
sion from the various models that were trained. Finally, the article conclusions
and suggested future work are presented in Sect. 5.

2 System Structure and Configuration

The research in this study is based on existing infrastructure and data from a
27,000 m2 technologically advanced warehouse for food storage and distribution,
located in Sandnes, Norway. The warehouse was completed in 2017 and is cur-
rently implementing a commercially available IEMS based on hourly scheduling
that uses various machine learning techniques to optimize energy storage, both
electrochemical in batteries and thermal utilizing an isolated fire sprinkler basin,
for storage of hot or cold water. The IEMS has to predict future electrical and
thermal energy demand in order to come up with an optimal scheduling strat-
egy. The main components of the warehouse energy system is a 1 GWp solar
Photovoltaic power plant (PV), a 460 kWh storage capacity electrochemical li-
ion battery bank with two 100 kW inverters, a 300 m3 water tank for thermal
storage, a CO2-based large scale CS consisting of two identical two-stage cooling
plants and a back-up cooling machine for ventilation air and IT-server cooling,
an electrical boiler and accompanying technical infrastructure (HVAC, Light-
ing etc.). Excess heat from the CS is reclaimed and used to supply the building
with heating energy. An overview of the warehouse temperature zones with their
respective operating temperatures are listed in Table 1, whereas the main com-
ponents of the energy system and their inter-dependencies are visualized in Fig. 1
and listed in Table 2.
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Fig. 1. The case-study warehouse energy system.

Table 1. Warehouse cooling floor area and operating temperatures

Area Size Operating temperature

Warehouse 27,000 m2 −20 °C to +20 °C
Frozen storage area 3,000 m2 −20 °C
Cold storage area 3,600 m2 +2 °C
Cooled shipping area 3,600 m2 +2 °C

Table 2. Energy system components, capacity in [kWp], [kW], [kWh], [m3] and
[kWthermal]

Component Capacity Unit of measurement

PV - solar power plant 1,000 [kWp]

EB - battery bank 460/200 [kWh/kW]

TES - water tank 300 [m3]

CS - cooling system 1,140 [kWth]

Electrical boiler 495 [kW]

The TES is operated as a Cooling Energy Storage (CES) during spring,
summer and fall, and as a Heating Energy Storage (HES) during winter. When
ambient air temperature decreases, cooling demand and thereby available excess
heat is reduced to the point where excess heat is insufficient to meet the heating
energy demand. Therefore, the HES can reduce required heat supply and power
load on the electrical boiler by storing available excess heat from the CS.

For the remainder of the year, the CES is used in one of two ways – to store
excess energy from the PV-plant when production exceeds demand, or to store
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cooling energy produced during optimal operating conditions for the CS. In order
to store excess energy from the PV-plant, the electrical energy is converted to
thermal energy by the CS and stored in the CES as chilled water in a temperature
range between 7 °C and 15 °C. In the evening, when production from the PV-
plant is naturally reduced, the CES is discharged by directly supplying cooling
energy for ventilation air and IT-servers. Alternatively, the CES can be used
to optimize cooling energy production by charging and discharging based on
varying operating conditions, such as current and predicted cooling load, and
current and predicted ambient air temperature.

Fig. 2. The case-study cooling system as visualized in the building management system,
courtesy of IWMAC. Freezing compressors and CO2 distribution to evaporators roughly
outlined in the red dashed box, ANN model input values marked in bold (CF in %).
(Color figure online)

For the IEMS to make the optimal choice of operating mode for the TES,
the performance of the CS must be evaluated both at current and future oper-
ating conditions. In this work, ANN models for theoretical calculation of cooling
load and compressor power consumption based on available compressor data is
explored. The models have been developed for the three identical semi-hermetic
reciprocating sub-critical compressors, denoted FM1, FM2 and FM3 within the
red dashed box in Fig. 2, but the whole CS will be modelled in future work.

Compressor performance calculation data for the 4CSL-12K compressors was
collected from the website of the manufacturer, Bitzer™. Theoretical values were
calculated using the following given equation (according to EN12900):
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y = c1 + c2to + c3tc + c4t
2
o + c5totc + c6t

2
c + c7t

3
o + c8tct

2
o + c9tot

2
c + c10t

3
c (1)

In Eq. (1), to is the evaporating temperature and tc is the condensing temper-
ature. c1 to c10 are constants that are given based on the selected suction gas
temperature (SGT), compressor frequency (CF) and subcooling temperature.
Four different sets of constants are given that are used to calculate either cool-
ing capacity Q, power input P, current I or mass flow, represented as y in Eq. (1),
for the compressor within its defined and given operating range. Constants for
Q and P only were collected in 5◦ steps, from −30 °C to −5 °C for suction gas
temperature, and for 5 Hz steps from 70 Hz to 30 Hz for compressor frequency.
Since the subcooling temperature was unknown at the time of data extraction,
it was set to 2 °K as a reasonable average value provided by the cooling system
supplier. A total number of 96 rows of 10 constants were collected and labeled
with suction gas temperature and compressor frequency, as well as the com-
pressor evaporation and condensation range at the given operating conditions.
Finally, P [kW] and Q [kWth] were calculated using integers for the compressor
evaporation and condensation range, resulting in a data set of approximately
30 000 example values. The COP of the compressor can then calculated by
Eq. (2).

COP =
Q

P
(2)

3 ANN Approach Design and Configurations

Clearly, from Eq. (1), we understand that the function of the output is in a
polynomial form. Although the functions between the inputs and the parameters
ci, ∀i ∈ 1, 2, ..10 are unknown, Eq. (1) provides important information which can
be considered as an indicator of the overall hidden function that our ANN model
is approximating. To approach a function that has polynomial features as the
overall trend, we believe that a simple ANN with sigmoidal activition functions
in the hidden layer is most probably sufficient [4]. Therefore, instead of applying
modern deep learning techniques, we start with a neural network structure with
one hidden layer (HL) and gradually increase the number of layers and neurons
to observe the learning behavior and efficiency. Fully connected ANNs, as shown
in Fig. 3 with single and multiple HLs with nonlinear activation functions were
trained to predict P and Q by forward propagating data from the input neurons
To, Tc, SGT and CF through the HLs as shown in Fig. 3. Hyperbolic tangent
Eq. (3) (Tanh), tangent sigmoid Eq. (4) (Tansig) from [5], rectified linear unit
Eq. (5) (ReLU) and sigmoid Eq. (6) activation functions were tried. Since the
Tansig function used in [5] is exponential, the ReLU function was also attempted.
An Adam optimizer [6] was used to train the networks until convergence using
the Keras early-stop function. During training, the training data set was divided
into batches of 100 examples so that the trainable model parameters could be
updated after each batch. Mean Squared Error (MSE), and Root Mean Squared
Error (RMSE) for a single model, were used as loss functions and model accuracy
metrics.
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Tanh =
ez − e−z

ez + e−z
(3)

Tansig =
2

(1 + e−2z) − 1
(4)

ReLU = max(0, z) (5)

Sigmoid =
ez

1 + ez
(6)

Fig. 3. Fully connected ANN with four neurons in the input layer and two neurons in
the output layer.

The models were programmed in Python 3.6 and the Keras library. Several
network configurations were tested by changing the amount of HLs, the amount
of neurons and the corresponding activation functions in each HL. Input values
were normalized by subtracting the mean and normalizing the variance using
Eqs. ( 7)–(10). The calculated values of μ and σ2 for the training data set {Xi}
were also applied to the validation data set using Eqs. ( 8) and (10).

μ =
1
m

m∑

i=1

Xi (7)

X
(μ)
i = Xi − μ (8)

σ2 =
1
m
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(
X

(μ)
i

)2
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X
(σ2)
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(μ)
i

σ2
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Table 3. Results - One hidden layer ANN.

Activation-loss-neurons Training epochs Training loss Validation loss

Tanh-MSE-7 6,184 0.008790 0.008639

Tanh-MSE-10 5,202 0.002355 0.002236

Tanh-MSE-15 4,029 0.001065 0.001047

Tanh-MSE-20 3,242 0.000644 0.000708

Tanh-MSE-25 2,398 0.000558 0.000554

Tanh-MSE-30 2,271 0.000530 0.000518

Tanh-MSE-35 2,620 0.000411 0.000379

Tanh-MSE-40 3,404 0.000367 0.000361

Tanh-MSE-45 2,868 0.000291 0.000273

Tanh-MSE-50 2,987 0.000319 0.000456

Tanh-MSE-55 2,742 0.000297 0.000294

Tanh-MSE-60 3,616 0.000326 0.000309

Table 4. Results - Two hidden layers ANN.

Activation-loss-neurons-HL Training epochs Training loss Validation loss

Tanh-MSE-5-2 2,010 0.008039 0.008952

Tanh-MSE-7-2 1,602 0.002343 0.002125

Tanh-MSE-10-2 1,641 0.001450 0.001293

Tanh-MSE-15-2 1,076 0.000880 0.000721

Tanh-MSE-20-2 1,127 0.000762 0.000945

Tanh-MSE-25-2 1,561 0.000483 0.000730

Tanh-MSE-30-2 712 0.000809 0.000797

Tanh-MSE-35-2 683 0.000675 0.000480

Tanh-MSE-40-2 828 0.000632 0.000415

Tanh-MSE-45-2 1,074 0.000541 0.0030

Tanh-MSE-50-2 879 0.000639 0.0013

4 Results and Discussion

The data set consists of 29,408 values, divided randomly into a training and
validation data set using a 90/10 split. The results for single HL models with a
hyperbolic tangent (Eq. (3)) activation function are listed in Table 3.

A single HL model with 45 neurons in the HL (Tanh-MSE-45) outperformed
all multiple hidden layer models in all tested configurations. This includes models
with multiple hidden layers, with both different and identical activation functions
across the hidden layers. This result is logical based on the expected polynomial
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shape of the hidden ground-truth function. The system complexity is limited,
and therefore does not require too many neurons in the hidden layer, as shown
in Fig. 4.

For the single layer models, there was little difference between training and
validation error. In contrast, multiple layer models tended towards a higher val-
idation error as well as bigger differences between training and validation, as
exemplified in Fig. 5, which is a sign of overfitting the training data. The mul-
tiple layer models also tended towards larger variations in loss between every
update of the trainable parameters, which is to be expected since there are
more parameters being updated after every training batch. This can be clearly
observed in Fig. 4 and in Fig. 5 where the fluctuations increase with the amount
of trainable parameters. This effect could perhaps be mitigated by tuning train-
ing parameters, but because the expected complexity of the hidden function is
limited we do not believe that accuracy can be improved by adding more hidden
layers. This assumption is supported by the results.

Table 5. Results - One seven neuron hidden layer ANN with different activation and
loss functions, and the best performing SVR model.

Model Training epochs Training loss (as MSE) Validation loss

Tanh-MSE-7 6,184 0.0088 0.0086

Tansig-RMSE-7 1,763 0.0110 0.0106

Sig-MSE-7 21,043 0.0083 0.0079

ReLU-MSE-7 606 1.1444 1.1697

SVR-C1e10-RBF - 0.0095 0.0094

Fig. 4. Training loss comparison of the
training error between Tanh-MSE-7,
Tanh-MSE-45 and Tanh-MSE-45-2HL.

Fig. 5. Training loss comparison of the
training and validation error between
Tanh-MSE-45 and Tanh-MSE-25-3HL.
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Fig. 6. Training loss comparison of the
training error between different activa-
tion functions for single HL, seven neu-
ron models.

Fig. 7. Training loss comparison of
the training error between the best
performing models with one (Tanh-
MSE-45), two (Tanh-MSE-25-2HL and
Tanh-ReLU-MSE-25-2HL using tanh
for the first HL and ReLU for the sec-
ond) or three HL (Tanh-MSE-25-3HL).

An ANN close to the best performing ANN in [5](Tansig-RMSE-7 in Table 5)
was also trained in order to compare result accuracy with the most similar
study found. The architecture of this network consists of a single HL with seven
neurons and input values normalized to values between zero and one, using a
tangent sigmoid activation function (Eq. (4)) and an RMSE loss function. One
HL, seven hidden neuron models were also trained using sigmoid (Eq. (6)) and
ReLU (Eq. (5)) activation functions. The tangent sigmoid model converges most
quickly among the tested activations, but fluctuates significantly between every
batch update. The sigmoid activation is the slowest to converge, but achieves
the lowest MSE by a very small margin. This could be explained by the random
initiation of parameters and we were not able to duplicate this result multiple
times. Several Support Vector Regression (SVR) models were also trained with
Sci Kit, using linear, polynomial and gaussian kernels. The best performing SVR,
using a very large value for C and the gaussian kernel function is also included
in Table 5. Finally, a single HL 7 neuron model using the hyperbolic tangent
activation function (Eq. (3)) was trained and yielded the best results, within a
reasonable amount of training time, as shown in Table 5 and Fig. 6 which show
the comparison of different activation functions. The best performing SVR model
result is included in Table 5. The result for the Tanh activation was achievable
on multiple training sessions, indicating that the Tanh activation function is a
reasonable fit for the training and validation data.

For models with two HL using the hyperbolic tangent (Eq. (3)) activation
function, results are displayed in Table 4. None of these models outperformed the
Tanh-MSE-45 ANN, but the comparison of training error in Fig. 7 show that the
more complex two HL models converge and improve more quickly than the single
layer models. This is expected since the amount of trainable parameters increases
drastically once extra layers are added, but the fast learning rate quickly abates
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and results in fluctuating, indicating that the models are too complex for the
underlying data.

Finally, to examine how the Tanh-MSE-45 model performs on completely new
data, some example calculations with Bitzer™ software were done using input
data that fall in between the values that were used to generate the training and
validation data sets. Specifically, instead of 5 °C steps for SGT ∈ −30,−25, .. − 5,
the values −12.5, −17.5 and −22.5 were used. Similarly, values for CF were set
to 67, 63, 47, 43, 37 and 33. Table 6 show these results as well as % Squared
Error (SE).

Table 6. Results - Tanh-MSE-45 model output compared with calculations done with
software from Bitzer™.

to/tc SGT CF P Bitzer™ P Tanh-MSE-45 Q Bitzer™ Q Tanh-MSE-45 % SE

−35/−5 −12.5 67 13.24 13.25 52.7 52.6 0.03

−35/−5 −12.5 63 12.30 12.30 49.5 49.4 0.04

−35/−5 −17.5 47 8.95 8.96 36.7 36.6 0.03

−35/−5 −17.5 43 8.21 8.22 33.4 33.3 0.08

−35/−5 −22.5 37 7.18 7.18 28.6 28.6 0.01

−35/−5 −22.5 33 6.54 6.54 25.2 25.2 0.01

5 Conclusion

With a resulting MSE of 0.08%, we conclusively show that using an ANN to
model the compressors in a cooling system is a valid approach that allows quick
and quite accurate calculations of cooling load and compressor power. The com-
pressor COP at the given operating conditions can then be calculated. The best
result was achieved using a single HL ANN with a hyperbolic tangent activa-
tion function. The model was trained with a MSE loss function using the Adam
optimizer. For this approach to be valuable to an IEMS, the transcritical com-
pressors that interact directly with TES must also be modelled so that the full
system performance can be calculated. For best use of the TES as a HES during
winter, the maximal available and reclaimable heat must also be determined.
The trained model will be part of a full CS model adopted in a real-world set-
ting and used to determine the cooling load, compressor power load and COP
as input to an IEMS for optimization purposes.
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Abstract. Industry is changing rapidly under industry 4.0. The manufacturing
process and its cyber-physical systems (CPSs) produce large amounts of data
with many relationships and dependencies in the data. Outlier detection and
problem solving is difficult in such an environment. We present an unsupervised
outlier detection method to find outliers in temporal spatial log data without
domain-specific knowledge. Our method is evaluated with real-world unlabeled
CPS log data extracted from a quality glass inspection machine used in pro-
duction. As a measurement metric for success, we set reasonable outlier areas in
cooperation with a domain expert. Using our proposed method, we were able to
find all known outlier areas. In addition, we found outliers that were not pre-
viously known and have been verified as outliers by a domain expert ex post.

Keywords: Autoencoder � Cyber-physical system � Outlier detection �
Temporal � Spatial � Log data

1 Introduction

Cyber-physical systems (CPSs) use in industry is on the rise [1]. CPSs consist of both
physical components, e.g. sensors, and cyber components, e.g. measurement software
[2]. Each component may produce a massive amounts of log data [3], while also using
different log schemas. Log data used in this paper was extracted from a quality glass
inspection machine in production within a smart factory environment. Error detection
and problem solving in such an environment is a time-consuming task [2–5]. Log
schema evolution may even increase diversity.

An automatic outlier detection approach that can mark an outlier in log data can
mitigate complexity and speed up problem solving. Supervised machine learning
approaches are inappropriate due the lack of labelled log data. We apply an unsu-
pervised autoencoder approach to find outliers in temporal spatial log data. Autoen-
coders are neural networks, that compress and decompress data using functions that are
learned automatically from examples [6], in our case log data. Unsupervised outlier
detection methods rely on the fact that outliers are only a small portion of the entire
data [7]. This fact can be exploited within the autoencoder neural network. The more
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examples of the same type of log data, the better the compression and
decompression/reconstruction of the log data will be. As the result, the reconstruction
error between input and output of the neural network will be higher in case of an
outlier.

We have successfully used an autoencoder approach for automatically detecting
outliers in the quality inspection machine environment without any domain-specific
knowledge. For this, we employed the mean squared error (MSE) function between the
input and output of the autoencoder network to find outliers in the temporal spatial log
data. The log data with the greatest MSE has been considered as a potential outlier.
With our method, we were able to mark multiple outlier in the provided log data, which
have been verified as outliers by a domain expert ex post.

The remainder of this paper is structured as follows. Section 2 introduces a review
of the related work done in outlier detection with autoencoders and within CPSs. In
Sect. 3 we present our autoencoder approach to find outliers in temporal spatial log
data. In Sect. 4 we outline our setup and evaluate our empirical results. Finally, we
conclude our work and point to future work.

2 Related Work

Outlier detection has been extensively studied by the research community and pub-
lished in comparative books and surveys [7–10]. In this paper, we focus on unsuper-
vised outlier detection in CPSs, especially on outlier detection techniques based on
autoencoders that are feasible on log data. As Chen et al. [11] recently stated,
autoencoders are appropriate for finding outliers. Several challenges within a CPS
environment exist that make outlier detection difficult. Two major challenges are the
mixed log data [2] and the highly dimensional feature space [2, 12].

Mixed data consists of numerical, categorical, and temporal attributes [8]. Harada
et al. [2] leverage this difficulty by pre-processing the log data of the CPS to enable
their proposed Local Outlier Factor (LOF) to process the data. We are aware of mixed
data difficulty and pre-process the log data to train an autoencoder neural network. We
took the autoencoder approach to face the second challenge, because an autoencoder is
able to identify high level correlations in features [6, 13]. Our approach is able to detect
outliers using a threshold on reconstruction error [11]. One of the first who applied
autoencoder approaches on event log data was Nolle et al. [14]. Nolle et al. [14] used
an autoencoder on an artificially generated business process event dataset (*50.000
events) to separate normal traces of data from anomalous ones using a threshold. We
apply our autoencoder approach to a different domain, using a different autoencoder
configuration and a real-world dataset (*1.2 mio. log lines). However, we facilitate the
idea of a threshold on the reconstruction error to classify outliers, as shown in [11, 14,
15], and test this approach on a real-world setting.
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3 Background

An autoencoder is a neural network that transforms high-dimensional data into low-
dimensional data and vice versa [6]. Furthermore, an autoencoder is able to identify
high level correlations in features of given inputs [6, 13], which is particularly useful in
a temporal spatial log data. Through the identification of high level features by its own,
an autoencoder neural network can be used on non-labelled data without any domain
specific knowledge. The autoencoder is trained by minimizing the reconstruction error
between input and output data. The more often a pattern in input data exists the minor
will be the reconstruction error [11, 15].

Figure 1 shows an autoencoder neuronal network. An autoencoder consists of an
encoder neural network and reverse symmetric decoder neural network [6]. Therefore,
the autoencoder keeps the dimension of the input data. An autoencoder can be rep-
resented by following function:

f1:X ! bX ð1Þ

The autoencoder function (1) reconstructs the input from an unlabeled dataset

X ¼ fVi 2 WDxTg, where Vi ¼ fv tð Þ
i 2 WdgTt¼1 represents in our case, a multidimen-

sional log line of length d 2 D at Time t and over a Set W ¼ d1; d2; . . .; dnjf
d 2 R _ d 2 K _ d 2 Lg. The log line consists of numerical values R, messages from
a language L, and categorical values K �L. The output domain bX is probabilistic, not
exact, reconstruction of the input domain X. The MSE function that will be minimized
in order to maximize reconstruction quality is:

f2:
1
n

Xn

i¼1
ðVi � f1ðVi; hÞÞ2 ð2Þ

where f1ð�; hÞ denotes the prediction bX of the autoencoder f1 using input log line Vi.

Fig. 1. Autoencoder neural network [16]
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4 Our Approach

We explain our approach in four steps. Starting with a definition of our problem
domain and the possible outliers that can appear in the environment. Next, we describe
our autoencoder configuration and data strategy for training. Finally, we explain our
promising outlier detection approach based upon the autoencoder.

4.1 Possible Outliers

In a CPS environment the following correlations appear that can contain outliers: time
correlation, spatial correlation and functional correlation [17]. Possible outliers within
these correlations can be mapped onto the following classes [7, 9]: point outliers,
contextual outliers, collective outliers, and pattern outliers. In this paper we are not
further considering contextual outliers, because we are not able to detect these kinds of
outliers within our inspection machine setting with unlabeled data.

Point Outliers. A point outlier is an anomalous data point that differs from a group of
points [7]. E.g. all points of set X can be grouped through a property d, so
Xi ¼ d 2 xif g. Therefore, a point xi with d 62 xi is an outlier.

Collective Outliers. A collection of points within the data set, that can be seen as
outliers [7]. Either the data points are defined outliers by occurrence or data properties.

Pattern Outliers. A function with known shape exhibits a pattern that can be used to
identify outliers [9]. E.g. A log event stream exits with events ¼ fe1; e2; e3. . .;
e1; e2; e3g, if an event e4 occur within the pattern e.g. events ¼ fe1; e4; e2; e3g a
pattern outlier exists.

4.2 Dataset Preparation

Our dataset is already defined as a matrix WDxT . Each log line consists of timestamps,
messages, categorical values and numerical values. According to our definition of Set
W we are in need of different strategies for different data values, in order to compute
the MSE value of each log line. We state the following conversion rules (3):

Temporal Values. We use temporal values to set the order of the sequence within
WDxT . After sorting, the timestamps get deleted to reduce the feature space.

Categorical Values. We vectorize all categorical values using one-hot encoding [18].
The encoding process enlarges the spatial size of each log line for each categorical value
found in the log data. For log lines with a high number of categorical values, another
encoding should be chosen, such as a lower dimensional target embedding [19].

Numerical Values. All numerical values get scaled between zero and one, so scaled
values will not collide with the vectorized categorical values and achieve balanced
inweights between categorical and numerical values.
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Messages. Each message gets automatically generated by software to ensure human
readability and interpretability of each log line. For the purpose of deduplication of
information, we prune the messages.

4.3 Autoencoder Configuration and Training Phase

We configured our autoencoder to fit the feature space of a log line. Our dataset
consists of over 1.2 million log lines covering 2 weeks of operation with 183 values per
log line. After the conversion all values are numerical and none of them are undefined.

As a result, the autoencoder has 183 input neurons and inverse output neurons (see
Fig. 2). We employ one hidden layer with 12 neurons between input and output layer.
All neurons get initialized by Xavier uniform initializer algorithm [20]. The uniform
distribution for weights being in range ½�x; x�, where x is defined as follows per
neuron:

x ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

6:
ðfan inþ fan outÞ

s
ð3Þ

The initializer (3) was chosen after successful field trails. We choose Rectified
Linear Unit (ReLU) as the activation function for the encoding layer. ReLU is defined
as follows [21]:

f xð Þ ¼ max 0; xð Þ ð4Þ

Furthermore, we use the logistic function, a sigmoid function, as the activation
function for the output layer. The logistic function is defined as follows:

Fig. 2. Autoencoder configuration
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r xð Þ ¼ ex

1þ ex
ð5Þ

This combination of activation functions achieved a good performance [11]. In
addition, we employ the Adam optimizer [22] and use the proposed MSE function (see
Eq. 2) as loss function. The autoencoder is trained per log line in 50 epochs with a
batch size of 256 shuffled samples. Through training per log line the autoencoder will
learn correlations between values, the range of values within columns and the temporal
aspect through the order of log lines. After the training phase, we can use the
autoencoder in our outlier detection algorithm.

4.4 Outlier Detection Method

Our outlier detection method is based on our already trained autoencoder neural net-
work. Now, we use the autoencoder on all new log lines and predict an output. The
output will differ more, be less correct, the less of the same data exists in training data.
The hypothesis that outliers are only a minor portion of the training data help in this
situation to predict outliers. We apply the MSE function between input and output, the
higher the MSE, the higher the probability of an outlier, because the difference in
output is caused by the minor training data. For our method we are in need of a domain
expert to set a reasonable threshold in order to classify most outliers correct and
produce less false-positives. In the following we describe our method in detail using
pseudo-code (see Fig. 3).

Each log line gets extracted (vi), transformed ðDxiÞ and used as input for the
autoencoder. Furthermore, the encoded log line ðDeiÞ is used to reproduce the input
ðDdiÞ. In addition, the MSE function is applied to Dxi and Ddi. As a result, the Dmsei

Fig. 3. Outlier detection method
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can compared to threshold t. Everything larger than the threshold is considered as an
outlier. Threshold t is defined using field trails with a domain expert knowing the CPS
environment and reasonable outlier shapes in advance.

In order to suit other cases of log data, e.g. more columns, the autoencoder con-
figuration for the input and output neurons must be adapted to the new column size.
After the adaptation, the autoencoder needs to be trained on the new log data. Suc-
ceeding this process, it is again possible to use our proposed outlier detection method
(see Fig. 3), the only change that has to be done is to set a new reasonable threshold.

5 Experiments and Results

We present our experimental results in this section. The experiments are done without
any domain-specific knowledge. In order to verify our results on unlabeled log data, we
conducted an interview with a domain expert ex ante.

The presented log data was captured on a glass inspection machine in production.
A conveyor delivers a thin glass layer towards the glass inspection machine, which
detects glass defects and rates material quality. A glass inspection machine consists of
cameras, lights, multiple sensors, hardware and software modules, which produce log
data. Figures 4 and 5 show the log files, after the dataset preparation step is done (see
Sect. 4.2).

Fig. 4. Log-plotting: two weeks of operation
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In Fig. 4, the reasonable outliers areas [M1-3] correspond with a change of
material, through a new glass layer. M1-3 are marked cyan in Fig. 4. Figure 4 repre-
sents the converted log data in a single chart. All 183 columns are shifted along y axes
to separate the graphs and enable manual visual recognition of peaks in log data.
A portion of this data is used for training the autoencoder neural network.

In the marked areas [M1-3] the material had changed during operation and the
inspection machine had to recalibrate its algorithms. Also, the peaks in the marked
areas in Fig. 4 can be seen and detected by hand. Those outliers appear if something as
small as the thickness of the inspected layer changed. As a test-case, our algorithm has
to detect the three marked areas. The domain expert is interested in all outliers that can
be detected in addition.

We present our results in Fig. 5. Outliers, that exceed the threshold (see Fig. 3), are
marked in red. We name the outliers from left to right in order [O1-7]. Our proposed
algorithm (see Fig. 3) is able to find the aforementioned peaks in log data, which
correspond to changes of material. In addition, our algorithm has found even more
outliers that a domain expert would not consider as outliers ex ante, which were
verified as outliers ex post. Outliers O3, O6-7 match the marked areas, therefore our
algorithm passed the test-case.

Fig. 5. Log-plotting: outliers detected (Color figure online)
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Outliers O1-2 and O4-5 represent outliers that were unknown upfront. O1 and O4
were identified as a slight change of thickness in the inspection layer ex post and are
valid outliers. O2 and O5 appear out of order and not directly connected physical visual
outliers. A possible explanation is, that O2 and O5 can be seen as indicators for the
marked outlier areas M1 and M2. This remains unverified for the moment, a study on
more log data is planned.

Through the automatic outlier detection process we are able to mark outliers in log
data. The marked log line can be mapped backwards to the original log line, which
includes the timestamp. Therefore, the expert is enabled to do a more in-depth analysis
of the log data around that timestamp. So, our method mitigate complexity and speed
up problem solving.

6 Conclusion and Future Work

In this paper we presented an outlier detection method for temporal spatial log data that
can be used without domain-specific knowledge. We present conversion rules that can
be applied to log data independent of the application domain. Furthermore, we pre-
sented an autoencoder configuration. The configuration was found during field trails on
the log data. In the end, we were able to find outliers in temporal spatial log data with
our presented algorithm.

We found the outlier areas that were formerly known by the domain expert. In
addition, we were able to find four additional outliers. Two outliers were verified as
valid outliers ex post. The other outliers are in question; a study is planned to prove if
the outliers can be seen as indicators for a major outlier peak. Another study on the
autoencoder configuration will be conducted in order to prove if the configuration is
suitable in other domains and on other log data. Through our study we were able to
help a domain expert to identify more outliers in temporal spatial log data that were not
considered before in a pre-analysis of the log data.

We have shown that autoencoder can be successfully used as an outlier detection
method on log data. In further studies we plan to also incorporate contextual outlier
detection using semi-supervised methods. A limitation of this study is that our method
relies on the fact that outliers are only a portion of the whole log data, otherwise our
autoencoder can reconstruct outliers with a minor reconstruction error than normal log
data leading to a failure of our method. Another limitation is that we were only
provided with log data of one production machine and get feedback only from one
domain expert. We are aware of a potential bias and try to minimize and verify our
results with more log data and more domain experts in future. Nevertheless, our method
can be used as an additional tool for quick inspection in temporal spatial log data. In
future this can speed up problem solving in a complex highly integrated connected CPS
environment and reduce the time span of cost-intensive downtimes and non-functional
CPSs.
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Abstract. Echo-State Neural Networks represent a very efficient solution for
modelling of dynamic systems, thanks to their particular structure, which allows
faithful reproduction of the behavior of the system to model with a usually
limited computational burden for a training phase. This aspect favors the
deployment of Echo-State Neural networks in the industrial field. In this paper, a
novel application of such approach is proposed for the modelling of industrial
processes. The developed models are part of a complex system for optimizing
the exploitation of process off-gases in an integrated steelwork. Two models are
presented and discussed, where both shallow Echo-State Neural Networks and
Deep Echo State Neural networks are applied. The achieved results are pre-
sented and discussed, by comparing advantages and drawbacks of both
approaches.

Keywords: Echo-State Neural Networks � Modelling � Off-gas management �
Energy management � Steel industry

1 Introduction

In the last decade, the environmental consciousness of the society increased and the
environmental regulation became more severe in most European countries by pres-
surizing industries and communities toward energy and resource efficiency. The con-
cept of “resource” includes primary raw materials and energy, but also by-products,
wastes, wastewater and off-gases.

In particular, the off-gases produced during the different industrial processes such
as the integrated steelmaking cycle are often very valuable, as they are a source of
energy, which can replace natural gas for the production of heat, electric energy or
steam. In integrated steelworks, these gases come from the main production steps, i.e.
coke production (coke ovens), pig iron production (Blast Furnace - BF) and pig iron
conversion to steel through oxygen insufflation (Basic Oxygen Furnaces - BOF).
Currently these gases are internally exploited but their management is often non-
optimal due to technical and process-related constraints as well as to discrepancies in
the plant production scheduling. The poor coordination in management of gas pro-
duction and consumption can lead to either over-production or under-production of off-
gases. In the first condition, the off-gases are stored in gasholders until they are full and
afterwards they are flared (or, in some facilities, the production is stopped), with
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consequent emissions and economic losses. In the second case, the off-gases cannot
satisfy the internal demand and natural gas is exploited, with consequent consumption
of a primary source and associated costs. These issues are enhanced in intermittent
processes, such as the BOF.

The off-gases production is unavoidable, but their wastage can be reduced through
the development of solutions allowing their optimal management and exploitation, with
consequent reduction of economic and environmental impacts, of CO2 emissions and
of primary resources exploitation. In the past, some Decision Support Systems
(DSS) were developed to support plant technicians in the off-gas management by also
incorporating sophisticated models computing the amount and energy content of the off
gases produced in a the integrated steelmaking cycle (the steelmaking route which
produces steels from virgin primary raw material, i.e. basically iron ore and coke)
[1–3]. However, this approach provides off-line indications, considers only limited
number of constraints, neglect power generation systems as gas users and does not
consider dynamic prediction of process gas production and use. The ongoing EU-
funded GASNET project aims at filling this gap through the development of a library of
models to forecast the production of main off-gases in terms of volume flowrate and
intrinsic gas energy and the related consumptions by the main consumers processes in
the time horizon of two hours with a sampling rate of 1 min. Some of these models
exploit Echo State Neural Networks (ESN) either in their standard or in their “deep”
version (DESN).

Some solutions can be found in literature, which exploit back propagation Neural
Networks (NN) [4], improved least squares Support Vector Machine (SVM) [5] or
multiple linear regression model [6] to forecast the Blast Furnace Gas (BFG) genera-
tion. However, none of them provides information about the energetic value of the
gases, as the CO and H2 content are not provided and thus the Net Calorific Value
(NCV) of the gas cannot be computed. On the other hand, no literature works are
available concerning the prediction of BOF Gas (BOFG). This gas has a higher NCV
with respect to BFG and, thus, is more interesting from recovery point of view.
However, the converter process is more difficult to model, being highly dynamic. On
this subject, ESNs prove their capability to model efficiently complex dynamic pro-
cesses, being also characterized by a cost-efficient training procedure, which is a
fundamental element for the future deployment of the system in an industrial context.

In the proposed application, the design of the ESN-based models was supported by
a deep analysis and careful selection of the input data, which was fundamental in order
to select the most relevant variables and eliminate useless or redundant data.

The Paper is organized as follows: Sect. 2 provides some theoretical background on
ESN, Sect. 3 describes the necessary data pre-processing stages, Sect. 4 provide details
on the developed models, while Sect. 5 presents and discusses the models perfor-
mances. Finally Sect. 6 provides some concluding remarks and hints for future work.
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2 Theoretical Background on Echo-State Neural Networks

Between reservoir computing architectures, ESN is well known as a very effective
approach to model complex nonlinear time dependencies. The ESN structure consists
of a reservoir layer, the only recurrent part of the NN, and a readout output layer.

The main idea that characterizes the ESN approach is the possibility to draw on a
rich set of dynamics, generated by the reservoir, to make regression on a target, through
supervised algorithms that, unlike other recurrent neural network (RNN) structure, do
not use iterative routines such as back-propagation through time (BPTT) that suffer
from several numerical issues, such as exploding or vanishing gradients [7]. In general,
RNN are considered universal “approximators” [8], but in time-critical applications it is
important to overcome the computational training costs and potentially slow conver-
gence. In literature, several works show the efficiency of ESN, starting from the work
of Jaeger [9, 10], up to the recent research results that demonstrated, from a mathe-
matical point of view, that ESN are universal uniform approximants [11].

A further leap forward in the study of increasingly performing architectures con-
sisted in the development of the DESN-based approach [12, 13]. The main idea is the
exploitation of a deep layered version of N reservoirs connected in series, as shown in
Fig. 1, which can result in a great accuracy improvement as demonstrated by several
deep learning architectures and applications [14]. ESNs have become a special case of
DESN with only one reservoir layer. By starting from this assumption, it is be possible
to generalize the mathematical background focusing on the DESN equations.

Moreover, the reservoir layers generate dynamics starting from an exciting input
vector u kð Þ composed of nI features. The state of the entire reservoir system is com-
posed of the state of each reservoir, as follows:

x tð Þ ¼ x1 tð Þ � � � xN tð Þ½ � ð1Þ

Without losing the generality, we can think that each reservoir comprises of n
neurons. The state of the first reservoir is computed as:

x1 tð Þ ¼ fx W in1u tð ÞþWr1x1 t � 1ð ÞþW f1y t � 1ð Þþ m1ðtÞ
� � ð2Þ

Fig. 1. Architecture of a Deep Echo-State Network.
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Where fx is a nonlinear function (in general a tanh function), the input matrix W in1
is a n� nI matrix, the reservoir matrix Wr a n� n matrix, the feedback matrix W f1 a
n� ny matrix, y is the output of the ESN and m is a small amplitude white noise.

The state of i-th reservoir layer is computed starting from the state of the (i − 1)-th
layer as:

xi tð Þ ¼ fx W inixi�1 tð ÞþWrixi t � 1ð ÞþW fiy t � 1ð Þþ mðtÞ� � ð3Þ

The output of the readout layer is computed as:

y tð Þ ¼ fy Wyx tð Þ� � ð4Þ

where fy is the neuron function, in general linear, Wy a ny � N matrix.
One of the most important characteristics of the DESN lies in the effectiveness of

the training concept, whose strength aims at eliminating iterative calculation procedures
by splitting training in two distinct and different sequential phases:

• The Reservoir system initialization: in order to guarantee generalization, the
reservoir system must verify a series of properties that can be summarized as
follows: (I) The reservoir state has to be contractive and guarantee stability prop-
erties; (II) It has to generate a sufficiently rich set of dynamics, among which we can
choose those that best characterize the system we want to model.
More in detail, as regards the first point, in the first phase each reservoir layer matrix
Wri is initialized with a sparse randomized Wrand

ri with elements in the range [−1, 1].
The matrix sparsity defines the percent number of synapse connections within the
reservoir and, in general, can be set within the range 1–5%. In order to satisfy
stability properties, the overall reservoir system has to be characterized by the state
“contractivity”, state forgetting and input forgetting properties, which are summa-
rized in the so-called Echo State Property (ESP). The ESP has been widely studied
in several works in literature, starting from seminal papers of Jaeger [9, 15], up to
the definition of stability for the case of DESN [12], in which necessary and
sufficient conditions are defined and discussed. A necessary condition to guarantee
the ESP can be summarized as follows:

qg ¼ max q Wrið Þð Þ\1; i ¼ 1; 2; . . .;N ð5Þ

where q Wrið Þ is the spectral radius of each reservoir matrix. It is important to note
that the condition is only sufficient and ESP must be verified empirically for the
designed network, but in general in the majority of the case studies, the necessary
condition is also empirically sufficient.
In order to verify ESP, once Wri is initialized has to be scaled to obtain the desired
spectral radius qi, as follow:

Wri ¼ Wrand
ri

qi

q Wrand
ri

� � ð6Þ
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Each reservoir input matrix W in1 � � �W inN is initialized randomly with weights in the
range [−1, 1], and then scaled by a factor Ki, known as input scaling.
To verify the second requirement, firstly, the reservoir system must have a suffi-
ciently large number of neurons, secondly both number of layers and synapse
connections within the reservoir system must be ad hoc designed. Several heuristics
and algorithms for the selection of these hyperparameters are based on cross-
validation techniques, or other less costly techniques from a computational point of
view. Some interesting examples are described in [16], where several hints are
suggested to set the hyperparameters in a shallow ESN, in [17], where a Bayesian
optimization is used to determine a good set of hyperparameters, and in [18]. Here
spectral analysis in exploited to determine the number of layers of the DESNs and
Intrinsic Plasticity is used to increase the richness of nonlinear dynamics within
each reservoir. Once each reservoir layer has been initialized and verifies ESP, the
weights are left untrained and remain stationary.

• Readout Training: the linear readout is trained with the objective of minimizing
the 2-norm of the training dataset error, as follows:

min WyX � Y target

�� ��
2

where X ¼ x 1ð Þ � � � x Tendð Þ½ � and Y target ¼ y 1ð Þ � � � y Tendð Þ½ � are respec-
tively the state and target collection matrixes. In particular, X is calculated starting
from the initialized reservoir system by using Eqs. 2 and 3. In the case of the
presence of output feedback (W fi 6¼ 0), the teacher forcing is a possible solution to
compute the state evolution for each time step.
The minimization problem can be solved with a ridge regression algorithm that
implies the regularization of a simple pseudo-inversion, as follows:

Wy ¼ Y targetXT XXT þ kI
� ��1 ð7Þ

3 Data Pre-processing

The number of collected variables, which are somehow related to the off-gas generation
is huge (in the order of hundreds). In order to develop effective models, the careful
selection of the input variables for each model is fundamental: to this aim, plant staff
experience and process knowledge need to be exploited together with appropriate pre-
processing analysis including outliers’ removal and feature space reduction.

3.1 Outlier Removal

The detection and removal of outliers is an important pre-processing step, which allows
selection of reliable data for models development. Outliers are samples that can be
labelled as anomalous due to different causes (e.g. wrong measurements, faulty
sensors).
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Traditional outlier detection methods can be classified in four categories:
distribution-based, distance-based, density based and clustering-based. Distribution-
based method is usually exploited in the statistic application, it defines an outlier as a
sample that does not fit in a reasonable way with a standard distribution. The most
popular distribution-based approach is the Grubbs test [19], which adopts the Normal
distribution function. Distance-based approach was presented by Knorr and Ng con-
sidering as outlier “An object x in a dataset T is a DB(p, D)-outlier if at least fraction p
of the objects in T lie at a distance greater than D from x” [20], distance approach
presume to fix a definition of distance. Clustering-based approach considers as an
outlier a sample, which does not belong to any cluster after an appropriate clustering
operation. Finally density-based method, assigns to each sample data a “degree of
outlierness” called Local Outlier Factor (LOF). The LOF specifies how a data point is
isolated with respect to his neighborhood. In this application, an approach which
combines 3 different outlier detection approaches (distribution-base, distance-based and
clustering-based) through a FIS is exploited. The density-based method has been
excluded due to its high computational cost in case of a large amount of data.

In the present application, in order to detect the outliers in the available dataset, a
fuzzy-logic based method is exploited [21, 22]. This method, which combines the
advantages of the traditional approaches by avoiding their drawbacks, is more efficient
than the single traditional approach. Three features are computed through the following
conventional techniques: Distribution based method based on Grubbs algorithm, dis-
tance based method is determined by computing the Mahalanobis distance [23] among
each instance and the rest of the data, clustering based method is evaluated by applying
the fuzzy C-means technique and specifies the degree of membership of each data to
the allocated cluster. The three features are fed as inputs to a Mandami FIS and the
output provides a “degree of outlierness”. Finally, a threshold is added to identify if
each data point can be considered as an outlier or not.

Once identified, the outliers need to be replaced by appropriate values, especially
when dealing with time-series data. In literature, several techniques are proposed to this
purpose; in this work, a sample classified as outlier is replaced by a sample, which
maintain the previous consistent value.

3.2 Feature Space Reduction

Feature space reduction consists in converting a wide dataset into a more reduced one
by holding most of the significant information content of the initial dataset. In this
analysis, the reduction is reached through the following two main operations:

• elimination of highly correlated variables for removing redundancy;
• selection of the input variables which mostly affect the considered target.

The selection of the most relevant variables representing by a subset of informative
and uncorrelated variables improves the prediction accuracy.

Redundant variables can be detected through the dominating set algorithm, a
method derived from the graph theory [24]. The dominating set algorithm identifies the
highly correlated input variables using the definition of graph where the vertexes are
associated to the variables: the links among such vertexes are established among
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variables, which indicate a linear correlation coefficient greater than 0.95 with a p value
lower than 0.05. Afterwards, the algorithm selects the minimum dominating set of the
built graph, according to the following definition: “Given a graph G = (V, E), a
dominating set is defined as a subset V 0 � V such that every vertex not in V 0 is
adjacent to at least one member of V 0.” Redundant variables are also defined as those
variables whose corresponding vertexes of the graph are not included in the minimal
size dominating set.

After elimination of the redundant variables, a Variable Selection (VS) algorithm is
applied on the remaining ones in order to select only the variables, which actually affect
the considered process, as, if irrelevant input variables are included, the system per-
formances can decrease. VS approaches, which are commonly applied in Machine
Learning (ML), can be classified into 3 main categories:

• filter methods, which select variables considering the relation between input and
output of the system and independently from the learning algorithm;

• wrapper methods, which use the learning machine as a black box by selecting
variables on the basis on their predictive influence.

• embedded methods, which implement VS within the training process. Embedded
approaches show comparable performance to wrapper-based ones, but need ad-hoc
designed learning systems.

Generally, when dealing with large datasets filter methods are preferable, as they
are less computational cumbersome. However, if the dataset has a reasonable dimen-
sion, wrapper and embedded methods are preferable, as they reach a higher accuracy
with respect to filter approaches, as they take into account the ML model.

The ideal (in terms of search space) VS method is the analysis of all combinations
of potential input variables, the so-called exhaustive search or brute force method. This
approach belongs to the wrapper class but it is not viable when a significant number of
variables are involved, being its computational time complexity exponential. When the
number of potential input variables is significant, evolutionary approaches can be an
appropriate compromise allowing to cover a large combination of variables. In this
application an efficient approach based on Genetic Algorithms (GAs), is applied [25,
26]. Each variable subset is characterized by a binary chromosome of the GA (each
gene corresponds to an input variable and its value is 1, if the associating variable is
included in the considered subset, 0 otherwise). The GA creates a population of several
chromosomes and estimates their goodness by evaluating a fitness-function, which
corresponds to the model performance when trained by exploiting the selected input
variables subset. The best chromosomes are exploited, through GA crossover and
mutation procedures, to create a new population: crossover generates the son chro-
mosome by randomly selecting the genes values from the two parents; mutation creates
new individuals by randomly switching the binary value of a gene of the considered
chromosome. When a new population is generated, the evaluation and reproduction
process is repeated until a stop condition, which, in this application, consists of the
achievement of a fixed number of iterations or of a plateau for the fitness function.

Redundancy analysis and VS allowed creating a subset of significant variables.
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4 Developed Models

Hereby we present some exemplar models of industrial processes, which show the
effectiveness of the proposed approach in industrial applications. In particular, the BOF
process has been studied in depth with several modelling objective:

• Model 1: prediction of the BOFG production;
• Model 2: prediction of the steam production by recovering the BOFG heat.

An ESN-based model is proposed forecasting the recoverable BOFG (i.e. volume
and heating power) and providing a qualitative idea of flareable and total BOFG
volume flows and heating powers with a frequency of 1 min. in a time horizon of 2 h.

The qualitative feature of the estimate of flareable and total BOFG volume flows
and heating powers is affected by the performance of data associated to the flared gas,
which is not comparable to the performance of the data associated to the recovered gas
and does not allow a good performance training of the model for these outputs.
Moreover, in order to ensure proper exploitation of BOFG gas, the knowledge of the
behavior of recoverable gas with respect to the flareable gas (part of gas part that need
to be flared due to process and security constraints) is more interesting.

The model includes five different ESNs that require to be separately tuned in order
to independently forecast recoverable, flareable and total BOFG, CO and H2 contents
of the gas. Each network is specialized and, thus, the computational burden in the
training phase is moderate. The prediction of the CO and H2 content in the BOFG is
exploited to estimate the NCV according to the following equation:

NCV ¼ ð0:0789 � COþ 0:0672 � H2Þ � 1000Þ
22:4

kWh=Nm3 ð8Þ

The achieved NCV value and the BOFG volume allow computing the heating
power.

The general scheme of the model is shown in Fig. 2.

Fig. 2. Scheme of the model developed to predict BOFG production
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The inputs of the model, which have been selected through VS and redundancy
analysis, are reported in Table 1 with the related cluster and other useful information.
They mostly refer to materials and Oxygen which are fed to the BOF. The position of
the movable skirt is also considered, which is an operating variable affecting the air
feed of the process.

Most of the inputs are common among the different ESNs, while some inputs
associated to the charged materials are fed only to some ESNs.

The variable named “BOF Plant Unit States” is a sort of Boolean representation of
the scheduling of the process: when it hold a unitary value, the converter is in operation
(start of the blowing of the oxygen), otherwise oxygen blowing is not occurring.

The second model forecasts the total steam production related to the scheduling of
the BOF process. The model has a forecasting period of 2 h ahead, starting from the
most correlated variables. The list of inputs is shown on Table 2. These variables affect
the transfer of the heat which is exploited for steam production. The dynamic of the
steam production is modeled through the use of the novel DESN-based architecture.

Before the training and the simulation of the models, outliers are removed.
All the presented ESN and DESN-based architectures are designed according to a

common approach, which can be summarized as follows:

Table 1. Input variables of the ESNs for the BOFG production forecasting (freq. 1 min, t = 0
stands for current value, t = 0 …120 stands for all values in the next 2 h).

Variable Meas. unit Input cluster Note

Position of moveable skirt mm Input 1 t = 0
Blowed Oxygen Volume Flow kNm3/h Input 1 t = 0
Recovered BOFG Vol. Flow kNm3/h Input 1 t = 0
Flared BOFG Volume Flow kNm3/h Input 1 t = 0
BOF Plant Unit State Boolean Input 1 t = 0….120
Charged Liquid Pig iron t Input 1 t = 0….120
Charged Lime t Input 2 t = 0….120
CO content in BOFG vol.%, Input 3 t = 0
H2 content in BOFG vol.%, Input 4 t = 0
Recycled briquetted sinter t Input 4 t = 0….120

Table 2. Input variables for the prediction of steam production in BOG process.

Variable Measurement unit Note

Position of moveable skirt mm t = 0
Blowed Oxygen Volume Flow kNm3/h t = 0
Recovered BOFG Volume Flow kNm3/h t = 0
Flared BOFG Volume Flow kNm3/h t = 0
BOF Plant Unit State Boolean t = 0….120
Production of steam in the BOF boiler t/h t = 0
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• reservoir units connection is low, with a sparsity between 2–4%;
• reservoir and readout activation functions are, respectively, the hyperbolic tangent

and a linear function;
• the tuned hyper-parameters are: number of neurons of reservoir, spectral radius,

scaling of input and of teacher (i.e. the targets of the training phase), noise level,
input and teacher shifting, regularization parameter for the ridge regression of the
readout (training phase). The mentioned hyper-parameters have been heuristically
tuned with the objective of minimizing the Normal Root Mean Square Error
(NRMSE) on the validation dataset, defined as:

NRMSE ¼ 100

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
Ns

PNs
i¼1 eyi � yið Þ2

q
max yð Þ �min yð Þ ð8Þ

where Ns is the number of the samples of the dataset, yi and eyi are respectively the i-
th sample of the target and the predicted output.

• The training algorithm is an offline ridge regression of the readout;

5 Experimental Results

5.1 Available Data and Performance Index

All models have been trained and validated by using real data coming from the
industrial facilities. Large datasets have been acquired with a sampling time of 1 min
and split into training and validation sets, holding, respectively, 70% and 30% of the
available data. In the case of the first model (BOFG production) the dataset is com-
posed of 450000 data coming from10 months of production. For the second model the
dataset is composed of 252000 data associated to 6 months of production.

In order to evaluate the performances and find the best solution for modeling
different behaviors of the process, both shallow and DESN architecture have been
tested. NRMSE and Training time are considered for efficiency assessment.

5.2 Numerical Results

The validation results are shown in Table 3. For confidentiality constraints, all results
and graphs are normalized with respect to their ranges.

Table 3. Validation results of the developed models

Model Approach Output variables NRMSE

Model 1 ESN BOFG recoverable volume flow 7 � 14%
ESN BOFG heating power 6 � 13%

Model 2 DESN Steam Production in the BOF boilers 3.2 � 6%
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In the case of BOFG, the prediction performance is very satisfactory in both cases
(i.e. shallow and DESNs): the BOFG model allows faithfully following the amount of
recoverable gas and associated heating power. This last quantity is evaluated by
exploiting the predicted CO and H2 contents in the gas that are estimated by the model
with a good performance. The forecast of flareable gas is less precise but the qualitative
behavior is followed in a satisfactory way. Finally, the model provides an intermediate
accuracy for the prediction of the total amount of BOFG volume flow and heating
power, which indicates the predicted sum of the recoverable and flareable BOFG.
Figure 3 depicts the prediction of the most important outputs (i.e. recoverable BOFG
and related heating power) by using shallow ESN and shows the model capability to
follow the intermittent behavior of the process under consideration without any delay.

The suitability of this model is reflected in the NRMSE that lies in the range
7 � 14% for the recoverable gas volume flow and 6 � 13% for the related heating
power; the lowest value of the error corresponds to values which are closer in time.
However, the error values are in part distorted, as in some applications the estimated
recoverable BOFG is dissimilar from the actually recovered portion. This fact could
occur when there is a specific situation, in which the gas was recoverable but for some
reasons (e.g. the gasholder was full or for other unusual conditions) the operators
decided to flare it anyway. Consequently, the error measures are not totally repre-
sentative of the accuracy of the models, which are considered appropriate for fore-
casting in a quantitative way the gas amount and its intrinsic energy for recovery
purposes.

Using DESNs in the BOFG model provides an almost identical value of the
NRMSE. In both cases, the training time is reasonable but the DESN required almost
75% of the training time with respect to the shallow ESNs. On the other hand, the
DESN computational burden in this case study is higher than the shallow ESN one.

Also the validation results for the second model are very encouraging. An example
of the prediction of future 120 min of BOF Boiler Steam Production is shown in Fig. 4:
the trained model allows to predict the variable of interest for 2 h ahead, with an
accuracy in the range 3.2 � 6% in the case of the DESN-based approach and

Fig. 3. Comparison between real (black) and forecasted (red) values by the model based on
shallow ESN of recoverable BOFG gas: (a) volume flow; (b) heating power. (Color figure online)
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3.5 � 6% in the case of shallow ESN. The error is low in the first few minutes of
prediction and, as it is normally expected, it tends to increase, as we want to predict the
phenomenon in the distant future. Both shallow ESN and DESN show very good
performances also for the prediction of 2 h ahead, but in this case the DESN-based
model proves to be the best solution both in terms of accuracy and computation time.

6 Conclusions

An application of ESNs in their shallow and Deep versions to the modelling of
industrial processes is presented and discussed, by proving their effectiveness and
excellent capability to reproduce the behavior of dynamic systems. Both the standard
ESN and the DESN provide good results in terms of forecasting accuracy: in some
cases DESNs provides slightly better performances, but their most relevant advantage
in the present application is represented by the shorter training time, which is achieved
at the price of a more relevant computational burden. Therefore, the final choice
between the two approaches is driven not only by the target performance accuracy, but
by the available time for model training and by the available computational resources.

Ongoing and future work concerns the deployment of the proposed modelling
approach in areal industrial context within a Decision Support System integrating
different process models and aimed at providing suggestion for the management of off-
gases.

Acknowledgments. The work described in the present paper was developed within the project
entitled “Optimization of the management of the process gases network within the integrated
steelworks - GASNET” (Contract No. RFSR-CT-2015-00029) and received funding from the
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Fig. 4. DESN-based prediction of BOF Steam production: real (blue) vs. forecasted values
(red). (Color figure online)
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Abstract. The rise of Internet-of-Things (IoT) and the exponential
increase of devices using sensors, has lead to an increasing interest in
data mining of time series. In this context, several representation meth-
ods have been proposed. Signal2vec is a novel framework, which can
represent any time-series in a vector space. It is unsupervised, computa-
tionally efficient, scalable and generic. The framework is evaluated via a
theoretical analysis and real world applications, with a focus on energy
data. The experimental results are compared against a baseline using raw
data and two other popular representations, SAX and PAA. Signal2vec
is superior not only in terms of performance, but also in efficiency, due
to dimensionality reduction.

Keywords: Time series · Data mining · Representations ·
Time series classification · Energy embeddings ·
Non intrusive load monitoring

1 Introduction

Time series is a sequence of data in time order, with values in continuous space.
The order can be irrelevant to time, but it is still important. This type of data has
always attracted the interest of scientists in a vast range of areas such as speech
recognition, finance, physics, biology etc. Some common tasks involving time
series are: motif discovery, forecasting, source separation, subsequence matching,
anomaly detection and segmentation.

In time series problems, regardless the approach, the performance of the solu-
tion is heavily affected by the representation of the data. The categories of repre-
sentations can be classified into data adaptive, non-data adaptive, model-based
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and data dictated. The first one includes techniques such as Adaptive Piecewise
Constant Approximation [13], Singular Value Decomposition [15], Symbolic Nat-
ural Language [23], Symbolic Aggregate ApproXimation [16]. Approaches, which
belong to the second representation, are: Discrete Wavelet Transform [5], spectral
DFT [9], Piecewise Aggregate Approximation [14] and Indexable Piecewise Lin-
ear Approximation [6]. Model based representations are based on statistics such
as Markov Models and Hidden Markov Model [19] and Auto-Regressive Moving
Average [7]. Finally, the most popular data dictated approach is Clipped [24].

In this paper a novel framework, named Signal2vec, is introduced. A similar
approach has been proposed by Nalmpantis et al. [20], where a model called
Energy2vec is used to create a hyperspace of energy embeddings. Energy2vec is
binded to the energy domain, is supervised and its applicability is limited. On
the other hand, Signal2vec is a general, unsupervised model and is applicable
in any time series. It is inspired by Word2vec [17] which builds a vector space,
maintaining semantic and syntactic relations of the original words. Word2vec
has been applied on numerous textual or discrete sequences such as recommen-
dation systems [2,22], ranking of sets of entities [4,10], biology [1] and others
[26]. Signal2vec is the first attempt, that extends Word2vec applicability on any
sequential data in continuous space.

The benefits and the drawbacks of the framework are discussed extensively
through a theoretical analysis. The framework is validated with experiments in
two different tasks: classification and single source separation. Both, the analysis
and the experiments are based on energy data.

2 Signal2Vec

Signal2vec consists of two main steps: tokenization and skip-gram model. The
former one is a discretization process, transforming a continuous time series
into tokens. The latter one transforms the sequence of tokens into embeddings.
Figure 1 illustrates the steps of the framework.

2.1 Tokenization

Unsupervised tokenization is an abstract and scalable approach in order to dis-
cretize a time series. It can be applied on different domains and it can fit different
variations of data in the same domain. It is completed in two main steps: token
extraction and token assignment. The first step can be achieved by a clustering
algorithm. The second one uses classification, in order to transform a continuous
time series to a sequence of tokens.

At the current implementation, k-means is used to define the tokens, the
number of which is not known upfront. The best number of tokens, which is also
the number of clusters, is found by using silhouette score, within a desirable range
of values. Silhouette score shows which objects lie well within their cluster [25]
and the desirable range of values can be defined empirically. In energy domain
this range can be estimated by calculating the number of possible energy states
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Fig. 1. Signal2Vec framework.

using complexity of power draws [8]. Next, the classifier k-nearest neighbors
is trained to map values of the signal to tokens. The classifier can be used to
tokenize time series from the same domain.

The algorithm is evaluated using household energy data. Tokens represent
the energy states of each appliance, because token extraction is applied on the
submetered data. Then, sequences of tokens are created for each appliance. The
final sequence is a concatenation of the appliance specific sequences and corre-
sponds to the aggregated signal. In problems like power disaggregation, both
token extraction and token assignment would be applied directly on the aggre-
gated signal, because the submetered data are supposed to be unknown. The
analysis that follows is based on submetered data, in order to present meaning-
ful tokens, that correspond to appliances states.

2.2 Skip-Gram

Signal2vec is based on word2vec, which uses either skip-gram model or continu-
ous bag-of-words (CBOW). Skip-gram predicts the words around the target word
and CBOW predicts the target word given its neighbours. Both methods can be
applied having minor differences on the results. For consistency, skip-gram is
selected for all the experiments.

Following tokenization, a time series is mapped to a sequence of tokens. This
sequence is now called a corpus. If the tokens are not abstract states and reflect
real-world conditions of the time series, then the corpus is a human description
of the total signal. The collection of the tokens consists a vocabulary. In order
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to apply the skip-gram model, a context is also defined as the window to the
left and to the right of the target token. The objective of the algorithm is to
predict the context given a specific token. The architecture is a shallow neural
network with one hidden layer and is trained with pairs of tokens. One token
is the target and the other one belongs to the context. The network trains the
weights of the hidden layer from the frequencies each pairing shows up. A more
formal definition of the objective function is defined next.

Let tkn1, tkn2,...tknT be a sequence of T training tokens. Then the objective
function tries to maximize the average log probability according to the formula:

1/T
T∑

t=1

∑

−c≤i≤c,i �=0

log p(tknt+i|tknt), (1)

where c is the training context.
The order of the tokens in a context doesn’t affect the result of the algorithm,

which depends mainly on the frequency of the tokens. In word2vec model this is
mentioned by Mikolov et al. [18] as a limitation of the model, because it cannot
capture rules that dictate the order of words in a sentence. In time series usually
there aren’t any syntactic rules and there is no difference if a token is before or
after its neighbors.

The network is trained computing Noise Contrastive Estimation (NCE) [11]
loss function. The optimizer is the Adagrad with learning rate 0.001. The size of
each embedding is 300 and the window is 6 tokens. The data come from House
1 of UK-DALE dataset [12] during the year 2014.

3 Evaluation

3.1 Data and Tools

The source of the data is the UK-DALE dataset, which includes both the aggre-
gated and the individual power consumption of the appliances in a house. House
1 is selected, because it has the most devices of all the houses. The preferred pro-
gramming language is Python. The tool named NILMTK [3] is used for accessing
the database and preprocessing the energy data. In order to distribute compu-
tation to many CPU cores and a GPU, the skip-gram model is developed in
Tensorflow. Tensorflow comes along with a suite of visualization tools, called
Tensorboard. It is used to plot diagrams of the model, visualize the embeddings
and evaluate the model. Tensorboard’s visualization tool uses PCA and TSNE
in order to plot the embedding space in three or two dimensions. The evaluation
of the embedding space is mainly done with tensorboard’s similarity tool, which
supports both cosine and euclidean distance.

3.2 Analysis of the Learned Representations

Signal2vec is a framework which transforms a time series to a continuous vector
space. In order to understand the intuition of a signal’s geometrical representa-
tion, an evaluation process is presented, focusing on household energy data.
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In unsupervised tokenization the tokens are defined in an abstract mathe-
matical way. Tokenizing the aggregated energy signal is helpful solving real world
problems, without any insight about the nature of the tokens. In this evaluation
the method is applied on the individual signals, extracting multiple states per
appliance. No window is used and tokens are mapped in high resolution, close
to the sampling rate. In order to get a physical image of the energy behavior,
diagrams depicting the frequency of each energy state are generated.

The name of the states is labeled by the name of each appliance, followed
by a number. Thus, the name of an energy state doesn’t directly reveal the real
world functionality, but only which appliance it belongs to. Also, regarding the
zero state of an appliance, it is no more distinguishable from the other states, as
it is just another extra label with arbitrary number. A diagram of an appliance
which is ON continuously would be the same with a diagram of an appliance
being continuously OFF. To avoid any ambiguity, energy plots from raw data
are used, as well.

Tensorboard is used to visualize and explore the embedding space. Dimen-
sionality reduction is achieved by means of PCA. The geometry of the space has
two distinct groups of points. One group represents high frequency states and
the other one low frequency states. The same separation based on frequency is
seen in word embeddings, where words follow Zipf’s law.

Fig. 2. TSNE: The embeddings are grouped in two clusters.

Another useful tool, which comes with Tensorboard, is a clustering analysis
using TSNE. The majority of the combinations of the values of perplexity and
learning rate give clear separation of the two groups that have been identified
with PCA. Figure 2 shows an example of the TSNE algorithm with perplexity 5
and learning rate 10. The two clusters are consistent even when trying different
settings of the algorithm. Only the shape is changing when the perplexity number
is much bigger. For example, perplexity 40 gives a circle, when projecting the
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Fig. 3. Frequency distribution of tokens.

embeddings in 2D and the two groups are gathered in two different semicircles.
In 3D the clusters are more clear because the two semicircles are separated as
two distinct shapes.

The similarity tool is used to find vectors that are close to each other. Both
Euclidean and cosine distance metrics are used, although there isn’t any signif-
icant difference in the results. For each similarity search, the respective plots
of the input vector and its five closest ones are compared. The results show
that embeddings with small distance in the geometrical space, have similar fre-
quency diagrams. The results are very robust in terms of distinguishing high
and low frequency energy states. Almost all the cases of similarity searches give
neighbor vectors, which correspond to the same category of frequency. On the
other hand, vectors belonging to the same cluster cannot be distinguished and
no characteristics are found to justify the results of a similarity search.

Figure 3 depicts the frequency distribution of tokens, derived from unsuper-
vised tokenization. There are two central points, forming two normal distribu-
tions. Comparing the frequency distributions and the geometric properties of the
embedding spaces, there is a connection between the tokens and the embeddings.
Skip-gram, transfered the properties of the sequence of tokens to a multidimen-
sional space. Assuming that sequences of tokens can be translated to frequency
of appliance usage, which in turn implies human behaviour and habits, it can
be concluded that the constructed vector space encapsulates the energy profile
of the house.

4 Real World Applications

In this proposal two real world experiments are presented, classification and
energy disaggregation. The first one examines the capabilities of the proposed
framework to classify signals from different appliances efficiently. The second
one is a simple approach on how a single source separation problem, such as
energy disaggregation, can be solved using Signal2vec. The data are from UK-
DALE house 1 during the year 2014. The difference is that now the vectors are
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produced from the aggregated energy signal and they are used to transform any
other energy time series.

4.1 Multiclass Classification of Appliances’ Energy Consumption

The first experiment is a multiclass classification problem, identifying 12 different
appliances: oven, microwave, dish washer, fridge freezer, kettle, washer dryer,
toaster, boiler, television, hair dryer, vacuum cleaner and light. The classifier is
a random forest with 200 estimators. The dataset of different labeled signals is
created as follows. Firstly, the submetered data of 12 appliances are converted
to sequences of 300 dimensional vectors, using Signal2vec. Next, the data are
broken into smaller pieces with fixed length, corresponding to a specific time
period. For example during 9 months with data sampled every 6s, a time period
of 1 day and 12 appliances would give approximately 4188 labeled sequences of
vectors. Then the average vector of each 1 day length time series is calculated.
The average vector is the input to the classifier and the label is one of the 12
appliances. The metric that is used is mainly macro f1-score. The robustness of
the results was validated using a k-fold cross-validation, after the initial data had
been randomly shuffled. The parameter k is chosen as k = 3, because for larger
values the test data sample was not statistically representative of the broader
dataset.

The results vary depending on the size of each time series. The smaller the
time period is, the worse the results are. This can be explained because in peri-
ods smaller than a day some devices are not used at all. Indeed, for devices that
are used daily, such as fridge freezer, the classifier could recognize the appli-
ance successfully even with a time period of 4 h with individual f1-score 0.95.
The respective macro f1-score for the 12 appliances was 0.39. Consequently, the
experiments for 12 appliances are meaningful for time period greater than a day.
Another approach would be to have an extra label for time periods during which
no device is on, known as zero state, but this is left for future work.

The framework is robust when the appliances are increased. For example
using 7 day length time series for the cases of 6, 12 and 17 appliances the macro
f1-score is 0.97 (+/− 0.019), 0.94 (+/− 0.015) and 0.79 (+/− 0.015) respectively.
Figure 4 shows a confusion matrix summarizing the classification results of 12
appliances. It is worth mentioning that most of the misclassifications concern
the oven. This is not a surprise because an oven’s energy consumption heavily
depends on the way it is used.

Table 1 compares Signal2vec against raw data and two other representations,
SAX [16] and PAA [14]. The results involve time series with sizes 1, 5 and 7 days,
using 3 cross validation. Other classifiers have also been tested. Regardless the
representation, random forest showed the best results. SAX and PAA have been
tuned to get the best possible f scores. Overall Signal2vec is superior, not only
giving the best results, but also because the dimension of the final representative
vector is independent of the length of the time series. Signal2vec is surpassed by
PAA, only for short time series such as 1 day size. A possible explanation is that
temporal patterns are more important during short periods, because a device is
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Fig. 4. Confusion matrix of 12 classes using Signal2vec.

used rarely. When calculating the average vector any temporal patterns are lost,
whereas in PAA they are maintained. For future experiments more sophisticated
methods can be evaluated e.g. weighted average vector. Finally, it is notable that
for larger time series the results for raw data are getting worse. This is explained
by the dimensionality explosion, which signal2vec faces by compressing all the
information into a single vector of constant dimensions.

Table 1. Macro f1 score for 12 appliances.

TS size Signal2vec Raw SAX PAA

1 day 0.730 0.730 0.682 0.814

3 days 0.878 0.732 0.748 0.869

5 days 0.930 0.681 0.767 0.897

7 days 0.942 0.693 0.766 0.920

4.2 Energy Disaggregation

Many machine learning approaches, including deep learning, have been proposed
for the problem of energy disaggregation [21]. The majority of them use one
model for each appliance, because they underperform when trying to disaggre-
gate many devices. The current experiment tackles energy disaggregation as a
multilabel classification problem. The input data come from the main aggregated
energy signal, following the same procedure as in the first experiment. The whole
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time series during 2014 is segmented into fixed windows. Signal2vec is applied to
each window and finally the average vectors are calculated. Each representative
vector is the input to a multilayer percepton classifier with one hidden layer and
100 neurons. The fixed windows that have been tested correspond to 4, 8, 12
and 24 h. The labels are the appliances that were ON at least one time during
the fixed time period. The results are very encouraging, especially when compar-
ing the performance of the same model identifying 6 and 12 appliances. Table 2
presents the results in details. Additional experiments need to be implemented
for comparison with other models.

Table 2. Macro f1 score of energy disaggregation.

TS size 6 Appliances 12 Appliances

4 h 0.534 (±0.029) 0.512 (± 0.008)

8 h 0.654 (± 0.005) 0.599 (± 0.037)

12 h 0.722 (± 0.015) 0.678 (± 0.043)

24 h 0.868 (± 0.032) 0.757 (± 0.045)

5 Conclusion

Signal2vec is a computationally efficient model, which transforms the data of a
time series into a vector space. The trained embeddings are easily reusable and
maintain some of the properties of the original data. It is unsupervised, requires
no domain knowledge, is scalable and applicable in different areas e.g. speech
recognition, finance, health, IoT.

Specifically, in energy domain, it is the first time the energy profile of a build-
ing is mapped to a multidimensional space. Once the embeddings are trained,
they can be reused either by incorporating them in a neural network or by other
models as features. Two different classification problems have been showcased,
with application in real world problems. The first one classifies different cate-
gories of signals, coming from different sources. The second one, energy disag-
gregation, is a single source separation problem. Both experiments showed very
promising results, reducing a time series of thousands values to a 300 dimensional
vector.

Further research is suggested to be conducted to improve Signal2vec, show
experimental results in other real world problems and compare against state-of-
the-art methods.
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Abstract. This work presents a system achieving classification of res-
piratory sounds directly related to various diseases of the human respi-
ratory system, such as asthma, COPD, and pneumonia. We designed a
feature set based on wavelet packet analysis characterizing data com-
ing from four sound classes, i.e. crack, wheeze, normal, crack+wheeze.
Subsequently, the captured temporal patterns are learned by hidden
Markov models (HMMs). Finally, classification is achieved via a directed
acyclic graph scheme limiting the problem space while based on decisions
made by the available HMMs. Thorough experiments following a well-
established protocol demonstrate the efficacy of the proposed solution.

Keywords: Respiratory sound classification ·
Acoustic signal processing · Respiratory diseases

1 Introduction

It is widely accepted that diseases of the human respiratory system, such as
asthma, COPD, and pneumonia are associated with distinctive acoustic patterns
[13]. This is due to the abnormalities they cause in the airway path. Typically,
a medical expert is able to correctly identify such patterns (e.g. by means of a
stethoscope) and subsequently propose the corresponding treatment. However,
this process relies both on the availability of an expert as well as their degree of
expertise. Thus, the need to automatize the diagnosis process has arose in the
last years igniting the development of such algorithms.

Even though during the last decade there has been a significant amount of
research in this direction, a standardized way to compare the existing solutions is
yet to appear. Systematic reviews of the state of the art are available in [13,17]. A
great variety of temporal, spectral and wavelet features along with generative and
non-generative classifiers have been employed in the literature. Such a review is
beyond the scope of the present article; we rather focus on a recent standardized
attempt approaching this problem. More in detail, the challenge organized within
the International Conference on Biomedical Health Informatics in 2017 provides
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a dataset characterizing the properties of the classes of interest as well as an
experimental protocol allowing the extraction of comparable results.

So far, two solutions employing the challenge’s experimental protocol stand
out. The first one [4] uses hidden Markov models fed with mel-frequency cepstral
coefficients. The second [19] employs non-linear spectral features along with a
support vector machine with a radial basis function kernel.

This work builds on the existing findings and proposes the usage of fea-
tures derived from the wavelet domain, the distribution of which is learned by
a directed acyclic graph scheme composed of hidden Markov models. More pre-
cisely, we designed a three-level wavelet packet band-based analysis component
able to capture the behavior of the involved sound events within various spectral
bands. Subsequently, we construct a directed acyclic graph limiting the problem
space into a series of binary classifiers, each one relying on a pair of hidden
Markov models. On top of that, we provide a solution to the topological order-
ing of such a graph. Experimental results using the protocol of the ICBHI 2017
challenge demonstrate the efficacy of the proposed approach.

The rest of this work is organized as follows: Sect. 2 describes the wavelet
packet feature extraction module, while Sect. 3 explains the graph-based classi-
fication scheme. Section 4 details the employed dataset, the parameterization of
the proposed approach as well as the achieved results and how these compare to
existing solutions. Finally, in Sect. 5 we draw our conclusions.

2 The Feature Set

This section introduces the usage of band-based multiresolution analysis for
automated respiratory sound classification. Lately, digital signal processing using
wavelets has become a common tool in various research areas with heteroge-
neous needs. Such cases refer to enhancement of biological signals [11,15], geo-
physics applications like tropical convection, dispersion of ocean waves, etc. [21],
speech/music discrimination [12], emotion prediction [10], farm monitoring [7],
voice activity detection [2], moving vehicle classification [8], audio fingerprinting
[1], generalized sound recognition [6], to name but a few.

The fundamental property of the Fourier transform is the usage of sinusoids
with infinite duration. Whereas sinusoids functions are smooth and predictable,
wavelets tend to be irregular and asymmetric. The main advantage of the wavelet
transform is that it can analyze at many different frequencies time series charac-
terized by non-stationary power. They comprise a dynamic windowing technique
which can treat with different precision low and high frequency information. The
first step of the wavelet packet analysis is the choice of the original (or mother)
wavelet and by utilizing this function, the transformation breaks up the signal
into shifted and scaled versions of it. In this paper we utilized Daubechies 1 (or
Haar) function as the original wavelet while its optimal choice will be a subject of
our future work. Unlike discrete wavelet transform (DWT), when wavelet pack-
ets (WP) are employed both low and high frequencies coefficients are kept. In
our case the DWT is applied three subsequent times and consists of three-stage
filtering of the audio signals as we can see in Fig. 1.
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Fig. 1. The block diagram of proposed feature extraction module. Audio signals are
filtered and each spectral band is analyzed by a 3-level wavelet packet transform. After
segmenting and computing the area under the autocorrelation envelope, we obtain the
feature vector.

Table 1. The frequency limits used for perceptual wavelet packet integration analysis.

Band ID Lower (Hz) Center (Hz) Upper (Hz)

1 0 125 250

2 250 375 500

3 500 625 750

4 750 875 1000

5 1000 1125 1250

6 1250 1375 1500

7 1500 1625 1750

8 1750 1875 2000

9 2000 2250 2500

10 2500 2750 3000

11 3000 3250 3500

12 3500 3750 4000

The idea behind the specific set is the production of a vector that provides
a complete analysis of the audio signal across different spectral areas while they
are approximated by WP. We should also take into account that respiratory
signals do not distribute their energy across the spectrum in a homogeneous
way. Thus, a fine partitioning of the spectrum could offer relevant distinctive
information. Based on this observation, we designed a band-based signal analy-
sis with the frequency ranges denoted in Table 1. Such a division is achieved by
Gabor bandpass filters. Subsequently, three-level wavelet packets are extracted
out of each spectral band. The specific level is able to provide detailed infor-
mation regarding the signal characteristics at a specific band. Downsampling is
applied on each coefficient at each stage in order not to end up having the double
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amount of data, as Nyquist theorem requests. The wavelet coefficients are then
segmented and the autocorrelation envelope area is computed and normalized
by half the segment size. M normalized integration parameters are calculated
for each frame, where M is the total number of the frequency bands multiplied
by the number of the wavelet coefficients. This series of parameters comprises
the WP-Integration feature vector and the entire calculation process is depicted
in Fig. 1.

WP-Integration parameters reflect upon the degree of variability of a specific
wavelet coefficient within a frequency band. Since the audio signals we try to
classify exhibit great differences among these bands, we decided to utilize the
normalized autocorrelation envelope area.

3 The Classification Scheme

The proposed framework relies on the Directed Acyclic Graph (DAG) logic [9],
i.e. the classification scheme is a graph denoted as G = {N,L}, where N =
{n1, . . . , nm} represents the nodes and L = {l1, . . . , lp} the links associating the
nodes. Each node in N is responsible for a binary classification task conducted
via a set of HMMs which fit well the specifications of audio pattern recognition
tasks, thus the DAG-HMM notation.

The motivation behind creating such a graph-based classification system is
that in this way, one is able to limit the problem space and design classifi-
cation algorithms for two mutually-exclusive classes than having to deal with
the entirety of the different classes at the same time. Essentially, the proposed
methodology breaks down any m-class classification problem into a series of
2-class classification problems.

DAGs can be seen as a generalization of the class of Decision Trees, while
the redundancies and repetitions that may occur in different branches of the tree
can be observed more efficiently since different decision paths might be merged.
In addition, DAGs are able to collect and conduct a series of tasks in an ordered
manner, subject to constraints that certain tasks must be performed earlier than
others. The sequential execution of tasks is particularly important and directly
related to the efficacy with which the overall task is addressed [22].

The DAG-HMM architecture used in this paper includes m(m − 1)/2 nodes
(m being the total number of classes) each one associated with a two-class clas-
sification problem. The connections between the different nodes in G have only
one orientation without any kind of loop(s). As a result, each node of a such a
so-called rooted DAG has either 0 or 2 leaving arcs.

The principal issue associated with the design of every DAG is the topological
ordering, i.e. ordering the nodes in a way that the starting endpoints of every
edge occur earlier than the corresponding ending endpoints. In the following, we
describe how such a topological ordering is discovered based on the Kullback-
Leibler divergence.
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Fig. 2. Determination of the topological ordering.

3.1 Determining the Topological Ordering of the DAG-HMM

Naturally, one would expect that the performance of the DAG-HMM depends on
the order in which the different classification tasks are conducted. This was also
evident from early experiments. This observation motivated the construction
of the DAG-HMM so that “simple” tasks are executed earlier in the graph. In
other words, these are placed in the top nodes of the DAG-HMM, in a way that
classes responsible for a high amount of misclassifications are discarded early in
the graph operation. In order to get an early indication of the degree of difficulty
of a classification task, we employed the metric representing the distance of the
involved classes in the probabilistic space, i.e. the Kullback-Leibler Divergence
(KLD) between per-class GMMs in the feature space. The basic motivation is
to place early in the DAG-HMM tasks concerning the classification of classes
with large KLD, as they could be completed with high accuracy. The scheme
determining the topological ordering is illustrated in Fig. 2.

The KLD between two J-dimensional probability distributions A and B is
defined as [20]:

D(A||B) =
∫
RJ

p(X|A)log
p(X|A)
p(X|B)

dx (1)

KLD provides an indication of how distant two models are in the proba-
bilistic space. It is important to note that KLD as given in Eq. 1 comprises an
asymmetric quantity. The symmetrical form can be inferred by simply adding
the integrals in both directions, i.e.

Ds(A||B) = D(A||B) + D(B||A) (2)

In the special case where both A and B are Gaussian mixture models KLD
can be defined as follows:

KLD(A||B) =
∫

A(x)log
B(x)
A(x)

dx (3)
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Fig. 3. An example of a DAG-HMM addressing a problem with four classes.

Unfortunately, there is not a closed-form solution for Eq. 3, thus we employed
the empirical mean as follows

KLD(A||B) ≈ 1
n

n∑
i=1

log
B(xi)
A(xi)

(4)

given that the number of Monte Carlo draws is sufficiently large. During our
experiments we set n = 2000.

It should be noted the KLD between HMMs was not used since computing
distances between HMMs of unequal lengths, which might be common in this
work as HMMs representing different classes might have different number of
states, can be significantly more computationally demanding without a corre-
sponding gain in modeling accuracy [5,23].

After computing the KLD for the different pairs of classes, i.e. reach the
second stage depicted in Fig. 2, the KLD distances are sorted in a decreasing
manner. This way the topological ordering of the DAG-HMM is revealed, placing
the classification tasks of low difficulty on its top. Each node removes a class
from the candidate list until there is only one class left, which comprises the
DAG-HMM prediction. The distance matrix elements could be seen as early
performance indicators of the task carried out by the corresponding node. The
proposed topological ordering places tasks likely to produce misclassifications
at the bottom of the graph. This process outputs a unique solution for the
topological sorting problem, as it is usually met in the graph theory literature [3].

3.2 The DAG-HMM Operation

The operation of the proposed DAG-HMM scheme is the following: after extract-
ing the features of the unknown audio signal, the first/root node is activated.
More precisely, the feature sequence is fed to the HMMs, which produce two
log-likelihoods showing the degree of resemblance between the training data of
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each HMM and the unknown one. These are compared and the graph flow con-
tinues on the larger log-likelihood path. It should be stressed out that the HMMs
are optimized (in terms of number of states and Gaussian components) so that
they address the task of each node optimally. That said, it is possible that a
specific class is represented by HMMs with different parameters when it comes
to different nodes of the DAG-HMM.

An example of a DAG-HMM addressing a problem with four classes is illus-
trated in Fig. 3. The remaining classes for testing are mentioned beside each
node. Digging inside each node, Fig. 3 also shows the HMM-based sound classi-
fier responsible for activating the path of the maximum log-likelihood.

The operation of the DAG-HMM may be parallelized with that of investi-
gating a list of classes, where each level eliminates one class from the list. More
in detail, in the beginning the list includes all the potential audio classes. At
each node the feature sequence is matched against the respective HMMs and
the model with the lowest log-likelihood is erased from the list, while the DAG-
HMM proceeds to the part of the topology without the discarded class. This
process terminates when only one class remains in the list, which comprises the
system’s prediction. Hence, in case the problem deals with m different classes,
the DAG’s decision will be made after the evaluation of m − 1 nodes.

4 Experiments

This section explains (a) the dataset, (b) the parameterization of the proposed
solution for classification of respiratory sounds, and (c) finally presents and anal-
yses the achieved results.

4.1 Dataset

The respiratory sound database comes from the challenge organized within the
International Conference on Biomedical Health Informatics in 2017 and it is
publicly available1. The recordings span over several years. The database has a
total duration of 5.5 h and contains 6898 respiratory cycles, of which 1864 contain
crackles, 886 contain wheezes, and 506 contain both crackles and wheezes, in 920
annotated audio samples coming from 126 subjects.

The cycles were annotated by respiratory experts as including crackles,
wheezes, a combination of them, or no adventitious respiratory sounds. The
recordings were collected using heterogeneous equipment and their duration
ranges from 10 s to 90 s. In addition, noise levels in some respiration cycles is
high, representing very well, real life conditions. Finally, training and testing data
are already defined by the challenge organization committee. More information
regarding the dataset is available in [18].

1 https://bhichallenge.med.auth.gr/.

https://bhichallenge.med.auth.gr/
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Table 2. The recognition rates for the proposed and contrasted methods.

Approach Recognition rate (%)

HMMs+MFCCs [4] 39.5

Non-linear spectral features+SVM [19] 49.8

DAG-HMM + WP-Integration 50.1

4.2 System Parameterization

The low-level feature extraction window is 30 ms with 10 ms overlap between
subsequent windows, while the Daubechies mother wavelet was selected. The
HMMs of each node are optimized in terms of number of states and nodes
following the Expectation-Maximization and Baum Welch algorithms [14]. As
the considered sound events are characterized by a distinct time evolution, we
employed HMMs with left-right topology, i.e. only left to right states transitions
are permitted. Moreover, the distribution of each state is approximated by a
Gaussian mixture model of diagonal covariance, which may be equally effective
to a full one at a much lower computational cost [16].

The maximum number of k-means iterations for cluster initialization was set
to 50 while the Baum-Welch algorithm used to estimate the transition matrix
was bounded to 25 iterations with a threshold of 0.001 between subsequent
iterations. The number of explored states ranges from 3 to 7 while the number
of Gaussian components used to build the GMM belongs to the {2, 4, 8, 16,
32, 64, 128, 256, and 512} set. The final parameters were selected based on the
maximum recognition rate criterion. The machine learning package Torch2 was
used to construct and evaluate GMMs and HMMs.

4.3 Results

Table 2 depicts the rates achieved by two contrasted approaches as well as the
proposed one. We observe that the solution based on DAG-HMM fed with PWP-
Integration feature set achieved the highest recognition rate which is equal
to 50.1%. Interestingly the inferred topological order suggested the execution
of classification tasks with the following order: (a) crack+wheeze vs. normal,
(b) normal vs. wheeze, (c) crack vs. crack+wheeze, (d) crack vs. wheeze, (e)
crack+wheeze vs. wheeze, and (f) crack vs. normal.

Towards a more detailed picture of its classification capabilities, Table 3 tab-
ulates the confusion matrix. As we can see, the class identified with the highest
accuracy is the wheeze one with 64.5% and second is the normal one with 63%.
On the contrary, crack sound events were the most misclassified ones with the
respective rate being 36.7%.

Even though the achieved rate is the highest one reported in the litera-
ture, it is still far from satisfactory. Interestingly, when samples from crack,

2 Freely available at http://torch.ch/.

http://torch.ch/
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Table 3. The confusion matrix (in %) achieved by the proposed approach. The average
recognition rate is 50.1%.

Presented Responded

crack crack+wheeze normal wheeze

crack 36.7 3.1 58.5 1.6

crack+wheeze 3.1 38.4 57.9 0.6

normal 32.4 3.3 63 1.3

wheeze 0.5 3.2 31.8 64.5

crack+wheeze, and wheeze are misclassified, they are identified as normal at
most cases. This indicates that the patterns exhibited by the data coming form
the normal class are similar to all other classes. A potential solution to this
problem is collecting more data form the non-normal classes, such that the dif-
ferences are highlighted.

5 Conclusions

This work explained a graph-based classification scheme encompassing wavelet
analysis and temporal modeling. Such an approach was able to surpass solutions
existing in the literature. Nonetheless, the achieved classification rates highlight
the fact that automated respiratory sound analysis systems are not yet ready to
assist medical experts. Towards improving the current performance, in the future
we intent to pursue the following directions: (a) augment the non-normal part
of the dataset, (b) employ a combination of spectral and wavelet features, and
(c) include a discriminative classifier, possibly forming a synergistic framework.
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Abstract. Optical Coherence Tomography (OCT) of the human eye are used
by optometrists to analyze and detect various age-related eye abnormalities like
Choroidal Neovascularization, Drusen (CNV), Diabetic Macular Odeama
(DME), Drusen. Detecting these diseases are quite challenging and requires
hours of analysis by experts, as their symptoms are somewhat similar. We have
used transfer learning with VGG16 and Inception V3 models which are state of
the art CNN models. Our solution enables us to predict the disease by analyzing
the image through a convolutional neural network (CNN) trained using transfer
learning. Proposed approach achieves a commendable accuracy of 94% on the
testing data and 99.94% on training dataset with just 4000 units of data, whereas
to the best of our knowledge other researchers have achieved similar accuracies
using a substantially larger (almost 10 times) dataset.

Keywords: Deep learning � Transfer learning �
Convolutional Neural Networks � Artificial intelligence � Bioinformatics �
Age-related macular degeneration � Choroidal Neovascularization �
Pneumonia � Diabetic Retinopathy � Diabetic Macular Edema �
Optical Coherence Tomography

1 Introduction

OCT is used to obtain structural images of the human eye, which is otherwise not
visible to the naked eye. It has revolutionized the evaluation for treatment of many eye
diseases, some of which also may lead to blinding. OCT, performed by looking inside
the machine, keeping still, captures high resolution images of the back of the eye which
can be used for retina scanning (A retinal scan uses retina blood vessel patterns of a
person’s eye). Figures 1 and 2 shows parts of a normal eye and its retina respectively.

DRUSEN: Drusen [2] (Fig. 3) predominantly occurs due to aging, when yellow
extracellular particles accumulate between the Bruch’s membrane and retinal pigment
of the eye. Drusen can lead to clogging of the transport system, which may prevent
cone cells (responsible for color vision) from receiving enough oxygen and gradually
lead to their death. Drusen leads to less vivid colors and makes one’s central vision
blurry.
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CNV: Choroidal Neovascularization [3] (Fig. 4) occurs due to the formation of new
blood vessels near the choroid. Defects in the Bruch’s membrane located in the
innermost part of choroid, extreme myopia, excessive vascular endothelial growths are
causes of CNV. CNV causes distortion in central vision and pressure can be felt at the
back of the eye.

DME: Diabetic Macular Edema [4] (Fig. 5) occurs mainly in diabetic patients,
resulting in blurred vision due to the macula beginning to fill with fluid. The cone cells
are impaired of being able to sense light and hence results in blurred vision. DME
occurs when the blood vessels at the back start widening.

Using a subset of 4000 images from a large dataset of 85000 OCT scans, we trained
2 deep CNN models, using Keras library in python, to get maximum average validation

accuracy of 94%.

1.1 Convolutional Neural Networks

Convolutional Neural Networks [5] are essentially deep feed-forward networks con-
taining a series of convolutional and pooling layers which specialize in classifying
image data specifically. Initial layers are not fully connected as image data dimensions
are too large. Input layer takes in images of a reduced dimension like 224 � 224 (here
each pixel value in RGB is one input and the total input is of the dimension of the total
number of pixels) and for the output, we have a fully connected layer followed by some
normalization, producing a single 1-dimensional vector, with greater depth.

1.1.1 VGG16
VGG16 is a state-of-the-art CNN model introduced by Karen Simonyan, Andrew
Zisserman [6], for the ImageNet 2014 competition. It comprises of 23 layers, and is

Fig. 1. Parts of eye Fig. 2. Retina

Fig. 3. Drusen Fig. 4. CNV Fig. 5. DME
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available for public use along with the pretrained weights (trained in ImageNet which is
a source of over a million images), to classify objects belonging to 1000 classes. This
model architecture thus has the outermost layer generating 1000 values for the 1000
classes of objects, for a given input image of dimension no less than (32,32,3). It has
138,357,544 trainable parameters and its size is approx. 528 MB.

1.1.2 Inception V3
Similar to VGG16, Inception V3 [7] is also a state of the art, very deep (159 layer)
CNN model for Image classification, and 23,851,784 trainable parameters. It supports
images of dimension no less than (75,75,3). Size of InceptionV3 is 92 MB.

1.2 Transfer Learning

Transfer Learning [8] is a process of reusing pre-trained models of state-of-the-art
networks to classify data of a new domain, which saves the users a lot of processing
time by avoiding training of data from scratch. Training state of the art CNNs from
scratch normally would have taken at least 2 to 3 weeks on high end systems. Usually
in transfer learning the initial weights of the pretrained networks are unaltered since
they are used to distinguish basic features like colors and shapes. The outermost layers
have trainable weights which are altered based on the new data. The following specifies
the training practices based on respective requirements:

(i) ‘New dataset is small and similar to original dataset’: Changing core elements of
the weights of a complicated network for small dataset leads to overfitting. It is
wise not to alter the whole model, in this case. Also, the data being similar, it is
useless to alter the initial layers and only higher-level features may be relevant to
change. It is better to train a linear classifier on top of our present architecture in
this case.

(ii) ‘New dataset is large and similar to the original dataset’: Having more data will
not overfit the network and thus we can train the upper layers of the network
without any difficulties.

(iii) ‘New dataset is small but very different from the original dataset’: For such
cases, it is better to reduce our model off a few layers and train a simple SVM
classifier for such cases to prevent overfitting and easily classify our data.

(iv) ‘New dataset is large and very different from the original dataset’: In such cases,
we can afford to train our classifier from scratch as data is large. We might
require to train the model from the starting layers too. Also, we can initially try
to get good accuracies by initially just training the upper layers and if that fails,
try training from lower layers. Our problem statement belongs to this case.

The remainder of this paper is organized as follows. Section 2 surveys related
works about medical image analysis and related to our research. Section 3 introduces
our dataset and visualization. In Sect. 4, we describe our CNN based proposed model.
Improved results obtained are depicted in Sect. 5. Finally, we presented conclusions in
Sect. 6.
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2 Related Work

Medical image analysis needs a strong dataset of diverse images. The significance of
creating a dataset from patients of diverse age and races are to avoid bias in prediction
process. Also, the evaluation of learning procedure of a model being trained, gives us a
clear understanding of the volume and impact of medical data, which is being fed into
the training model. Many such key points of consideration have been pointed out in
Marleen’s article [9]. A recent work [10] studies the formation of Myocardial Infarction
by processing cardiac magnetic resonance images in a region based CNN, to locate left
ventricle and then uses a stacked auto encoder-decoder model to assess the local motion
information of the sequences. The model achieved 87.6% accuracy in prediction of
infarct locations. Shie et al. in [11] have used a transfer learning approach for Otitis
Media images. They have extracted encoded features from the Otitis Media images
using transfer learning on deep CNN, AlexNet and then with those extracted features,
they have trained an SVM classifier on top of AlexNet to get an average accuracy of
88.5%. Treader et al. in [12] describes utilizing a deep CNN in TensorFlow using an
SD-OCT dataset of 1112 exudative AMD eye and normal eye scans to achieve an
accuracy of 99.7%. In [13] Phillip Prahs describes the use of transfer learning on a
dataset of 1.8 lakh OCT images to detect Antivascular endothelial growth with a 95.5%
accuracy. Comaparing to [12] and [13], our model classifies over a larger variety of eye
diseases. Kermany et al. [14] have performed a research work similar to our paper by
using transfer learning on OCT images and also chest X-ray images, using VGG16
network, reaching high accuracies. They achieved maximum accuracy of 96.6%
training over 85000 OCT images which they had collected over a period of 4 years. We
have used the same dataset, but demonstrated that our model achieves similarly high
accuracies by using a significantly smaller part of the dataset, hence significantly
reducing training and increasing availability and performance.

3 Dataset and Visualization

The dataset consists of exactly 84495 grayscale images taken by the OCT device and
labelled in the 4 categories of NORMAL, CNV, DME and DRUSEN by experienced
optometrists. The dataset has been downloaded from Kaggle and it was created orig-
inally by [15] “Shiley Eye Institute of the University of California San Diego, the
California Retinal Research Foundation, Medical Center Ophthalmology Associates,
the Shanghai First People’s Hospital, and Beijing Tongren Eye Center” over a period of
4 years, starting from July 2013. Every sample has been assessed by professionals
through multiple levels of expertise. Following Fig. 6 shows the pixel intensities of a
random sample (here CNV) from the dataset. Figure 7, from [15] shows the compar-
ative study of the OCT scans for our classes.
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We have taken a subset of the dataset (exactly 4000 samples, 1000 per class) so that
the training time is less. Following figure shows frequency of NORMAL, CNV, DME,
DRUSEN in a random sample batch of size 728, used for training. Its distribution is
shown in Fig. 8.

Fig. 6. Pixel intensities of an OCT scan sample

Fig. 7. Various eye diseases

Fig. 8. Even distribution of our dataset
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4 Implementation

For our scenario we have used the VGG16 and InceptionV3 model for transfer learning
using the pretrained ImageNet weights. The models are available through the Keras
library along with the weights. The outermost fully connected layer was removed
leaving a convolutional layer with an output dimension of [5,5,256]. We add to this a
pooling layer of size 2 � 2 to scale down the feature size, followed by a flattening layer
and a Dense (perceptron) layer. The Dense layer with a SoftMax activation function
takes in a 1024 size vector from the flattening module and outputs a vector of size 4.
Initially, in the pre-processing stage, the images have been resized to 224 � 224
resolution and reshaped into NumPy arrays (resulting dimension [224,224,3]). The data
labels have been categorized into 4 labels, 1, 2, 3, 4 and coded into their 1-hot vector
representations. We froze the layers of the original model so that they were not updated
in the training. Only our layers were trained. We used both Adam and RMSProp to
optimize the training process, with a learning rate of 0.00005. Adam [16], as expected
performed slightly better. For evaluation of the model’s loss, we have based it on
categorical cross entropy. A loss function is a measure of how bad the model predicted
for that epoch and usually is measured by mean squared error. We ran the training for
50 epochs on a dataset of size 4000 with equally balanced data from all classes and
train and test split of 0.2. The system was tested on both VGG16 and InceptionV3
models. In about 12 epochs, the Inception V3 model had a faster learning rate for small
dataset, than the VGG16, without the dropout layer, although VGG16 performed better
overall. Although our scenario was that of type 4 as mentioned in Sect. 1.2, fortunately,
we did not need to train the whole network from scratch to get good results. Training
the uppermost layer was sufficient. Figure 9 describes the whole training process.
Adding a dropout [17] layer with dropout rate of 0.5, before the final layer actually
yielded better results than the previous model.

Dropout layers are used for regularization by “dropping out” the contribution of a
few randomly selected neurons during training. This helps other active neurons to
contribute more to the features which were otherwise assigned to be determined by the
currently deactivated neurons, thus helping them generalize the handling of data better.
This helps in building multiple independent representations of the subject being learned
by the network. Using a dropout of 0.5, we achieved 1 to 2 percent improvements in
accuracies than our base model. Figure 10 describes the layers of the VGG16 CNN

Fig. 9. Overview of the whole process
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model we have altered, for this research work. The CNN in the figure corresponds to a
normal VGG16 with the top layer removed.

5 Results

The proposed network was trained on a device with Nvidia k80 12 GB GPU and
32 GB RAM, running on Intel Xeon processor. Testing with our network with a
training set of size 3200 and validation of 800 samples produces 94% accuracy. It is
noteworthy that such high accuracy is achieved using a transfer learning model on a
dataset which is comparatively so small. Studying other approaches for the same
problem, it is seen that, increasing the data obviously enhances the accuracy only by a
small percentage. But it takes considerably larger amount of time to train in such cases.
Our model takes a running time of 41 s per epoch (one epoch running over all 4000
data records). Here is a comparative study of similar models with substantially more
data and our model with lesser data (Table 1).

Brief description of evaluation metrics used: Precision and Recall. [18] are mea-
sures of the amount of data used and the amount of which was beneficial for the
training. Precision is a ratio of the amount of useful results, to the total retrieved results.
Recall is the ratio of the fraction of relevant results we received, to the total number of
relevant instances.

Precision P ¼ TP= TPþFPð Þ ð1Þ

Recall R ¼ TP= TPþFNð Þ ð2Þ

F ¼ 2 � Precision � Recallð Þ= PrecisionþRecallð Þð Þ ð3Þ

Table 1. Comparative performance of related models

Approach Training dataset size (#images) Accuracy

Kermany 2018 best model [12] 80000 96.6%
Our model 4000 94%
Human performance Medical training 90–99%

Fig. 10. Detailed description of our CNN model
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Where TP = True Positive (predicted values = actual values and both are positive),
FP = False Positive or Type 1 error (Predicted values to be positive when they were
actually false) FN = False Negative (Predicted values to be negative but they were
false) Finally, the F score is a measure of how close Precision and Recall are (it is their
Harmonic Mean).

VGG16 Results: The average accuracy was 91.6% without the dropout layer, over 12
epochs on a 1000 size dataset (Fig. 10) and with dropout layer, and 4000 size dataset,
accuracy boosted to 94%, in about 33 epochs, after which the process converged by
early stopping. The precision, recall and f-scores for each class are shown in the figure.

The support tag signifies the number of validation samples for each class. The
average recorded accuracy on the training dataset, however, was 99.4%.

Inception V3 Results: It recorded average prediction accuracy of 92.6% without the
dropout layer using a 1000 size dataset and no further improvement was noticed when
using a larger dataset of 3200 training samples (Fig. 11).

Confusion matrices are best for visualizing multiclass-classification performance
where a one-versus-all comparison of predictions are made. Figure 12 shows the
confusion matrix for the VGG16 based model. Rows denote the ground truth labels

Fig. 11. Results without and with Dropout layer respectively

Fig. 12. Confusion matrix for VGG16 based model
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while columns denote the predicted labels. The dark tiles show the number of current
label predictions while the light tiles denote incorrect predictions. It gives us a clearer
overview of the model’s performance. From the results we notice that differentiating
between Normal eye and Drusen eye has been more challenging than other disease
predictions.

Figures 13 and 14 show the learning performance of our VGG16-based model
throughout the training process. Our model provides excellent results, from the 10th

epoch itself. After the 10th epoch, the model starts to converge at a slower rate,
ultimately reaching a training accuracy of 99.7 at the 40th epoch, and the model stops
automatically by early stopping [19] regularization.

Fig. 13. Learning curve of VGG16 based model

Fig. 14. Loss curve over 50 epochs
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6 Conclusion

Our proposed model proves to be highly efficient in computation, preserving quality of
prediction on a significantly smaller dataset and showcases that sometimes even smaller
datasets of around 4000 images are enough to get good accuracies for medical
experiments, especially when the outputs are of a smaller number of classes. It also
highlights the importance and benefits of using transfer learning in CNN models to get
the best out of the state-of-the-art models without complex hardware equipment. Thus,
this is a very economically feasible approach for analyzing medical datasets for disease
prediction. Similar models can be used for other image datasets also, to get fast and
accurate results, by changing a few parameters in the model. There is a lot of room for
further experimentation with our model also. We might achieve greater accuracy by
using more training samples on our data. Also, instead of using another dense CNN
layer on top of the model, we can train a simpler classifier like multiclass SVM, when
we have very few output classes. SVMs might perform better than the convolutional
layer in such cases, even with the little amount of data we have trained with. Also to
enhance the usefulness of the dataset in further studies regarding disease formation, we
can use semantic segmentation. Semantic segmentation [20] focusses on every entity
instead of just focusing on a few pixels to predict objects. For example, it can detect the
number of people in an image if the image is labelled to have contain a human image.
Hence semantic segmentation can help detect nanoscale changes [21] in the retinal
layers which in turn may signify the process of formation of such diseases. Semantic
segmentation is a new concept that can find great usefulness as far as biological studies
are concerned.

References

1. Brezinski, M.E., Fujimoto, J.G.: Optical coherence tomography: high-resolution imaging in
nontransparent tissue. IEEE J. Sel. Top. Quantum Electron. 5(4), 1185–1192 (1999)

2. Hunter, A.A., Chin, E.K., Almeida, D.R., Telander, D.G.: Drusen imaging: a review. J. Clin.
Exp. Ophthalmol. 5(327), 2 (2014)

3. Amaro, M.H., Holler, A.B.: Age-related macular degeneration with choroidal neovascular-
ization in the setting of pre-existing geographic atrophy and ranibizumab treatment. Analysis
of a case series and revision paper. Revista Brasileira de Oftalmologia 71(6), 407–411
(2012)

4. Bressler, N., et al.: Optimizing management of diabetic macular edema in Hong Kong: a
collaborative position paper. Hong Kong J. Ophthalmol. 21(2), 59–64 (2017)

5. Kumar, S., Kumar, M.: A study on the image detection using convolution neural networks
and TensorFlow. In: 2018 International Conference on Inventive Research in Computing
Applications (ICIRCA), pp. 1080–1083. IEEE (2018)

6. Simonyan, K., Zisserman, A.: Very deep convolutional networks for large-scale image
recognition. arXiv preprint arXiv:1409.1556 (2014)

7. Szegedy, C., et al.: Going deeper with convolutions. In: Proceedings of the IEEE Conference
on Computer Vision and Pattern Recognition, pp. 1–9 (2015)

8. Pan, S.J., Yang, Q.: A survey on transfer learning. IEEE Trans. Knowl. Data Eng. 22(10),
1345–1359 (2010)

Eye Disease Prediction from Optical Coherence Tomography Images 113

http://arxiv.org/abs/1409.1556


9. de Bruijne, M.: Machine learning approaches in medical image analysis: from detection to
diagnosis (2016)

10. Chen, M., Fang, L., Zhuang, Q., Liu, H.: Deep learning assessment of myocardial infarction
from MR image sequences. IEEE Access 7, 5438–5446 (2019)

11. Shie, C.-K., Chuang, C.-H., Chou, C.-N., Wu, M.-H., Chang, E.Y.: Transfer representation
learning for medical image analysis. In: IEEE Engineering in Medicine and Biology Society,
Conference, pp. 711–714 (2015)

12. Treder, M., Lauermann, J.L., Eter, N.: Automated detection of exudative age-related macular
degeneration in spectral domain optical coherence tomography using deep learning. Graefe’s
Arch. Clin. Exp. Ophthalmol. 256(2), 259–265 (2018)

13. Prahs, P., et al.: OCT-based deep learning algorithm for the evaluation of treatment
indication with anti-vascular endothelial growth factor medications. Graefe’s Arch. Clin.
Exp. Ophthalmol. 256(1), 91–98 (2018)

14. Kermany, D.S., et al.: Identifying medical diagnoses and treatable diseases by image-based
deep learning. Cell 172(5), 1122–1131 (2018)

15. Cell. http://www.cell.com/cell/fulltext/S0092-8674(18)30154-5
16. Kingma, D.P., Ba, J.: Adam: a method for stochastic optimization. arXiv preprint arXiv:

1412.6980 (2014)
17. Srivastava, N., Hinton, G., Krizhevsky, A., Sutskever, I., Salakhutdinov, R.: Dropout: a

simple way to prevent neural networks from overfitting. J. Mach. Learn. Res. 15(1), 1929–
1958 (2014)

18. Towards Datascience. https://towardsdatascience.com
19. Prechelt, L.: Early stopping - but when? In: Orr, Genevieve B., Müller, K.-R. (eds.) Neural

Networks: Tricks of the Trade. LNCS, vol. 1524, pp. 55–69. Springer, Heidelberg (1998).
https://doi.org/10.1007/3-540-49430-8_3

20. Long, J., Shelhamer, E., Darrell, T.: Fully convolutional networks for semantic segmen-
tation. In: Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition, pp. 3431–3440 (2015)

21. Van Engelen, A., et al.: Multi-center MRI carotid plaque component segmentation using
feature normalization and transfer learning. IEEE Trans. Med. Imaging 34(6), 1294–1305
(2015)

114 A. Bhowmik et al.

http://www.cell.com/cell/fulltext/S0092-8674(18)30154-5
http://arxiv.org/abs/1412.6980
http://arxiv.org/abs/1412.6980
https://towardsdatascience.com
http://dx.doi.org/10.1007/3-540-49430-8_3


Severe Asthma Exacerbations Prediction Using
Neural Networks

Arthur Silveira(&) , Cristian Muñoz , and Leonardo Mendoza

Pontifícia Universidade Católica, Rio de Janeiro, RJ 22451-900, Brazil
arthur.silveirasc@gmail.com

Abstract. This work introduces a classification model using neural networks
on the severity for asthma exacerbations [1] from patients who seek the
Brazilian healthcare system in order to get a first treatment of their condition.
Healthcare specialists, who work on related databases, usually have access to the
information about whether these events need a critical handling or not. How-
ever, in many situations, these databases present missing data, which usually
demands a manual evaluation of this data and, therefore, time.
Hence, the aim of this work is to automate the classification process on the

asthma emergency cases – by training and testing neural networks – and
compare its performance with other classifiers. The results will be part of the
analysis and assessments routines performed by specialists of a healthcare
company.

Keywords: Deep learning � Healthcare � Neural network

1 Background and Motivation

Asthma exacerbations and the general disease mishandling are one of the main sources
of hospitalizations, emergency treatment and patients’ life quality worsening, causing,
in some cases, irreversible pulmonary obstruction after a few years of its poor con-
trolling [2]. Emergency treatment and hospitalizations, after a primary care, can be
assessed under several perspectives from related databases, such as the type of treat-
ment performed, or the medication applied.

In order to evaluate these cases, databases are managed and analyzed, especially
under the perspective if the assistance in the hospital resulted in an emergency handling
or not.

Despite its importance, this information is missing in some cases, affecting the
quality of the assessments developed by specialists who usually have access to it. It’s
critical to them, for example, to understand which age or sex is typically involved in
emergency cases of asthma exacerbations or even what drugs are being managed.
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Hence, this work aims to train a neural network in order to automate the emergency
cases prediction and to avoid a long manual analysis of it. Besides, we intend to
evaluate its accuracy and calculate other performance metrics – such as the model loss
function – to better understand how precise the neural network is and compare it with
other machine learning algorithms.

2 The Costs of Asthma in Brazil

Asthma is a chronic inflammatory disease associated to a hyper-responsivity of the
respiratory tract, which induces to recurrent episodes of thoracic oppression and
cough, particularly at night or early morning. These episodes are consequence of a
generalized respiratory tract obstruction, which can be reversed naturally or by
treatment [3].

It’s a common chronic condition in children and adults, being a problem, which
affects, in Brazil, roughly 20 million people [4]. The asthma hospitalization rate of
people with more than 20 years in the public healthcare system declined 49% between
2000 and 2010 and, in 2011, it was recorded by the DATASUS 160,000 hospital-
izations among all ages, a figure that has put asthma as the fourth major cause of critical
care in healthcare units (see Fig. 1). Despite this decline, the mortality rate between
hospitalized patients (i.e., emergency cases) increased approximately to 25% between
2008 and 2013 (see Fig. 2) and represented a cost to the public healthcare system of US
$ 170 million (see Fig. 3).

Fig. 1. Hospitalizations caused by asthma, between January 2000 and December 2011
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To be more precise regarding the asthma expenses, in 2006 [5], a study was
conducted with controlled asthma patients – i.e., people with daytime symptoms
manifestations or nighttime manifestations twice a week– and uncontrolled ones – i.e.,
people with daytime symptoms manifestations more than twice a week, or with
nighttime manifestations in two consecutive nights, or even using a relieve medication
more than twice a week. In this report, the direct costs of an uncontrolled patient were
US$ 39,15 for the use of emergency rooms, US$ 86,30 for the hospitalization proce-
dures and US$ 36,20 for the medicine handling, whereas the costs for a controlled
patient was US$ 2,70 for the emergency rooms, US$ 12,88 for the hospitalization
procedures and US$ 74,50 for the drug application (see Fig. 4). Thus, regarding the
indirect costs, the days lost at school or work were larger in the uncontrolled group (54
vs. 30 school days, 48 vs. 12 work days).

Fig. 2. Asthma mortality and hospitalization landscape in Brazilian public healthcare system

Fig. 3. Total asthma hospitalizations and their costs in Brazilian public healthcare system
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Hence, the study showed that patients with uncontrolled asthma have a bigger
financial impact when compared to the controlled ones. The bigger costs proportion are
related to the use of emergency rooms and hospitalizations, which imply that there are
opportunities to cost reduction, disease controlling (by using medicines) and hospi-
talizations decrease. Analysis which try to understand the exacerbations behavior that
induce emergency handle, from a series of characteristics analyzed during the patient
primary care, may improve the creation of better strategies to control the disease and
diminish its weight on the public or private healthcare budget in Brazil. By offering
information and structured treatment to the patients, a bigger control of the condition, a
cost reduction and a better well-being can be achieved.

3 Methodology

3.1 A Basic Deep Learning Workflow

The general process of the project follows the commons steps of a basic deep learning
project (see Fig. 5):

Fig. 4. Direct costs distribution between controlled and uncontrolled asthma patients

Fig. 5. The three-stage process to conduct this study
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It’s important to remind that each activity listed above breaks down into other
essential ones, such as:

• Clean up and prepare the dataset to perform an EDA:
– Exclude unnecessary variables and not available (N/A) data;

• Perform the EDA, which will identify patterns, trends and behaviors that will
support the selection of information to the next step:
– Examine database balance according the input and output variables;
– Visualize database general behavior, capturing patterns from it;
– Select the variables that will be used to train the classifier algorithm.

• Train and test a neural network and other machine learning algorithms, using the
information provided by the database:
– Split a train and test database samples in order to perform these tasks;
– Train and test a neural network, along with other classifiers, to predict the type

of care, using relevant variables identified in the EDA.

3.2 Classification Methods

Classification problems in deep learning and machine learning are dedicated to study
how it’s possible to automatically learn from past behavior to make precise predictions
about the future [6]. In this field of study, the objective is to approximate a mapping
function f, from input variables X, in order to predict values of an output variable y [7].
Usually, in such cases, a sample of a database is already labeled (classified) – in our
case, telling us if a patient’s uncontrolled asthma event should be treated as an
emergency or not – and used to train a classification algorithm. Afterwards, the trained
model is applied on the remaining sample – the test data – and accuracy and other
performance metrics are measured, by comparing the predicted values with the true
ones (see Fig. 6).

Fig. 6. A detailed view of the predictive analysis
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3.3 System Architecture

3.3.1 The Database
The databases used for this work were accessed just by one of the authors, in password
secured computer, with absolutely no type of sharing with the others and third parties.
Besides, it was impossible to access any identifiable patient information and the data
only included unidentified variables, with no means to know the identity of the patient.

3.3.2 The Neural Network Architecture
In general, there are three main categories of neural networks architecture: feed-for-
ward, recurrent and symmetric [9]. In this research, a multilayered Perceptron recurrent
neural network will be applied, with 112 neurons each, since the total dimension of the
input values – label variable included – was 56. After each hidden layer, a dropout and
a ReLU activation function were established. In the output layer, one neuron – since
it’s a binary classification problem –, with a sigmoidal activation function, was
included.

Regarding evaluation metrics, besides the confusion matrix, a cross-entropy
method was used as loss function (below, its mathematical representation [10]), due to
its good performance with sigmoidal activation functions:

L ¼ � 1
n

Xn

i¼1
ðyðiÞ � logðŷðiÞÞ þ ð1� yðiÞÞ � logð1� ŷðiÞÞÞ ð1Þ

3.4 Other Classification Methods Employed

Below, some other classification methods employed whose accuracy were compared
with the neural network:

– Specialists’ classification: the database specialists created their own manual
method, in which some variables were observed, and the final emergency label was
given;

– Naïve Bayes classifier: a supervised learning approach in which the Bayes’ theorem
is applied, with its naïve assumption that the input variables are independent;

– Decision tree: another supervised learning method, based on a non-parametrical
heuristic, in order to predict output values, by setting up simple decision rules
extracted from the database understanding;

– Random forest: widely used in classification and regression problems, this method
builds multiples decision trees and collect the results in order to create a more
accurate algorithm;

– Support Vector Machines (SVM): this algorithm builds a hyperplane in a multidi-
mensional space used to separate different classes iteratively, by minimizing its
error. There are different ways to construct the hyperplane (called kernels) and here
we employed the linear, polynomial and Gaussian methods.
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4 Implementation

4.1 Exploratory Data Analysis (EDA), Pre-processing, Training and Test

An EDA is crucial to uncover patterns in the database and can be extremely helpful for
the neural network classification performance. For example, other variables can be
created from the assessment of the original ones – in order to make the analysis more
insightful. In this research, two variables were created and helped in the whole process.

After the EDA, the final variables were selected and passed through a preprocessing
and an one-hot encoding [11] processes in order to enable the data usage by the model.
The separation between a train (with 72.946 entries – 80% of the database)and a test
samples (with 18.237 entries – 20% of the database) occurred at the end.

5 Results

After 100 epochs, these are the results of our neural network model (Figs. 7, 8 and 9).

Fig. 7. Model accuracy behavior
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The neural network achieved a maximum accuracy of 89,5% (epoch 73) for the test
sample, ranking as the third best accuracy between all the classification methods,
behind only the specialists’ classification and the decision tree method (see Fig. 10.
Accuracy level comparison table).

Fig. 8. Confusion matrix

Fig. 9. Loss function behavior
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6 Conclusion

Regarding the confusion matrix, a few points need to be noticed: how the algorithm
managed to classify better true emergency cases than non-emergency ones (91% vs.
87%). This is probably caused by a slightly higher number of emergency cases in the
dataset, which may have leaded to an algorithm specialization. Secondly, it’s
important to say how the low level of true negatives observed – compared to the
other methods assessed – is important to healthcare machine learning applications:
saying a patient isn’t ill, when she indeed needs treatment, can cost lives and limit
the application in real life.

It’s noticed, as well, that the specialists’ method produced a higher accuracy level.
Yet, given the time it took to be completed (roughly six weeks), a trained neural
network may yield to an automatized and less time-consuming result.

Finally, new databases, which don’t contain the emergency classification, may
have it, by applying our trained neural network. Automating this process, new
emergency asthma cases can be prevented, by studying its behavior and possible
severity diagnoses, leading to more assertive medicine campaigns for pharmaceutical
companies, better public healthcare policies and a decrease in hospitalization
spending in Brazil.
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Abstract. The DNA Microarray classification played an important role
in bioinformatics and medicine area. By means of the genetic expressions
obtained from a DNA microarrays, it is possible to identify which genes
are correlated to a particular disease, in order solve different tasks such
as tumor detection, best treatment selection, etc. In the last years, sev-
eral computational intelligence techniques have been proposed to identify
different groups of genes associated with a particular disease; one popu-
lar example is the application of artificial neural networks (ANN). The
main disadvantage of using this technique is that ANN require a rep-
resentative number of samples to provide acceptable results. However,
the enormous quantity of genes and the few samples available for any
disease, demand the use of more robust artificial neural models, capa-
ble of providing acceptable results using few samples during the learning
process. In this research, we described a new type of generalized neuron
model (GNM) applied to the DNA microarray classification task. The
proposed methodology selects the set of genes that better describe the
disease applying the artificial bee colony algorithm; after that, the GNM
is trained using the discovered genes by means of a differential evolution
algorithm. Finally, the accuracy of the proposed methodology is evalu-
ated classifying two types of cancer using DNA microarrays: the acute
lymphocytic leukemia and the acute myeloid leukemia.

Keywords: Generalized neurons · Bioinformatics · DNA microarrays

1 Introduction

DNA microarrays have been popularized in medicine field due to this technology
is capable of analyzing the expression level of millions of genes at the same time.
By means of the analysis, it is possible to perform several tasks such as diagnose
diseases, identify different tumors, select the best treatment for a specific patient
to resist illness, among others. However, the analysis of this expressions requires
of robust computational and statistical technique to obtain the most relevant
information from the DNA microarray. Particularly, the Artificial Intelligence
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Community has applied several new technique for obtaining this valuable infor-
mation. A branch of AI, called pattern classification focuses on the identification
of different classes or groups analyzing the information contained in the samples;
this samples could be associated with a particular disease, making possible the
identification different types of cancer. The DNA microarray has an enormous
quantity of genes to be analyzed and the samples available are few, this implies
that the computational intelligent technique must be capable of learning with
few samples in order to be applied in a DNA classification task.

Artificial neural networks (ANN) are computational models that have been
applied in different tasks such as pattern recognition, particularly to the classi-
fication of DNA microarrays. For example, the authors in [1], describe how an
ANN can be used to identify recurrence of cancer after prostatectomy in terms
of predictive genes. Other authors, such as in [2], apply an ANN for cancer
classification using the singular value decomposition (SVD). In [3], the authors
diagnose disease categories of a kind of cancer and in [4], the authors focus their
research in mass spectrometry. ANN ensembles based on sample filtering algo-
rithm is designed for separating the wrongly labeled DNA microarrays from the
training set and used to construct one more ANN just for the wrong samples
classified [5].

The previous papers have in common that the authors first perform a dimen-
sionality reduction in order to select the most representative genes because many
of them are irrelevant. If there is not a carefully selection of genes, the conse-
quences can be reflected in the low performance obtained in the classification
or prediction a disease. For example, in [6], a selection of genes is performed in
terms of the gene ranking based on the significance level, after that, the infor-
mation obtained during the dimensionality reduction process is used to train
an ANN and then classify cancer tumors. Other examples are described in [7]
and [8], where the authors apply different swarm intelligence techniques for the
dimensionality reduction process and then training an ANN in order to classify
the DNA microarrays.

However in order to get acceptable results with an ANN it is necessary to
adjust several parameters during its design. The number of synaptic weights, the
kind of transfer functions and the number of inputs that will be transformed in
the system are important features that directly impact in accuracy during the
solution of the problem. For this reason, authors in [9] optimize the ANN design
for classification problems.

The generalized neural network (GNN) is other kind of ANN that was devel-
oped by [10] with the aim to reduce the design of an artificial neural network
without many connections, with a good performance compared with the clas-
sic ANN and easy to implement in hardware to solve real time problems. Some
works applied GNN to solve approximation functions [11], for computing density
estimations [12,13], prediction and recently DNA classification problems [14].
Basically, the generalized neuron is composed of three neurons, although the
results obtained with these model are highly acceptable, if the problem requires
to build a generalized network, this network will be compose of three times more
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neurons than a classical feed forward network. In that sense, it is still necessary
to propose a neuron model that preserves the advantages of the GNN and at the
same time reduce the number of neurons used in the model.

In this work, we propose a new generalized neuron model as a generalization
of the model proposed by [10], allowing to select automatically different transfer
functions, aggregation functions as well as the operators associated with the
integration of the input pattern and synaptic weight, all these features in only
one neuron. In order to apply the generalized neuron to a DNA microarray
classification problem, firstly, the gene dimensionality is reduced using artificial
bee colony (ABC) algorithm, then the data is used to train the GNN by means of
a differential evolution (DE) algorithm where the main parameters of the model
are evolved.

This work comprises five chapters: section one is a brief introduction. Then,
the concept of generalized neuron as well as the new generalized model is pre-
sented. In addition, the propose methodology is detailed in section three followed
by the experimental results in section four. Finally, the conclusions of this work
are presented in section five.

2 A New Generalized Neurons (GN) Model

The Classical Generalized Neuron (CGN) is a computational model for non-
linear function approximation, probability density estimation and classification
[10]. This model has been applied in a wide range of problems like classification,
forecasting and regression. The CGN comprises two transfer functions (sigmoid
and gaussian) connected and integrated with the output neuron, few synaptic
weights, and two aggregation functions (sum and product), see Fig. 1. The num-
ber of synaptic weights is less than a MLP.

Fig. 1. CGN structure.

To compute the output of the CGN, the input patterns, x ∈ IRN are mapped
with the corresponding synaptic weights w ∈ IRN of each neuron (OΣ and OΠ)
using the corresponding aggregation functions (sum and product), then the result
are evaluated by the transfer function (sigmoidal for sum function and gaussian
for product function). Finally, the output neuron integrates the obtained results
of the first two neurons. In addition, another input called bias is considered.
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The output neural using sum aggregation function is represented by Eq. 1.

OΣ = f1(SCGN ) =
1

1 + exp(−λs · SCGN )
(1)

In this case, SCGN =
∑

WΣi
Xi + X0Σ , where λs is the gain factor, WΣ

represent the input weights and X0Σ is the sum-bias.
The output neuron using product aggregation function is represented by

Eq. 2.

OΠ = f2(PCGN ) = exp(−λp · (PCGN )2) (2)

Also, for this case, PCGN = ΠWΠiXi ·X0Π , where λp also is the gain factor,
WΠ represent the input weights and X0Π is the product-bias.

Finally, the total output of the CGN is represented by Eq. 3.

OCGN = W · OΣ + (1 − W ) · OΠ (3)

In order to propose a more simple generalized neuron model, we analyze the
main parts of a perceptron (Eq. 4), a morphological perceptron and (Eq. 5) and
some terms of a polynomial neural network (Eq. 6).

ycp = f ([Σn
i=1xi · wi] + b) (4)

ymp = f ([∨n
i=1xi + wi] + b) (5)

ypp = f
([

Σn
i=1wix

2
i + wixi

]
+ b

)
(6)

As can be observed, these expressions contain common elements in the struc-
ture of the neural model: the transfer function (f), the aggregation operator (Σ
and ∨) and the integration operator (̂, + and ·). In that sense, we could pro-
pose a generalized neuron model in terms of this three main parts as described
in Eq. 7: Tf (transfer function), Ao (aggregation operator) and Io (integration
operator).

ygnm = Tf ([Ao
n
i=1Io (xi, wi)] + b) (7)

where the transfer function can be any function selected from the set of transfer
functions such as

Tf = {tansig, logsig, hardlim, radbas, purelin} (8)

the aggregation function can be selected from the set of the aggregation functions
such as summation, multiplication, maximum and minimum

Ao =
{∑

,
∏

,∨,∧
}

(9)

and the integration operator that allow the interaction between input pattern
(x) and synaptic weights (w) can be selected from a set of three main operators

Io = {⊕,�,⊗} (10)

defined as
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⊕ (x,w) = x + w (11)

� (x,w) = x · w (12)

⊗ (x,w) = wx2 + wx (13)

3 Methodology for DNA Classification

The methodology presented in this article, for performing a DNA classification
task, is based on the method described in [8]. The methodology is divided in
two main steps: one devoted to select the set of genes that best describe the
DNA microarray, and other focused on training the new generalized neuron for
improving the accuracy of the classification task.

Both phases apply different bio-inspired algorithms for achieving better
results. Bio-inspired algorithm are based on biological processes of some species
looking for their survival such as the food search task or natural selection process
[15]. These kind of algorithms try to find a set of possible solutions distributed
in a search space that optimize a fitness function. These solutions change in
terms of different operators that help to improve the solution of the problem.
The solutions are evaluated using a fitness function until the best solution is
found.

The first step performs a dimensionality reduction of the DNA microarray,
reducing the number of features and selecting the set of genes that best repre-
sent a specific disease. In order to achieve that, the artificial bee colony (ABC)
algorithm is applied in combination with the Euclidean distance classifier.

Once selected the set of genes that best describe the disease, the second
step uses this information for training an artificial neural network (ANN) or
any classification device. Any type of ANN could be applied after reducing the
dimension of the DNA microarray. However, in order to avoid the complex task
of designing an ANN, we decide to use a simple generalized neural network
(GNN) (composed of two neurons) trained with the differential evolution (DE)
algorithm as described in [14].

A deep description of the two steps are described in the next subsections.

3.1 Dimensionality Reduction

According to [8], the selection of the best set of genes could be defined in terms of
an optimization problem. Given a set of p DNA microarrays X = {x1, . . . ,xp},
xi ∈ IRn, i = 1 . . . , p and its corresponding disease d = {d1, ..., dp} associated to
each DNA microarray. The number of disease is defined by di ∈ {1, . . . ,K} and
K. The aim is to find a subset of genes of the DNA microarray data G ∈ {0, 1}n

such that a fitness function defined by min (F (X|G,d)) is minimized.
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The dimensionality reduction solution is represented with a subset of genes
defined by an array I ∈ IRn. Each individual Iq,q = 1, . . . , NB is binarized using
the Eq. 14 with a threshold level th. This threshold select the best set of genes
defined as Gk = Tth

(
Ik

)
,k = 1, . . . , n; whose component is set to 1, indicates

that this gene will be selected to make up the subset of genes.

Tth (x) =
{

0, x < th
1, x ≥ th

}

. (14)

The artificial bee colony (ABC) algorithm is based on the metaphor of the
bees foraging behavior [16]. The population of NB bees xi ∈ IRn, i = 1, . . . , NB
represented by the position of the food sources (possible solutions) are dis-
tributed in a search space. Three classes of bees are used to achieve the con-
vergence near to the optimal solution that represents the most relevant genes
from the DNA microarray.

To evaluate the solutions found by the ABC algorithm and determine which
is the best solution, it is necessary to define a fitness function. The aptitude of an
individual is calculated with a fitness function that measures how many samples
have been wrongly predicted in terms of the classification error function (CER).
This fitness function is defined in Eq. 15.

F (X |G,d ) =

p∑

i=1

(∣
∣
∣
∣arg

K
min
k=1

(
D

(
xi |G , ck |G

)) − di

∣
∣
∣
∣

)

p
(15)

where p is the total number of gene expressions to be classified, D is a distance
measure, K is the number of classes, c is the center of each category, arg min
provides the class to which the input pattern belongs in terms of the distance
classifier and di is the expected class.

In [8], the authors comment that different distance measures could be applied
to classify the gene expression samples. In this research, we adopt the Euclidean
distance.

3.2 Pattern Classification Using the New Generalized Neuron
Model

Once selected the set of features that best describes the disease, the next step
is to train the generalized neural network (GNN) composed of two generalized
neurons, one neuron for each class defined in the problem. For determining the
class to which the input pattern belongs, the generalized neurons enter into a
competition stage where the neuron with the highest output is set to 1 and the
remaining neurons are set to 0; the neuron set with 1 determines the class to
which the input pattern belongs.

The inputs of the GNN is feed with the genes previously selected using the
ABC algorithm. Before starting to train the GNN, the dataset with the best
genes was partitioned into two datasets: training and testing subsets. After that,
the GNN was trained with the differential evolution (DE) algorithm.
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The differential evolution (DE) algorithm is a optimization technique pro-
posed in [17]. It has few parameters (CR (crossover rate) and F (mutation rate))
and it converges to the optimum faster than others evolutionary techniques. The
solution population is represented by vectors of real numbers.

The solutions (individuals), generated with DE algorithm, codify the GNN
structure in terms of the synaptic weights (w), bias (b) as well as the transfer
function (Tf ), aggregation operator (Ao) and integration operator (Io) defined
in previous section. Particularly, in this paper the set of transfer function was
composed of the tansig, logsig, hardlim, hardlims, netinv, poslin, radbas, satlin,
satlins, tribas, purelin functions. Each solution was evaluated with the fitness
function defined in Eq. 16.

F (X |G,d ) =

p∑

i=1

(|GNN (xi |G ) − di|)
p

(16)

where p is the total number of gene expressions to be classified and GNN is the
output of the generalized neuron.

Once trained the GNN, we proceed to evaluate its generalization capabilities
using the testing subset. To measure the accuracy of the GNN, we computed the
classification performance also by means of Eq. 16.

4 Experimental Results

In this section, we analyze the experimental results obtained with the proposed
methodology to determine its accuracy. For that purpose, the methodology was
applied to classify two type of cancer: the acute lymphocytic leukemia and the
acute myeloid leukemia.

In [18], the authors demonstrate successful classification between ALL and
AML leukemia using DNA microarrays. The Leukemia benchmark ALL-AML
dataset contains measurements corresponding to ALL and AML samples from
Bone Marrow and Peripheral Blood. It is composed of samples for training (27
ALL and 11 AML) and 34 samples for testing (20 ALL and 14 AML) where each
sample contains information of 7129 gene expressions.

For selecting the best set of genes, we adopt the protocol described in [8],
performing 30 experiments for different values of th and using the next param-
eters for the ABC algorithm: population size (NB = 40), maximum number of
cycles MNC = 2000, limit l = 100 and food sources NB/2.

After concluding the experimental results, we observed that the best result
were obtained with a threshold set to th = 0.3. By using this parameters, the
ABC algorithm select three genes for performing the classification task, achieving
an average accuracy of 74.6% during the testing stage, see Table 1. According
to the experimental results obtained during the dimensionality reduction stage,
the best genes found by the methodology were SLC17A2 Solute carrier family
17 (L13258 at), MLC gene (M22919 rna2 at) and FBN2 Fibrillin 2 (U03272 at),
achieving a maximum accuracy of 88.2% with the samples for testing.
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Table 1. Best behavior of the proposed methodology using a Euclidean distance clas-
sifier for ALL-AML dataset.

th Average
accuracy

Ave. #
of genes

Ave. #
of iter.

Best
accuracy

# of
genes

# of
iter.

Tr. cl. Te. cl. Tr. cl. Te. cl.

0.3 0.992 ± 0.01 0.746 ± 0.07 1506.7 724.7 1.000 0.882 3 253

Tr. cl. = Training classification rate, Te. cl. = Testing classification rate.

Once the best set of genes was found, the information was used to train
a generalized neural network (GNN) composed of two generalized neurons. By
using these three genes combined with the methodology for training the GNN,
we expect to improve the results achieved with the Euclidean distance classi-
fier. For training the GNN, we set the parameters of differential evolution (DE)
algorithm as follows: crossover CR = 0.9, mutation rate F = 0.8, number of
population members NP = 50 and 1000 generations. In order to statistically
validate and compare the results obtained with the designed ANN, 30 experi-
ments were performed. In each experiment, the dataset was partitioned following
two different criteria. Original partition (O) where data is partitioned as in the
original dataset. Random partition (R) where 80% of the samples were selected
randomly from the original dataset to construct the training dataset and the
remaining for the testing dataset.

In addition, the experimental results obtained with the GNN were compared
against the results obtained with a classical generalized neuron (CGN) following
the methodology described in [14] and a feed forward neural network (MLP)
with the next architecture: input layer with three linear neurons, hidden layer
with five sigmoidal neurons and output layer with two sigmoidal neurons. For
determining the class to which the input pattern belongs, the neurons of the
output layer enter into a competition stage where the neuron with the highest
output is set to 1 and the remaining neurons are set to 0; the neuron set with
1 determines the class to which the input pattern belongs. The proposed MLP
was trained according to the next parameters: the learning rate was set to 0.1.
The number of epoch for the training phase was set to 5000, and the goal error
was set to 0. The Levenberg-Marquardt algorithm was used during the training
phase of the MLP (Figs. 2 and 3).

Table 2 shows the results for Leukemia problem using the proposed MLP, the
CGN and the proposed GNN. From this results, we can observed that the MLP,
CGN as well as the GNN provides better results compared to those obtained with
the euclidean distance classifier. In average, the CGN and GNN provides better
results than the MLP, achieving an accuracy of 93.3% and 91.4%, respectively,
during the testing phase with the random partition. Although, the is slightly
decreasing in the accuracy using the GNN, for the case of the original partition
the GNN provides the best results (87.1%). The best average accuracy provided
by the proposed methodology was of 100% using the random partitions. On
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Fig. 2. Experimental results using the original partition.

Fig. 3. Experimental results using random partitions.

the other hand, the best accuracy obtained with the proposed methodology was
94.1%, using the original partition.

Finally, in Table 3, we compare the results against those obtained by other
authors using a support vector machine (SVM). In general, we observed that the
proposed methodology performs better than those revised from the literature.

These experimental results suggest that the GNN could be adopted as an
alternative technique for performing the classification of DNA microarrays. Com-
pared against the CGN and MLP, the GNN provide similar results but it is

Table 2. Best and worst accuracy obtained with the GN and MLP.

P Type NN Average accuracy Best accuracy Worst accuracy # of genes

Tr. cl. Te. cl. Tr. cl. Te. cl. Tr. cl. Te. cl.

O MLP 0.819 ± 0.213 0.740 ± 0.170 1.000 0.941 0.289 0.412 3

R MLP 0.844 ± 0.185 0.833 ± 0.182 0.983 1.000 0.328 0.357 3

O CGN 1.000 ± 0.000 0.868 ± 0.020 1.000 0.941 1.000 0.853 3

R CGN 0.970 ± 0.008 0.933 ± 0.065 0.983 1.000 0.966 0.786 3

O GNN 1.000 ± 0.000 0.871 ± 0.038 1.000 0.941 1.000 0.794 3

R GNN 0.974 ± 0.013 0.914 ± 0.066 1.000 1.000 0.948 0.786 3

Tr. cl. = Training classification rate, Te. cl. = Testing classification rate.
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Table 3. Comparison against other techniques

Classification
technique

Selection
technique

# of
genes

% of
accuracy

References

GNN ABC 3 1.0000 Proposed methodology

CGN ABC 3 1.0000 [14]

MLP ABC 3 1.0000 [8]

SVM PSO 10 1.0000 [19]

SVM PLS-RFE 16 1.0000 [20]

SVM GBC 3 0.9583 [21]

important to mention that less neurons are required compared against MLP.
On the other hand, the new generalized neuron model is less complex than the
classical generalized neuron.

5 Conclusions

During the first stage, a dimensionality reduction over the ALL-AML dataset
was successfully applied in order to select the set of genes that best describe the
leukemia cancer using the ABC algorithm. Once discover the best set of genes,
we evaluated the accuracy of a simple distance classifier, obtaining an accuracy
highly acceptable. Nonetheless, in the second stage, we tried to improve the
results using a generalized neural network (GNN).

In the second stage, we evaluated the performance of the GNN during the
detection of the two type of leukemia cancer. The GNN was trained using the
set of genes discovered by the proposed methodology during the first stage. The
obtained results, show that the differential evolution algorithm is an excellent
technique for training a GNN. The accuracy achieved with the GNN was com-
pared against the accuracy of a feedforward neural network (FNN) as well as the
classical generalized neuron (CGN). Through several experiments, we observed
that the GNN as well as the CGN and FNN obtained better results compared
to those reached with the distance classifier.

On the other hand, the experimental results showed that GNN achieved
a better performance than the results obtained with the FNN and similar to
those obtained with the CGN. Finally, we concluded that the GNN trained with
the proposed methodology is capable of detecting, predicting and classifying a
disease with an acceptable accuracy.
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Abstract. The challenging nature of the Fighting Game AI Challenge origi-
nates from the short instant of response time which is a typical requirement in
real-time fighting games. Handling such real-time constraint requires either
tremendous computing power or a clever algorithm design. The former is
uncontrollable by the participants, as for the latter, the competition has received
a variety of submissions, ranging from the naivest case analysis approach to
those using highly advanced computing techniques such as Genetic Algorithms
(GA), Reinforcement Learning (RL) or Monte Carlo Tree Search (MCTS), but
none could provide a stable solution, especially in the LUD division, where the
environment setting is unknown in advance. Our study presents our submission
to this challenge in which we designed a winning solution in the LUD division
which, for the first time, stably outperformed all players in all competition
categories. Our results demonstrate that a proper blend of case analysis and
advanced algorithms could result in an ultimate performance.

Keywords: Fighting Game AI Challenge � Real-time fighting game �
LUD division � Case analysis � MCTS

1 Introduction

Advances in computing have given rise to computer game complexity, to the extent
that human ability is no longer sufficient to handle the vast number of game states.
Human gamers will soon be dominated by computer programs due to the emergence of
powerful techniques such as Monte Carlo Tree Search [1] and Machine Learning [2] in
which the programs can learn the solution with little human intervention. Aided by
modern computer power, these algorithms have demonstrated a capacity beyond that of
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human experts with numerous examples such as Deep Blue [3] or AlphaGo [4], but
does that imply that human guidance is completely irrelevant in this day and age?

The success of programs like AlphaGo was partially thanks to the nature of the
game, which was chess, a turn-based game, in which modern computers are given
sufficient time to process. However, in a real-time environment where programs must
response reasonably well within a short instance of time, current processing power
proves insufficient since modern game states can grow exponentially while processors
are increasingly closer to their physical limit [5].

This paper presents our submission to the Fighting Game AI challenge [6] 2018, a
challenging AI competition that aims at solving the general real-time fighting problem.
Our research focuses on the design of an algorithm that can handle the vast number of
game states in a reasonable way given our average computational power. Our algorithm
is a proper blend between a generic case analysis approach with the winning MCTS
algorithm. Our results show that by blending some human wisdom with MCTS, the
resulting performance is superior to all in existence.

2 The Fighting Game AI Challenge

2.1 Overview

The Fighting Game AI Challenge is initiated by the Intelligent Computer Entertainment
Lab of the Ritsumeikan University to promote AI research towards general fighting
games, a classical class of games, in which players compete against each other until
only one remains using techniques resembling those in martial arts. Starting since 2013,
the competition has been well-received by scholars around the world and achieved a
high reputation among the most prestigious academic conferences worldwide,
including the IEEE Conference on Computational Intelligence and Games (CIG). CIG
2018 marked another successful milestone of the challenge with the emergence of
numerous interesting solutions, among which was our submission, the first that could
perform well and stably in the most challenging LUD division in all competition
categories.

2.2 Organization and Rules

The competition consists of 3 divisions – ZEN, GARNET and LUD, each is further
subdivided into 2 categories: STANDARD (participants fighting each other) and
SPEED-RUNNING (participants defeating the organizer’s program in the shortest
amount of time). Each player is given a set of actions, from which one must be selected
within a fixed unit of time, namely frame. The player with the most HP remained after
at most 3600 frames is the winner of the game. In the STANDARD category, the player
that wins the most games, is the final winner, while in SPEED-RUNNING, the final
winner is the player that wins against a common opponent in the least number of
frames.
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2.3 Our Focus - The LUD Division

The LUD division distinguishes itself from ZEN and GARNET by hiding all action
data in advance. An action is characterized by a number of parameters, a subset of
which can be shown in Table 1. These parameters are vital for memorized methods
such as Q-Learning or if-else approach, in which participants can train their program
for a long time before the contest and store learned experiences into files that will be
retrieved during the playtime, which is a realistic approach for the first 2 divisions in
that they have all information published prior to the competition. Whilst for the LUD
division, such essential information is only provided at the start of the game as a step to
make it closer to the general fighting problem, which, at the same time, prevents
memorized approaches from emerging victorious. That is where self-learning methods
such as MCTS reign considering that they have no need for prior training.

MCTS is, unfortunately, not without its limitations. No prior training implies the
need for self-learning during the playtime which is not favorable in a real-time envi-
ronment. Albeit the majority of the submissions were dominated by MCTS, only those
who could manage to reduce its time-consuming nature could become victors. The
most successful example being Eita Aoki [7]. By discovering a winning heuristic, he
reduces the use of MCTS to the minimum possible and became the 3-time consecutive
winner of this challenge. Nonetheless, even his solution is unable to conquer the LUD
division since his heuristic could not be formularized without prior information.

Our submission proposed the first stable winning solution to the challenging LUD
division. Albeit missing a detailed case analysis made us stay only in the second place
in the first 2 divisions, our contribution is still of paramount importance since LUD is,
among the three, the closest division to the general real-time fighting problem.

3 Previous Work

The first period between 2013 and 2015 could be regarded as the Dark Ages in the
history of the competition in that submissions were entirely populated with variants of
the if-else approach with little to no sign of new directions. Regardless, there were
numerous interesting heuristics, as shown in Table 2, which are still relevant until now.
The initial popularity of these if-else variants is understandable since advanced tech-
niques require a certain level of design and implementation skill and algorithm design

Table 1. A sample subset of action parameters.

Parameter name Description

Frame number The number of frames required to perform
Horizontal speed The horizontal velocity
Vertical speed The vertical velocity
Hit area The impact area as a rectangle
State The state of opponent after getting hit
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is too hard of a field even for experienced experts, making them unpopular among
participants, most of whom are students or young professionals. Case analysis with
heuristics is much easier to implement and hence was the only technique in use in the
first year of the competition. Subsequent years saw more advanced techniques such as
Reinforcement Learning or Fuzzy Logic, but their implementation was still too sim-
plistic to produce satisfiable results. Worse came to worst, they were even losing
against the naïve and much-simpler-to-implement if-else approaches.

The initial popularity of these if-else variants is understandable since advanced
techniques require a certain level of design and implementation skill and algorithm
design is too hard of a field even for experienced experts, making them unpopular
among participants, most of whom are students or young professionals. Case analysis
with heuristics is much easier to implement and hence was the only technique in use in
the first year of the competition. Subsequent years saw more advanced techniques such
as Reinforcement Learning or Fuzzy Logic, but their implementation was still too
simplistic to produce satisfiable results. Worse came to worst, they were even losing
against the naïve and much-simpler-to-implement if-else approaches.

In 2016, the organizers introduced MCTS into the competition as a sample, which
marked a new standard for submissions and resulted in the emergence of more
sophisticated solutions. Some of the most successful participants can be mentioned as
follows:

• Eita Aoki for combining his winning unbreakable corner heuristics with MCTS
which overwhelmingly dominated the first 2 divisions: LUD and GARNET.

• Youssouf Ismail Cherifi for combining his consecutive strike heuristics with MCTS.
• Man-Je Kim and Kyung-Joong Kim for the first evolutionary algorithm solution in

combination with MCTS [8].

In addition, many submissions reimplemented algorithms that had been seen in
previous years, but with much more mature implementation. Albeit they are unable to
compete with MCTS and evolutionary algorithms, they have demonstrated their true
worth by at least outperforming simplistic case analysis approaches.

Despite all these advances, the LUD division remained unmanageable until our
participation. In 2018, we proposed a solution that outperformed all others in LUD
divisions in all categories and became the first stable winning solution to this division.

Table 2. Competition notable approaches in 2013–2015 period.

Year Approach

2013 Position Analysis + Random Limited Choices
Position Analysis + Fixed Choices + Defending/Escaping Heuristic

2014 Simple Reinforcement Learning for memorizing states
Case Analysis + Opponent Modelling
Simple Fuzzy Logic

2015 Position Analysis + Random Limited Choices + Runaway Case
Simple Machine Learning for memorizing states
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4 The Winning Solution to the LUD Division

Careful analysis of the previous solutions leads us the conclusion that a successful
solution is the one that is based on MCTS but does not abuse it, as illustrated in the
following pseudocode:

Action findBestAction (GameState state) {
Action action = intelligentSearch(state) 
if (action != null)
action = MCTS(state) 

return action
}

In detail, a successful solution should implement an intelligent search method in
addition to MCTS and prioritize it whenever possible.

For the first 2 divisions, ZEN and GARNET, the distinction between submitted
MCTS-based solutions usually lies in the former and almost all participants employed
the standard implementation of MCTS provided by the organizer. Unfortunately, none
could provide a similar solution for the LUD division, since the lack of data prevented
participants from formularizing a working heuristic. Our study concludes that such a
model is still applicable to the LUD division as long as the heuristic is made generic.

4.1 Adaptive Intelligent Search

This is the winning aspect of our solution but also the simplest one in that our analysis
is truly generic - almost independent of actual values, which is why it works well in this
unknown context. The search for the best action in our solution depends on the fol-
lowing factors: potential, preselection, and upper distance analysis.

Potential. To analyze each action’s potential, it is of paramount importance to analyze
parameters outside those mentioned in Table 1, including the startup time and the
resulting state of the player under attack. The latter is more prioritized than the former
in our submission since startup time does not vary much among different actions.

Startup Time. The complete process for performing an attack consists of multiple
periods, including a startup, active, recovery and canceling period, as visualized in Fig. 1.

Fig. 1. Motion illustration (The Fighting Game AI Challenge).
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Among which, we believe that startup is the most imperative period. The rationale
behind this decision is due to the concurrent nature of the problem as illustrated in
Fig. 2.

As illustrated in Fig. 2, players perform their respective action at the same time,
implying the possibility that one player can be put under attack even before he or she is
ready to act. Thus, the faster the attack can start, the less likely our player will end up in
a disadvantageous situation, which was why this factor should be considered as a
priority to determine the potential of the action.

Resulting State of the Player Under Attack. Nonetheless, fast startup alone does not
guarantee an excellent action since the opponent still has a chance to revenge in the
next attack. A promising attack should be one that opens more opportunity for future
attacks. In further details, it means that a good attack should lead the opponent into a
vulnerable state in which it is difficult or even impossible for him or her to block the
next one, forming a series of consecutive moves, namely combo [9]. In this particular
challenge, the most known vulnerable state is the DOWN state – a state where the
opponent is completely knocked out and became unable to retaliate. Hence actions that
can result in the opponent’s DOWN state will be our first-class priority.

Preselection. A further improvement is the preselection of a minimum set of actions
based on their potential for speed improvement during the playtime. After that, an
additional reselection to further minimize the selected list will be conducted based on
random game simulation and decide which actions to choose according to its respective
total damage for the opponent during the random games. An illustration can be shown
as follows.

Fig. 2. Game processing flow.
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List<Action> preselection(Int round1Size, Int round2Size) 
{ 
List<Action> firstRound = getAllActions()
.sortedAscBy (action -> action.getPotential())
.toList()
.subList(0, round1Size) 

Map<Action,Int> damageByAction =
simulateRandomGamesAndRecord(firstRound) 

List<Action> secondRound = firstRound
.sortedDescBy (action -> damageByAction[action]) 
.toList()

return secondRound
} 

Upper Distance Analysis. Attacking is important, but another indispensable aspect of
victory in a fighting game is the control of player movement, which usually replies on
actual values. In order to make it generic to work in the LUD division, we define a
much simpler strategy: attack or defend. In attack mode, our player will choose actions
that get us as close to the opponent as possible. In defend mode, we will just choose
actions that run away from the opponent. The threshold to determine whether we
should attack or defend depends solely on the difference between our current HP and
the opponent HP as illustrated in the pseudocode below. This will be executed before
all to filter irrelevant actions before selection.

List<Action> upperDistanceAnalysis() {
if (myHP – opponentHP >= UPPER_LIMIT) {
return defendActions() // actions that runs away

} else { 
return attackActions() // actions that get us closer

} 
} 

The threshold is set to be an upper bound value, which can be any high enough
value that if it is met, we are certainly going to win regardless of what happens
afterward. Since such value is independent of the action data, it can be chosen
generically.
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In addition to the above factors, each action will only be considered for selection if
the current amount of energy permits it. Actions that require too much energy will be
filtered beforehand. Last, but not least, a simple minimax algorithm will be used to
select those with the same priority and each action will only be selected if it can
produce a positive impact on the opponent. The priority to select an action will be first,
in those chosen in the preselection, followed by those with the largest potential.

4.2 A Brief Overview of Our Optimized MCTS

As stated in Subsect. 4.1, the core of our contribution is the intelligent search, not the
MCTS since almost all MCTS-based solutions were just reusing the provided sample
MCTS code with little to no improvement. Moreover, the sample provided imple-
mentation is a very standard one, hence an extensive description will not be included in
our paper. Further information can be found at [10]. Instead, in this section, we will just
briefly review the key points of MCTS used in our program and briefly introduce our
optimization.

Monte Carlo Tree Search. MCTS is a simulation-based search algorithm. Like other
algorithms, first it will search for the known best node, then it will extend the search
tree from there. The best node is chosen in a way that balances both the depth (ex-
ploitation) of the search tree and breadth (exploration) of opportunities and the way to
achieve that is to use the famous Upper Confidence Bound (UCB) formula. The full
form of UCB used for computing the potential of each node in our solution is as
follows.

W þ c�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
log2 Np

Nc

r
; ð1Þ

in which W is the average number of wins, Np is the number of visits in the direct
parent node and Nc is the number of visits in the current node. c ¼ p

2 is the explo-
ration parameter that is used to balances between exploitation (W) and exploration

(
ffiffiffiffiffiffiffiffiffiffi
log2 Np

Nc

q
).

In the context of our solution, each node is a game state. The root node is the
current game state and all others are virtual nodes that will be created by game sim-
ulation. Each new node is created from the current node when we try to perform a
different action. The tree branch will go deep until we can decide if the current state is a
win or loss and then we can recursively recompute all information such as the number
of wins and the number of visits from the current state up to root. The entire process is
repeated until time runs out (1 frame = 1

60 s). The selected action is one that leads to the
most visited direct child from root. The complete procedure can be summarized as
follows.
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Action MCTS(Node rootNode) {
Node node = rootNode
while (node.isNotEndState()) ( 
if (node.areAllActionConsidered()) {
node = findBestChildNodeByUCB(node)    

} else { 
Action action = node.pickAnyActionNotConsidered()
node = createNode(node, action) 

} 
} 
while (node != null) {
updateNumberOfWins(node) 
updateNumberOfVisists(node) 
node = node.getParent()

} 

return findMostVisistedChild(rootNode).getAction()
} 

Optimization. Our improvement lies in the reduction in memory, which eventually
leads to speed improvement as in the case similar to why insertion sort is faster than
quick-sort for small lists of elements [11]. Each node in a standard implementation
needs to keep track of both the actions that we have considered (simulated) and actions
we have not, implying that we may require two arrays for storing them. That approach
is used by most people since it is both intuitive and simple to implement. In our
submission, we avoid the creation of the additional array by keeping track of only the
number of unused actions. Every newly used action will be swapped in Oð1Þ with the
first action that is not yet used. By utilizing this trick, we manage to reduce the memory
consumption by half and since the number of possible actions after various filters in
Subsect. 4.1 is relatively small, the performance is significantly enhanced. Unfortu-
nately, this is not key to our success due to the choice of our programming language
which will be explained in Sect. 5.

5 Evaluation

5.1 Performance

The first priority to evaluate a solution is naturally its performance. Figure 3 illustrates
the improvement of our solution before and after mixing our case analysis approach.

The table on the left of Fig. 3 is our mid-term result against 5 other competitors in
which we did not introduce the intelligent search. Albeit we did not have high
expectation, it was still shocking that we were at the bottom of ranking in the LUD
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division at the beginning and even worse, we were knocked out by every other par-
ticipant in every single game. However painful it was, it served well for us as a crucial
step to highlight the brilliantness of our improvement as shown in the second table –

our final result against 8 other participants, in which we climb straight to the top from
the bottom. Being on the top of the ranking in both STANDARD and SPEED-
RUNNING leagues demonstrate our performance.

5.2 Stability

The next key factor to evaluate our solution is stability which can be illustrated in
Table 3, showing instability among other participants.

As can be seen from Table 3, most participants either perform too unstably or
badly. Since SampleMctsAi belongs to the organizers, it is counted, implying that ours
is the only stable solution that well-performed (first place for all).

5.3 Remarks About MCTS Optimization

As mentioned in the previous section, our solution is not only with one improvement –
the intelligent search, but it also includes an optimization in MCTS. This subsection
answers the question: Does it improve anything and why is it not key to the success of
our solution?

The problem originates from our choice of programming language for imple-
menting this solution - Kotlin [12], a promising programing language on JVM, while

Fig. 3. Performance before and after applying our case analysis approach.

Table 3. Ranking instability.

Solution STANDARD SPEED-RUNNING Ranking change

Our solution 1 1 No change
Thunder 2 5 −3
SampleMctsAi 3 3 No change
MogakuMono 4 2 +2
JayBot_GM 5 4 +1
SimpleAI 6 7 −1
UtalFighter 7 6 +1
MultiHeadAI 8 8 No change
BCB 9 8 +1
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other participants all use Java, a much more mature language. In our submission, we
chose Kotlin for its expressiveness and beauty, but it was unexpected that Kotlin
compiler is still too young to generate bytecode of the same quality as Java compiler. In
our experiment after the contest, we translated the Java programs into equivalent Kotlin
code and were surprised to see that the Kotlin version lost every single match despite
the algorithm in use is the same. Therefore, even though our MCTS implementation is
of higher quality compared to others, it is invisible from the competition results.

Does our optimization really work? In our experiment, we compared MCTS pro-
grams with and without the optimization. With our optimization, it was still on the
losing side but could handle approximately 1 out of every 3 matches instead of failing
every single time as the program without optimization. Regardless, this result
demonstrates that without our case analysis, we would have lost also in LUD division
and that our intelligent search is truly effective.

6 Conclusion

In this study, we have contributed a promising solution for the general fighting problem
via our submission to the Fighting Game AI Challenge 2018. Our solution is combi-
nation of case analysis and Monte Carlo Tree Search that produces stable and
remarkable results in the LUD division, the division closest to the general real-time
fighting game. Unfortunately, we were unable to make a significant optimization in the
MCTS and still rely on human wisdom to generate the heuristics for the intelligent
search which, at the same time, opens a new direction for our future research.

One possible direction for the future is to automate the generation of generic
heuristics and the second is to further optimize MCTS for solving this challenge. One
promising possibility for the former is the use of Deep Learning and Neural Networks
to learn and formularize the heuristics before the competition, but the challenge of such
approaches is to construct a model that can ensure the genericness of the resulting
heuristics, meaning that it must be independent of actual values. Another approach to
handle the latter is to introduce memorization into MCTS as illustrated in the AlphaGo
Zero paper [13], which may significantly improve both the quality and performance of
the search tree. The downside is that such an approach may be incompatible since the
performance of the Google machines running AlphaGo Zero is still largely outper-
forming that of normal computers. Regardless, these are all promising directions, in
which research towards real-time fighting games can evolve.
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Abstract. The last two decades have seen a surge of data on the Web which
causes overwhelming users with huge amount of information. Recommender
systems (RSs) help users to efficiently find desirable items among a pool of
items. RSs often rely on collaborating filtering (CF), where history of transac-
tions are analyzed in order to recommend items. High accuracy, and low time
and implementation complexity are most important factors for evaluating the
performance algorithms which current methods have the shortage of all or some
of them. In this paper, a probabilistic graph-based recommender system
(PGB) is proposed based on graph theory and Markov chain with improved
accuracy and low complexity. In the proposed method, selecting each item for
recommendation is conditioned by considering recommended items in the
previous steps. This approach uses a probabilistic model to consider the items
which are likely to be preferred by users in the future. Experimental results
performed on two real-world datasets including Movielens and Jester, demon-
strate that the proposed method significantly outperforms several traditional and
state-of-the-art recommender systems.

Keywords: Recommender system � Collaborative filtering � Markov chain

1 Introduction

Today, one of the major problems of the online shops is that users are often confused
when deciding what to choose among a huge number of items. RSs have been proposed
in order to help users to find the most suitable item according to their preferences [1].
Generally, RSs are classified into content-based methods (CB), collaborative filtering
(CF), and hybrid methods. In CB approaches, the system recommends items based on
available content information on the users and items [2]. CF is a widely used approach
in RSs which focuses on similarity values between the users (or items). CF uses an
information filtering technique based on the user’s previous rating/purchase history to
offer items which are aligned with the taste of the target user [3]. Hybrid RSs combine
CF and CB approach to obtain improved performance [4]. The existing research papers
in the field of RSs have mainly considered movie recommendation topic [5, 6]. There is
also a rich literature on other topics, such as e-commerce [7], books [8], documents [9],
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music [10], television programs [11], applications in markets [12], e-learning [13], and
Web search [14]. There are various metrics in the literature for evaluating the per-
formance of RS algorithms [15].

Accuracy is one of the most important evaluation metrics, and most of studies in
RSs evaluation criteria have focused on the accuracy [16]. Evaluation of RSs can be
performed in an offline or online manner [17]. In an offline analysis, part of ratings in
the dataset are hidden from the recommender algorithm as a test set and the RS
algorithm uses the rest of data (training set) to predict new ratings or rank for unseen
items. Offline evaluation methods are fast, but we cannot elicit the real taste of users
regarding the recommended items. Likewise, online evaluations are conducted in a live
environment to observe users’ behavior and tracking their acts [18]. In addition, in
comparison with offline methods, conducting an online evaluation, if possible, is more
costly and time consuming, and this leads most of the research works to offline
evaluation. Over the last decade, many research studies have focused on proposing new
approaches to improve performance of recommenders. Although paying attention to
existing evaluation measures are important to have a good RS, to implement RS in real
world, we have to take into the account some considerations, such as simplicity of
implementation and reasonable run time.

In this paper we propose an accurate probabilistic recommendation system based on
graph theory to generate accurate recommendations with reasonable run-time in
comparison with some traditional and state-of-the-art algorithms. PGB algorithm
transforms ratings in the first step to like and dislike, and by so doing, it helps us to
apply ratings on traditional Markov model and makes calculations simpler. Also, PGB
lets us to model history of the ratings in a comprehensive and compact graph (system-
state graph) using Markov model idea that helps us to recommend items without
referring to raw ratings anymore; PGB generates system-state graph only one time at
the start of algorithm, and then use it to recommend items. In the next step, we make
decision based on system-state graph and travers through it for each user to find most
probable items which will be liked by him/her in the future. One of the most significant
advantages of PGB is its flexibility against updating dataset. In case of adding new
ratings, system-state graph can be modified only by updating respective weights and it
doesn’t need to make it from scratch; Thus, proposed method is suitable for systems
that have a lot of change in a short period of time.

2 Related Works

The last two decades witnessed much attention in network science, where graph theory
and data mining meet [19]. A number of applications have been proposed to model
behaviour of users with graph theory or related theories [20, 21]. Several works have
applied Markov models in the context of RSs, where a Markov chain model makes
recommendations based on previous actions. Rendle et al. proposed Factorized Per-
sonalized Markov Chains (FPMC) to combines Matrix Factorization and Markov
Chain to model personalized sequential behavior [22]. His method improved by Cheng
et al. by changing factorizing transition matrix into two latent and low-rank sub-
matrices [23]. Shani et al. modelled the RS using Markov decision processes
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(MDP) [24]. In [25] a context-aware approach to query suggestion were proposed by
He et al. Sahoo et al. proposed a new collaborative filtering algorithm based on Hidden
Markov Model that outperformed traditional CF techniques, especially when con-
sumers’ preferences are changing [26]. A graph-based algorithm was introduced by
Yang et al. to first discover the topics of interest for each user, and then make a topic-
aware Markov model to learn the navigation patterns for each user [27]. Although
Markov model has been used in many real-world applications, it has some restrictions
in RS field, namely it is affected by sparsity and neglecting users’ ratings on items.
Most of the proposed algorithms only consider the sequence of purchase/rating [6].
Ratings can be so important for getting more accurate result. On the other hand, some
of Markov-based algorithms consider the probability of transition between states based
on users’ history. In this work, we propose a method that considers the probability of
selecting items by the target user in future.

3 Probabilistic Graph-Based Recommendation Method

In this section, we first explain Markov model as the base idea for the proposed
method, and then discuss details of the proposed method. The proposed method
includes two main steps: (i) transforming the ratings and creating system-state graph
using Markov chain to model users’ ratings history, and (ii) applying a probabilistic
model on the generated graph to recommend items.

3.1 Markov Models

Traditional recommenders like CF constructs the recommendation list based on the
preferences of a group of users that are similar to the active user, but Markov chain
considers information about ratings’ sequence. Let’s consider we have a dataset of
ratings with a set of users U and set of items I. Su ¼ \i1; i2; . . .; im [ represents state
of use u, which denotes that target user u has rated m items in a sequential manner. Our
goal is to predict imþ 1; . . .; imþ k that are likely to be preferred by the user in the future,
where k is the number of the recommended items. System-state graph is created by
Markov model where each item can be assumed as a node of a graph and the sequence
of ratings can be modelled as edges between them. To predict the probability of
purchasing item imþ 1 by a user who have already purchased i1; i2; . . .; im in the past, we
need to define a transition function. In fact, this function counts the frequency of
\i1; i2; . . .; im [ and \i1; i2; . . .; im; imþ 1 [ sequences in the dataset to obtain the
probability of changing \i1; i2; . . .; im [ to \i1; i2; . . .; im; imþ 1 [ sequence which is
obtained from following equation.

TF \i1; i2; . . .; im [ ;\i1; i2; . . .; im; imþ 1 [ð Þ ¼ N \i1; i2; . . .; im; imþ 1 [ð Þ
Nð\i1; i2; . . .; im [ Þ ; ð1Þ

where Nð\i1; i2; . . .; im; imþ 1 [ Þ is the number of users who have this sequence in
their ratings’ history. We use this idea to propose our aggregated system-state graph.
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3.2 Generating System-State Graph

We define the system-state graph different from classic Markov model. First, we define
a threshold T to transform users’ ratings to like if the rating is higher than or equal to T ,
and dislike if the rating is lower than T . This transformation helps us to apply the
effects of the ratings in Markov model, simplify the problem and decrease the amount
of calculations. With this assumption, items can have only two states: like and dislike,
denoted by si;l and si;d , respectively. We model the ratings as a graph with si;l and si;d
being the nodes and co-occurrence of items in the users’ states Su the edges. Let’s
denote this graph by G, which is an undirected graph. Assume that the ratings dataset
contains N items, then G has 2N nodes due to having a like node and a dislike node for
each item. The weight of connection between two nodes si;l and sj;d is defined as the
number of users who like item i and at the same time dislike item j. Figure 1 shows an
example how the ratings are transformed.

In the Next step, we extract two subgraphs, Gl and Gd from G that only contain
relation between like and dislike nodes, respectively. Both Gl and Gd graphs show the
correlation of items from different aspects; GL shows the similarity of two items based
on the number of likes they received together while Gd show the similarity of items
based on dislike they received together. For example, in Fig. 1, user u1 dislikes i1 and
i2, and user u2 likes i1 and i2. It shows i1 and i2 have a similar behaviour and get like or
get dislike at same time in users’ ratings history.

Since Gl and Gd have similar concepts, we merge them and make a new graph that
shows the correlation between all items based on users’ rating history. users’ rating
history; this graph is denoted by Gld . To merge these graphs, we unify si;l and si;d as a
single node and aggregate their edges along with their weights. The resulted graph is
the system-state graph, which items in dataset and their correlations make its nodes and
weights, respectively. Ultimately, Gld is used for the recommendation purpose. In the
next step, we traverse in Gld to find items that are likely to be rated as like for the target
user in the future. Figure 2 shows the process of generating Gl, Gd and Gld according to

Fig. 1. Transforming user rates to like and dislike
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dataset in Fig. 1. There are some differences between our proposed method and classic
Markov model in creating system-state graph: (i) we consider ratings in system-state
graph, (ii) we don’t consider the sequence of ratings (iii) we ignore part of unimportant
relations when extract Gl and Gd from G to make graph compact.

3.3 Recommendation

If Slu represents the set of items that are rated as like by u, the aim is to find k items with
strongest correlation with Slu in Gld , and recommend them to u. The main idea is that if
we find recommendations based on the users’ rating history, we can assume that users
are likely to be like this recommendation. Then, we add this recommendation to Slu to
consider it as rating history of the target user. In other words, each time we recommend
a new item, we update Slu for target user u with the items recommended until that
step. Suppose that Rec is a function that generate the recommendation list
Ru ¼ \r1; . . .rk [ where k is the number of recommendations; the mth recommen-
dation rm for target user u is obtained as follow:

rm ¼ RecðSluÞ; ð2Þ

where Slu is updated Slu which is obtained from union of Slu and previous recommended
items as follow:

Slu ¼ Slu [Rm�1
u ; ð3Þ

where Rm�1
u is the situation of Ru after adding the ðm� 1Þth recommendation. The

pseudo-code of the above function is given in Algorithm 1.

Fig. 2. Generating G graph for users in Fig. 1
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Algorithm. 1. Pseudo-code of the proposed Rec function 

To recommend item r1 to target user u; our Rec function finds Slu items in Gld and
then find connected nodes with the highest weights to them; We denote these items and
their related weights by NIu and NWu, respectively. Since we may have repetitive nodes
in NIu, Rec removes the duplicates in NIu and aggregates the related weights in NWu.
The items present in NIu have the strongest correlation with Slu items. In other words,
weights in NWu show the probability of occurring NIu and Slu items together in the
ratings history. We select the item with the highest weight in NIu as the first item for the
recommendation. In fact, we assume all Slu items as a single node in graph and select
the node in Gld that has the highest correlation with Sul ; Fig. 3 shows how r1 and r2 are
selected. Figure 3(a) shows Gld where purple nodes and the red line around them
shows Slu . In Fig. 3(b), the algorithm finds connected nodes to Slu items with highest
weights which are depicted with red colour. In (c), i5 with the highest aggregated
weight is selected as a first recommendation and added to Slu to update it for next round
of recommendation. For recommending the next item, we assume that u like r1, and
then find r2 based on this assumption. This means that we select r2 only if r1 is
preferred by the target user. To this end, we add r1 to Sul and repeat the same process
with updated Sul . Figure 3(c, d) shows the process of selecting r2. The proposed
approach reveals hidden correlations between items in system-state graph and helps
users to find more neighbours when they have few numbers of items in Sul , which
ultimately leads to have better precision in spars datasets.
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To make the approach clearer, imagine that Sul ¼ \i1; i2; i3 [ for target user u.
Gld and the process of selecting the first and second recommendation items are depicted
in Fig. 3. The strongest connection between i1; i2 and i3 with other nodes in Gld are
i5; i7 and i5 respectively. Figure 4 shows the process of creating NIu and NWu based on
Gld . After aggregating weights, the item with the highest weight is selected as the
recommendation, which is I5 in this example.

Fig. 3. Steps to obtain recommendation from system-state graph. (a) initial state of the target
user in ratings dataset. (b) finding items with highest connected weight for each item in Sul .
(c) select i5 as first recommended item and add it to initial set. (d) repeat b and c process based on
updated Sul and selecting i7 as second recommendation. (Color figure online)

Fig. 4. Crating NIu and NWu and get the recommendation after aggregating weights
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For top-k recommendation problem, we repeat the above introduced process for k
times, which is a simple process. Markov model often struggles with some problems,
such as determining the size of state and sparsity of the dataset, which is often the case
for many real datasets. Markov model only considers the previously rated items in the
recommendation process and ignores valuable users’ rating information. Small chain
number can make another problem for Markov model, as small chains cannot accu-
rately represent the taste of users. The proposed method aims at solving these problems,
and our experiments in the next section reveals its effectiveness to the state-of-the-art
recommendation methods.

4 Experimental Results

In this section we compare the proposed algorithm with a number of classical and state-
of-the-art algorithms. Since our algorithm is a ranking method, we use the evaluation
metrics, which are proper for this type of methods.

4.1 Evaluation Metrics

Precision
PuðNÞ is precision for a list of recommended items to user u and is defined as the
percentage of relevant items to user u in their list of recommendation. Relevant items to
target user are those rated as like by the user. Precision of a system with N users, PðNÞ,
is calculated as:

P Nð Þ ¼
P

u2testSet PuðNÞ
N

ð4Þ

Recall
Recall is among the most frequently used metrics of information retrieval field. Recall
for a target user u is denoted by Recallu Nð Þ which is the proportion of relevant items to
all items and Recall of a system with N users, Recall Nð Þ, is calculated as:

Recall Nð Þ ¼
P

u2testSet RecalluðNÞ
N

ð5Þ

Normalized Discounted Cumulative Gain (NDCG)
Discounted cumulative gain (DCG) measures the ranking quality of the recommended
items. DCG increases when relevant items are placed higher in the list. It is obtained as
follows:

DCG ¼ rel1 þ
XjRj

i¼2

reli
log2ðiþ 1Þ ð6Þ
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where R is the recommendation list and reli shows the relative item in position i, which
can be zero or one if a relevant item recommended in ith position in the recommended
list or an irrelevant item is placed there, respectively. Normalized DCG (NDCG) is
determined by calculating DCG and dividing it by the ideal DCG in which the rec-
ommended items are perfectly ranked:

IDCG ¼ 1þ
XjSij

i¼2

1
log2ðiþ 1Þ ð7Þ

F1 SCORE
Since precision and recall are inversely correlated, it is needed to consider both of them
when evaluating different algorithms. Since precision and recall are dependent on the
number of recommended items, researchers have often used F1 score, as a combination
of precision and recall. F1 is calculated as follow:

F1 ¼ 2 � P Nð Þ � Recall Nð Þ
P Nð ÞþRecall Nð Þ ð8Þ

4.2 Datasets

In this paper, we employ two well-known datasets, including Movielens-100K and
Jester, to evaluate performance of our method. The density of Jester dataset is about 10
times more than Movielens dataset that helps us to compare the performance of the
proposed algorithm in spars and dense datasets. Movielens-100 K is a movie dataset
with 943 users, 1682 items and 100,000 ratings. Jester is ratings of users to set of jokes.
In this work we use a sample of the original dataset with 3000 users, 100 jokes and
165,536 ratings. The ratings in Movielens and Jester are on a scale of 1 to 5 and −10 to
+10, respectively. For all benchmarks we use the same train and test sets for recom-
mending 10 items. Threshold T to transform data to like and dislike is set to 2.5 for
Movielens dataset and 0 for Jester dataset.

4.3 Results

In order to generate the result for comparison, we have used the Librec library in Java.
The proposed method is developed in Matlab and compared with AspectModel [28],
BPoissMF [29], EALS [17], ListRankMF [30], RankSGD [31], RankALS [32], WBPR
[33], CLIMF [34], UserKNN, BUCM [35], ItemKNN, IMULT [36], and GRAD [37].

The result in Tables 1 and 2 report the performance of the algorithms in terms of
different evaluation metrics over Movielens and Jester datasets, respectively. The pro-
posed algorithm performs better than other algorithms in terms of precision, recall,
NDCG and F1 evaluation metrics in both datasets. While it is the fastest algorithm in
Jester, it has the fourth fastest runtime in Movielens, where AspectModel and Lis-
tRankMF are the fastest, and the second fastest algorithms, respectively. The perfor-
mance of other algorithms differs across the datasets. While UserKNN is the second top-
performer in Movielense (after the proposed algorithm), in the other dataset,
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AspectModel is the second top-performer in terms of precision, recall and F1 and
GRAD has the second best performance for NDGC. The result shows that proposed
algorithm is not so sensitive about increasing number of users and by increasing 300%
in number of users, time of recommendation increases only 20%. In addition, while most
of algorithms have a big change in evaluation ranking by changing the dataset, GBP
almost shows dataset-independent behaviour in comparison with other algorithms.

Table 1. Performance of algorithms on Movielens dataset. The best result for each metric is
shown in boldface, while the second best result is shown in underlined boldface.

Precision Recall NDCG F1 Time(ms)

GBP 0.3478 0.1475 0.3949 0.207149 9500
AspectModel 0.228862 0.091245 0.247767 0.130473 3148
BPoissMF 0.019919 0.006309 0.015464 0.009583 16172
EALS 0.174187 0.07951 0.187264 0.109182 64966
ListRankMF 0.10122 0.047671 0.108673 0.064816 4282
RankSGD 0.261179 0.11386 0.292407 0.158586 13282
RankALS 0.175203 0.070117 0.189135 0.100153 572904
WBPR 0.14939 0.06305 0.152679 0.088674 104072
CLIMF 0.004065 0.00849 0.003427 0.001465 3696650
UserKNN 0.305691 0.129918 0.33227 0.182341 21259
BUCM 0.057927 0.020219 0.05347 0.029976 6368
ItemKNN 0.030081 0.012945 0.029488 0.0181 22388
IMULT 0.1842 0.0657 0.2068 0.096854 3402569
GRAD 0.0774 0.0429 0.0914 0.055203 19302

Table 2. Performance of algorithms on Jester dataset. The best result for each metric is shown
in boldface, while the second best result is shown in underlined boldface.

Precision Recall NDCG F1 Time(ms)

GBP 0.7331 0.7443 0.823 0.738658 11880
AspectModel 0.553032 0.527585 0.628423 0.540009 24522
BPoissMF 0.186442 0.174734 0.214315 0.180398 32608
EALS 0.238501 0.217747 0.265346 0.227652 47041
ListRankMF 0.36413 0.341146 0.433668 0.352264 15783
RankSGD 0.381922 0.366335 0.445621 0.373967 13709
RankALS 0.323398 0.309093 0.384412 0.316084 103244
WBPR 0.406522 0.375251 0.43215 0.390261 71296
CLIMF 0.115103 0.103977 0.085998 0.109257 1602445
UserKNN 0.446568 0.41683 0.482625 0.431187 26096
BUCM 0.307723 0.288875 0.343151 0.298002 14850
ItemKNN 0.136041 0.123463 0.127869 0.129447 36769
IMULT 0.562 0.4438 0.6301 0.495955 985245
GRAD 0.5133 0.4081 0.6318 0.454694 24834

160 N. Joorabloo et al.



5 Conclusion

In this paper, we introduced a probabilistic graph-based method to obtain accurate
recommender systems. The proposed method that called PGB, uses classic Markov
model idea to makes a system-state graph based on users’ ratings history, and then
traverses the graph to predict items which are likely to be preferred by uses in the
future. Selecting each item for recommendation is conditioned by considering rec-
ommended items in the previous steps. This approach uses a probabilistic model to
consider the items which are likely to be preferred by users in the future. Experimental
results performed on two real-world datasets including Movielens and Jester, demon-
strate that the proposed method significantly outperforms several traditional and state-
of-the-art recommender systems in terms of precision, recall, NDCG and F1.
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Abstract. Recognition and classification of Figurative Language (FL)
is an open problem of Sentiment Analysis in the broader field of Natu-
ral Language Processing (NLP) due to the contradictory meaning con-
tained in phrases with metaphorical content. The problem itself contains
three interrelated FL recognition tasks: sarcasm, irony and metaphor
which, in the present paper, are dealt with advanced Deep Learning
(DL) techniques. First, we introduce a data prepossessing framework
towards efficient data representation formats so that to optimize the
respective inputs to the DL models. In addition, special features are
extracted in order to characterize the syntactic, expressive, emotional
and temper content reflected in the respective social media text refer-
ences. These features aim to capture aspects of the social network user’s
writing method. Finally, features are fed to a robust, Deep Ensemble
Soft Classifier (DESC) which is based on the combination of different
DL techniques. Using three different benchmark datasets (one of them
containing various FL forms) we conclude that the DESC model achieves
a very good performance, worthy of comparison with relevant method-
ologies and state-of-the-art technologies in the challenging field of FL
recognition.

Keywords: Sentiment Analysis · Natural Language Processing ·
Figurative Language · Sarcasm · Irony · Deep Learning ·
Ensemble classifier

1 Introduction

Figurative language (FL), as a linguistic phenomenon, refers to the contradiction
between the literal and non-literal meaning of a sentence. Detection of FL is
an open problem of computational linguistics mostly because of the difference
or distance between the form and the actual meaning of a sentence. In the
present paper, we address sentiment analysis of FL as well as tracking three most
common types of FL, irony (Ancient Greek: ), sarcasm and
metaphor . Bellow are three indicative FL examples:
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– I just love being ignored (irony)
– So many useless classes, great to be student (sarcasm)
– You’re about as genuine as a used car salesman. (metaphor)

There are two types of irony, situational and verbal, depending on its use. Verbal
irony is defined as the FL phenomenon in which the author denotes exactly the
opposite of what he/she means. Aristotle himself described irony as an “refined
insult” highlighting its trenchant use. In contrast with irony, sarcasm cannot be
easily defined. Both Oxford1 and Merriam Webster2 Dictionaries do not dissever
sarcasm from irony, describing sarcasm as“the use of irony to mock or convey
contempt”. Sarcastic comments tend to be more condescending in contrast with
ironic ones that mostly denote humour. On the other hand, metaphor, a super
set of irony and sarcasm, is a figure of speech that when taken in its literal
sense makes no or little meaning, with its underlying meaning to be still easily
understood. These definitions of FL forms imply the ambiguity separating literal
and non-literal comments.

Despite that all forms of FL are well studied linguistic phenomena [24], com-
putational approaches fail to identify the polarity of them within a text. The
influence of FL in sentiment classification emerged on SemEval-2014 Sentiment
Analysis task [22]. Results show that Natural Language Processing (NLP) sys-
tems effective in most other tasks see their performance drop when dealing with
figurative forms of language. Thus, methods capable of detecting, separating and
classifying forms of FL would be valuable building blocks for a system that could
ultimately provide a full-spectrum sentiment analysis of natural language.

In this paper we present a new method for FL detection. The novelty of our
approach is founded on: (a) the integration of different deep leaning architectures
(LSTMs, DNN); (b) the introduction of an ensemble between different neural
classifiers; and (c) the combination of different representations including word-
embeddings and engineered features.

2 Literature Review

Despite all forms of FL have been studied independently by the Machine Learn-
ing community, none of the proposed systems have been tested on more than one
problem. Related work on the impact of FL in sentence sentiment classification
problems are usually categorized with respect to their subject: irony, sarcasm
detection and sentiment analysis of figurative language. Many researchers tend
to treat sarcasm and irony as an identical phenomenon in their works but we
will investigate each subject separately.

2.1 Irony and Sarcasm Detection

Irony detection was first explored by Reyes [19,20]. Indeed, his work carried
out the first comprehensive studies on FL from a computer science perspective.
1 https://en.oxforddictionaries.com/definition/sarcasm.
2 https://www.merriam-webster.com/dictionary/sarcasm.

https://en.oxforddictionaries.com/definition/sarcasm
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He approached irony as a linguistic phenomenon, undistinguished from sarcasm,
that contains something unexpected or contradictory. Decision trees were used to
classify features indicating unexpectedness like emotional words, contradictory
terms and punctuation. A similar process was followed by Barbieri [4], where
he performed sarcasm detection in topics such as politics, education and humor.
Data was collected from Twitter using the hashtags #sarcasm, #politics, #edu-
cation, #humour. He calculates a measure of the unexpectedness and possible
ambiguities, based on words that are mainly used in spoken language based on
the American National Corpus Frequency Data3 as well as the tweets morphol-
ogy. Data classification is performed using Random Forests and Decision Trees.
Buschmeir [5] used Logistic Regression to recognize irony and focused on the
unexpectedness factor which is considered as an emotional imbalance between
words in the text. In another direction, an attentive deep learning approach was
implemented by Huang [13] using Google’s pre-trained Word2vec Embeddings
[16]. A pattern-based method to detect irony was proposed by Carvalho [6], using
n-grams and combinations of adverbs and acronyms that indicate humor, as fea-
tures. A context approach was proposed by Wallace [25], to indicate irony on
Reddit posts using previous and following comments. On Semantic Evaluation
Workshop-2018 task ‘Irony Detection in English Tweets’ [12] four teams show-
cased remarkable results. Team named Thu-Ngn used a fully-connected Long
short-term memory (LSTM) with pretrained Word Embeddings and a com-
bination of syntactic and emotional features. An unweighted average between
character and word level bidirectional LSTMs was proposed by the Ntua-Slp
team, using an attention layer to determine irony. A majority ensemble clas-
sifier consisting of Linear Regression and SVM was proposed by WLV, using
Word-Emoji embeddings as well as features highlighting the tweet’s emotional
background. Finally, the NLPRL-IITBHU team proposed features based on the
opposition and disharmony of words. Ghosh [10] claims that the key for sarcasm
detection is the contradiction between words within the same tweet. He imple-
ments a SVM kernel function, based on similarity measure of sarcastic tweets
as well as word2vec embeddings. Davidov’s [7] semi-supervised pattern-based
approach used attributes like words frequency and content words to classify
them using k-Nearest Neighbours. On the other hand, Ibáñez [11] proposed a
different procedure considering sarcasm as a binary classification task, against
positive-negative comments. Features are both lexical, extracted using WordNet-
Affect and LWIC, and so-called “pragmatic factors”, reflecting users sentiment.
A behavioral approach was implemented by Rajadesingan [18], recording user’s
background information. In this work both behavioral and sentiment contrast
features fed an SVM classifier. Word Embeddings combined with (Convolutional
Neural Networks) CNN-LSTM units were used by Kumar [15] and Ghosh and
Veale [9] resulting state-of-the-art performance.

3 http://www.anc.org/data/anc-second-release/frequency-data/.
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2.2 Sentiment Analysis on Figurative Language

The Semantic Evaluation Workshop-2015 [8] proposed a joint task to evaluate
the impact of FL in sentiment analysis on ironic, sarcastic and metaphorical
data from tweets. The ClaC team exploited four lexicons to extract attributes
as well as syntactic features to identify sentiment polarity. The UPF team used
regression to classify features extracted using lexicons such as SentiWordNet
and DepecheMood. The LLT-PolyU team used semi-supervised Regression and
Decision Trees, given uni-gram and bi-gram models. Possible word contradiction
at short distances was taken into account. A SVM-based classifier was used by
the Elirf team, given n-gram and Tf-idf features. In addition, lexicons such as
Affin, Pattern and Jeffrey10 were also utilized. Finally, the LT3 team used an
ensemble Regression and SVM semi-supervised classifier. The features consisted
mainly of a range of lexical data combined with WordNet and DBpedia11.

3 A Deep Learning Architecture for Figurative Language
Recognition

Our work proposes an ensemble architecture consisting of three deep models
detailed in the present section, a BiLSTM, an AttentionLSTM and a Dense
NN. Both BiLSTM and AttentionLSTM are sequential architectures comprising
LSTM cells, fed with pre-trained GloVe Word Embeddings [17]. The DNN model
is fed with several features extracted from each tweet, such as uni-grams, bi-
grams Tf-Idf representations of text combined with syntactic, demonstrative,
sentiment, mood and readability features to track FL. The proposed robust
ensemble classifier (DESC) uses soft classification techniques.

3.1 BiLSTM

LSTM cell architectures tend to perform significantly better than regular neu-
ral networks in exploiting sequential data. An ordered input vector x =
(x1, x2, .., xn) is mapped to an output vector y = (y1, y2, ..., yn) throughout
computing hidden state vector h = (h1, h2, ..., hn) repetitively. Cell i uses infor-
mation from previous cells in time, creating a context feature, in the neural
network architecture. However, sequential data, as text, speech or frame series
often require knowledge of both past and future context. Bidirectional LSTMs
solve this problem by exploiting input data, summarizing both the past and
future context of each time sample. They assign two hidden states for the same
time sample calculated in both directions in order to feed the output layer. The
forward hidden sequence

−→
h is calculated from reading input x1 to xn while on

the other hand the backward hidden sequence
←−
h reads input from xn to x1. The

total hidden state determines the time sample i by concatenating both forward
and backward hidden states, that is hi =

−→
hi ||←−hi . In our work, we implement

a deep two-layered bidirectional LSTM (BiLSTM) stacked with a dense layer
between them as shown in Fig. 1.



168 R.-A. Potamias et al.

Fig. 1. BiLSTM architecture consisting of
two bidirectional LSTM layers, LeakyReLU
activated and fully connected with a dense
layer.

Fig. 2. AttentionLSTM architecture
consisting of one bidirectional LSTM
layer, LeakyReLU activated and fol-
lowed by an attention layer

3.2 AttentionLSTM

Additionally, a mechanism focusing on the most significant time sample is added
on top of the regular LSTMs. This mechanism is called attention layer, was
introduced by [3] and maps hidden states according their importance. In other
words, an attention layer assigns a value αi to each state, which is called the
attention factor, and is represented by a so-called attentive vector r:

rt = tanh(Whht + bt) (1)

at = sofmax(rt) =
ert

∑T
j=0 ert

,

n∑

t=1

at = 1 (2)

s =
T∑

t=0

atht (3)

where Wh and bt are the LSTM model weights, optimized during training. As
FL detection often demands focus on the sentiment contrast between words we
implement an architecture based on an attentive LSTM layer (AttentionLSTM)
as shown in Fig. 2. Finally, a dense softmax activation layer is applied to the s
feature vector representation of the tweet for the classification step.

3.3 Dense Neural Network

Finally, we implemented a dense fully connected deep neural network consist-
ing of six layers. ReLU activation is used on every neuron and a dense vector
representation of the features is presented the input as shown in Fig. 3. Detailed
feature representations are presented in Sect. 4.2.
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Fig. 3. DNN architecture Fig. 4. DESC: Deep Ensemble Soft
Classifier architecture

3.4 Deep Ensemble Soft Classifier-DESC

In order to capture FL in Twitter we use an ensemble technique, combining
different classifiers. All three classifiers described above use disparate features
at textual and word level. The ensemble method makes prediction based on
weighted confidence scores from the three classifiers. The classifiers impact to
the final classification is determined through cross validation during training
phase:

wi =
eF

i
1

∑3
i=1 eF

i
1
, i = 1, 2, 3 (4)

where F i
1 stands for F1 score of classifier i. The final prediction is made by com-

bining the confidence scores of all three classifiers confidence scores multiplied
with a scaling factor wi.

oj = arg max
c

3∑

i=1

wi ∗ −→pi j , −→pi j ∈ R
c (5)

where j denotes the sample j of data set, −→pi j the confidence score predicted by
classifier i for sample j and c is the number of classes.

4 Experimental Setup

4.1 Datasets

Detecting FL, in addition to its inherent difficulty as a problem, is a particularly
difficult task since there is not much benchmark data available. To examine
DESC robustness and reliability, we investigate three different Twitter-based
datasets. First, we detect ironic comments on Twitter using SemEval-2018’s
‘Detecting Irony in English Twitter’ balanced dataset [12], consisting of 3834
train and 784, gold standard, test data. In addition, we utilized an imbalanced
dataset, containing sarcastic tweets, compiled by Riloff et al. [21]. Riloff’s dataset
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is a high-quality dataset as indicated by its high Cohen’s kappa score and consists
of 2278 tweets, only 506 of them being sarcastic. Finally, to evaluate our model’s
performance on sentiment analysis we acquired a dataset containing all forms of
figurative language as well as their sentiment polarity, as proposed on SemEval’s
2015 Task-11 [8]. This dataset is also composed by figurative tweets and contains
overall 8000 training and 4000 test tweets. Each tweet sample is ranked on a
11-point scale according to their sentiment polarity, ranging from –5 (negative
sentiment polarity, for tweets with critical and ironic meanings) to +5 (positive
sentiment polarity, for tweets with very upbeat meanings).

4.2 Feature Engineering

As already mentioned, figurative language detection is a challenging NLP task,
requiring complex attributes hopefully capturing non literal use of language.
Every figure of speech tend to relate with linguistic patterns which discriminate
it from other ones. By the same reasoning, we claim that if we could capture
all aspects and structural differences between literal and figurative language
we could enhance classification predictions. As demonstrated in Fig. 5, simple
patterns such as sentiment polarity and average word length per tweet could
denote non literal figures of speech. Thus, we try to pursue the user’s intention
using syntactic, semantic and emotional language structure. We combine uni-
gram and bi-gram models with 44 features extracted from text. These features
are fed to the DNN and can be categorized into four major groups.

– Syntactic Features (12): This group contains features indicative of the
user’s syntactic usage habits, and consists of the frequency of the Part-Of-
Speech(POS) tags.

– Demonstrative Features (8): Attributes implying user’s expression, such
as: the number of words and emojis used, average length of words in the
tweet, frequency of punctuation marks, duplicate letters that may express
user’s emphasis, as well as the frequency of polysyllabic words.

– Sentiment Features (12): As argued before, FL can be defined as senti-
ment contrast between words in short distance. This necessitated the use of
many lexicons, in order to obtain a sentiment estimation in word level, and
then estimate the overall tweet positive, negative and contradictory senti-
ment, as shown in Eq. 6. For this purpose, we calculate the tweet’s average
positive and negative sentiment using SentiWordNet [2], VADER [14], Afinn
[1], DepecheMood [23], as well as their positive-negative variance by the fol-
lowing formulas:

Spos
i =

1
ni

ni∑

j=1

wpos
i,j , Sneg

i =
1
ni

ni∑

j=1

wneg
i,j , Scontrast

i = Spos
i − Sneg

i (6)

– Mood Features (8): An additional lexicon, DepecheMood, was used to
annotate words indicating the user’s temper. Mood features describe user’s
happiness, sadness, annoyance, inspiration, fear, indifference, anger and
amusement and can help us to detect non literal quotes.
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– Readability Features (4): Finally, we claim that all FL forms tend to have
different readability scores than literally ones. Thus, we implement four met-
rics measuring text readability using well known readability scores. First, we
enumerate words not present on Dale Chall’s list and afterwards we calculate
three readability scores:

Dale Chall = 0.1579
(

difficult words
words

× 100
)

+ 0.0496
(

words
sentences

)

(7)

Flesch = 206.835 − 1.015
(

total words
total sentences

)

− 84.6
(

total syllables
total words

)

(8)

Gunning Fog = 0.4
[(

words
sentences

)

+ 100
(

complex words
words

)]

(9)

Fig. 5. Structural differences between irony and sarcasm

5 Experimental Results

We compared the proposed DESC method against a variety of classifiers and
different feature combinations. We experimented with different combinations of
Tf-Idf and the features presented in Sect. 4.2 using a deep neural network archi-
tecture and also an SVM, frequently used by the teams participating in SemEval.
As illustrated in Table 1, DESC outperforms all baseline classifiers with con-
sistent (over all metrics) performance figures, a fact that is indicative for the
robustness of the proposed approach. In addition, we can observe the stability
that DESC demonstrates on all datasets, including unbalanced and multiclass-
classification problems. The abbreviations used in the table for the features are
unigrams, bigrams along with feature Feature Vector (FeatVec) (2inp), unigrams
(uni) only, Tf-idf (Tfidf), the feature set of Sect. 4.2 (FeatVec) as well the con-
catenation of all the features (All).
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Table 1. Comparison with baseline classifiers (various set-ups of DNN, SVM, AttL-
STM, and BiLSTM) for the tasks of (a) irony and sarcasm detection (binary), and (b)
sentiment polarity detection (eleven ordered values, −5 for “very negative” to 5 for
“very positive”) - bold figures indicate superior performance.

(a) Irony & Sarcasm detection
(b) Sentiment
polarity
detection

Irony
SemVal-2018-Task 3.A[12]

Sarcasm
Riloff [21] Average

Sentiment/
SemVal2015
Task 11[8]

System Acc Pre Rec F1 AUC Acc Pre Rec F1 AUC Acc Pre Rec F1 AUC COS MSE
DNN-2inp 0,63 0,64 0,62 0,63 0,65 0,82 0,78 0,81 0,79 0,84 0,73 0,71 0,72 0,71 0,75 0,602 4,230
DNN-Tfidf 0,65 0,65 0,63 0,64 0,70 0,83 0,81 0,83 0,80 0,72 0,74 0,73 0,73 0,72 0,71 0,710 3,170
DNN-uni 0,65 0,68 0,65 0,65 0,72 0,79 0,78 0,81 0,79 0,74 0,72 0,73 0,73 0,72 0,73 0,690 8,430
DNN-All 0,66 0,69 0,66 0,67 0,75 0,83 0,81 0,83 0,81 0,82 0,75 0,75 0,75 0,74 0,79 0,789 2,790
DNN-FeatVec 0.64 0.65 0.65 0.65 0.71 0,81 0,81 0,83 0,80 0,72 0,73 0,73 0,74 0,73 0,71 0,680 3,230
SVM-Tfidf 0,65 0,68 0,65 0,66 0,70 0,82 0,80 0,82 0,80 0,80 0,74 0,74 0,74 0,73 0,75 0,720 2,890
SVM-FeatVec 0,59 0,59 0,59 0,59 0,60 0,82 0,73 0,81 0,75 0,76 0,71 0,66 0,70 0,67 0,68 0,700 3,390
SVM-All 0,66 0,69 0,66 0,67 0,75 0,83 0,81 0,83 0,81 0,81 0,75 0,75 0,75 0,74 0,78 0,723 2,810
AttentionLSTM 0,71 0,70 0,71 0,70 0,75 0,85 0,83 0,85 0,83 0,84 0,78 0,77 0,78 0,77 0,80 0,749 2,860
BiLSTM 0,71 0,71 0,71 0,70 0,76 0,85 0,85 0,85 0,85 0,85 0,78 0,78 0,78 0,78 0,81 0,704 3,220
DESC 0,74 0,73 0,73 0,73 0,78 0,87 0,87 0,86 0,87 0,86 0,81 0,80 0,80 0,80 0,82 0,820 2,480

We tested DESC against the performance scores of all models submitted and
published in SemEval-2015 [8] Sentiment Analysis task. DESC achieves 0.82 in
cosine similarity whereas the winning team [26] obtained 0.758; ranked also on
4th position regarding the MSE measure. At the same time, ClaC and UPF
teams are the only one to obtain a better MSE value than DESC, as illustrated
in Table 4. Further evidence of the robustness of DESC across all metrics on both
Irony [12] and Sarcasm [21] detection is illustrated in Tables 2 and 3. Specifically,
DESC outperforms all submissions on [12] regarding F1 measure; a fact that
it is indicative for the balance achieved between precision and recall figures
which also satisfies the desired property for low false-positives regrading the task
of automated twitter classification. In addition, DESC’s performance is highly

Table 2. Systems comparison on
SemEval-2018-Task 3-Aa ironic
dataset.

Submission Acc Pre Rec F1
THU NGN 0,73 0,63 0,80 0,71
NTUA-SLP 0,73 0,65 0,69 0,67
WLV 0,64 0,53 0,84 0,65
rangwani harsh 0,66 0,55 0,79 0,65
NIHRIO, NCL 0,70 0,61 0,69 0,65
DESC 0,74 0,73 0,73 0,73
aOfficially submitted results reported
in [12]. From the total of 43 sub-
missions only the ones that exhibit
performance figures higher than the
average of all teams for all four
metrics are included

Table 3. Systems comparison on
Riloff’s imbalanced sarcastic dataset.

System submission Pre Rec F1

Riloff 0,44 0,62 0,51
Ghosh&Veale 0,88 0,88 0,88
DESC 0,87 0,86 0,87
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Table 4. Systems comparison on Sentiment analysis SemEval-2015-Task 11a according
to task’s official metrics, Mean Squarred Error and Cosine similarity.

System submission Cosine MSE
Naive Bayes 0,39 5,672
MaxEnt 0,43 5,450
Decision Tree 0,55 4,065
CLaC 0,76 2,117
UPF 0,71 2,458
LLT PolyU 0,69 2,600
LT3 0,66 2,913
ValenTo 0,63 2,999
PRHLT 0,62 3,023
CPH 0,62 3,078
elirf 0,66 3,096
DESC 0,82 2,480

aOfficially submitted results reported
in [8]. From the total of 15 sub-
missions only the ones that exhibit
higher performance than the average
over both metrics are included. The
first three entries refer to reported
values for three baseline classifiers

increased compared to Riloff’s initial proposal [21] and is very close to Ghosh
and Veale [9].

Finally, combining all three AttentionLSTM, BiLSTM and DNN-all classi-
fiers in an Ensemble model we can detect Irony with increased confidence as
illustrated in Fig. 6.

Fig. 6. ROC-AUC curve for three ensemble classifiers on SemEval’s-2018 Irony detec-
tion task.
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6 Conclusion and Future Work

In this paper, we propose an ensemble method for sentiment classification and
Figurative Language tracking with non contextual information, in short texts
segments like tweets. The proposed method is based on a combination of word
and sentence based features and outperforms published SemEval models in most
metrics and on all datasets. In addition, we introduce a feature level approach
using a variety of author’s sentiment, mood and expressiveness to detect FL
usage. Beyond that, DESC shows improved AUC performance at the difficult
task of irony detection.

DESC model could be even more accurate if we enhance past-present diver-
sion since sarcastic utterances tend to include more time-related contradictions
as Rajadesingan [18] denoted. Beside time and sentiment contradictions a behav-
ioral approach could be used to analyze change’s in user’s stylistic patterns such
as average tweet length, user’s word style familiarity or even user’s sarcastic
intention. Another key improvement could be obtained by measuring the gap
between written and informal spoken style using the ANC Frequency Data cor-
pus as Barbieri [4] proposed. In addition, Linguistic Inquiry and Word Count
(LIWC) could be used to extract vectorized lingual patterns indicating FL.
Finally, the approach presented in this paper is based solely on data from Twit-
ter’s short texts. A future FL system could become even more effective if trained
and tuned using texts including FL from more sources.

References

1. Nielsen, F.A.: A new ANEW: evaluation of a word list for sentiment analysis in
microblogs. arXiv e-prints, March 2011

2. Baccianella, S., Esuli, A., Sebastiani, F.: SentiWordNet 3.0: An Enhanced Lexical
Resource for Sentiment Analysis and Opinion Mining, vol. 10, January 2010

3. Bahdanau, D., Cho, K., Bengio, Y.: Neural machine translation by jointly learning
to align and translate. CoRR abs/1409.0473 (2014)

4. Barbieri, F., Saggion, H.: Modelling Irony in Twitter. In: EACL (2014)
5. Buschmeier, K., Cimiano, P., Klinger, R.: An Impact Analysis of Features in a

Classification Approach to Irony Detection in Product Reviews, January 2014.
https://doi.org/10.3115/v1/W14-2608

6. Carvalho, P., Sarmento, L., Silva, M., Oliveira, E.: Clues for detecting irony in
user-generated contents: oh... It’s “so easy”; -). In: International Conference on
Information and Knowledge Management, Proceedings (2009)

7. Davidov, D., Tsur, O., Rappoport, A.: Semi-supervised recognition of sarcastic
sentences in Twitter and Amazon. In: Proceedings of the Fourteenth Conference
on Computational Natural Language Learning, CoNLL 2010, Stroudsburg, PA,
USA, pp. 107–116. Association for Computational Linguistics (2010)

8. Ghosh, A., et al.: SemEval-2015 Task 11: Sentiment Analysis of Figurative Lan-
guage in Twitter (2015)

9. Ghosh, A., Veale, T.: Fracking sarcasm using neural network. In: Proceedings of
the 7th Workshop on Computational Approaches to Subjectivity, Sentiment and
Social Media Analysis, pp. 161–169 (2016)

https://doi.org/10.3115/v1/W14-2608


A Robust Deep Ensemble Classifier for Figurative Language Detection 175

10. Ghosh, D., Guo, W., Muresan, S.: Sarcastic or not: word embeddings to predict
the literal or sarcastic meaning of words. In: EMNLP (2015)
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Abstract. Humans use voice and facial expressions to infer their state
of emotions. Key expressions include being happy, angry, sad and neu-
tral. The expressions accounts for a third of non-verbal communication.
The study presents an efficient method to identify facial expressions in
images based on artificial neural networks enhanced by genetic algo-
rithms. We use Viola Jones for facial detections and PCA, a statistical
method to reduce the dimensionality and extract the features with a local
variant of local binary patterns called CS-LBP for static images which
is a local algorithm that reduces feature set by comparing symmetrical
pixels halving the feature set. The features are then optimally selected
using genetic algorithm before classification using artificial neural net-
works. It is also crucial to note that with these emotions being natural
reactions, recognition of feature selection and edge detection from the
images can increase accuracy and reduce the error rate. This can be
achieved by removing unimportant information from the facial images.
The genetic algorithm (GA) chooses a subset of image features based on
a reduced-dimensional dataset. The study proposes local binary pattern
variant central symmetric local directional pattern (CS-LDP), central
symmetric LBP (CS-LBP) and artificial neural networks aided by genetic
algorithms for feature selection. The study used the Japanese Female
Facial Expression, JAFFE database. The approach outperformed other
traditional approaches and proved that with added feature selection and
optimization the processing time is reduced and accuracy improved.

Keywords: Local Directional and Binary patterns ·
Genetic algorithms

1 Introduction

Emotion recognition with facial expressions is used in child therapy, patients with
autism, marketing product responsiveness, security, internet gaming, accounting
and educational activities [4,5,11,20,23]. The key expressions include, sadness,
joy, neutral, surprise, fear and anger [2,18]. FER is also widely used digital iden-
tification and surveillance and remote access control systems [5,6,14]. Measuring
c© Springer Nature Switzerland AG 2019
J. Macintyre et al. (Eds.): EANN 2019, CCIS 1000, pp. 176–187, 2019.
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of such expression includes feature extraction using computing techniques like
geometric, component or feature based as well as deep learning approaches. Local
binary patterns and local directional patterns, both local algorithms have been
used successfully to identify all the different expressions [3,9,14,15] achieving
great accuracy [5].

The study uses a variant of the local based approach algorithms to do feature
extraction. The FER process involves facial expression detection, preprocessing,
feature extraction, feature selection and feature classification. The study aims to
improve the performance by using genetic algorithms for feature selection and a
combined classifier of neural networks and support vector machines. The prepro-
cessing is done using Gabor filters and histogram equalization [16]. The study
uses genetic algorithm and PCA to reduce the feature set as well a combined
classifier of neural networks and support vector machines in 3 steps. In the first
step, pre-processing involves use of histogram equalization and edge detection.
In the second step, features are extracted with a local binary pattern variant
the central symmetric local binary pattern (CS-LBP) algorithm. We use PCA,
a statistical method to reduce the dimensionality. Optimized feature selection is
done using genetic algorithm and the emotions are classified with support vector
machines and a neural networks weighted classifier.

2 Literature Review

Facial expression recognition has been achieved using local feature extraction
algorithms and holistic algorithms like LBP, LDP and Gray Level Co-occurrence
Matrix (GLCM) algorithms [2,4,14,21,24]. Feature selection and reduction has
been applied using PCA as well as genetic algorithm though less studies have
been applied in FER on the latter [22]. Preprocessing uses gray level transfor-
mations, normalization and histogram equalization has been widely researched
[17,20,22]. The classification of facial expressions using neural networks and sup-
port vector machines has also been widely proven though a combination of the
two has been less applied in the field [14,23]. The section reviews the prepro-
cessing and feature extraction stages of the FER process.

2.1 Gray Level Transformations, Normalization and Histogram
Equalization

A histogram of a facial image is denoted by the frequency of image gray scale
levels ranging from 0 to L-1 based on discrete function p of r,k for the kth
gray level, nk is equal to image pixels and N is the sum total of pixels and k
takes values from 0 to L-1 [27,28]. Histogram normalization is used in facial
expression recognition to alter the pixel intensity range. Normalization or con-
trast/histogram stretching is used to find the difference between maximum and
minimum pixel intensity [17,20,22,28]. The facial images are normalized into
standard ranges between 0 and 255 to a zero mean and variance of 1.

g(x, y) =
f(x, y) − fmin

f − max − fmin
∗ 2bpp g(x, y) =

f(x, y) − 0
255 − 0

∗ 255 (1)
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The normalization reduces light in too bright areas of the facial image as shown
in Eq. 1 where f(x, y) is equal to the value of each pixel intensity. Histogram
equalization improves the image’s global contrast by adjusting the facial image
intensity by calculation of the cumulative distributive function [13,28]. Equal-
ization is done to map the image distribution from a source histogram to a new
histogram which has a much wider and uniformly distributed intensity values.
The gray level image pixels are transformed by intensity values into a uniformly
distributed histogram. Gray scale normalization will compensate the effects of
color and light [22,28]. The hue image is shown as

H = cos−1

(
1
2 [(x − q) + (x − y)]

(x − q)(x − q) + (x − y)(q − y)

2
)

(2)

This Gamma Intensity Correction (GIC) transformer is used to adjust the overall
image brightness. RGB normalization involves all pixels being scaled by a given
factor and subdividing with the total of 3 color components to elminate color
effects [22,28].

(xnorm, qnorm, ynorm) =
(

x

x + q + y
,

q

x + q + y
,

y

x + q + y

)
(3)

2.2 Feature Extraction with LBP Variants

Different LBP variants were successfully used in facial expression recognition
that include, TLBP or Ternary Local Binary Patterns, Over-Complete Local
Binary Patterns (OCLBP) and ELBP or elliptical local binary patterns and
rotational local binary patterns [9,16,17]. The basic LBP is based on a central
pixel value and non-center pixels differentials and then taking the binary values
of 0 or 1 only [2,5,6,17]. The local binary LBP M, V operator is represented
mathematically as follows:

LBP (M,V )(cy, dy) =
x=0∑
K−1

q(py − pc)2x. (4)

The neighborhood is depicted as an m-bit binary string leading to x unique
values for the local binary pattern code [17,19,20,22].

Central Symmetric Local Binary Patterns (CS-LBP). The basic local
binary pattern is not resilient when flat images are used and the feature vector is
long with 256 dimensions. The central symmetric local binary pattern combines
advantages of SIFT descriptors, and LBP [17,19,20,22] (Fig. 1).

LBP = k(n0 − nc) + k(n0 − nc)2 + k(n0 − nc)4 + k(n0 − nc)8
+k(n0 − nc)16 + k(n0 − nc)32 + k(n0 − nc)64 + k(n0 − nc)128

CS LBP = k(n0 − n4) + k(n1 − n5)2 + k(n3 − n6)4 + k(n4 − n7)8
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CS − LBPr,n =
n−1∑
i=0

s(zi − zi+(n/2))2i (5)

Fig. 1. CS LBP

where zi and zi + (n/2) are the values of neighborhood
pixels [19]. The algorithm rather than comparing the gray
levels of the pixels to the center pixels compares the sym-
metric pairs of the pixels. The gray level variances between
the pixels symmetrically opposite means that the number
of patterns produced is much less.

2.3 Feature Selection and Optimization with Genetic Algorithms

Genetic algorithms and neural networks have been used in facial expression
recognition with great success [6,17,25]. The genetic algorithms are classified as
a class of evolutionary algorithms based on Darwin’s theory of evolution that
resolve search and optimization problems [25]. They have been used with success
in search problems and optimization scenarios in FER systems (facial expres-
sion recognition) [25,26]. The algorithm reduces processing time and also selects
the best features from a sample set [6,25]. Genetic algorithms a form of adap-
tive heuristic algorithm based on a genetic analogy and chromosome behavior
in defined populations [25]. They select the fittest features in an image set for
faster performance and remove unwanted features to increase accuracy. The algo-
rithm use past information to focus the search into a region likely to give better
performance. It uses mutation, selection and crossover as a means of popula-
tion regeneration [25,26]. The algorithm begins with a set of facial expression
images and these are evolved into a generation of fittest images selected for the
next selection. This is to resolve problems in facial expression recognition where
images are taken in different conditions of light and angle as well as noise [25,26].
The chromosome represents the features. Another set of evolutionary algorithm
includes sequential search algorithms where features are added or removed from
using sequential backward search methods (Fig. 2).

Fig. 2. Genetic algorithm mutation

The fitness function optimizes the objective function. The population selected
once its satisfies the fitness, undergoes mutation or crossover for them to be
selected for next iteration [1,22,25]. This string is analogous to the chromosome.
The genetic algorithm ensures faster processing due to a reduced feature and
search space. The algorithm is based on the given flow below [26]:
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Genetic Algorithm

1. Selection of the base population of facial expression images is done
2. The fitness of each image in the image set population is calculated
3. The process is repeated till complete based on time, fitness and other factors
4. The best facial expression images are chosen for reproduction
5. The new individuals through crossover and mutation then produce offspring
6. The fitness of the new features is determined
7. The least fit features are then replaced by new individuals in the population

Selection, Mutation, Fitness Function and CrossOver. The selection
operator selects the fittest offspring likely to survive into the future generation.
Crossover includes mixing at least 2 parents to generate a different offspring
[25,26]. The crossover involves binary digit crossovers of the parents.

Fig. 3. Genetic algorithm flow [25] Fig. 4. Mutation and Cross over [26]

Mutation is used to preserve the population diversity. The fitness function is
used to determine the fitness level for the given chromosomes [26]. The function
measures the difference between the facial and base images. The chromosomes
selected are recombined using crossover and mutation as shown in Figs. 3 and 4
[1,22,25,26].

2.4 Classification with ANNs or Artificial Neural Networks

ANNs are derived from biological neural networks based on a biological neuron
comprised of cell bodies, axons (connected via synapses) as well as dendrites and
have been widely applied in facial expression [6,10,12]. Data is transmitted from
one neuron to another using electrical signals [1,6]. The layers include the input,
hidden and output layers. The nodes are interconnected to one another where
the input layer nodes are followed by the hidden layer [10,11]. Key examples
include Feedforward Neural Networks and Back Propagation Neural Networks
(BPNN) are algorithms inspired by biological neural networks [1,6]. The neural
network is tuned for number of layers, number of nodes as well the learning rates.
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Fig. 5. Artificial neural network

The activation rule of the perceptron
is [1,6] given an n-dimensional input x =
(x1, . . . , xn), the weighted sum of each dimen-
sion of the input xi and its associated weight
wi [6] is computed as

z =
n∑

i=1

(wi · xi) + b, (6)

where the weight wi is often referred to as
preactivation and to simplify the notation the bias term b will often be replaced
by an equivalent input term x0 = 1 weighted by w0 = b. This is classified as the
dot product of a given weight vector wx = (w1, . . . . . . , wn) with input vector x
[6,17,22]. The result of this first affine transformation is then passed through a
step function as shown in Eq. (7) and Fig. 5.

weight = weight + learning rate ∗ (expected − predicted) ∗ x (7)

Feedforward Neural Networks/Multilayer Perceptron (MLP). These
are simple forms of Artificial Neural Networks comprised of 3 types of layers
namely input, hidden as well as the output layer [1,6]. The neural network is a
fully-connected feedforward network with at least one hidden layer followed by
a nonlinearity σ more smoother perceptron defined as activation function [6]

z(l) = W(l) · a(l−1), a(l) = σ(z(l)). (8)

Each layer computes an affine transformation. An MLP (form of Artificial Neural
Network) is a class of feedforward artificial neural network. MLPs with one
hidden layer act as a continuous function [1,6] (Fig. 6).

Backpropagation. The neural network addresses problems that the computa-
tions on the activation functions are non linear by allowing partial derivatives of
the errors. The last layer?s contribution to errors is determined and consequent
splits propagate backwards the errors assigning a weight to each blame [1,6]. An
optimization algorithm is then used to alter the weights to minimize the given
errors. Backpropagation with mean square error/MSE with output y is used to
generate the cost using the following metric where the scalar is y and vector
y with 3 layers of affine transformations, The summation is done of a dataset
X with M samples given the expected output y [1,6]. The algorithm is based
on calculating the gradient descent search in a given weight space. The error
fraction is based on each weight as shown in Eqs. 9 and 10.

Emse =
1
M

∑
D

1
2

‖y − ŷ‖2 , (9)

log(ŷj) = log

(
ezj∑n
i=1 ezi

)
= log(ezj ) − log

(
n∑

i=1

ezi

)
= zj − log

(
n∑

i=1

ezi

)
(10)
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Fig. 6. Feedforward neural networks/Multilayer perceptron (MLP) [6,17]

The middle layers use a tanh/sigmoid activation function and the softmax
top layer is based on a ‘LogisticRegression’ class). Multilayer perceptrons are
based on adjusting weights and biases during training to reduce errors [1,6]. On
the other hand, backpropagation links the weights and bias to the error using y
root mean squared error (RMSE). Deep Belief Network (DBN) algorithms have
been used in facial expression recognition through a 2-layer DBN architecture
based on a stack of restricted Boltzmann machines (RBMs) [1,6].

3 Implementation

The facial expression recognition system includes detection of the facial images,
preprocessing, feature extraction, feature selection using genetic algorithm and
lastly classification of the given feature vector histograms to generate the emo-
tions happy, sad, angry, surprise as well as fear. The implementation is shown
in the next diagram from facial detection, preprocessing, feature extraction and
selection or reduction to classification.

Facial Expression Detection. For our training images, we use the Viola-Jones
Haar Cascade Method implemented in OpenCV.

face cascade = cv2.CascadeClassifier(′haarcascade frontalface default.xml′)

eye cascade = cv2.CascadeClassifier(′haarcascade eye.xml′)
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The Viola-Jones mouth detector was used to detect the mouth features and
uses the mouth position against the nose and eyes. The single eye detection uses
2 triangles to detect both eyes as left and right. The nose detection tool is used
to detect the nose [7,13,17].

3.1 Pre-processing

Preprocessing involved the application of histogram equalization to enhance the
image quality. The images were also converted to gray scale. The effects of angle,
distance, lighting were also eliminated by using the Gamma intensity correction
and logarithmic transformation on the given images. The RGB to Gray function
is implemented using a python Matlab function. The color information is dis-
carded to improve speed and there is no loss of accuracy. The images are trans-
formed from the RGB to grey level space using the following RBG to GRAY
[7,13,17]:

Y = 0, 3R + 0, 59G + 0, 11B (11)

3.2 Facial Expression Databases

The dataset used is the JAFFE datasets.This dataset has 213 images with 7
facial expressions made up of six basic and the neutral expression taken from 10
models of Japanese descent and the emotions include the following
[′angry′,′ fear′,′ disgust′,′ surprise′,′ neutral′,′ joy′,′ sadness′]

3.3 Feature Extraction

The feature extraction was done with LBP, Central Symmetric LBP [5]. These
local extractors were also compared with a holistic algorithm namely GLCM.
The feature selection involved using the genetic algorithm to select the healthier
feature vectors. The other variant considered was the local directional pattern
where the histogram was represented as below [9].

LDPh(σ) =
r=0∑
M

r=0∑
N

f(LDPk(r, c), σ). (12)

The central symmetric LBP is shown in the diagrammatic form below [16,17]
(Fig. 7).

Dimensional Reduction and Feature Selection are done using principal
component analysis (PCA) and genetic algorithms. For a PCA the optimal
hyperplane is shown as below [1,5,22] for mean m, the training sample is com-
puted as The covariance matrix X based on given training samples is

X =
n∑

k=1

(xk − m) (xk − m)T (13)
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Fig. 7. Center-symmetric local binary pattern sequence [19]

The genetic algorithm selected feature vectors based on 15%, 18%, 25%, 28% and
30% and 35% of the total feature vectors selecting the most fittest feature vectors.
The best accuracy came when the ratio of 0.28 was used hence the classification
was done on the basis of 28% of the total feature vectors. for scenarios with PCA
alone, 66.66% of top-most eigenvectors are selected.

3.4 Classification

Various classification methods were used namely, support vector machines,
weighted voting classifier of support vector machines and neural networks. Cross
validation was also applied to ensure there is reduced overfitting [6,7,13,17]. The
classification was implemented using python scipy, jupyter and numpy packages
on a Mac OS operating system.

eclf = voting classifier(clfs = [clfa, clfb], weights = [0.6, 0.4]) (14)

Support Vector Machine Classifiers were based on a hyperplane to split
dual classes and were represented by the equation below [1,13,15]:

vTmq + k = 0, vT ,mq + k1 yq = +1, (15)

The SVM classifier uses the RBF kernel for classification and the Multilayer Per-
ceptron (MLP) was implemented with the following where soft voting classifier
was used

MLPClassifier(activation =′ relu′, alpha = 0.0001,

batch size =′ auto′, beta 1 = 0.9,

beta 2 = 0.999, early stopping = False, epsilon = 1e− 08,

hidden layer sizes = (30, 30, 30), learning rate =′ constant′,

learning rate init = 0.001,max iter = 200,momentum = 0.9,

nesterovs momentum = True, power t = 0.5, random state = None,

shuffle = True, solver =′ adam′, tol = 0.0001, validation fraction = 0.1,

eclf = V otingClassifier(estimators

= [(′mlp′, clf1), (′svm′, clf2)], voting =′ hard′, weights = [40, 60])
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4 Facial Recognition and Expression Results

The experiment used various algorithms namely, basic LBP, local direction pat-
tern or LDP, GLCM a holistic feature expression extractor, CS-LBP and CSLBP
with genetic algorithm. The study ran experiments with the above algorithms on
the JAFFE dataset. The classification used involved running against a support
vector machine alone, artificial neural network alone and a weighted classifier of
60% of neural networks and 40% support vector machines.

Table 1. Facial expression classification accuracy on 213 JAFFE images

Algorithm selected SVM(RBF) MLP SVM(RBF)+MLP

CS-LBP 0.912 0.932 0.942

LBP 0.899 0.902 0.931

LDP 0.902 0.932 0.944

HOG 0.79 0.821 0.859

GLCM 0.847 0.842 0.869

CS-LBP, Genetic 0.932 0.934 0.966

CS-LBP, PCA 0.911 0.928 0.951

CS-LDP, Genetic 0.904 0.935 0.989

Table 1 shows the accuracy levels of the SVM, MLP, and weighted classifier
of 60:40 ratio of support vector machine and MLP neural network. The weighted
classifier showed better classification accuracy than the base algorithms alone.
The CS-LBP algorithm and CS-LDP algorithms showed greater accuracy than
the base LBP and LDP algorithms. When combined with the genetic algorithm
for feature optimization and selection the accuracy levels was higher that the CS-
LBP alone and GLCM a holistic algorithm. The results for the Genetic algorithm
with CS-LBP were based on a 28% reduced feature selection using the genetic
algorithm and recorded higher classification results than CS-LBP alone due to
the reduced set of features and removal of noisy features. The CS-LDP algorithm
with genetic algorithm recorded the highest accuracy due to advantages of having
an filtering edge detector known as kirsch filter as part of the algorithm with a
classifier of 0.989. The processing time on the scenarios where genetic algorithms
were used for CS-LBP and CS-LDP all recorded processing times between 15–
20% faster than the traditional LBP and CS-LBP alone.

5 Conclusion

The study proposed a hybrid approach of Central Symmetric Local Binary Pat-
terns, a variant of local binary patterns, genetic algorithm to enhance feature
selection and a weighted classifier of artificial neural networks and support vector
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machines. The different emotions measured namely fear, disgust, anger, happi-
ness and sadness are recognized with better accuracy than basic local binary
patterns or using just support vector machines or neural networks as the clas-
sifiers. The databases trained included the Japanese Female Facial Expression
(JAFFE) database. The accuracy of almost 97% was achieved on small datasets
which is better than the traditional algorithms as shown in Table 1. The use
of genetic algorithm and central symmetric LBP which both reduce the fea-
ture set by selecting the healthy feature vectors and using symmetrical differ-
ences of pixels respectively improves accuracy of facial expression recognition
and reduces processing time. The Central Symmetric Local Directional Pattern
combined with genetic algorithm also adds the advatange of filtering unwanted
edges through its kirsch edge detector.
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Abstract. Non Intrusive Load Monitoring is the field that encompasses
energy disaggregation and appliance detection. In recent years, Deep
Neural Networks have improved the classification performance, using the
standard data representation that most datasets provide; that being low-
frequency or high-frequency data. In this paper, we explore the NILM
problem from the scope of transfer learning. We propose a way of chang-
ing the feature space with the use of an image representation of the low-
frequency data from UK-Dale and REDD datasets and the pretrained
Convolutional Neural Network VGG16. We then train some basic clas-
sifiers and use the metric F1 score to test the performance of this rep-
resentation. Multiple tests are performed to test the adaptability of the
models to unseen houses and different datasets. We find that the perfor-
mance is on par and in some cases outperforms that of popular deep NN
algorithms.

Keywords: NILM · Energy disaggregation · Transfer learning ·
Artificial neural networks

1 Introduction

Energy demands have risen greatly in the past 40 years. More and more electrical
devices are becoming essential in a household; computers, tablets, cell phones
etc. That, of course, means that more energy is being spent. Therefore a need
arises for efficient monitoring of the energy being consumed. With the progress
of technology, it has become possible to monitor the energy consumption of a
house with the use of smart meters. The idea is to apply a smart meter in each
appliance of the house and have real-time information about energy consump-
tion. The application of smart meters on the appliance level is still quite costly
and therefore other ways have to be explored.

A more cost-efficient way of monitoring power consumption of a house would
be to have to install only one meter per household, which will monitor the total
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energy being consumed. The real world application of this is possible with the
help of algorithms that are able to infer the total energy signal to the device level
sub-signals that compose it. This is also known as an energy disaggregation task
and the field that studies it is Non-Intrusive Load Monitoring (NILM).

The most popular NILM approaches in machine learning are producing mod-
els whose input for the training is high or low-frequency data of the mains of a
house and the labels are the true energy consumption values of a chosen appli-
ance. Usually, both the training data and labels are chronologically arranged and
one of the goals of the chosen model is to find correlations between the aggre-
gated signal and the appliance signal, given a certain time frame. In NILM,
appliances within a household often change and get replaced by others as time
passes. Therefore, there are many occasions where a model trained to classify
an appliance in a certain time frame of a house cannot predict it accurately on
a different time frame. That being said, it is worthwhile investigating whether
the application of a transfer learning technique can be used to classify electrical
appliances (ON/OFF state) given the aggregated power signal of a house.

Transfer learning [3,15] does not rely on training and test data being in
the same feature space or even having the same distribution, in contrast to the
more classical approaches of machine learning techniques. It can be beneficial
in problems where there is a shortage of data, such as an accurate classifier or
regressor is not able to be trained, or there is a need for a more general model; a
model that generalizes in different distributions. There are several ways transfer
learning can be achieved. In this work, we focus on feature representation. The
idea is to encode the existing knowledge to another feature space. E.g, encode a
time series to an image representation. This approach, to our knowledge, has not
been previously explored in the existing literature concerning NILM problems.
It has been however applied to other time series classification tasks and has been
proven to yield good results.

In this study, the idea involves transformation of low-frequency data (1 Hz
data), from popular datasets UK-Dale [9] and REDD [11] to images using Wang
and Oates’ [20] time series to image algorithm, which uses Gramian Angular
Field Matrices (GAF), and afterwards changing the feature space with the help
of the pretrained Convolutional Neural Network VGG16 image classification
algorithm [19] to vectors. The final step is, feeding those vectors, accompanied
with their respective device labels, to a classification algorithm, such as a decision
tree algorithm, and training it to be able to recognize whether the appliance is
ON or OFF.

In the following sections, the process of the feature transformation and
transference is analyzed, as well as a set of experiments for the appliance
“fridge” of the UK-Dale and REDD datasets is compared directly to previous
implementations.
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2 Related Work

Hart [6] was the first to work on this problem and used combinatorial techniques
in order to monitor changes on the appliances states of a household given the
aggregated signal. Since then there have been many approaches to the problem.
Factorial Hidden Markov Models (FHMM) solutions [1,10,16,17] have been the
leading implementations the past two decades, while Deep learning Artificial
Neural Network (ANN) architectures have become popular in the last decade
[2,8,12,13,21]. Nalmpantis and Vrakas [14] in their review describe some of the
most important recent Machine Learning approaches for the problem of NILM.
The approaches are compared in detail, presenting a qualitative and quantitative
analysis.

De Baets et al. [4] at their work represent the Vi trajectory of appliances as
images and train a Siamese Neural network from which a new feature space is
derived. This new representation is the input of the DBSCAN algorithm that
ultimately is able to recognize appliances in a household that are left unlabeled.
They use the high-frequency data from the datasets PLAID [5] and WHITED
[7]. Their approach seems to be successful in recognizing unknown appliances in
a household.

Wang et al. [20] propose a novel way of transforming time series into images,
in order to test whether this new representation of the data improves classifica-
tion results. The images are constructed by transforming a time series to its polar
coordinate representation. For this the time series used are scaled either to the
interval [−1, 1] or [0, 1]. The rescaled time series X̃ can then be represented as
its polar coordinates. This can be achieved by using the value of the time series
and the time stamp to encode as the angular cosine and radius respectively. The
equation is defined as:{

φ = arccos(x̃i,−1 ≤ x̃i ≤ 1, x̃i ∈ X̃)
r = ti

N , ti ∈ N
(1)

The next step is constructing a Gramian Angular Summation/Difference
Fields (GASF/GADF) matrix which contains the correlation between elements
of different timestamps. GASF and GADF are defined as follows:

GASF = [cos(φi + φj)] = X̃ ′ · X̃ −
√

I − X̃2

′
·
√

I − X̃2 (2)

GADF = [cos(φi − φj)] =
√

I − X̃2

′
· X̃ − X̃ ′ ·

√
I − X̃2 (3)

In their study they test the above representation on multiple datasets. They
use a Tiled Convolutional Neural Network for extracting features. For the clas-
sification task they use a Denoising Auto-Encoder. The results are promising as
the Mean Squared Error metric is reduced by a maximum of 48% compared to
approaches that use raw data.
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Fig. 1. Proposed training/prediction procedure.

3 Implementation

3.1 Data Preprocessing

The process begins with the transformation of the mains aggregated energy
signal of a house to multiple vectors of length 64 that will, in turn, become the
input of GAF algorithm. In this study only the GADF form is used. The vector
size corresponds to 6.4 min of data and is chosen so that the time frame is not
considerably large, but at the same time is not too small which would cause
substantial delays in most machines when producing the image files. Moreover,
the time frame chosen cannot be bigger than 6.4 min because of computational
restrictions. The nilmtk framework for Python 2.7 is used in order to preprocess
the data and construct the input files for the GAF algorithm. The set sampling
rate for both the mains data and the appliance data is set to 6 s. Once the data
has been preprocessed the GAF algorithm can begin generating the images. The
output of this algorithm are multiple images in .png format and 100 × 100 pixel
size. PAA smoothing is applied on them. The images are also tied with same
length vectors of labels for the appliance “fridge”, for which the experiments are
conducted. The whole procedure can be seen in Fig. 1.

3.2 Data Extraction

The next step concerns the transference to another input space by using the
VGG16 pre-trained model in Keras, Python to categorize the images produced
by the GAF algorithm in the previous step. VGG16 is an image classification
Convolutional Neural Network (CNN) which is trained for 1000 classes of the
ImageNet database [18]. It has been proven very successful on image classifica-
tion tasks. Its input consists of a 3D tensor that represents the image. Because
the model has already been trained there is no need to re-train it with our images.
Instead, each image passes through the network and its prediction/output is the
new data space we wanted. Therefore, each image is inferred to 512 categories
vectors. After each image for a selected house and time period has been pro-
cessed, an array of dimensions [number of images × 512] is constructed. This
will be the input for the training of the classification algorithms that are tested
in this study.
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3.3 Classification

The labels of each image are averaged and simplified to 1 or 0, depending on
whether the averaged number surpasses the threshold of the appliance. If the
appliance was on an ON state, during the 6.4 min the image represents, the
label for it becomes 1. If the appliance was deactivated (and therefore on an OFF
state) during the time period of the image, the label for it is 0. Alternatively,
one could choose the maximum value of the label vector as the representative
point on whether the appliance is in use or not.

For the classification task, the algorithms that were chosen belong to Python’s
Scikit-learn library. Those are the following: (1) Multi-Layered Perceptron Clas-
sifier (MLPC), for which several hidden layer sizes were tested and were con-
cluded to an optimal size of 50. (2) AdaBoost Classifier, with Decision Tree
Classifier learners (ABDTC), that each developed to a maximum depth of 2.
1000 estimators were used for the training of this meta-classifier. (3) AdaBoost
Classifier (ABC), with its default parameters and 1000 estimators.

Note that some of the above models are trained on UK-Dale’s dataset data
for house 1, while others for several houses of the REDD dataset. Moreover, the
training data and labels are always shuffled before the training of an algorithm
begins and a small portion of it is left out as a validation set, while a different
set is put aside as the test set. The test set is the one which is used for evalu-
ation of the models, while the validation set is used for fine tuning the models’
parameters.

3.4 Evaluation Metrics

The metric that is used to evaluate the models is F1 score:

F1 = 2 × Precision × Recall

Precision + Recall
(4)

F1 score is better than accuracy for evaluating models as it is a function
of precision and recall that calculated a balance point of the two. It is a very
useful metric for problems that suffer from class imbalance as it can make that
apparent.

3.5 Specifications

All experiments can be reproduced by our implementation code in our GitHub
repository: https://github.com/LampriniKyrk/Imaging-NILM-time-series. The
hardware that is used for all of the model training and testing is an AMD Ryzen
5 1600x processor, an AMD R7 260x GPU and 8 GB ddr4 RAM. Note that the
image production takes a significantly long time, even when running in multiple
threads, as the hard disk serves as the bottleneck.

On the experiment section, it is defined in which house and time period data
each algorithm is trained on and what the test set for each experiment entitled.

https://github.com/LampriniKyrk/Imaging-NILM-time-series
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Fig. 2. The bar chart on the left shows the results for all the models that are trained
for the data of house 1 of UK-Dale and tested on data from the same house. The bar
chart on the right shows the results for the same models as the left but the data tested
belong to the unseen houses 2, 4 and 5 of the UK-Dale dataset.

Fig. 3. The bar chart on the left shows the results for all the models that are trained for
the data of house 1, 2 and 4 of UK-Dale and tested on data from house 5 of UK-Dale.
The bar chart on the right shows the results for the models that are trained for the
data of house 1 of UK-Dale dataset and tested for the houses of the REDD dataset.

4 Experiments and Results

In this section, we discuss the experiments and results of our novel NILM solution
and compare it directly to previous work. The proposed method is compared with
some popular ANN architectures as they were implemented in a previous work
of Krystalakos et al. [12]. The following networks were used for this task: Gated
Recurrent Units Network (GRU) [12], Recurrent Neural Network (RNN) [8],
Windowed GRU (WGRU) [12], Short-Sequence2Point (SS2P) [21], and Denois-
ing Auto-Encoder (DAE) [8]. The comparison between the aforementioned ANN
architectures and our approach is direct, meaning the training and testing of the
models are done for the exact same time periods and houses.

The ANN architectures that were used as a base for the comparison follow.
GRU consists of two convolutional layers, followed by two bidirectional GRU and
two fully connected layers. RNN consists of one convolutional layer, followed by
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two bidirectional LSTM layers and two fully connected layers. WGRU consists
of one convolutional layer and two bidirectional GRU layers who are followed by
two fully connected layers. The last four layers have dropout between them. SS2P
consists of a total of seven layers: five convolutional layers followed by two fully
connected layers. All layers of the SS2P architecture have dropout between them.
DAE consists of a convolutional layer, three fully connected layers followed by
one convolutional output layer. All layers of the DAE architecture have dropout
between them.

We train multiple models based on the new feature space on the task of pre-
dicting ON/OFF states of the appliance “fridge”. In the following sub-sections,
the results are presented, categorized by experiment type.

In the first experiments category, all models are being trained on house 1 of
the UK-Dale dataset and the dates 1/4/2013 to 1/4/2014. The test also occurs
for the data of the same house, though the time frame is 1/4/2016 to 1/4/2017.
As it can be seen in Fig. 2 the proposed approach gives comparable results with
those from the ANN models. This experiment uses the F1 metric and evaluates
how well the algorithm performs on data of the same house.

The second category of experiments uses the same trained models as above
but the test occurs on different houses of the same dataset. In these experiments,
we test how well the models generalize on unseen houses of the same dataset.
The metric we use for this evaluation is F1 score. Our approach seems to be on
par with the comparative models for the houses 2 and 5. Testing on house 5 the
AdaBoost classifier with low depth decision trees (ABDTC) seems to outdo all
of the ANN models. On house 4 our models are not as accurate as the ANN
models, which could be due to the fact that house 1 and house 4 differ greatly
based on the number of appliances each house has. House 1 has a total of 54
appliances, while house 4 has only 6.

In the third experiment category, the models are trained with data from
multiple houses of the UK-Dale dataset. The houses used for the training data
are 1, 2 and 4. From house 1 only the time frame from 1/4/2013 to 1/4/2014 is
used for the training, as it has the most data out of all the houses and therefore
if all where to be used a memory error could occur. This test evaluates if it
is possible for a model to learn from multiple houses and be able to predict
accurately on an unseen house. Some ANN models were not able to converge.
Our models have a significantly lower F1 score from the best ANN, which is the
Windowed GRU model.

The last experiment category tests how well a model trained in UK-Dale
generalizes for the data of the REDD dataset. That way, if a model performed
well on the unseen houses of the different dataset it is safe to say that it has
the potential to be accurate on data regardless of the country of origin. Note
that UK-Dale is a UK based dataset while REDD is a US-based dataset. As it
is shown in Fig. 3 most models, whether they’re ANN’s or the different input
space approaches, perform well on most houses. Our approach is on par with the
ANN’s on most houses and on house 3 it outperforms them.
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5 Conclusions and Future Work

Transferring of NILM data to a different feature space shows promise as the
results seem on par with most of the modern NILM approaches. It certainly has
room for improvement as the algorithms we use for classification are not state
of the art nor are configured in the best way. Furthermore, the accuracy of the
approach could potentially be improved if smaller time windows were to be used
(e.g 3 min or less), as the problem that arises from bigger time windows is that
we don’t always get a good estimation of the true appliance state. Moreover, the
approach could be explored for regression and multi-label tasks, in addition to
the classification approach that is researched in this study. Closing, we believe
that continuing this research by combining the new feature space with state of
the art algorithms, it is possible to achieve even better results.
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Abstract. Learning meaningful representations for different granular-
ities of texts is a challenging and on-going area of research in natu-
ral language processing. Recently, neural sentence modeling that learns
continuous valued vector representations for sentences in a low dimen-
sional latent semantic space has gained increasing attention. In this
work, we propose a novel method to learn meaning representation for
variable-sized sentence based on recursive auto-encoders. The key dif-
ference between our model and others is that we embed the sentence
meaning while jointly learning evolved word representation in unsuper-
vised manner and without using any parse or dependency tree. Our deep
compositional model is not only able to construct meaningful sentence
representation but also to keep pace with the words meanings evolving.
We evaluate our obtained embeddings on semantic similarity task. The
experimental results show the effectiveness of our proposed model and
demonstrate that it can achieve a competitive performance without any
feature engineering.

Keywords: Sentence meaning embeddings · Word embeddings ·
Recursive auto-encoders · Semantic similarity

1 Introduction

Embedding the meaning of a sentence into a vector space is a challenging and
on going area of research in natural language processing as expected to be very
useful for several natural language tasks. Neural word embedding technique has
recently received a lot of attention and has proved to be a powerful tool for mod-
eling semantic relations between individual words. Almost all word embedding
models are based on the distributional hypothesis [1] which states that words
that occur in the same contexts tend to have similar meaning. The context is
usually defined as the words which precede and follow the target word within
some fixed window in most word embedding models with various architectures.
Word2vec [2] is a well-known word embedding model that received substantial
success in mapping words with similar syntactic or semantic meaning to vectors
close to each other.
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Recently, there has been a growing interest in addressing the meaning of
sentences representations. Simply averaging or summing word embeddings of
all words in a longer pieces of text (sentences or documents) has surprisingly
proven to be a strong baseline or feature across some tasks. However, these
methods are poor ways of describing the distribution of word embeddings across
a semantic space. In fact, the meaning of a word is affected not only by its
adjacent words but also by the rules to combine them. As each context word in
general does not contribute equally to the meaning of the target word, it would
be desirable to capture the mutual interaction of distributed word vectors by a
means of a compositional model. This direction can provide an opportunity for
detecting more meaningful embedding. In other hand, most sentence embedding
methods depend heavily on the domain of the dataset. They may also require a
large textual corpus such as the skip-thought model [5], extensive pre-training
and hyper-parameters tuning. Consequently, it may be hard to used them as
universal embeddings across domains.

In this work, we propose a novel deep compositional method to learn meaning
representation for variable-sized sentences based on recursive auto-encoders. Our
motivation here comes from distributional hypothesis that the meaning of a word
changes with new context. So, we think that evolving semantics enables us to
capture the true meaning of the words in different usage contexts. We believe also
that the global meaning of a sentence can affect the meaning of words within it.
Consequently the evolved meaning of words can help constructing more meaning-
ful sentence embedding. Besides, we would that our model build general-purpose
embedding which can be used across domain. To this end, we suggest embed-
ding the sentence meaning while jointly learning evolved word representation in
unsupervised manner without involving a parse tree structure. We also intro-
duce a new method to construct representation for out-of-vocabulary words. We
evaluate our obtained embeddings on semantic similarity task. The experimental
results show that our proposed model can produce meaningful embeddings that
may perform well in practice.

The rest of this paper is organized as follows: In Sect. 2, we review some
related work. Section 3 introduces our proposed method for learning meaningful
sentence embedding. Thereafter, in Sect. 4, we describe our experimental setting,
report the obtained results and compare them to some state-of-art works. Finally,
we conclude this paper and provide some future works.

2 Related Work

Distributed representations of words, better known as word embedding, have
garnered great success and popularity in NLP. It consists in mapping words into
latent, dense, low-dimensional and real valued, vector representations that reflect
as possible contextual, semantical and syntactical information among words. In
this line, [2] propose word2vec model to embed words in a vector space such that
words which share similar semantic or syntactic aspects are close to one another
in this space. It offers two architectures: Continuous bag of words (CBOW)
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architecture and skip-gram architecture. While skip-gram architecture predicts
a context of a given words, the CBOW architecture predicts a word in a given
context. [3] propose the Glove model that is a count-based model which learns
by constructing a co-occurrence matrix that basically count how frequently a
word appears in a context. Based on word2vec, [4] propose the FastText model
taking into account sub-word, character-level information. Instead of learning a
representation for a word, FastText learns a representation for all character n-
grams in a word, thereby jointly optimizing semantic representations of character
n-grams and full words.

Recent work has tried to compute meaningful and useful distributed repre-
sentations of sentences. [7] trains a simple CNN with one layer of convolution
on top of word2vec and a max-pooling operation over the entire sentence for
each feature map. The author suggests that the pre-trained vectors are uni-
versal feature extractors that can be utilized for various classification. For fur-
ther improvements, he modifies the architecture by having multiple channels to
allow the use of both pre-trained and task-specific vectors. [6] propose model-
ing sentences by a dynamic convolutional neural network (DCNN). Their model
is characterized by including dynamic k-max pooling to select the most active
features. It was built on the concept of time delay neural network. This com-
bination allowed the features to be extracted independently of their position
in the sentence. [8] show that, with an annotated training corpus such Natu-
ral Language Inference (NLI), LSTM-based sentence encoder can capture useful
features that are transferable to a various text classification tasks. [5] gener-
alize the idea of word2vec word embeddings to model sentences. They exploit
a sentence-level distributional hypothesis: it constructs a distribution over the
words in the surrounding sentences given the current sentence. Their model is
implemented in the encoder-decoder setting using LSTM networks. [9] propose
to build general-purpose sentence encoder by learning from a joint objective of
classification, machine translation, parse tree generation and unsupervised skip-
thought tasks. [10] propose an unfolding recursive auto-encoders with dynamic
pooling and constituency tree to learn composition functions of word embed-
dings to phrase embeddings and eventually sentence embeddings in a binarized
constituent parse. [12] propose the tree-structured long short-term memory net-
works (Tree-LSTMs) for modeling sentences, which composes its states from an
input vector and the hidden states of arbitrarily many child units. [13,14] assume
that trees are predicted based on explicit tree-bank annotations jointly with the
treated task. The model proposed by [13] combines parsing and interpretation
within a single tree-sequence hybrid model by integrating tree-structured sen-
tence interpretation into the linear sequential structure of a shift-reduce parser.
Meanwhile, the model proposed in [14] is used only for parsing and generation. It
was a generative probabilistic model of sentences that explicitly models nested,
hierarchical relationships among words and phrases. [15] consider a denoising
auto-encoder model where noise is introduced in a sentence by deleting words
and swapping bi-grams and the decoder is required to reconstruct the original
sentence. [16] use unfolding recursive auto-encoders to learn feature vectors for
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phrases in syntactical tree of the sentence. To compare two sentences, they use
a similarity matrix which dimensions are proportional to the size of the two
sentences. Since the similarity matrix generated to compare two sentences has
varying dimension due to different sentence lengths, a dynamic pooling layer is
used to map it to a matrix of fixed dimension. The resulting matrix is used to
calculate the similarity scores between the two sentences.

3 Proposed Method

Most of previous methods focus on the syntactic aspects of a sentence by the
means of parse dependency tree or use immediately neighboring sentences to
learn sentence embedding. However, we are more interested in constructing rep-
resentations that capture semantics of variable-sized sentences based on word
meaning evolution and the meaning of the current sentence. We believe that not
only word embeddings contain and express the semantics of the sentences in the
vector spaces. But also the global meaning of sentences in which a word is used
can help determining the intended meaning of this word. In fact, words can have
more than one meanings. We believe that a change in the global meaning of a
sentence where a word appears is a good indicator of a change in the meaning of
a word. So, influenced the word meaning by the global meaning of the sentence
contains it might be relevant to model its new semantic meaning. On other hand,
initializing the word when it appears by its old meaning can help detecting new
meanings for same words. That can provides an understanding of what the word
means at that point.

Motivated by the aforementioned, we propose a new method to learn and
embed the sentence meaning while jointly learning evolved word representation
in unsupervised manner based on recursive auto-encoders. Traditional recursive
auto-encoders are based on using recursive structure of parse trees, starting
from the leaves and proceeding recursively in a bottom-up fashion until the
root of the parse tree is reached. Our model differs from traditional recursive
auto-encoders at three points. The first, we take into account words order and
combine neighbors words recursively and sequentially. Second, we don’t rely on
a parse tree structure. Third, we jointly learn sentences and words meaning
using their evolved representations. We construct the meaning of sentences and
words iteratively and recursively with update of word embedding at each new
input. We include the representation meaning of a sentence to construct the
representation meaning of their words, where the sentence meaning is represented
by an embedding computed based on a recursive auto-encoders model updated
t times. The meaning of words is represented by an embedding computed from
the decoding function. The evolved word embedding is fed as input to our model
to construct sentence meaning. In fact, the word meaning is influenced not only
by the meaning of the previous words but also by the meaning of the sentence
where it occurs. Our model is illustrated in Fig. 1.

Given a sentence s = [w1, w2, ..., wi, .., wj , ..., wn] with length n, our model
regards it as a sequence of ordered words and we apply the auto-encoder recur-
sively (as shown in Fig. 2). Among the sequence, our model combines each pair



Learning Meaningful Sentence Embedding 201

Fig. 1. Illustration of the proposed model.

of sibling nodes into a potential parent node. It takes the first pair of neighbor-
ing vectors, the sentence embedding vector and the first word vector within the
sentence, defines them as potential children of a sentence (c1, c2) = (semb, w1),
concatenates and gives them as input to the auto-encoder. Then, we save the
potential parent node p1, the right reconstructed children which represent the
reconstructed vector embedding of the current word of the given sentence.
Therefore, the network is shifted by one position and takes as input vectors
(c1, c2) = (p1, w2) and again computes a potential parent node and reconstructed
vectors for potential child. This process repeats until it hits the last pair of vec-
tors in the sentence: (c1, c2) = (pn−1, wn). Each potential parent pi is calculated
using Eq. 1.

pi = f(W i
φ [c1, c2] + bi

φ) (1)

where W i
φ ∈ �d×2d is an encoding weight matrix (2d is the number of input

units), c1 and c2 are the d-dimensional vector representations corresponding to
every child in the pair, bi

φ is the encoding bias vector and f is a non-linear
activation function. The learned parent vector pi is also a d-dimensional vector.
The resulting representation pi is then mapped back to a reconstructed vectors
of original children pair vectors in order to obtain more informative and abstract
representation of children meaning by performing the following evaluation:

[
c

′
1, c

′
2

]
= f(W i

ϕpi + bi
ϕ) (2)

This function is parametrized by W i
ϕ which is a decoding weight matrix and

bi
ϕ which is a decoding bias vector.

In Fig. 2, we present an example of computing a parent node.
We assume that sentence encodes the general semantic direction of their

individual words and each word contributes to construct more significant mean-
ing of sentence embedding. So, we used the latent representations computed by
auto-encoder recursively for computing the meaning of the whole sentence. The
final latent representation is interpreted as a representation of the sentence. This
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Fig. 2. Example of computing a parent node in our model.

representation will be used as input for a next training for our recursive auto-
encoders. The decoder part will be used as initialization for words when they
occurred within a sentence that will later be trained. This process was repeated
t times.

We explored two strategies to initialize the sentence vector included as a child
in our model input: random real-valued initialization and weighted average of
vectors of words constituent a sentence. We also suggest a new method to handle
out-of-vocabulary words. The main idea consists at determining for each out-
of-vocabulary word within a test sentence, all training sentences containing this
word. From the constructed set of sentences, we select one that has the maximum
number of common words. The out-of-vocabulary word will be initialized by the
average of these words. In fact, we design three model variants considering the
different methods of sentence embedding and out-of-vocabulary initialization.

The first variant (model-v1) consists at initializing the sentence represen-
tation and out-of-vocabulary words randomly with each component sampled
from uniform distribution. The second variant (model-v2) employs the sug-
gested method of handling out-of-vocabulary words and random initialization
for sentence representation input. We furthermore test if our model does better
when the initialized sentence embedding be a weighted average of word vectors
obtained by word2vec (model-v3). We constructed the initial sentence embed-
ding by weighting each word embedding within a sentence by its idf and therefore
averaging the resulted embeddings. We treat each sentence as a document and
calculate the idf weight for word w as follows:

idfw = log
N

1 + nw
(3)

where N is the total number of sentences and nw is the number of sentences in
which the word w occurs.

4 Experiments

4.1 Setting

We build our model using the framework Tensorflow and keras for python. We
adopt the Adam optimizer [17] to tune the network parameters. As objective
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function, we apply mean square error (MSE). It is calculated between the original
input (pi−1, wi) and its reconstructed vector (p

′
i−1, w

′
i) of each auto-encoder bloc

of our recursive model using Eq. 4.

MSE(pi) =
∥∥∥∥
[
p

′
i−1

w
′
i

]
−

[
pi−1

wi

]∥∥∥∥
2

(4)

We initialize the word embeddings using word2vec tool. We use 200 as dimen-
sional size for embeddings. To measure the performance of our model, we utilize
two metrics the Pearson Correlation coefficient, denoted by r, and the Spear-
man’s Rank Correlation coefficient, denoted by p. We performed the semantic
similarity task in an unsupervised framework by calculating the cosine similarity
between two sentence vectors.

4.2 Results

In this section, we present the results for the experiments we conducted with the
setup explained in the previous section.

In Table 1, we show the results of our model when trained on SICK and
SMTeuropal datasets. We also include obtained results with two tested meth-
ods for embedding sentences. Idf -avg-w2v method explicated above and Avg-
w2v method where we construct representations of variable-length sentences by
averaging the embeddings of all words within a sentence obtained by word2vec
model.

Table 1. Experimental results on sentence similarity dataset.

Method SICK SMTeuropal

Pearson’s r Spearman’s p Pearson’s r Spearman’s p

Avg-w2v 0.6502 0.5503 0.3638 0.4766

Idf-Avg-w2v 0.6585 0.5585 0.3698 0.4674

Our modelv1 0.8381 0.7917 0.4517 0.5410

Our modelv2 0.8462 0.7976 0.4576 0.5439

Our modelv3 0.8592 0.8012 0.4694 0.5457

We can see that overall, our model variants achieve a better performance
compared with our baselines simple averaging and idf -weighted averaging. The
simple averaging is the poorly performed method. That can be explicated by the
fact that taking the average of word embedding in a sentence tends to give to
much weight to words that are quite irrelevant semantically. We can find that our
embeddings yield more semantic information especially for our model-v3 which
proves to be the more promising variant. This indicates that our assumption of
considering evolving words meaning for modeling sentence meaning was benefi-
cial for learning sentence meaning as well as in learning better word meaning.
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In Fig. 3, we illustrate the semantic similarity predicted scores obtained by
our model for some sentences from SICK test corpus.

Fig. 3. Heatmap of example predictions from the SICK set test.

We can find from Fig. 3 that when two sentences have a lot of word overlap,
and have little differences in key semantic roles (A black dog is attacking a brown
dog on the sand and A black dog is playing with a brown dog on the sand), our
model tends to make smaller error and it seems to be good at capturing semantics
similarity. When sentence pairs differ in meaning and have few words in common
(A woman is cutting shirmps and A prawn is being cut by a woman), our model
can detect the semantic differences. Thus, we can say that our model is able to
give us satisfying predictive semantic similarity scores.

Table 2 displays the results of some state-of-art methods on SICK dataset
and our results.

The four first results represent high level of traditional methods that are
released by SemEval 2014. It can be seen that the result of our model outperforms
the aforementioned results, according to pearson and spearman correlations.
The four last models represent four well known state-of-art models; recursive
auto-encoder models proposed by [11] and recurrent models based on parse-tree
proposed by [12]. It can be seen that our model-v3 perform well against others
state-of-art sentence embedding. Thus we can say that our model is promising
and having competitive results comparing it with traditional methods and state-
of-art deep networks.

Table 3 shows the Pearson correlation of our model against some state-of-art
methods on SMTeuroparl dataset.

Comparing our result to three best results on Semeval task and some state-
of-art results on Smteuroparl dataset further shows that our model provide
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Table 2. Experimental results for different methods on SICK dataset.

Method Pearson’s r Spearman’s p

Illinois-LH [20] 0.7993 0.7538

UNAL-NLP [21] 0.8070 0.7489

Meaning factory [18] 0.8268 0.7721

ECNU [19] 0.8414 -

DT-RNN [11] 0.7923 0.7319

SDT-RNN [11] 0.7900 0.7304

CT-LSTMs [12] 0.8582 0.7966

Our modelv3 0.8592 0.8012

Table 3. Pearson results for different methods on SMTeuropal dataset.

Method Pearson’s r

[22] 0.4203

[24] 0.3612

[23] 0.5280

RNN 0.409

LSTM 0.443

[25] 0.450

Our modelv3 0.4694

competitive results. For example, our model is better than the model of [24]
by 0.1082 and that of [25] by 0.0194.

In contrast to other methods which are trained using external knowledge
information such as wordnet or parse trees, our unsupervised method uses only
word embeddings and recursive auto-encoder without external information. For
example, the ECNU model [19] uses four learning methods, WordNet and addi-
tional corpus; The meaning factory model [18] also utilizes three different knowl-
edge base including WordNet. [23] also use external resources. These additional
corpus consist of rich semantic information which is quite helpful for representing
sentence meaning. Furthermore, previous works use pre-training on a much larger
corpus which could introduce prior knowledge of the dataset. We would note that
the output of our neural network is a vector that uses to compute the score of
sentence similarity. In other works, the score of sentence similarity is directly
computed by the neural network using linear regression. In addition, our model
yields not only meaningful sentence embedding but also evolving word mean-
ing embedding. So, obtained competitive results with our unsupervised model is
good and we can conclude that using evolved word meaning improve modeling
sentence meaning. Also, incorporating sentence representation as global meaning
improves the word semantic embedding.



206 A. Bouraoui et al.

5 Conclusion

In this work, we address the problem of learning sentence representation that
capture semantics for variable-length sentence in unsupervised manner. To do so,
we propose a novel method based on recursive auto-encoders. Our model incor-
porates sentence embedding with embeddings of words that contain without
using parse tree structure. We take word meaning evolution into consideration.
That’s every sentence will be embedded as a vector representing its seman-
tic meaning using the evolved embedding of words meaning within it. We also
propose a method addressing the problem of unknown words. This method ame-
liorates results comparing to randomly embedding unknown words. Conducted
experiments on semantic similarity task show that proposed method for learning
meaningful sentence embeddings gives competitive results. In the future, we plan
to introduce attention mechanism to enhance more semantic representations of
sentences.
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Abstract. Extreme learning machines are used for various contexts in
artificial intelligence, such as for classifying patterns, performing time
series prediction and regression problems, and being a more viable solu-
tion for training hidden layer weights to determine values of the learning
model. However, the essence, the model determines that these weights
should be determined randomly, and the Moore Penrose pseudoinverse
will define only the weights that will act in the output layer. Random
weights make this learning a black box because there is no relationship
between the hidden layer weights and the problem data. This paper pro-
poses the initialization of weights and bias in the hidden layer through
the Wavelets transform that allows the two parameters, previously ini-
tialized at random, to be more representative about the problem domain,
allowing the frequency range of the input patterns of the network to aid
in the definition of weights of the ELM hidden layer. To assist in the
representativeness of the data, a technique of selection of characteristics
based on automatic relevance determination will be applied to the selec-
tion of the most characteristic dimensions of the problem. To compose
the network structure, activation functions of the type rectified linear
unit, also called ReLU, were used. The proposed model was submitted
to the classification test of binary patterns in real classes, and the results
show that the proposition of this work assists in bringing better accu-
racy to the classification results, and thus can be considered a feasible
proposition to the training of neural networks that use extreme learning
machine.

Keywords: Extreme learning machine · Wavelets · ReLU ·
Automatic relevance determination · Pattern classification

1 Introduction

The Extreme Learning Machine [10] is a learning algorithm for hidden layer
single feedforward networks - SLFNs with low computational complexity and
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ensuring fast convergence and good generalization performance. The random
definition of the parameters of the hidden layer and the estimation of the weights
of output via ordinary least squares allow to carry out the training in a single
iteration, but it makes the ELM algorithm a kind of black box, where the hid-
den layer has little interpretability about the problem. In situations where the
amount of neurons in the hidden layer is high, and many attributes are esti-
mated at random, overfitting may occur, allowing the model to be susceptible
to the dataset used and lose its generalization capacity. The original formulation
of the ELM algorithm does not establish a methodology for defining the struc-
ture of SLFN. The hidden layer dimension is usually inferred by trial and error,
and the weights are randomly defined. Although it is a more efficient method-
ology than backpropagation concerning the update of hidden layer weights, the
random definition makes it difficult to understand the real importance and rele-
vance of hidden layer weights to the problem. If the weights of the hidden layer
were defined using a more consistent pattern, there would probably be ways
to interpret the architecture of an ELM-trained SLFN more coherently. The
studies performed with the wavelet transform [6], despite being widely used in
signal-related problems, can identify a frequency range of the data in the input
patterns of a neural network, thus creating weights that follow the activation of
the patterns submitted to the model. This paper proposes to create a training
methodology for SLFN networks based on an extreme learning machine, where
the weights and bias of the hidden layer will not be defined randomly but char-
acterized according to the frequency domain of the input information submitted
to the model using the concepts of the transform of wavelets proposed by [6].
All the functions of activation of the internal neurons will be of type ReLU [16],
seeking to treat in a simplified way the relevance of the weights on the inputs
of the model. Recent studies show that rectified linear unit activation functions
can improve the predictive capacity of intelligent models due to the pure nature
of treating the attributes involved in neural network training [12]. Therefore it
is necessary to verify the impacts of the ReLU activation function with weights
and bias defined by the frequency of the input data. The paper is organized
as follows: Sect. 2 presents the central concepts that guide the research, such
as definitions of ELM, Wavelets and activation functions. In Sect. 3 will be pre-
sented the steps and concepts related to the proposed methodology for generating
the ELM hidden layer weights based on the wavelet transform so that neurons
based on ReLU type activation functions can perform binary pattern classifica-
tion. Section 4 will present the methodology used in tests, including the bases
and algorithms used for performing binary classification of patterns. Finally in
Sect. 5 will be presented the conclusions of the paper.

2 Literature Review

2.1 Extreme Learning Machine

The ELM (Extreme Learning Machine) is a learning method developed for hid-
den layer feedforward neural networks (SLNFs) in 2006, where its main contri-
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bution is in the simple adjustment of parameters in training, avoiding successive
evaluations and updates of internal parameters of the network [10].

Because it has its weights that bind the hidden layer with the estimated
output layer in a single step through the pseudo-inverse concepts of the array of
neuron activations functions present in the hidden layer of the model [10].

Given N arbitrary training samples with m features and associated outputs,
composing pairs of type (xi, yi)

N
i=1 ∈ R

m×c, where c is the dimension of xi, the
model representing a SLFN with l hidden nodes, activation functions f (·). The
ELM learning algorithm, can be defined as follows: [3,10,17]:

yi =
l∑

j=1

hjf(wj, xi, bj) i = 1, ..., N. (1)

where wj is the weight vector of the connections between the m inputs and the
hidden j -th neuron, hj is the vector of weights of the connections between the
j -th hidden neuron and the neurons of the network output, and bj is the bias of
the j -hidden neuron. For the ELM, f(·) is the activation function applied to the
scalar product of the input vector with the hidden weights wk that are defined at
random. The function f (·) can be for more types (ex. sigmoidal) [10,17]. With
the model defined in (1), we can write y as H * β, where β is the vector of
weights of the output layer, y is the vector of outputs. H is determined to be
[3,10,17]:

H =

⎡

⎣
f(w1, x1 + b1) ... f(wm, x1 + bl)
f(w1, x2 + b1) ... f(wm, x2 + bl)
f(w1, xn + b1) ... f(wm, xn + bl)

⎤

⎦

N×l

(2)

The columns of the matrix G, defined in (2), correspond to the outputs of the
hidden neurons of the SLFN with respect to the input X = [x1, x2, ..., xN ]Tm×N .
The ELM implements a random initialization of the weights of the hidden layer
(based on a numerical range any), wk. Then, the weights of the output layer are
obtained through the pseudo inverse [9] according to the expression [10,17]:

β = H+y (3)

H+ is the Moore-Penrose pseudo Inverse of H, which is the minimum norm
of the least squares solution for the output weights.

This approach is efficient for updating weights, but when the amount of
neurons in the hidden layer is disproportionate to the amount needed to solve the
problems, the model can suffer from overfitting, thus generating problems in its
capacity to generalize the data, since the model will be dependent on the training
data and will not be able to perform intelligent tasks with new data sets. Some
researchers approach the random definition in the hidden layers of intelligent
models as an approach that does not contribute to the understanding of the
model [21], since this type of approach does not bring relevant characteristics of
the analyzed data.
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2.2 Wavelets

Wavelet is a function capable of decomposing and representing another func-
tion described in the time domain so that we can analyze this other function
in different frequency and time scales. In Fourier analysis, we can only identify
information about the frequency domain, but we can not know “when” in time
these frequencies that we study happen; Meanwhile, in wavelet analysis, we can
also extract information from the function in the time domain. The detailing
of the frequency domain analysis decreases as time resolution increases, and it
is impossible to increase the detail in one domain without decreasing it in the
other. Using wavelet analysis, you can choose the best combination of details for
an established goal. Adapting this concept to the artificial neural networks, the
adjustment of the detail provided by the wavelets is an element capable of pro-
viding a generalization of network recognition. In this work, the discrete wavelet
transform will be adopted. This type of methodology is much used in data com-
pression. In order to calculate the discrete wavelet transform it is through the fil-
ter bank application where the filter determined by the coefficients h = {hn}n∈Z

corresponds to a high pass filter and the filter g = {gn}n∈Z to a low pass filter.
Each of these coefficients in the discrete wavelet transform is tabulated. Empha-
sis is given to the use of the operator (↓ 2) is the sub-sampling operator. This
operator applied to a discrete function reduces its number of elements in half,
allowing the procedure to be faster and more precise. The filters h and g are
linear operators, which can be applied to the input x as a convolution:

c(n) =
∑

k

g(k)x(n − k) = g ∗ x (4)

d(n) =
∑

k

h(k)x(n − k) = h ∗ x (5)

where the signal c(n) is known as approximation and the signal d(n) as detail [6].
The decomposition with the filter decomposes the signal into only two frequency
bands. We can chain a series of filter banks by using the sub-sampling operation
to provide the division of the sampling frequency by 2 to each new filter bank
threaded.

2.3 Related Work

The extreme learning machines have been the target of several recent types
of research, mainly in regression models, binary classification and multiclass.
However, the studies concerning the incorporation of wavelet techniques into its
structure are still in the initial stage. The work of [8] wavelets are used in kernel
functions to compose the structures of the activation functions of the network
neurons, similar to the work of [4] where wavelets processed the inputs and
submitted to functions continuous activation by non-constant and limited parts.
Subsequently, the feature selection method uses non-zero wavelet parameters
that are used to initialize conversion and network expansion parameters. Finally,
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the ELM-based training method is used. The concepts of wavelets and ELM
are also used in composite functions with differential evolution and finally a
parameter initialization with dual wavelet-based activation functions, in addition
to a combination of Morlet wavelets function and inverse hyperbolic sine function
with initialization of weights and bias through a heuristic procedure [11]. Other
works that use the ELM to train models along with the concepts of wavelets
[1,5,7,14]. Several works use the ReLU function and ELM to solve problems,
mainly related to deep learning [13,18,24]. The main advantage of using the
ReLU function over other activation functions is that it does not activate all
neurons at the same time. This means that if for the ReLU function and the
input is negative, it will be converted to zero and the neuron will not be activated
allowing at the same time, only some neurons are activated, making the network
sparse, efficient and easy for the computational processing of answers.

The determination of the number of neurons has also been the target of
several academic works. Some approaches use incremental methodology (start
with a low number of neurons and gradually increase), and others use pruning
techniques that allow the network to start with a high number of neurons and
techniques pruning the neurons less relevant. One of the most prominent pruning
works in neural network architectures that use ELM was proposed by [19] which
uses statistical techniques to perform the pruning of neurons. Affinity matrix
techniques, data density, probabilistic and other statistical evaluations are used
in [3,15,22]. This work differs from other authors’ proposals due to the use of
wavelet functions to define weights and bias and the technique of pruning based
on Bayesian techniques.

2.4 Automatic Relevance Determination

Bayesian techniques have several applications in science, including to determine
the degree of relevance of a variable to an analyzed context. However, to find the
best results within a relevance problem of a neural network, these techniques may
take a long time due to the convergence problem than some Bayesian probability-
based techniques have. The estimation problem in intelligent models with a large
number of resources is fundamentally ill-posed. A useful unintelligible penalty
emerges from a dual space view of sparse Bayesian learning, which is based on
the notion of automatic relevance determination (ARD) that solves this problem
by regularizing the solution space using a parameterized prior distribution data-
dependent prior distribution that effectively eliminates redundant or superfluous
features [20]. [23] gives the canonical form of this problem

min
x

‖x‖0, s.t. y = Φx (6)

where Φ ∈ R
n×m is a matrix whose columns φi represent an overcomplete basis

(i.e., rank(Φ) = n and m > n), x ∈ R
m is a vector of unknown coefficients

to be learned, and y is the signal vector. The cost function being minimized
represents the l0 norm of x, which is a count of the nonzero elements in x
[23]. If measurement noise or modeling errors are present, we instead solve the
alternative problem for this way:
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min
x

‖ y − Φ x‖22 + λ‖ x‖0, λ > 0 (7)

SBL assumes a Gaussian likelihood function p(y|x) = N (y;Φx, λI), consistent
with the data fit term from (6). The basic ARD prior incorporated by SBL is
p( x; γ) = N ( x; 0,diag[γ]), where ∈ R

m
+ is a vector of m non-negative hyper-

parameters governing the prior variance of each unknown coefficient. These
hyperparameters are estimated from the data by first marginalizing over the
coefficients x and then performing what is commonly referred to as evidence
maximization or type-II maximum likelihood, this is equivalent to minimizing
[23]:

L(γ) � − log
∫

p(y|x)p(x; γ)dx = − log p(y; γ) ≡ log |Σy| + yT Σ−1
y y (8)

where Σy � λI + ΦΓΦT and Γ � diag[γ]. Once some γ∗ = arg minγ L(γ) is
computed, an estimate of the unknown coefficients can be obtained by setting
xSBL to the posterior mean computed using γ∗ [23]

xSBL = E[x|y; γ∗] = Γ∗ΦT Σ−1
y∗ y. (9)

Note that if any γ∗,i = 0, as often occurs during the learning process, then
xSBL,i = 0 and the corresponding dictionary column is effectively pruned from
the model. The resulting xSBL is therefore sparse, with nonzero elements corre-
sponding with the “relevant” basis vectors [23].

3 Pruning Extreme Wavelet Learning Machine and ReLU

3.1 Network Architecture

The architecture of the proposed model follows the assumptions widely used
in the literature, where a Single Layer Feed Forward Network (SLFN) has a
certain amount of hidden neurons, and these neurons have weight and value
of bias calculated through wavelet functions. The number of neurons in the
hidden layer varies according to the values chosen by the network architecture,
and the training is performed through an extreme learning machine. A single
output neuron carries the binary responses of the network. All neurons involved
in the architecture of this network are of the ReLU type. The Fig. 1 shows the
architecture explained in this topic.

3.2 Proposition to Update Hidden Layer Weights and Bias Using
Wavelets

For the hidden layer of the SLFN, training will be performed with each output
of the filters of each level of the Wavelet transform, thus allowing to update the
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Fig. 1. Single Layer Feed Forward Network architecture

weights and bias, which by the original definition of the ELM should be randomly
assigned, assigning them the corresponding values of the output of the Wavelet
filters. Thus, the training of the neural network can happen differently from the
traditional ELM algorithm, the characteristic of the input data of the model will
allow in a single step the definition of values for weights and bias. Initially, the
wavelet transform is applied to the input X of the model resulting in a vector
ψ1. This vector is then passed to a detail removal function that eliminates the
high frequencies (if any) of the vector ψ1 by adjusting the number of neurons
l in the hidden layer so that the training can be done resulting in a vector φ1.
In the hidden layer of this architecture, the initial vector has l values. After the
application of the Wavelet transform, the resulting vector still with l elements
but part of this vector is responsible for the high frequencies (detail), and the
other part is responsible for the low frequencies (approximation).

Consider that, for the ELM example, the initial data vector has ten dimen-
sions. After applying the wavelet transform, the resulting vector continues with
ten elements, but part of that vector is responsible for the high frequencies
(detail), and the other part is responsible for the low frequencies (approxima-
tion). When operating RemoveDetails(ψ1) only the r vector values are used (for
example six). In this way, we have two vectors: a vector of ten items (first layer
input) and another vector of six characteristics (first layer output). From this
six-element vector, the values responsible for the approximation are assigned to
the bias and the detail value to the weights of the neurons of the first layer (choice
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made at random). In this paper, the high values of the filter will be assigned to
the weights of the neurons, and the low values of the filter will be allocated to
the bias. The option occurred without any apparent criteria because there are no
factors that prove that the inverse would not work either. This procedure ensures
that the same amount of weights and bias that would be randomly assigned are
provided based on the Wavelet transform, allowing these two parameters to be
based on the characteristics of the dataset submitted to the model.

Algorithm 1. ELM training with filter bank Wavelets for weight w and
bias b

ψ1 ← Wavelet(input);
φ1 ← RemoveDetails(ψ1);
Train(in = input, out = φ1);

3.3 Use of Activation Functions of Type Rectified Linear Activation
(ReLU) in the Hidden Layer Neurons and the SLFN Output
Layer

The activation functions introduce a nonlinear component in the neural net-
works so that they can learn more than linear relationships between the depen-
dent and independent variables. The activation functions are essential to give
artificial neural networks representative capacity by introducing a nonlinearity
component. In order to identify more efficient functions to act as activation func-
tions the work [16] defined the rectified linear activation (ReLU). This function
is defined by:

ReLU(x) = max(0, x) (10)

ReLU is the nonlinear activation function more widely used when designing
neural networks today. It has as main advantage the use of a smaller number
of neurons because it does not activate all the neurons at the same time. This
means that if the input is unimpressive to the model, the ReLU function will
convert its heat to zero and the neuron will not be activated. In the same time,
only a few neurons are activated, making the network sparse and efficient and
easy for computing [16].

4 Using Automatic Relevance Determination (ARD) to
Selected Best Neurons

The following algorithm presents the steps performed for the pruning of unnec-
essary neurons.
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Algorithm 2. Pruning algorithm for Extreme Learning Machines
1-Create Initiate hidden neurons, k (in general, the same quantity of training
and test samples).
2-Assign values to wj and bj using wavelet transform proposed by Alg. 1
for all N �= 0 do

3-Compute H 2
end for
4- Choose the best neurons using sparse Bayesian learning pruning methods to
accomplish the adequacy of the ELM architecture. At this point, we used two
main variables (vector H Eq.(2) and Y for training) to compare ARD.
5-Select Lp relevance neurons using ARD. (based on (9)). After collecting the
ranking of the values, pruning of unnecessary information is performed creating
new H.
6- Estimate the output layer weights using Eq. (3)
7- Calculate output hidden layer using Eq. (1).

4.1 Assumptions and Initial Test Configurations

In this section, we will discuss the classification tests for the model proposed in
this paper. In order to perform the tests, real and synthetic bases were chosen,
seeking to verify if the accuracy of the proposed model surpasses the traditional
techniques that work in ELM. The information tables present information about
the tests, presenting factors such as the percentage of samples destined for the
training and testing of the neural networks. All the tests with the algorithms
involved were done randomly so that tendencies that could interfere in the eval-
uations of the results are avoided. The proposed WR-ELM model was compared
with the with the state of the art of pruning in ELM (OP-ELM) [19] and a
recent model that uses the Matthew coefficient to prune less relevant neurons
(CM-ELM) [3]. In the models compared in the test were used as activation func-
tion in neurons is the sigmoid, weights were used in the randomly defined hidden
layer. A total of 30 experiments were done with the three models submitted to
all test bases. In all tests and all models, the number of primary neurons was
the same number of samples in the dataset. The samples were shuffled with
each test to demonstrate the real capacity of the models. In the results tables
are presented percentage values for the classification tests, accompanied by the
standard deviation found in the 30 repetitions. The expected pattern obtained
all responses with the response obtained. Finally, AUC is also highlighted for
classification tests. The outputs expected in the test were set to 0 and 1 to meet
ReLU responses. Therefore all bases used had their outputs converted to zero
and one. Accuracy is the primary test result. It is given as a percentage and com-
pares the response obtained by the model with the expected response. When the
two are equal, a hit unit is added. In the end, the total of hits obtained by the
model is taken and divided by the total number of samples destined for the test
in order to obtain the accuracy of the model.
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4.2 Dataset Used in the Tests

The following tables identify the settings applied in the tests. In Table 1 the real
databases extracted from [2] for classification problems.

Table 1. Dataset used in the experiments

Dataset Init. Feature Train Test Neurons (l)

Haberman HAB 3 214 92 306

Transfusion TRA 4 523 225 748

Mammographic MAM 5 581 249 830

Liver Disorder LIV 6 242 103 345

Diabetes DIA 8 538 230 768

Heart HEA 13 189 81 270

Spam SPA 57 3221 1380 4601

Sonar SON 60 146 62 208

4.3 Binary Pattern Classification Tests

The following are the pattern classification results for the real dataset. Also
unique are the tables that present the accuracy and final neurons after pruning
(Tables 2 and 3).

Table 2. Accuracies of the model in the tests performed.

Dataset OP-ELM CM-ELM WR-ELM

HAB 70.21 (2.42) 70.07 (3.32) 68.50 (4.42)

TRA 78.71 (2.07) 78.37 (2.19) 79.14 (2.16)

MAM 82.24 (2.28) 82.10 (2.11) 83.45 (2.29)

LIV 63.86 (5.57) 66.68 (4.41) 67.16 (4.28)

DIA 75.03 (2.67) 69.20 (2.56) 75.10 (2.48)

HEA 79.72 (4.09) 76.40 (11.12) 79.88 (3.77)

SPA 86.21 (1.33) 88.13 (1.43) 84.05 (1.33)

SON 78.59 (4.48) 67.53 (0.78) 76.59 (4.51)

In the execution of real datasets, it was verified that the model proposed it
obtained superior results of accuracy in five of the datasets in the test. In the
other bases, the proposed model maintained a difference within the standard
deviation in two of the three bases, showing that the approach is statistically
equivalent to the original ELM training propositions, adding a more direct rela-
tionship with the database for the determination of the weights in the hidden
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Table 3. Number of final neurons

Dataset TN-ELM SG-ELM WR-ELM

HAB 27.18 (2,09) 20.16 (1,12) 18.26 (0.89)

TRA 112.43 (9.21) 86.71 (21.15) 29.19 (7.87)

MAM 115.67 (19.15) 129.91 (67.12) 92.87 (36.42)

LIV 32.42 (10.16) 65.91 (9.01) 19.18 (7.12)

DIA 112.86 (32.54) 77.62 (18.51) 44.09 (12.78)

HEA 72.19 (10.19) 82.99 (42.18) 38.26 (17.10)

SPA 187.76 (61.29) 176.99 (79.09) 106.87 (51.18)

SON 42.96 (18.76) 33.85 (16.01) 28.52 (10.19)

layer. It is also noticed that the model proposed in the paper has the best answers
with the least average number of neurons. This demonstrates that the pruning
technique acted efficiently in choosing the most significant neurons.

5 Conclusion

We can verify that the definition of weights and bias in a random way is satis-
factory, but the results obtained with the determination of the wavelet functions
vary according to the input samples in conjunction with ReLU activation func-
tions the effects of making networks that use ELM as a basis for your most
efficient and accurate training. The obtained results demonstrate that the pro-
cessing capacity is better to neutralize the levels of neurons in its structure. This
method can be extended to solving complex problems with large databases and
having a large number of dimensions. Other work can be performed for linear
regression problems using other activation functions derived from ReLU and
other actual databases commonly shared by the machine learning community.
Future works may investigate whether the wavelet transform can work on mod-
els with more than one hidden layer, facilitating the assignment of weights in
the following layers based on the responses obtained in the hidden layer.
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Abstract. Students’ performance is vitally important at all stages of education,
particularly for Higher Education Institutions. One of the most important issues
is to improve the performance and quality of students enrolled. The initial
symptom of at-risks’ students need to be observed and earlier preventive mea-
sures are required to be carried out so as to determine the cause of students’
dropout rate. Hence, the purpose of this research is to identify factors
influencing students’ performance using educational data mining techniques. In
order to achieve this, data from different sources is employed into a single
platform for pre-processing and modelling. The design of the study is divided
into 6 different phases (data collection, data integration, data pre-processing
such as cleaning, normalization, and transformation, feature selection, patterns
extraction and model optimization as well as evaluation. The datasets were
collected from a students’ information system and e-learning system from a
public university in Malaysia, while sample data from the Faculty of Engi-
neering were used accordingly. This study also employed the use of academic,
demographical, economical and behaviour e-learning features, in which 8 dif-
ferent group models were developed using 3 base-classifiers; Decision Tree,
Artificial Neural Network and Support Vector Machine, and 5 multi-classifiers;
Random Forest, Bagging, AdaBoost, Stacking and Majority Vote classifier.
Finally, the highest accuracy of the classifier model was optimized. At the end,
new Students’ Performance Prediction Model was developed. The result proves
that combination demographics with behaviour using a meta-classifier model
with optimized hyper parameter produced better accuracy to predict students’
performance.

Keywords: Student performance prediction � Educational data mining �
E-learning � Higher education � Classification � Ensemble model

1 Introduction

1.1 A Subsection Sample

In the educational field, data mining or also known as Knowledge Discovery in
Databases (KDD) has been widely applied to solve many educational problems. It is
used to discover potential original information from massive numbers of data.
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Educational data mining is employed to discover unique kind of data from educational
databases, which is then used to understand the students.

In achieving its goal, educational data mining exploits multiple level of hierarchy in
educational data. This is done with integration of methods from machine learning and
data mining literature (Baker 2010). A statistical method, machine learning and data
mining are 3 components that have been used widely in educational data mining to
mine varieties of educational data. As such, the use of educational data mining method
has been employed to develop and discover a unique type of data in educational
settings and gain better understanding on how students learn (Romero and Ventura
2010).

There are many techniques being proposed to do prediction and analysis of students
in previous studies. The most frequently used technique is data mining (Shahiri et al.
2015) which is a process of discovering hidden knowledge from databases or data
warehouse. It is also the process of extracting useful information from a massive
number of databases. Nowadays, techniques of data mining are widely used in many
fields, including education to predict future situations.

However, the learning of analytical and educational data mining is new field of
study in education. Learning analytic is a process of analyzing massive number of
educational data. This involves the prediction of forecasting future performance and
recognizing the risk. Educational data mining is a process that entails analyzing and
understanding students’ data using student performance prediction (Kavitha and Raj
2017). Despite many studies about learning analytic in higher education institutions
within the last several years, it still remains an emerging field of education (Nunn et al.
2016).

This is because new exploration and finding about students’ learning behaviour and
factor contributing to students’ performance need to be done for public benefit.
However, determining hidden knowledge from students’ data may require identifying
some important elements, such as parameters, data mining techniques and tools to
develop accurate models (Ahmad et al. 2015).

As such, there are big gaps regarding the size and amount of data required in
educational data mining research. According to Márquez-Vera et al. (2016), only few
studies on education dropout rates had been conducted, and most of them used sta-
tistical methods, rather than data mining techniques. Xu et al. (2017) said that there are
still lack of studies about predicting student’s performance in completing undergrad-
uate programs, particularly about students’ background and courses. In addition,
courses are not informative to make accurate predictions and evolving progress.

Therefore, this study combines features of students’ academic, demographical,
economical and e-learning behaviour factors that contribute to higher accuracy to form
a unique Students’ Performance Prediction, using the Meta-Classifier Model. This
study is guided by the following research questions, which need to be answered:

1. What are the most important features that influence students’ performance?
2. Is data processing able to manage, and improve the classifiers used in building

prediction model?
3. What is the most significant combination of classifiers to build students’ perfor-

mance prediction model?
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4. Do fine tuning hyper parameters help in improving ensemble classifier performance?
5. How is the accuracy when combining 3 categories of data?

This study is organized as follows:
Section 2 explains about the methodology, which involves data collection and

integration, pre-processing, tools, machine learning classifiers as well as the technique
employed in the experiment. On the other hand, Sect. 3 explains about experimental
process, machine learning classifiers and the technique used in gaining generalized and
optimum results. Section 4 presents the comparison classifier results and propose a
prediction model using combined classifiers. Finally, Sect. 5 concludes the study and
suggests future research opportunity.

2 Methodology

2.1 Data Collection and Integration

This empirical study is carried out by collecting secondary data from student infor-
mation system and a public university in Malaysia. This study only used 4413 rows of
students’ data of the Faculty of Engineering. The data content of students in this study
includes academic information, demographics, economic and students’ behaviour of
using online learning.

The 2 types of datasets collected from 2 sources in this study are as follows:

1. Dataset from student information system
2. Data from e-learning (logfile)

Data set collected stored in MYSQL database. There are different tables created for
each dataset and a new table was formed to consolidate all important data. The table
contains 43 features of students from student information system and another 7 col-
umns were created to insert the students’ data from e-learning log file. E-learning
features are based on the highest ranking from the log file, while query involves the use
of MySQL. Student information system and e-learning data were consolidated into the
new table for the experiment. Handling massive unnecessary data to retrieve important
data was the most tedious process in this study. Finally, to consolidate the log data from
e-learning, simple web apps were developed using PHP programming tool.

2.2 Experiment Setup

For this study, platform and software that were employed are as below:

1. PHP 7, Apache 2.4
2. Database: MySQL 5
3. Jupyter Notebook 5.7.0
4. Python 3.7.7
5. Windows 10 platform operating system with 8 GB RAM, Corei7, SSD.

The process of providing the correct data is important as data will reflect the
modelling accuracy and give optimum result when used to predict future data. In data
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mining, this step is called pre-processing data and is executed after the data have been
integrated. In pre-processing using Python, 5 steps are taken as follow:

1. Data cleaning, normalize and transform
2. Data reduction
3. Modify categorical data to numerical
4. Data scaling
5. Feature selection

2.3 Standard Grading

In this study, standard grading methods from the public university is employed as
guidance in grouping the class label to multi-class. According to Marbouti et al. (2016),
looking from the educational perspective, misidentifying student who achieves a C
grade is better than D grade, as the grade C student has big potential to fail. Therefore,
the 3 categories used in this study are; B- with CGPA below 2.67 as LOW, B- with
CGPA 2.67 and above as MODERATE, while grade A with CGPA above 3.67 is
considered EXCELLENT. These 3 categories of classes that are based on CGPA were
created using transformation technique as explained in Sect. 3.

Conversely, in predicting students’ performance, grade (CGPA, GPA) remains the
most influential features to determine students’ survival. Many researchers (Natek and
Zwilling 2014; Ahmad et al. 2015; Iam-On and Boongoen 2017; Kondo et al. 2017;
Fernandes et al. 2018) have used these features, as they are the benchmark to indicate
future education and career mobility (Shahiri et al. 2015). Studies by Barhamzaid and
Alleyne (2018) also found three factors that give impact on student’s performance in
the first accounting course under political conflict, which are CGPA, high school grade,
and high school branch.

2.4 Machine Learning Classifier Technique

Classifier is a machine learning algorithm that uses classification technique. There are
many base-classifiers in machine learning, such as Decision Tree, Artificial Neural
Network, Support Vector Machine, Naïve Bayes and many more.

Decision Tree is one of the commonly used machine learning methods, as it is
simple and easy to understand. It has good speed and non-linear capability in training
and testing. It is also the best in handling noise through its information gain process
(Adejo et al. 2018).

ANN is a machine learning method that solves problem like a human brain, works
as neurons cell in the human brain, and capable to detect all possible connections
between features, as well as easily recognizing non-linear relationship. It also can
handle a small number of data (Amrieh et al. 2016).

SVM is one of machine learning methods that can manage to analyse and recognize
patterns in data for both regression and classification. It is also known as binary
classifier, by managing to learn various combinations of features with less computa-
tional complexity as it supports Kernel’s function. Thus, using SVM, the problem with
overfitting can be solved (Salini et al. 2018).
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Artificial Neural Network and Decision Tree are two data mining methods that are
highly used by researchers for predicting students’ performance (Shahiri et al. 2015).
Therefore, these two base classifiers, together with Support Vector Machine are
employed in this study. Conversely, 5 ensemble classifiers; RF, Bagging, AdaBoost,
Stacking and Ensemble Vote are employed and compared.

Ensemble meta-classifier is a combination of two or more base-classifiers technique
used in developing better machine learning models and solve classification problems
(Polikar et al. 2008). It is a type of supervised learning technique that combines
multiple weak learners to produce a strong vital learner. Ensemble learner is also
known as multiple classifier system, that is based on multiple learning models which
has been used to solve problem like the classification problem (Gudivada et al. 2016).

2.5 Performance Metric

Performance Metric plays an important role to gain optimal result during training
classifier (Hossin and Sulaiman 2015). This study adopts few performance evaluation
metrics including accuracy, confusion metric, precision, recall, F-measures and clas-
sification error. Multi-class confusion metric has also been used as the output for multi-
class label. There are 4 label features used by most performance metrics. These are;
(i) True Positive (TP), when data are actually positive, (ii) True Negative (TN) is
instance when the number is negative and are predicted to be negative, (ii) False
Positive (FP), is when it is actually negative but are predicted to be positive for false
group instances and (iv) False Negative (FN) is when it is actually positive but pre-
dicted to be positive (AL-Malaise et al. 2014). Accuracy, precision, recall and F-
measure use all these label features to calculate results based on the following formula:

Accuracy ¼ TPþ TN
TPþ TN þFPþFN

ð1Þ

Precision ¼ TP
FPþ TP

ð2Þ

Recall ¼ TP
FN þ TP

ð3Þ

Fmeasure ¼ 2 � Precision � Recall
PrecisionþRecall

ð4Þ

3 Pre-processing and Modeling

3.1 Pre-processing

The first step of preprocessing is to remove data that are obviously not useful for data
mining. By using Python pre-processing, some features have been dropped from the
datasets, such as an ID table for features, codes, field of studies, session and year. From
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43 features of student information system data, 17 are IDs features and 13 features are
not relevant. Therefore, only remaining features were considered for the next step.

After irrelevant data were removed, the next step was cleaning noises and outlier.
This study uses statistical methods to replace noise data to mean value. Characteristics
of noisy or incomplete data such as missing value, empty column and outlier were used
to replace and improve the quality of those data sets.

From all selected features, the data were categorized into 3 groups (demographical
and economical, academic background features as well as behaviour features respec-
tively). All these features were employed in the next step to rank the features using an
algorithm. The features description as in Table 1:

3.2 Feature Selection

Random Forest Regressor is an algorithm for unsupervised learning that has been used
to select feature’s importance. This step is used to identify a list of features that may
contribute to high accuracy in the prediction model. 13 features importance used to run
classifiers. Course_viewed is at the highest ranking, while taraf_warga (nationality) is
at the lowest rank.

3 classes for label was produced when transforming the CGPA data based on a
standard grading as explained in Sect. 2.3. However, there are issues of multiclass

Table 1. Features description

Category Feature Description

Academic background features Study_method Coursework/research
Program Programme of study
CGPA Culmulative Grade Point

Average
Year_intake Year intake
Education_mode Part time/Full time

Demographical/socio-economic
features

Family_income Range of family income
Student_status Student status
Scholarship Name of Scholarship
Gender Student Gender
Age Student Age
Nationality Student Nationality
Disability Disability status

Behaviour features Login Count no of login
Course_viewed Count course viewed
Resource_viewed Count resources viewed
Forum_viewed Count forum viewed
Course_submitted Count course submitted
Assignment_viewed Count assignment viewed
Assignment_submitted Count assignment submitted
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problem, where most of the metric developed are not for multiclass problem. As such,
it is suggested that future development of new metric or choosing a suitable metric
should take this problem into consideration (Hossin and Sulaiman 2015).

3.3 Modeling

After pre-processing, the data were divided into 2 categories (train and test) with ratio
70:30. Thus, to model the data, cross-validation was used with k-fold = 10 for each
model. The best way to evaluate the model is using future data. However, in the
preliminary stage, cross-validation was most used to evaluate the model.

4 Result and Discussion

Table 2 shows the experimental result of 8 different bases and meta-classifiers models.
The ac1curacy and precision for all models are lower than 80%, but the recall for each
model are mostly greater than 90%. The rule of thumb for precision and the recall is
that the higher the precision and recall, the better is the classifier, while the opposite is
applicable to RMSE and classification error (Adejo et al. 2018).

In Table 2, model 1, 2 and 3 are trained base-classifiers models with 3 categories of
data (student information system, e-learning and combination of student information
system and e-learning). Model 4, 5 and 6 use meta-classifiers with 3 categories of data.
The meta-classifier in these 3 models then employed the use of the same combination
of base-classifier which is Decision Tree. Model 7 is Stacked Classification and it uses
the combination of Random Forest (RF), Artificial Neural Network (ANN) and Support
Vector Machine (SVM). Finally, model 8 is the ensemble vote meta-classifier model
which is similar to that of model 7 but uses the combination rule majority vote with
optimization hyperparameter.

Among the classifier used, the Decision Tree model gives the lowest accuracy when
trained with 3 categories of data, while a combination of voting meta-classifier gives
the highest accuracy when trained using combination of system and e-learning data. It
seems that, voting meta-classifier has bright expectation that it is able to achieve better
accuracy by tuning the hyperparameter in future work.

However, there are things that are required to be taken into consideration, like pre-
processing of noise data as well as multi-balance problem that needs improvement.
From the 3 categories data, combination of student information system (SIS) and
behaviour e-learning (EL) data produced the highest accuracy result among all. 6 most
common evaluation metrics used in this study are; Accuracy, Confusion Metric, Pre-
cision, Recall, F-Score and Classification Error.

Studies done by Amrieh et al. (2016), Marbouti et al. (2016), Iam-On and Boon-
goen (2017), Adejo et al. (2018), Beemer et al (2018), Kostopoulos et al. (2018), Salini
et al. (2018), as well as Wanjau and Muketha (2018) developed students’ performance
prediction model using ensemble technique and compared the performance with variety
of single learning model. The results proved that ensemble techniques produce
tremendously better performance prediction of accuracy.
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According to Tamhane and Appleton (2014) in their preliminary study, behaviour
features are not strong predictor for students’ performance. As such, further work is
needed to be carried out to investigate how the behaviour of data is collected, transform
and interpreted. However, Amrieh et al. (2016) proved that behaviour features con-
tribute to improve accuracy in their proposed model. This is because they discovered
that there is a strong relationship between behaviour and academic features. Moreover,
Nam et al. (2017) and Zollanvari et al. (2017) also discovered similar finding by saying
that behaviour features in mining students’ performance data might increase perfor-
mance accuracy in the students’ prediction performance model. This is the reason the
current study employed behaviour features from e-learning together with demographic,
academic and socioeconomic features using multiple ensemble classifiers to discover
which is the best meta-classifier that performs well and suitable for the collected data to
predict students’ performance.

Table 2. Comparing different classifiers using different features group

Model Algo Features Accuracy
(%)/10 KFV

RMSE
(Wg)

Precision
(Wg)

Recall
(Wg)

F-score
(Wg)

Classification
error (%)

Model 1:
Base-Classfier
(BC I)

DT SIS 69.73 98.88 0.73 0.96 0.83 28.98
DT EL 61.37 109.68 0.75 0.76 0.76 37.89
DT SIS + EL 65.98 106.96 0.75 0.77 0.76 35.82

Model 2:
Base-Classifier
(BC II)

ANN SIS 69.73 98.55 0.73 0.96 0.83 28.58
ANN EL 74.44 93.67 0.75 0.97 0.84 26.08

ANN SIS + EL 71.25 95.18 0.76 0.90 0.83 27.54
Model 3:
Base-Classifier
(BC III)

SVM SIS 71.73 98.02 0.72 1 0.84 28.26
SVM EL 72.77 96.68 0.57 0.11 0.18 27.07

SVM SIS + EL 71.73 98.11 0.70 0.72 0.63 27.94
Model 4:
Meta-Classifier
(MC I)–RF

RF SIS 71.01 98.02 0.73 0.97 0.83 28.26

RF EL 73.64 98.31 0.74 0.95 0.83 27.86
RF SIS + EL 74.12 92.42 0.73 0.75 0.68 25.23

Model 5:
Meta-Classifier
(MC II)–
Bagging

BGG SIS 69.81 98.55 0.73 0.96 0.83 28.58

BGG EL 72.68 102.28 0.74 0.91 0.82 29.85
BGG SIS + EL 73.08 93.79 0.76 0.94 0.84 25.87

Model 6:
Meta-Classifier
(MC III)–
Boosting

BOO SIS 70.87 95.27 0.74 0.98 0.84 26.56
BOO EL 68.55 102.59 0.74 0.90 0.81 30.25

BOO SIS + EL 65.35 106.25 0.75 0.78 0.77 35.27

Model 7:
Meta-Classifier
(MC IV)–
Stacking

ANN,
RF &
SVM

SIS 71.8 98.83 0.73 0.97 0.83 28.66

EL 71.4 98.15 0.74 0.95 0.65 27.78
SIS + EL 72.8 96.8 0.76 0.90 0.83 27

Model 8:
Meta-Classifier
(MC V) –
Majority Vote

ANN,
RF &
SVM

SIS 70.29 97.7 0.73 0.97 0.83 28.1
EL 72.69 98.15 0.74 0.95 0.83 27.78

SIS + EL 75.56 94.89 0.76 0.95 0.84 26.03
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Even though many studies discovered pedagogical factors and students’ perfor-
mance issues, only a few research concentrated on specific areas (Anoopkumar and
Rahman 2018). On the other hand, Fernandes et al. (2018) study showed that grades
and absence are two features that are mostly relevant to predict the end of year aca-
demic outcome of student performance. They also stated that for demographic features,
neighbour, schools and age are 3 potential indicators influencing the academic success
or failure.

The influencing factor of students’ dropout rate has become a good study subject in
the past many years. Hence, student’s behaviour during the enrolment of a course, and
institutional characteristics are two factors area that have been discovered to increase
the chances of completing many researches (Lopez Guarin et al. 2015).

5 Conclusion and Future Work

In the education field, academic is the core component where students’ academic
achievement needs to be improved by all higher educational institutions. Students’
academic information, profile and LMS are 2 types of students’ data that contain
beneficial information and tremendously useful information that could be interpreted as
knowledge. However, there is still lack of study to discover patterns and build students’
performance prediction model using ensemble techniques even though the technique is
proven to give higher accuracy.

In this study, students’ performance prediction model using ensemble meta-
classifiers to predict students’ performance proved to produce high accuracy. Thus, 3
base-classifiers and 5 meta-classifiers were developed and compared. It is also proven
that the combination of data of student information system and students’ behaviour
from e-learning produce the highest result when trained using Majority Vote Ensemble
Classifier.

Future step of this study would be to investigate best feature selection methods to
handle the massive number of data and optimize model by fine tuning hyperparameters
to get optimum result.
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Abstract. This paper studies the performance of a convolutional neural net-
work (CNN) trained to learn the behavior of a vehicle using data from a sim-
ulator that allows real-time information gathering from vehicle chassis, machine
position and speed. The network uses information from the front-facing, right
and right cameras, the car’s position on the lane and its speed. This approach
proves to be quite effective: with a minimum of driving time taken directly from
proper driving simulations in the form of a game, the system learns to drive on a
marked strip road. The network automatically learns the internal representations
of the necessary processing steps, such as the detection of useful road features,
required speed, and track position. Different types of activation functions are
used, and it is noticed that the exponential linear unit (ELU) activation function
leads to improved learning compared to other activation functions.

Keywords: Deep learning � Convolutional neural network �
Behavioral cloning � Autonomous driving � Simulator

1 Introduction

Autonomous car technology is already being developed by many companies on dif-
ferent types of vehicles. The complete driverless system is still at an advanced testing
phase, but partially automated systems have been around in the automotive industry for
the last few years.

Using simulation, one can create realistic situations to train neural networks. There
are virtual simulation platforms available on the market have been used for many years
for driver assistance. Various functionalities such as auto emergency braking, cruise
control, are typically tested using virtual simulation platforms. With the ongoing race to
deploy fully autonomous cars, virtual simulation platforms are gaining popularity, now
more than ever. Most car producers have disclosed the use of virtual platforms for
modeling the environment and testing their systems. They are made more robust by
varying the simulation dynamics such as weather, lighting, or object behavior. Simu-
lators such as CarMaker, Udacity-self driving car and CARLA are capable to create the
desired environment with vehicles, traffic signs, pedestrians, different types of sensors
and weather conditions.
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Behavioral cloning is a method in which human abilities can be transferred into a
computer program. Since the human subject performs a task, its actions are recorded
with the situation that has generated the action. A log of these records is used as an
input to a learning system that can eventually reproduce the desired behavior. This
approach can be used to construct automatic control systems for complicated tasks, for
which classical control theory is difficult to apply or even incomplete.

We organize our paper as follows. In Sect. 2 presents a selection of related work
about autonomous driving research and applications. In Sect. 3 the learning process of
the present model is detailed, from data collection and processing to the architecture of
the convolutional neural network and individual neuron characteristics such as acti-
vation functions. Section 4 describes some experimental results, while Sect. 5 contains
the conclusions of our work.

2 Related Work

Convolutional neural networks (CNNs) [1] have revolutionized pattern recognition [2];
prior to large-scale adoption of CNNs, most pattern recognition projects were
accomplished using an initial stage of hand-crafted component extraction followed by a
classifier. The progress of CNNs is that features are learned automatically from training
examples. A CNN is particularly effective in image recognition tasks because the
convolution operation captures the 2D nature of images. Also, by applying the con-
volution kernels to examine an entire image, fewer parameters need to be learned in
comparison with the total number of operations [3]. While CNNs with learned features
have been in commercial use for over twenty years [4], their adoption has exploded in
the last few years because of two recent developments. First, large, labeled data sets
such as the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) [5] have
become accessible for training and validation [3]. Second, CNN learning algorithms
have been implemented on the parallel graphics processing units (GPUs) which
accelerate learning [3].

DARPA Autonomous Vehicle (DAVE) [6] demonstrated the potential of end-to-
end learning and was used to justify starting the DARPA Learning Applied to Ground
Robots (LAGR) program [7]. However, DAVE’s achievement was not reliable enough
to support a full alternative to more modular approaches to off-road driving: its average
space between crashes was about 20 m in complicated environments. Recently, a new
application has been started at NVIDIA, which aims to build on DAVE and create a
strong system for driving on public roads. The basic motivation for this project is to
avoid the need to identify specific human-designated features, such as lane markings,
guardrails, or other cars, and to prevent having to create a collection of “if-then-else”
rules, based on the perception of these features [3].

DAVE-2 [6] was inspired by the pioneering work of Pomerleau [8] who built the
Autonomous Land Vehicle in a Neural Network (ALVINN) system in 1989. It proves
that an end-to-end trained neural network can steer a vehicle on public roads [3].

Many major companies are involved in developing self-driving cars. Among those
who are currently testing such vehicles on public roads, one can mention, among
others, Google, Tesla, Toyota, BMW, Nissan, Ford [9].
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3 Simulated Driving Using Human Behavioral Cloning

In this paper, we build a CNN that goes beyond pattern recognition and learns the
behavior of a vehicle.

Fig. 1. Pictures from center, left and right cameras
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3.1 Data Collection

Training data was collected by driving the car on the flat road track in the simulator.
The performance of the network can then be checked by letting the car drive auton-
omously on the same or other tracks. In Fig. 1, one can see some pictures from the
different cameras on the vehicle while driving.

3.2 Unbalanced Data

During the driving of the vehicle on the road, most often the steering angle is very close
to zero, and this can clearly be observed in the training data. In Fig. 2, one can see the
histogram of steering angles that were registered while driving the vehicle around the
path and staying as close as possible to the middle of the roadway. This is all the data
that was collected for training the final model, by driving 4–5 times.

A major problem is the left/right distortion that is caused by driving the vehicle
around the track in one direction. This can be solved by rotating each recorded image
and its equivalent steering angle. More problematic is the bias of straight driving: there
are rare cases when the car drives straight even if the road is curved, and then it makes a
sudden turn (i.e. a high steering angle) to remain on the road. One possible way to solve
this issue would be to let the vehicle drift to the edge of the road and get back before a
crash occurs. Another solution for this would be to test events with extreme angles
more often than small angle events. However, because they happen extremely rarely, it
may be necessary to collect a large number of training data for the model, in order to
avoid overfitting. The best decision was to simulate all recovery events. For training,
the vehicle was driven as easily as possible in the middle of the road. The underlying
motivation was always to achieve the ideal steering angle.

Fig. 2. Histogram of steering angles: the range [−1, 1]
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3.3 Data Augmentation

For training, the images from all three cameras, front, left and right, were used. The
images taken from the side cameras are similar to the parallel translations of the
vehicle. To take into account the out of the center situations, it was necessary to adjust
the steering angle for the images taken from the side cameras as follows: when the
distance from the far side camera to the center of the road was greater than 1.2 m, the
car should smoothly turn and return to the middle of the road within the next 20 m.
Thus, the steering angle correction should be about 1.2/20 = 0.06 radians (using
tan(a) � a). This proved to be a powerful means to make the car avoid the edges of the
road.

The images from the cameras include a part of the car hood. In the next step, the
images were cropped in order to remove it. In order to increase the size of the training
set, from the resulting image, 3 new images were generated by randomly choosing
smaller areas along the x-axis: 160 � 320 from the original 160 � 380. This process is

Fig. 3. Correction of the steering angle: from −2.8° to −3.4°

Fig. 4. Correction of the steering angle: from −0.4° to −1°
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equivalent to a translation, and the steering angle needs to be adjusted accordingly to
this change (Fig. 3). This has resulted in curved track pieces that appear as often in the
training set as straight parts (Fig. 4). Finally, each image was horizontally flipped to
make both left and right turns to appear as often as possible. Also, the brightness was
adjusted at random.

3.4 Model Architecture and Training

The final model architecture consisted of a convolution neural network with the fol-
lowing layers and layer sizes, written in the notation typically used to describe this kind
of architecture:

• Cropping from 160 � 320 � 3;
• Normalized input planes 100 � 320 � 3;
• 3@100 � 320 Convolution 5 � 5 and Maxpooling 3 � 3;
• 24@32 � 106 Convolution 5 � 5 and Maxpooling 2 � 2;
• 32@14 � 51 Convolution 5 � 5 and Maxpooling 2 � 2;
• 48@5 � 24 Convolution 3 � 3 and Maxpooling 1 � 1;
• 64@3 � 22 Convolution 3 � 3 and Maxpooling 1 � 1;
• 64@1 � 20 Flatten 100;
• Flatten 50;
• Flatten 10;
• 1 real-valued output: 1@1 � 1.

The network architecture contains 9 layers, including a normalization layer, 5
convolutional layers and 3 fully connected layers. The first layer of the network per-
forms image normalization. Performing normalization in the network allows the nor-
malization scheme to be altered with the network architecture and to be accelerated via
GPU processing.

The convolutional layers were designed to perform feature extraction and were
chosen empirically through a series of experiments that varied layer configurations. We
use strided convolutions in the first three convolutional layers with a 3 � 3/2 � 2
stride and a 5 � 5 kernel and a non-strided convolution with a 3 � 3 kernel size in the
last two convolutional layers. We follow the five convolutional layers with three fully
connected layers leading to an output value.

This is close to the NVIDIA DAVE-2 [3]. The main difference is the stride (3, 3)
which allows to reduce the bigger input of our CNN 100 � 320 to the given 32 � 106
in an easy way. For this CNN we used the exponential linear unit (ELU) activation
instead of a simple rectified linear unit (ReLU), because the area of nonlinearity is
higher. The L2 regularizer parameter was set to 0.0001, in order to minimize the
prediction error.

For the final results, we also studied different activation functions to see what is
more appropriate to this problem, as explained in the following section.
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3.5 Activation Functions

Presently, one of the most popular activation functions for deep neural networks is the
rectified linear unit (ReLU), which was first recommended for restricted Boltzmann
machines [1] and then used with success for neural networks [2]. The ReLU activation
function is:

fReLU xð Þ ¼ maxð0; xÞ: ð1Þ

Apart from producing sparse codes, the main advantage of ReLU is that it does not
have the vanishing gradient problem [4, 10] since the derivative for positive values is
not contractive [2]. On the other hand, ReLU is non-negative and for that reason, have a
mean activation greater than zero [11].

The hyperbolic tangent activation function (tanh) non-linearity compresses the
input in the range (−1, 1):

ftanhðxÞ ¼ 1� e�2x� �
= 1þ e�2x� �

: ð2Þ

It determines an output which is zero-centered. So, large negative values are
mapped to negative outputs, and near zero-valued inputs are mapped to near zero
outputs. The gradients for Tanh are high than those of the unipolar sigmoid, but it also
experiences the vanishing gradient problem.

Another activation function that we used is the scaled exponential linear unit
(SELU):

fSELUðxÞ ¼ k � a � ex � 1ð Þ; x� 0
k � x; x[ 0

�
; ð3Þ

where k = 1.0507 and a = 1.67326 [12]. It has self-normalizing properties because the
activations that are close to zero mean and unit variance, propagated through many
network layers, will also converge towards zero mean and unit variance. This makes
the learning highly robust and allows to train networks with many layers [13].

Because the learning can be made faster by centering the activations at zero, the
exponential linear unit (ELU) also uses the activation function to achieve mean zero,
which accelerates learning in deep neural networks and contributes to better learning
performance:

fELUðxÞ ¼ a � ex � 1ð Þ; x� 0
x; x[ 0

�
: ð4Þ

The hyperparameter a controls the value to which an ELU saturates for negative net
inputs. In the simplest case, a = 1 [11]. Like ReLU (with its variants such as Leaky
ReLU or Parametrized ReLU), ELU relieves the vanishing gradient problem by using
the identity for positive values.

These activation functions are graphically displayed in Fig. 5.
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4 Experimental Results

The results of behavioral cloning for the simulated driving scenario, implemented with a
CNN using different activation functions are presented in Figs. 6 and 7. They are gen-
erally similar, but on closer inspection, one can notice that the ELU activation function
leads to a smaller mean squared error loss both for the training and for the validation data.

Fig. 5. Activation functions

Fig. 6. Training mean squared error loss and data validation mean squared error loss
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As shown in the legends, the “[activation-function]-loss” represents the loss
obtained for the training set, while “[activation-function]-val-loss” represents the loss
obtained for the validation set. An explanation for the best performance achieved by the
ELU activation function is that, on the one hand, compared to ReLU, ELU has a non-
zero gradient in the negative region, and on the other hand, compared to Tanh, ELU
does not saturate its gradient in the farther positive region.

Fig. 7. Zoom on the relevant area of mean squared error loss

Fig. 8. The mean squared error loss obtained for the ELU activation function
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When considering only the behavior of the ELU activation function, Fig. 8 shows a
clearer comparison between the results on the training and validation data. As expected,
the performance for the training data is better, but overall the two values are quite close,
and this signifies that the model has good generalization capabilities.

Figure 9 shows the evolution of the mean squared error loss for a greater number of
training epochs, i.e. 100 instead of 10. One can see that there are variations in the
training and validation losses, but the values remain generally stable and the perfor-
mance improvement is not great compared to the scenario with only 10 epochs.
Therefore, we can state that the behavioral cloning model can achieve good perfor-
mance in a very small number of training epochs.

5 Conclusions

In this paper, we have experimentally shown that CNNs are capable to learn the entire
task of lane and road following without manual decomposition into road or lane
marking detection, path planning and control. A small amount of driving training data
was sufficient to train the vehicle to operate on a road. The CNN can learn meaningful
road features from a very sparse training signals, such as steering and speed. The
system discovers, for example, to detect the outline of a road without the need for
specific labels during training. The best performance is obtained by using the expo-
nential linear unit (ELU) activation function.

As a future direction of research, the system can be improved such that it could
learn to drive faster on difficult roads. To this end, further effort needs to be dedicated
to the refinement of the network architecture and the proper selection of the training
data.

In the current scenario, the car is a single agent in its environment and the main goal
is to drive as close to the middle of the road as possible. The next endeavors should also

Fig. 9. The evolution of the mean squared error loss for a greater number of training epochs
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address the situations with more traffic participants and the introduction of corrective
actions before a possible accident.
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Abstract. Disruptions to the earth’s biosphere and to the natural environment
stemming from the indiscreet human activity, have caused serious environ-
mental problems which are tantamount to an extended and prolonged ecological
crisis. Climate change is clearly reflected in the increase of the global average air
and ocean temperatures, in the excessive melting of snow-ice, and in the rise of
the global average sea level. One of the most serious impacts of climate change
is the complex interaction of species in relation to their corresponding climatic
survival factors, which favors the spread of invasive species (INSP). These
species constitute a very serious and rapidly deteriorating threat to the natural
biodiversity of the native environment, but also to the flora, fauna, and even to
the local human population. This research proposes a Machine Hearing
(MH) framework for real-time streaming analytics, employing Lambda Archi-
tecture (LARC). The hybrid modeling effort is based on timely and advanced
Computational Intelligence (COIN) approaches. The Framework for Lambda
Architecture Machine Hearing (FLAME_H) uses a combination of batch and
streaming data. The FLAME_H applies the EL_GROSEMMARI (Extreme
Learning Graph Regularized Online Sequential Multilayer Multiencoder Algo-
rithm) to classify the batch data and the Adaptive Random Forest (ARF) in order
to control the data streams in real time. The aim of the proposed framework is
the intelligent identification and classification of invasive alien species, based on
the sounds they produce. This would contribute to the protection of biodiversity
and biosecurity in a certain area.
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1 Introduction

Endemism can be sustained by natural hurdles such as rivers, oceans, mountains,
deserts and climatic conditions [1]. Due to increasing and continuous climate change,
coupled with globalization and the development of international trade and tourism,
these natural barriers are becoming increasingly inefficient. As a result, species, par-
ticularly marine ones, are able to travel long distances to other biotopes where they
become alien or, in many cases, even expansive species [2]. The process of recognizing
INSP is a critical step for the adoption and implementation of a specific policy to
tackle, eradicate, control and/or contain these species. Given that these species are
usually unknown in their new environment, it is extremely difficult, complex and
dangerous to identify and securely isolate them. It should be emphasized that neither
the large differences in morphology nor the significant similarities reflect the affinity of
biological organisms [3]. The need for thorough and fully valid identification of these
species is very serious in the case of planning their response programs, as the recog-
nition process depends on a multitude of required information and on a continuous
monitoring of the current situation. Searching for novel methods of resolving or ana-
lyzing phenomena related to the potential impacts of climate change, such as methods
of identifying invasive species, are key research priorities of high importance.

On the other hand, Machine Hearing (MAHE) is a scientific branch of artificial
intelligence that attempts to reproduce the sense of hearing algorithmically [4]. It is
related (in theoretical and practical level) to the design and development of data
analysis systems. MAHE data are obtained from digital sound recorders or by
appropriate sensors. Audio signal analysis is related to knowledge mining and it aims in
the classification, segmentation, or automated retrieval [5]. In general, the process
initially involves the extraction of certain features which must be able to differentiate
their values according to the content and structure of the respective signals. After the
determination of the audio features that characterize the sound signal, a pattern
recognition approach is employed [6]. The algorithmic resolution of a MAHE classi-
fication problem requires a high availability of resources. In this case, we have to
examine the temporal complexity of the algorithm, the memory availability as a
function of its input data, as well as individual analysis should be performed related to
other resources as appropriate (e.g. how many parallel processors are needed for a
parallel solution of the problem). This is a Big Data (BDA) problem, as data extracted
from audio clips, require big storage space for their clear computer comprehension.

The need for Big Data management and analysis such as the MAHE problems, has
re-established the prototyping architectures of BDA [7]. Lambda architecture (LAR) is
the most important one. It has been designed to handle massive amounts of data using
the batch and streaming processing methods. This approach attempts to balance
latency, throughput, and fault tolerance using the batch process to provide complete
and accurate views of historical data. At the same time, it uses real time data stream
processing to provide views of new inputs [8]. The two projection outputs can be
joined before the final data presentation or the final decision.
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2 The Proposed FLAME_H

This paper proposes the development of the FLAME_H (Framework of Lambda
Architecture for Machine Hearing) which performs real-time streaming analytics. It is
an advanced hybrid computational intelligence approach. The FLAME_H, employs an
innovative version of the Lambda architecture, which optimally combines batch and
streaming data, to safely perform classification. FLAME_H is a MAHE system, that
performs real-time audio streaming analysis and classifies audio data sets to identify
patterns. At the same time, it adopts different biosecurity policies for each resulting
category. It is a very important method of locating invasive species, and an innovative
approach of recording biofouling. At the same time, it can be considered a key tool in
security policy mechanisms as it allows for safe and cost-effective assessment of their
behavior and disclosure of the damage caused by their activities.

Batch data (BADA) is usually a set of data that is collected during some processes
for a specific time period and it characterizes and identifies species. Their processing by
conventional data mining (DAM) or Machine Learning (ML) methods, considers that
they are available and can be accessed simultaneously without any limitation in terms
of their processing or analysis time. It should be noted that this data is susceptible to
noise, their classification process has a significant cost, and they require serious
hardware infrastructure for safe storage and general handling. On the contrary, due to
their reliance on strict time constraints and their more general availability, they are
selected for detailed and specialized data processing techniques that can lead to mul-
tiple levels of revelation of the hidden knowledge they may contain. The growing field
of real-world applications produces streaming data (SDA) at an increasing rate,
requiring large-scale and real-time processing. SDA such as audio data analysis and
data generated in dynamic environments, leads to one of the most robust research areas
of DAM. It is the ML application on data streams for pattern recognition under
dynamic displacement and feedback environments. In general, FLAME_H is an
intelligent hybrid ML system, that employs a special version of the LARC architecture
and the Deep Learning EL_GROSEMMARI algorithm (for the batch data classifica-
tion) combined with the ARF approach in order to control data streams in real time.

Figure 1 presents an overall description of the algorithm.
In the first phase of the algorithm, the appropriate features are derived from the Sea

Audio data stream (audio feature extraction). The data are then provided as input and
they are controlled in parallel by the two learning algorithms. This is done aiming to
minimize the likelihood of misleading and to achieve high reliability classification. The
decision process merges the results of the two algorithms offering advantage to the ones
obtained by the EL_GROSEMMARI. The decision concerns whether it is a “sound”
coming from an invasive species fish. If the sound is described as noise that comes from
a usually human sea-related process, then it is rejected and there is no further devel-
opment in the process. If the sound comes from a species of fish or mammal and once
this species is identified, the coordinates are taken from the GPS and assigned to the
country where they belong. Then a check is made on whether the species identified is
native to this country, otherwise it is recorded as an invasive species. Listings with
indigenous and invasive species were extracted from the Invasive Species Compendium
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(http://www.cabi.org/isc/) [9], the most valid and comprehensive database on the issue,
world-wide. The Geolocation process is presented below:

Algorithm 1. Geolocation Process
Input:

Recognized_Species;
Country; 
Country_Native_Species;

1: Read Recognized_Species, Country, Country_Native_Species;
2: for i=1 to Country_Native_Species [max] do
3: if Country_Native_Species [i]= Recognized_Species then
4:                 Recognized Species=Native_Species
5: else
9: Recognized Species=Invasive_Species
10:           end if
11:     end
Output:  

Species Identity;

Fig. 1. Structure of the FLAME_H
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Lambda architecture was employed, as in multifactorial problems of high com-
plexity of large data sets such as the one under consideration, the results of the forecast
are multi-variable, especially with respect to analysis and integration of data flows.m.
This architecture employs a serious Reactive strategy to deal with invasive species. The
combination of two different algorithms facilitates the sorting process, making each
classifier more robust, and it accelerates the convergence of the generic multiple model,
which is less noisy than any single one [10]. Thus, this approach offers generalization
and avoids overfitting which is one of the basic targets in Machine Learning.

3 Literature Review

Invasive alien species are a result of generalized climate change and they constitute a
serious and rapidly worsening threat to natural biodiversity in Europe. European Union
spends at least 12 billion Euros per year on control of IAS and disasters they cause.
Also, the risk to public health should not be overlooked as these species may be toxic,
such as “Lagocefalus” fish, which contains “Tetrodotoxin” a very dangerous substance,
capable of causing serious health problems, even death in the consumer [11, 12]. The
significance of the hybrid innovative intelligent approaches (Machine Learning
Algorithms) for identifying IAS and their separation from indigenous ones has been
developed by recent researches [13, 14]. Soft computing techniques are capable to
model and detect cyber security threats [15, 16] and they also offer optimization
mechanisms in order to produce reliable results.

Hinton et al. [17] had proposed methods and applications of DL. Through a series
of new learning architectures and algorithms, domains such as object recognition [18]
and machine translation [19, 20] have been transformed; deep learning methods are
now the state-of-the-art in object, speech and audio recognition. In particular, deep
learning has been the driving force behind large leaps in accuracy and model robust-
ness in audio related domains like audio sensing [21]. Alom et al. [22] applied the
Cellular Simultaneous Recurrent Networks (CSRNs) to generate initial filters of CNNs
for features extraction and Regularized Extreme Learning Machines (RELM) for
classification. Experiments were conducted on three popular datasets for object
recognition (such as face, pedestrian, and car) to evaluate the performance of the
proposed system. Zhang, et al. [23], proposed an object recognition algorithm which
did not depend on human experts to design features for fish species classification, but
constructed efficient features automatically. Results from experiments showed that the
proposed method obtained an average of 98.9% classification accuracy with a standard
deviation of 0.96% with a dataset composed of 8 fish species and a total of 1049
images. Also, DL has been the driving force behind large leaps in accuracy and model
robustness in audio related domains like speech recognition. Moreover Han et al. [24]
proposed to utilize DNNs to extract high level features from raw data and show that
they are effective for speech emotion recognition. Finally, Zhao et al. [25] proposed a
new method for automated field recording analysis with improved automated seg-
mentation and robust bird species classification by a Gaussian Mixture Model.
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4 Algorithms

4.1 Extreme Learning Machines for Batch Data Algorithms

An ELM is a Single-Hidden Layer Feed Forward Neural Network (SLFFNN) [26] with
N hidden neurons, randomly selected input weights and random values of bias in the
hidden layer, while the weights at its output are calculated with a single multiplication
of vector matrix [27]. For an ELM using SLFFNN and random representation of hidden
neurons, input data is mapped to a random L-dimensional space with a discrete training
set N, where xi; tið Þ; i 2 1;N½ �½ �with xi 2 Rd and ti 2 Rc. The specification output of the
network is the following:

fL xð Þ ¼
XL

i¼1
bihi xð Þ ¼ h xð Þb i 2 1;N½ �½ � ð1Þ

Vector matrix b ¼ b1; . . .; bL½ �T is the output of the weight vector matrix connecting
hidden and output nodes. On the other hand, h xð Þ ¼ g1 xð Þ; . . .; gL xð Þ½ � is the output of
the hidden nodes for input x, and g1 xð Þ is the output of the ith neuron. Based on a
training set xi; tið Þf gNi¼1, an ELM can solve the Learning Problem Hb ¼ T , where
T ¼ t1; . . .; tN½ �T are the target labels and the output vector matrix of the Hidden Layer
H is the following:

H xj; bj; xi
� � ¼

gðx1x1 þ b1Þ � � � gðxlx1 þ blÞ
..
. . .

. ..
.

gðx1xN þ b1Þ � � � gðxlxN þ blÞ

2
64

3
75

N�l

ð2Þ

The input weight vector matrix of the hidden layer x (before training) and the bias
vectors b are created randomly in the interval [−1, 1], with

xj ¼ xj1;xj2; . . .;xjm
� �T and bj ¼ bj1; bj2; . . .; bjm

� �T ð3Þ

The output weight vector matrix of the hidden layer H is calculated by the use of the
Activation function in the training dataset, based on the following function:

H ¼ g xxþ bð Þ ð4Þ

The output weights b can be estimated by using function:

b ¼ I
C

þHTH

� ��1

HTX ð5Þ

where H ¼ h1; . . .; hN½ � is the output vector matrix of the hidden layer and X ¼
x1; . . .; xN½ � the input vector matrix of the hidden layer. Indeed, b can be calculated by
the following general relation:
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b ¼ H þ T ð6Þ

where Hþ is the generalized inverse vector matrix Moore-Penrose for matrix H. This
approach is employing ELM with Gaussian Radial Basis Function kernel K(u, v) =
exp(−c||u − v||2). The size k of the hidden layer are 20 neurons. Subsequently assigned
random input weights wi and biases bi, i = 1, …, N. To calculate the hidden layer
output matrix H we have used the function (7):

H ¼
hðx1Þ
..
.

hðxNÞ

2

64

3

75 ¼
h1ðx1Þ � � � hLðx1Þ

..

. ..
.

h1ðxNÞ � � � hLðxNÞ

2

64

3

75 ð7Þ

Where h(x) = [h1(x), . . ., hL(x)] is the output (row) vector of the hidden layer with
respect to the input x. h(x) actually maps the data from the D-dimensional input space
to the L-dimensional hidden-layer feature space (ELM feature space) H. Thus, h(x) is
indeed a feature mapping. ELM is to minimize the training error as well as the norm of
the output weights:

Minimize: Hb�Tj jj j2 and bj jj j ð8Þ

where H is the hidden-layer output matrix of the function (7).
Minimization of the norm of the output weights ||b|| ||b|| is actually achieved by

maximizing the distance of the separating margins of the two different classes in the
ELM feature space 2/||b||. To calculate the output weights b we used function (9):

b ¼ ð I
C

þHTHÞ�1HTT ð9Þ

where the value of C (a positive constant) and the value of T are obtained from the
Function Approximation of SLFFNs with additive neurons:

ti ¼ ti1; ti2; . . .; tim½ �T 2Rm;T ¼
tT1
..
.

tTN

2

64

3

75 ð10Þ

Considering and combining the features of ELM presented above, we introduce and
propose a new Deep architecture by creating an Online Learning Multilayer Graph
Regularized Extreme Learning Machine Auto-Encoder (OSML-GRELMA). This is a
multi-layered neural network model that receives successive OL data streams and uses
the unsupervised GRELMA algorithm as a basic building block in which the output of
each level is used as inputs to the next one [28].

An autoencoder is an artificial neural network used for unsupervised learning of
efficient coding. The aim of an autoencoder is to learn a representation (encoding) for a
set of data, but with the output layer having the same number of nodes as the input
layer, and with the purpose of reconstructing its own inputs (instead of predicting target
value Y given inputs X). The Algorithm 2 is described below [28]:
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fficient

The overall function of the OSML-GRELMA is presented in the following algo-
rithm.

The main objective and training success of the proposed OSML-GRELMA
approach is based on evolutionary identification of the underlying structure of the input
data flows to produce the final model. It basically uses the knowledge of labelled data
to investigate the distribution of the input data, aiming at enhancing the outcome of the
learning process using an adaptive scheme. In this sense, it includes procedures that
approach unsupervised learning, where inputs come from the same marginal distri-
bution or follow a common cluster structure.

4.2 Adaptive Random Forests for Streaming Data

As it can be seen, data flow management and especially knowledge extraction with ML
algorithms from these flows are unlikely to be performed by applying iterations over
input data. Accordingly, adapting the Random Forest algorithm [29] to streaming data,
depends on a suitable accumulation process that is partially achieved by a bootstrap
method and at the same time by limiting each decision to divide the sheets into a subset
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of attributes. This is achieved with the modification of the base tree algorithm, by
effectively reducing the set of features examined for further separation into random
subsets of magnitude m, where m < M (M corresponds to the total number of attributes
that are examined in each case. In the non-streaming bagging, each of the n-base
models is trained in a Z-sized bootstrap sample created by random samples with
replacement from the original training kit. Every bootstrapped sample contains an
original training snapshot K, where P (K = k) follows a binomial distribution. For large
values of Z this binomial distribution is attached to a Poisson one, with k = 1. On the
other hand, according to the ARF approach for streaming data, a Poisson distribution is
used with k = 6. This “feedback” has the practical effect of increasing the probability of
assigning higher weights to instances during the training of the basic models [29].

ARF is an adaptation of the original Random Forest algorithm, which has been
successfully applied to a multitude of machine learning tasks. In layman’s terms the
original Random Forest algorithm is an ensemble of decision trees, which are trained
using bagging and where the node splits are limited to a random subset of the original
set of features. The “Adaptive” part of ARF comes from its mechanisms to adapt to
different kinds of concept drifts, given the same hyper-parameters. Specifically, the 3
most important aspects of the ARF algorithm are it adds diversity through resampling
(“bagging”); it adds diversity through randomly selecting subsets of features for node
splits and it has one drift and warning detector per base tree, which cause selective
resets in response to drifts. It also allows training background trees, which start training
if a warning is detected and replace the active tree if the warning escalates to a drift.
ARF was designed to be “embarrassingly” parallel, in other words, there are no
dependencies between trees. The overall ARF pseudo-code is presented below in
Algorithm 4 [29].

Algorithm 4.

Where m: maximum features evaluated per split; n: total number of trees (n = |T|);
dw: warning threshold; dd: drift threshold; c(�): change detection method; S: Data
stream; B: Set of background trees; W(t): Tree t weight; P(�): Learning performance
estimation function [29].
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5 Datasets

The following four main categories of sounds have been determined in order to create
highly complex scenarios that can potentially include the most likely cases that can be
detected in an underwater space:

• Fishes: Several species of fish produce sounds with various mechanisms such as
teeth, pharynx, fins, and shuttle bladder. 1076 sounds belonging to 10 fish species
have been included in this category (e.g. Bidyanus Bidyanus, Epinephelus
Adscensionis, Cynoscion Regalis, Carassius Auratus, Cyprinus Carpio, Rutilus
Rutilus, Salmo Trutta, Oreochromis Mossambicus, Micropterus Salmoides,
Oncorhynchus Mykiss).

• Mammals: Marine mammals produce and use sounds to orientate and communicate
with each other. Totally 836 sounds belonging to 8 species of mammals are
included in this category. (e.g. Delphinus Delphis, Erignathus Barbatus, Balaena
Mysticetus, Phocoena Phocoena, Neophocaena Phocaenoides, Trichechus, Tursiops
Truncates, Phoca Hispida).

• Anthropogenic Sounds: It comprises of 684 sounds belonging to 9 classes (Ship,
Sonar, Zodiac, Torpedo, Wind Turbine, Scuba Noise, Bubble Curtain, Personal
Water Craft, Airgun).

• Natural Sounds: Totally 477 sounds belong here classified in six clusters (Earth-
quake, Hydrothermal Vents, Ice Cracking, Rainfall, Lightning, Waves).

The Feature Extraction process [30] enables capturing of characteristics that pre-
cisely determine the uniqueness of each sound and helps distinguish between acoustic
categories. The categories distinction is based on 34 characteristics related to statistical
measurements obtained from the signal frequency information. In this research effort
we have extracted the short-term feature sequences for an audio signal, using a frame
size of 50 ms and a frame step of 25 ms (50% overlap). All sounds had a sampling rate
of 44.1 kHz, 16-bit stereo resolution while their average duration was 10.3 s.

6 Results

In data batch cases using multiple classifiers, for estimating the real error during
training, the full probability density of both categories should be known [31, 32]. The
classification performance is estimated by the Total Accuracy (TA), Root Mean
Squared Error (RMSE), Precision (PRE), Recall (REC), F-Score and ROC Area
indices [33, 34]. The 10-fold cross validation is employed in this stage in order to
obtain performance indices. Analytical values of the predictive capacity of the algo-
rithm are presented in the following Tables 1, 2, 3, 4, 5 and 6.

In the case of stream data classification, we need to compare classification per-
formance in terms of Accuracy Kappa statistic and Kappa-Temporal statistic. This is
done by using the traditional immediate setting. The true label is presented right after
the instance used for testing or the delayed setting (where there is a real delay between
the moment an instance is presented and the moment its true label becomes available)
[33].
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Table 1. Performance metrics of Categories_Dataset

Classifier Classification accuracy & performance metrics
TA RMSE PRE REC F-Score ROC Area

OSML-GRELMA 96.08% 0.1376 0.960 0.960 0.960 0.970

Table 2. Confusion matrix of Categories_Dataset

Fishes Mammals Anthr_Sounds Natural_Sounds

1042 13 12 9 Fishes
14 797 17 8 Mammals
5 7 659 13 Anthr_Sounds
4 6 10 457 Natural_Sounds

Table 3. Performance metrics of Mammals_Dataset

Classifier Classification accuracy & performance metrics
TA RMSE PRE REC F-Score ROC Area

OSML-GRELMA 92.18% 0.1571 0.922 0.922 0.922 0.955

Table 4. Confusion matrix of Mammals_Dataset

a b c d e f g h

142 2 0 1 1 0 1 0 a = Delphinus Delphis
1 101 3 0 0 5 0 4 b = Erignathus Barbatus
1 2 122 1 0 0 0 2 c = Balaena Mysticetus
1 1 2 61 1 1 0 3 d = Phocoena Phocoena
2 2 3 1 51 0 2 2 e = Neophocaena Phocaenoides
2 0 2 0 1 82 0 2 f = Trichechus
2 0 0 0 0 1 51 1 g = Tursiops Truncates
2 2 1 1 1 0 1 162 h = Phoca Hispida

Table 5. Performance metrics of Fishes_Dataset

Classifier Classification accuracy & performance metrics
TA RMSE PRE REC F-Score ROC Area

OSML-GRELMA 87.91% 0.1512 0.879 0.879 0.879 0.920
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Table 7 below, presents the results of the scenarios applied on streaming data in
this research. Validation of the results was done by employing the Prequential Eval-
uation method [34]. The training window used 1000 instances. It should be clarified
that the following Table 7 uses average values for every evaluation measure.

7 Discussion and Conclusions

This paper presents an innovative, reliable, low-demand and highly effective system of
MAHE and sound analysis, based on sophisticated computational intelligence. The
development of FLAME_H is based on the optimal combination of two highly efficient
and fast learning algorithms that create a comprehensive intelligent system of active
environmental security using a Lambda Architecture approach. The sophisticated

Table 6. Confusion matrix of Fishes_Dataset

a b c d e f g h i j

139 5 1 2 1 0 1 0 1 3
4 91 4 1 3 0 0 2 4 0
0 3 116 1 2 0 2 4 2 2
1 0 1 88 1 0 0 1 0 1
0 3 1 1 100 0 0 2 1 2
1 0 0 0 1 58 0 2 0 3
1 0 1 0 0 0 94 2 0 0
3 5 6 1 3 1 1 103 1 8
0 3 2 0 3 0 0 1 80 3
1 0 3 1 3 1 1 3 1 78

a = Bid/nus Bidyanus, b = Epin/lus
Adscen/nis, c = Cyn/cion Regalis, d = Cara/us
Auratus
e = Cyp/nus Carpio, f = Rutilus Rutilus,
g = SalmoTru, h = Oreo/mis Mossambicus
i = Micr/rus Salmoides, j = Oncor/hus Mykiss

Table 7. Validation metrics when streaming data are used

Classifier Classification accuracy & performance metrics
Accuracy Kappa statistic Kappa temporal statistic

Categories_Dataset
ARF 94.48% 73.91% 74.53%
Mammals_Dataset
ARF 92.16% 71.37% 73.14%
Fish_Dataset
ARF 88.11% 68.59% 70.36%
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application described herein, combined with the promising results that have emerged,
constitutes a credible innovative proposal for the standardization and design of
biosecurity and biodiversity protection. This implementation follows a Reactive
strategy for dealing with invasive species as it combines training of two counter dia-
metrically opposite classifiers to detect incoming contrasts and to discard them.
Training is done by using datasets that respond to specialized, realistic scenarios. In
addition, this framework implements a Big data analysis approach that attempts to
balance latency, throughput, and fault tolerance using integrated and accurate views of
historical data, while at the same time it is making optimum use of new entrant data
flows. The operating scenarios proposed with the combination of batch and streaming
data, create capabilities for a fully-defined configuration of model’s parameters and for
high-precision classification or correlation.

The basic innovation of the proposed FLAME_H is the implementation of an
intelligent ML system, based solely on fully automated methods of detecting sound
events using COIN. This innovation provides important solutions and improves the
way environmental problems and, in particular, biodiversity and bio-security mecha-
nisms work and deal. Also, a significant innovation is the architecture of the proposed
computational intelligence system, which combines and exploits Lambda architecture,
that is, the combination of both batch and streaming data analysis, using fast and
extremely accurate ML algorithms to solve a multidimensional and complex real-life
problem. ML delivers intelligence and significantly boosts the environmental protec-
tion mechanisms as it is an important defense tool against asymmetric environmental
threats. The FLAME_H simplifies and automates the sound recognition and the
invasive species detection procedures, while minimizing human intervention by
combining the EL_GROSEMMARI and ARF algorithms for the first time in the lit-
erature. Finally, one more innovation is found in the way of collecting and selecting the
data, (which emerged after extensive research) as well as the development of the final
data set used, which is complex and has a high dimension, but it can be used effectively
in training.

Future extensions-improvements should focus on further optimizing the parameters
of the algorithm used by the Lambda architecture, so that an even more efficient,
accurate, and faster classification process is achieved. Also, it would be important to
study the expansion of this particular system by implementing Lambda architecture in a
parallel and distributed data analysis system (Hadoop). Finally, an additional element
that could be studied in the direction of future expansion concerns the operation of
FLAME_H with methods of self-improvement and meta-learning in order to fully
automate the process of locating the species.
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Abstract. Early fall detection is a crucial research challenge since the
time delay from fall to first aid is a key factor that determines the conse-
quences of a fall. Wearable sensors allow a reliable way for daily-life activ-
ities tracking, able to detect immediately a high-risk fall via a machine
learning framework. Towards this direction, accelerometer devices are
used widely for the assessment of fall risk. Although there is a plethora
of studies under this perspective with promising results, several chal-
lenges still remain such as the extremely demanding data and power
management as well as the discovery of false positive falls. In this work
we propose a complete methodology based on the combination of the
computationally demanding convolutional neural networks along with a
lightweight change detection method. Our basic assumption is that it is
possible to control computational resources for the operation of a classi-
fier, suffice to be activated when a strong change in user’s movements is
identified. The proposed methodology was applied to real experimental
data providing reliable results that justify the original hypothesis.

Keywords: Deep Learning · Change detection · Fall detection ·
Wearable devices

1 Introduction

It is widely known that falls in older people are among the main causes of
fatal injury while nonfatal injuries usually requires hospitalization. An indica-
tive example is the falls results according to the U.S. Centers for Disease Control
and Prevention (falls and fall related), where around 2.8 million injuries treated
in emergency departments recorded annually of which 800,000 needed hospital-
ization and more than 27,000 patients died.1 Although the falls seem to hurt only
the third age, there are also other cases of fall-related injuries such as among

1 https://www.cdc.gov/injury/wisqars/.
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adults with developmental disabilities [14]. Unfortunately, falls have additional
implications apart from the most important which is the human health and life.

Timely fall detection consist of a major research challenge since the time delay
from fall to first aid is a key factor that determines a fall severity [16]. An early
detection allows the immediate assistance reducing the risk of a fatal or quite
serious injury [3]. Hence, a fast and efficient fall detection can provide important
assistance to older adults [35]. Although the large amount of approaches towards
this direction, fall detection faces several challenges such as separation of a fall
from other actions (e.g. lying) [20].

Furthermore, the recent progress of technology related to smart sensors and
Internet of Thing (IoT) open new roads to fall detection research [35]. As a
sequence, the research community has shifted to approaches by integrating IoT
and Cloud Computing technologies for online tracking to detect possible falls of
older adults [13,21,25]. Online measurement of proper body acceleration enables
researchers to capture falls and distinguished them from normal daily activities
[34]. Thus, accelerometer-based approaches have gained ground in this research
field in the last years [9]. A major limitation of online tracking is the computa-
tional cost for such analysis. Given the fact that heavy computational approaches
(Deep Learning) have been proposed recently towards this direction with promis-
ing outcomes, there is an urgent need for smart computational solutions, which
will offer efficiency with low computational cost at the same time. Our proposed
methodology operates under this perspective trying to uncover online fall detec-
tion in lower complexity by minimizing data transfer requirements and on going
computations. Core of the proposed methodological framework lies on the fact
that for an online fall detection analysis we don’t need a non-stop classifier but
a classifier that would operates when the circumstances required it.

2 Related Work

Fall detection methods can be categorized to methods based on (i) vision, (ii)
ambient sensors in the environment and (iii) wearable devices. The methods
based on wearables often rely on smart sensors with embedded processing capa-
bilities which can be attached to the human body. Because of this fact they seem
more attractive to elderly, as they are practical, of low cost, can be used easily
all day and can detect falls which may take place in random locations.

Nowadays, accelerometer-based approaches have gained ground in fall detec-
tion since its technological evolution has improved both its usability as the data
parsing process [35]. Accelerometers can built in smartphone now allowing for
implementation and design of an accurate way to detect timely fall accidents
in one device. Towards this direction, several studies have been proposed with
promising results. Kau et al. [17] proposed a fall accident detection model using a
smart phone and the third generation (3G) networks. Similarly, Aguiar et al. [2]
proposed a fall detection system based on smart phone by applying decision tree
classification algorithm for data analysis. Maglogiannis et al. paired a Pebble
Smart Watch together with an Android device in an attempt to recognize activ-
ity type, calculate the energy consumption and detect falls [22]. Shen et al. [29]
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proposed a fuzzy scheme for fall prediction system on smartphones by discrimi-
nating the human’s actions such as normal action and sport with fall risk. Chen
et al. [8] proposed a wearable wireless fall detector using accelerometers. Their
threshold-based system consists of two modules, a fall detection terminal and a
remote one which can communicate with each other wirelessly. Tong et al. [31]
proposed a method based on the hidden Markov model (HMM), using tri-axial
accelerations. They used the acceleration time series of falls before the collision
to train their model. Bourke et al. [4] described a threshold-based algorithm for
fall detection, using the bi-axial angular velocity, while in [10] Georgakopoulos
et. al. employed online dimensionality reduction and control charts to detect
changes using devices having limited CPU power and memory resources.

In the perspective of Machine Learning, the major challenge in fall detec-
tion is to build a classifier with an efficient training step in order to catego-
rize accurately human’s actions, especially to discriminate falls instead of other
actions. Recent accelerometer-based approaches have utilized various classifica-
tion approaches, such as Support Vector Machines (SVM) [19,28], Decision Trees
(DT) [2,7], k-Nearest Neighbor (kNN) [18] and Recurrent Neural Network [24].
Although such well-established classification schemes offered accurate results,
accelerometer-based data monitoring and parsing creates large files under pro-
cess, thus an imperative need is created for classification schemes able to handle
this information volume. Deep Learning approaches are appropriate for this chal-
lenge while their operation is improved proportionally to data volume. To the
best of our knowledge, there is no a comprehensive study to address the cru-
cial challenge of fall detection by monitoring human’s actions with accelerometer
using deep learning approaches for classification while minimizing computational
requirements.

3 Dataset Description and Preprocessing

States of human activity can be recorded using different sensors (accelerome-
ter, gyroscope, and magnetometer), signals (acceleration, velocity, and displace-
ment), and direction components (vertical and non-vertical), combined. Smart-
phones can easily record all these kinds of information but when focusing on
smartwatch/smartband devices, accelerometer data are more relevant. Thank-
fully, x, y and z axis accelerations can be easily recorded while often contain a
fair enough amount of information to describe different human activities.

In this work we employ the dataset presented in [24], where experiments were
made with seven different subjects (persons), wearing a Microsoft Band 2 device
on his/her wrist and repeated different types of fall 10 times2.

The raw data were with a sampling rate frequency of 31.25hz and the total
number of samples is 51192. In what follows, for consistency we employ the train-
test separation provided by the authors in [24] (33984 samples for the train set
and 17208 for the test set). Each sample is constituted by 3 columns, each one for
every recorder acceleration in x, y and z axis. Also available is the label of every
2 https://userweb.cs.txstate.edu/∼hn12/data/SmartFallDataSet/.

https://userweb.cs.txstate.edu/~hn12/data/SmartFallDataSet/
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Table 1. Constructed datasets along with their respective specifications

Dataset Overlapping Window (ms) Label threshold Observations Falls

D1 Train 0% 250 0.5 4252 546

Test 0% 250 0.5 2153 273

D2 Train 0% 750 0.5 1417 182

Test 0% 750 0.5 717 91

D3 Train 50% 250 0.5 8504 1092

Test 50% 250 0.5 4306 546

D4 Train 50% 750 0.5 2834 364

Test 50% 750 0.5 1434 182

sample indicating whether it belongs to a regular activity or a fall. All samples
are sorted according to their timestamp as such the dataset can be treated as a
regular time series. As a result, every fall appears in the dataset as a consecutive
batch of samples labeled accordingly.

In our analysis, we convert this stream of data by fusing a number of the
consecutive raw samples, such that would result in a time window that would
provide enough information to detect a fall. For this purpose, according to the
literature [15] we endorse the hypothesis that the time window of an average fall
usually lies within the range of 250–750 ms, from the beginning of loosing balance
to the moment of collision. As such, for generality we consider two different time
window sizes w in our analysis, one of 8 fused raw samples and one of 24 fused
raw samples, so that the first time window size be 8 × 31.25 = 250 ms and the
second 24 × 31.25 = 750 ms, respectively. Each sample of the resulting data
set it is now characterized by a w × 3 matrix respectively. When needed the
aforementioned matrix is transposed to a w × 3 dimensional vector.

To define the label of each window we introduce a parameter l called “label
threshold” which is the ratio between the number of raw data samples labeled
as falls within a window and the corresponding window size. Then we need to
define a threshold lhso that when l ≥ lh the corresponding window sample is
being characterized as one that represents a fall. We experimented with a wide
range of values for lh and came to the conclusion that using a value close to
0.5 we get similar number of identified falls as the authors in [24]. The most
representative cases are shown in Table 1 along with the other resulting fused
data characteristics.

Finally, we consider the case of overlapping time windows in an attempt to
eliminate any possibility of losing an actual fall by problematic window place-
ment (raw samples from a fall could lie at the boundaries of two consecutive
time windows). We experimented with overlapping degrees of 30%, 50% and
90%. Although it wouldn’t affect significantly the computational complexity of
the proposed approach we consider the that last option appears to be an overkill
due to extensive requirements in data management, as such we employ the 50%
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Fig. 1. A complete overview of the proposed methodology.

degree of overlap to examine performance differences. The complete specifica-
tions of the generated data sets resulting from the aforementioned process are
presented in Table 1 according to the total number of observations (number of
fused time windows) and the corresponding number of observations belonging
to the falls category.

4 Proposed Methodology and Prerequisites

In this Section we describe the complete methodology of an online scheme that
can detect falls in real time while running continuously on a pair of connected
devices. More precisely, we consider the combination of a wearable device (such
as smartwatch) and a smartphone that communicate through a bluetooth con-
nection. Given the current set up our purpose is twofold. Firstly, computations
taking place on the wearable device need to be lightweight enough due to restric-
tions on both computational power and battery consumption while, communi-
cation through bluetooth needs to be as rare as possible to maximize battery
saving on both devices.

For this purpose we propose an algorithmic scheme where fall identification
takes place on the smartphone device through a sophisticated pre-trained clas-
sifier that classifies batches of sensor samples transmitted from the wearable
device. We avoid continuously transmission by employing a lightweight change
detection algorithm which detect significant changes upon the acceleration sen-
sors directly onto the wearable device. When the algorithm detects a change, a
batch of sensor readings is transmitted to the smartphone device for further pro-
cessing. We argue and we experimentally show that is possible to define appropri-
ate parameters such that the actual falls are detected while in the meantime, the
number of false alarms is low enough to guarantee significant computational sav-
ings. To achieve this we take advantage of the total acceleration metric to trans-
form the 3-dimension sensor signal to univariate, thus atotal =

√
a2

x + a2
y + a2

z

where a2
x, a2

y and a2
z each corresponding x, y and z axis accelerations. Then we
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apply the univariate CUSUM methodology in an online fashion using estimated
parameters based on the predefined training set.

Subsequently for the classification task, we specify the time series as a series
of time windows (either overlapping or not) as described in Sect. 3 and we train
the classifier in this fashion. When a change is triggered the time window that
contains the change point is transmitted to the smartphone device to be classi-
fied.

The smartphone is equipped with a trained CNN with the minimum number
of layers and feature maps in order to be computational efficient and achieving
simultaneously, high classification accuracy. The CNN takes as input the w × 3
matrix of raw accelerometer signals that corresponds to the last w samples of
the 3 dimensional accelerometer data and return the predicted class label. A
complete overview of the proposed methodology is illustrated in Fig. 1.

4.1 CUSUM for Change Detection

Monitoring a process over time using a change detection algorithm allows quick
detection of unusual states. Usually, there are some historical process data used
to construct the control limits, then the process is monitored for an ongoing
basis where observations falling outside the control limits or unusual patterns of
observations signal that the process has shifted from in-control process settings
and as such some action need to take place.

The cumulative sum (CUSUM) algorithm was first proposed by Page in [26]
for on-line and off-line change detection and it has been shown that generally
performs better than Shewhart charts in detecting small shifts in the mean of
a process. The CUSUM control chart have received a great deal of attention
in modern industries while being an active research topic with various recent
applications [11,30,32] and proposed variations or extensions [1,27,33].

For the online version of the CUSUM change detection algorithm we consider
a sequence of independent random variables yk, where yk is a sensor signal
at the current time instant k (discrete time), with a probability density pθ(y)
depending only upon one scalar parameter θ. Before the unknown change time
t0, the parameter θ is equal to θ0, and after the change it is equal to θ1 �= θ0.
Then, the problem is to detect and estimate this parameter change.

In our case, the samples (sensor signals) are arriving at each time instant
and the decision rule is computed. We will use the following notation. Let

Sk =
k∑

i=1

si, where si = ln
pθ1(yi)
pθ0(yi)

, (1)

is the log-likelihood ratio for the observations from yi to yk and k be the current
time instant. We refer to si as sufficient statistic. Let us now consider the par-
ticular case where the distribution is Gaussian with mean value μ and constant
variance σ. In this case, the changing parameter θ is μ and the sufficient statistic
si is

si =
θ1 − θ0

σ2

(
yi − θ0 + θ1

2

)
. (2)
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The corresponding decision rule is then, at each time instant, to compare
this difference to a threshold as follows:

gk = Sk − mk � h, where mk = min
1�j�k

Sj. (3)

The stopping time is
ta = min{k : Sk � mk + h}. (4)

This decision rule is a comparison between the cumulative sum Sk and an adap-
tive threshold mk +h. Because of mk, this threshold not only is modified on-line
but also keeps the complete memory of the entire information contained in the
past observations. Moreover, in the case of a change in the mean of a Gaussian
sequence, Sk is a standard integration of the observations.

The detection threshold h is a user-defined tuning parameter in which the
appropriate form for its determination is based on the average run length func-
tion, which is defined as the expected number of samples before an action is
taken [26]. More precisely one has to set the mean time between false alarms
ARL0 and the mean detection delay ARL1. These two specific values of the
ARL function depend on the detection threshold h, and can thus be used to set
the performance of the CUSUM algorithm to the desired level for a particular
application [12].

4.2 Convolutional Neural Networks

Convolutional Neural Networks are multi-stages model and are considering
as an extensions of the well-known Multi-layer Feed-forward Neural Networks
(MFNNs) characterized by a deep structure that enables feature extraction from
raw input signal data through layers of adaptable filtering components. CNN
have mainly applied on image data but are not limited to this type of data since
there are many applications that use CNN on one-dimensional signals [6,23].

In our case the dataset is composed by one dimensional accelerometer raw
data signal of three channels. By training a CNN model with a sufficient dataset,
the proper information from each temporal non-stationary signal channel are
extracted through the successively convolution operations. The model is trained
simultaneously with the three channels of one-dimensional signal combining the
input channels in the fully connected convolutional layer. The basic CNN compo-
nent is the convolutional layers. In the output of a convolutional layer a number
of feature maps are produced. A feature map Fj is constructed by convolution
(∗) of the output Si of the previous layer with one dimensional kernel filters Ki,j ,
and a bias value bj :

Fj =
N∑

i=1

Si ∗ Ki,j + bj . (5)

However the convolutional operations are very demanding in computations. For
this reason, restricted by the computational capabilities of a mobile device, the
number of convolutional layers, have to be minimum, while in the meantime,
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Fig. 2. An example of the total acceleration atotal annotated according to the raw
sample class. (Color figure online)

maintaining the model efficiency as much as possible. The feature maps of the last
convolutional layer flatten, feeding a fully-connected layers of neurons, producing
feature maps with a dimension of 1 × 1 elements. These types of layers belongs
to the class of trainable layers (training is performed by finding suitable values
for the connection weights).

5 Experimental Results

In the first part of our experimental analysis we investigate the performance of
the CUSUM methodology onto the aforementioned dataset. The 3-dimensional
times series is transformed to univariate using the methodology described in
Sect. 4. We may visually investigate a sample of the resulting time series in Fig. 2
where the samples belonging to different classes are represented with different
colors. As previously discussed we observe the time series nature of the dataset
where subsequent falls occur after a number of normal activities. Finally, we also
observe situations where although a fall is taking place, the total acceleration is
not significantly high while on the other hand, there are normal activities with
high values of total acceleration.

In what follows, we also employ the predefined separation into train and
test sets and use the train set for parameter estimation so that θ0 = μ0 and
θ1 = μ1, where μ0 and μ1 are the mean values of the samples belonging to the
normal activity and fall activity classes respectively. Then we investigate the h
parameter according to the number of false alarms and missed falls. We consider
a detected change as false alarm if the label of the current sample at the time
instant of reported change belong to the normal activity class. In addition, if
the algorithm do not detect a change during the time period of an actual fall
this is considered as a missed fall. The results are reported in Table 2 where,
considering that we need to minimize lost falls while also reducing computations
as much as possible, we intuitively choose the value 0.5 as more appropriate for
the h parameter since lower values imply significantly higher number of false
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Fig. 3. An example of the cusum function along with the reported changes in vertical
lines. Blue lines correspond to false alarms while red to correct reports. (Color figure
online)

Table 2. The h parameter analysis with respect to reported changes, false alarms and
lost falls.

h value 0.1 0.3 0.5 0.7 0.9 1.1 1.3 1.5 1.7 1.9

Changes 884 668 551 476 423 382 352 332 318 295

False alarms 685 482 368 297 247 207 179 161 149 132

Lost falls 0 2 2 6 7 8 10 11 15 20

alarms. An example of the CUSUM function along with the reported true and
false alarms in different colors is illustrated in Fig. 3 for the same time series
example used in Fig. 2.

At this point we can estimate computational savings of the proposed app-
roach by reporting the ratio between the number of total reported changes for
h = 0.5 (551) and the total number of time windows constituting the train set.
For the non overlapping windows the computational savings are at least 61%
and up to 87% while for the overlapping windows case is up to 94%, which actu-
ally means that there are 94% fewer transmissions of sample batches between
the devices and similarly fewer classifications by the CNN on the smartwatch
device. Finally, we may examine the performance of the method for h = 0.5 on
the test set according to the false alarms and missed falls. The algorithm reports
334 detected changes for which 232 are false alarm, while there are no missed
falls, suggesting the coherent applicability of the method.

Having accomplished the task of minimizing computations with minimal cost
we proceed to the next step of our analysis. To this end, we employ a series of
classification methodologies to compare against the described CNN architecture
in an attempt to justify the use of deep learning for the classification task at
hand. These are Linear Discriminant Analysis (LDA), Support Vector Machines
(SVM), k-Nearest Neighbor (KNN) and Artificial Neural Networks (ANN). A
basic linear kernel have been chosen for SVM, the k parameter was set to 10
for KNN while 50 epochs and batch size equal to the number of samples have
been used to train the ANN. All methods are applied to the datasets described
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Table 3. Classification results with respect to Accuracy and Balanced Accuracy.

Dataset LDA SVM KNN ANN CNN

ACC/BACC ACC/BACC ACC/BACC ACC/BACC ACC/BACC

D1 0.8797/0.5366 0.8732/0.5000 0.9085/0.6987 0.9057/0.7253 0.9289/0.9233

D2 0.8982/0.6599 0.8926/0.6380 0.894/0.5824 0.9512/0.8687 0.9679/0.9535

D3 0.8818/0.5456 0.8732/0.5000 0.8978/0.6534 0.9008/0.6874 0.8899/0.8806

D4 0.8849/0.5866 0.8731/0.5000 0.9205/0.7197 0.9177/0.6970 0.9198/0.9236

in Sect. 3, where each w × 3 data sample is transformed into a w × 3 dimen-
sional vector. In contrast, the CNN takes as input samples in the original w × 3
matrix form. Its architecture consist of one convolutional layer with 5 feature
maps and one dimension kernel of size 5, one fully-connected layer with 10 neu-
rons and an output layer with two neurons and the softmax logistic regression
layer error function. All methods are practically applied to raw data instead of
using any kind of feature extraction which would impose further computational
requirements and would limit generalization.

For evaluation, along with the typical Accuracy score which will certainly lead
to an optimistic estimate when a classifier is tested on an imbalanced dataset, we
employ the Balanced Accuracy metric [5]. The results are reported at Table 3,
where it is evident that the CNN method significantly outperforms others con-
firming our hypothesis. In general, we observe that the largest window size 750 ms
(datasets D2 and D4) improves performance for all methods while for overlap-
ping window datasets (D3 and D4) there is a slight decrease, which could be an
effect of having additional windows characterized as fall in the dataset.

6 Concluding Remarks

Most of the classical approaches used for activity recognition and fall detection
rely on heuristics or hand-crafted feature extraction methods, which limit gen-
eralization. In addition, existing solutions on device applications are rare and
require extensive resource optimization In this work, we make an attempt to
tackle both of these challenges by proposing a method with wide generalization
by operation upon raw sensor accelerometer signal while preserving relatively
low resource demands. To achieve this we combine an efficient change detec-
tion algorithm along with Deep Learning that as shown in our experimental
analysis significantly enhance classification accuracy. The propose scheme pro-
vide details about the on-line implementation of this methodology employing a
smartwatch/smartband device and a smartphone. In our future work, we intend
to construct and examine real world datasets generated specifically for this con-
cept while providing further algorithmic developments.
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Abstract. Deep learning is a subset of machine learning that is powerful at
recognizing patterns and extensively used for image classification. However, it
typically requires a large amount of data and it is computationally expensive for
training an application from scratch. ImageNet database has millions of images
pertaining to different categories that are acquired by years of hard work. Get-
ting such a database for every application is tough and time consuming. Transfer
learning is an alternative to conventional training. Transfer learning results in
much faster and easier training of a network. This research set out to evaluate the
effect of transfer learning on the performance of a Deep Neural Network (DNN).
Pre-trained AlexNet was selected, modified and retrained for 3 image classifi-
cation applications (gears, connectors and coins) with a modest database. This
approach gave 99% classification accuracy using transfer learning. To test the
robustness of the network, unknown images were added to one of the classes
and the accuracy was reinforced using a probability threshold. This approach
succeeded in compensating for the effect of unknowns in the accuracy.

Keywords: Image classification � Machine learning � Transfer learning �
Deep neural networks � Classification accuracy � Handling unknown images

1 Introduction and Background

Pattern Recognition (PR) can be considered as a form of machine learning that deals
with the recognition of patterns and regularities in data [1]. In supervised pattern
recognition, a pattern is recognized to fit one of a number of pre-defined classes. This is
known as classification. In general, however, it is difficult to have a manageable
number of classes that can deal with every possible known image. This problem is
made even more difficult with the introduction of unknown images (whose class is not
known) to the system. A simple supervised system will classify the unknown images
into one of the known classes depending on the nearest similar class. There is no
mechanism to reject the unknown images by the system. In this work, this problem is
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addressed. Three distinct applications (gears, connectors and coins) are examined for
image classifications for test purposes.

ANN is most commonly applied as a supervised PR algorithm and is unable to deal
with unknown classes. Reference [2] achieved 92% accuracy in extracting numerical
information from partially degraded and aged Indian coins. They used a rotation
invariant character recognition process which employed a multichannel Gabor filter
together with a back-propagation ANN. Reference [3] studied the problem of coin
recognition with ANNs and concluded that accuracy of the system depended on
number of factors including: number of images per class, number of classes and
training-testing strategies.

Study of Deep Neural Networks (DNN) is a very active area of research. Several
research papers on deep learning are available for image classification [4–7]. DNN is a
multilayer neural network that uses a parallel computing approach to reduce processing
time. It is claimed that DNNs can approach the performance of the human brain [8].
Reference [9] demonstrated that discriminative DNN models can be easily fooled, that
is, they classify many unrecognizable images with near certainty as a member of a
recognizable class. To counter this criticism, Ref. [10] suggested that the likelihood of
negative images (or fooling images) appearing in a training dataset was of low prob-
ability, and thus was rarely or never observed in the testing dataset.

Transfer learning is a concept in machine learning where the model developed
previously for another application would be used for a new but similar application with
some modifications [11]. This is useful in DNN as the database tends to be very large.
More information on transfer learning can be found from [12]. An interesting study of
feature transferability was conducted by [13] concluding that initialization with
transferred features can improve generalization performance even after fine tuning on a
new problem. Our objective was to evaluate transfer learning as applied to AlexNet [4].
AlexNet works with millions of images and has over 1000 classes. It is considered to
be better than LeNet [14] in terms of accuracy and less complex than GoogleNet [15].
The images in AlexNet’s database were also considered to be similar to the images in
our own database.

2 Experimental Setup

The experimental setup was developed for the three applications: (1) small plastic
gears, (2) clear wire connectors and (3) metallic Indian coins. A total 4 classes were
prepared for training and a 5th class was added for testing (assuming the system had the
ability to deal with an unknown class).

Figure 1 shows the experimental setup and Fig. 2 gives sample images of the 5
classes for the 3 applications. The parts were fed to the conveyor using a plastic chute.
The conveyor in the system was from Dorner, Model 2200 with a flush mounting
package. The conveyor did not have sidewalls, a feature that provided for flexible
lighting and camera arrangements. The speed of the conveyor was adjustable from 0.5
to 50 m/min. This provided a way to test the system at different speeds and to check to
see whether system performance was sensitive to speed. A stretchable black fabric was
used to provide a black background for the image. To detect the presence of a part, a
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proximity sensor with a range of 4 mm was used. Once the part has been detected by
the sensor, it signaled the camera through an Arduino Uno R3 microcontroller to
acquire an image.

A smart camera from National Instruments, NI 1732 was used for image acquisi-
tion. The aim of using the camera was to use the system in real time. It had an inbuilt
processor which could run a program developed in Vision Builder software. For the
selected applications, the largest part was 44 mm square with smallest feature around
1 mm. Therefore, a resolution of 640 � 480 was found to be enough. A lens from
Kowa, LM6JC, was used with the camera with 6 mm of focal length.

Previous work suggested to use dark-field lighting [16] as it can minimize the effect
of shadows on the visible pattern of the parts in the image. Generally, white light
provides more color detail. However, the red light was selected as the color was not a
significant differentiator for the selected applications. Moreover, red light can be used
for most industrial applications [17] involving a digital camera. A diffused industrial
grade dark-field light from Advanced Illumination, AI 1660, was selected to illuminate
the parts. The diffuser was prepared from the wax paper to smooth the effect of the sharp

Fig. 1. Experimental setup for part recognition task (Color figure online)

Fig. 2. Sample images of five prepared classes for the three applications
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lighting. The light intensity depended on the voltage supplied with the range of 16–
24 V. The intensity with 19 V supply was found to be enough based on experiments.

A typical inspection speed is on the order of 100 to 300 parts/min [18]. In this
work, a speed of 100 parts/min (equivalent to 3 m/min as the conveyor speed) was
selected. In the setup, the light was mounted 35 mm above the surface of the part and
the working distance between the part and the camera was set to 100 mm. A camera
frame rate of 60 fps provided images without any visible blur. Rotational invariance
was one of the requirements for our system. For each image acquired from a distinct
part, twenty images were generated by digital rotation and by centering the part in the
region of interest. These generated images were referred as conditioned images. A total
of 2500 images per application were generated by conditioning. From the database,
2000 images were considered for the training of the 4 classes (500 images each) and
500 images were reserved for testing (100 images per class for 4 classes plus 100
images of unknown category). The images were organized in two folders: training and
testing. The database has been made available online, can be downloaded from the link
http://my.me.queensu.ca/People/Surgenor/Laboratory/Database.html. The database has
two folders (1) unconditioned (w/o rotations) and (2) conditioned (w/ rotations).

3 Methodology

3.1 DNN Background

DNN identifies discriminative features of an image directly from the training image
dataset (instead of being identified manually by the user). A feature is an important
property of an image that describes the specific structure of the image such as points,
edges or objects. DNN takes an automatic feature extraction approach. By eliminating
the step of manual feature extraction, DNN-based methods claim to be more accurate
than conventional classification methods. They are popular in the field of image
classification [19], speech recognition [20] and sentiment classification [21].

Depending on the number of layers and degree of complexity, different types of
DNN architectures are possible. The most common architectures are (1) LeNet,
(2) ALexNet and (3) GoogLeNet. LeNet is a DNNs approach originally developed to
recognize handwritten digits by using backpropagation in a feedforward net with many
hidden layers. In ILSVRC2012 (Large Scale Visual Recognition Challenge 2012) [22],
AlexNet [4] was proposed. It was the winner of the ILSVRC2012 classification task.
GoogLeNet is one of the newer DNN approaches and consists of 22 middle layers, with
improved utilization of the computing resources inside the network. Initially, a DNN
was built and trained from scratch using NVIDIA DIGITS. However, the accuracy
obtained was disappointing [23]. It was hypothesized that a transfer learning approach
would produce better results.

3.2 Transfer Learning

Building and training a DNN from scratch requires expertise and considerable time to
design the network. The network contains multiple layers and to determine the exact
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required number of layers and the exact order of layers, various combinations are
needed to be checked. Each designed network needs to be trained using the available
data. Moreover, to learn the mapping between input and output data, many images are
required if the network is being trained from scratch. To overcome these limitations, for
this research work, a concept of transfer learning was adopted.

Transfer learning is the process of taking a pre-trained DNN and fine-tuning it to
learn a new task. Using transfer learning is usually much faster and easier than training
a network from scratch because it can quickly transfer learned features to a new task
using a smaller number of training images. There are numerous ways to implement
transfer learning. For this research, a pre-trained model approach was selected. The
training images used for pre-trained networks were a subset of the ImageNet database
used in ImageNet Large-Scale Visual Recognition Challenge (ILSVRC). The popular
networks for transfer learning are AlexNet, LeNet, GoogleNet, VGG19, VGG16,
Squeezenet, resnet18, resnet50, resnet101 and inceptionresnetv2. These networks vary
in terms of depth, size, operations per prediction, parameters and input image size. The
networks with higher depth and more parameters require larger database and are
computationally expensive.

Considering the above factors, AlexNet was selected as a pre-trained network.
AlexNet is a convolutional neural network that is trained on more than a million images
from the ImageNet database. The network is 8 layers deep and can classify images into
1000 object categories, such as keyboard, mouse, pencil, and many animals. As a
result, the network has learned rich feature representations for a wide range of images.
The network has an image input size of 227 � 227. The images of the objects for the
selected 3 applications have similarity with the images used for AlexNet.

3.3 Transfer Learning with AlexNet

MATLAB’s Machine learning and Deep Learning Toolbox [24] was used for building
and training the DNN. The toolbox has a tool developed specifically for DNNs. The
tool, Deep Network Designer, provides intuitive GUI for building and training the
network. The following paragraphs explain the procedure of transfer learning as
applied to AlexNet.

Transfer learning was implemented by performing the following steps:

1. Select a pre-trained network and import it into the tool.
2. Replace the final layers with new layers adapted to the new data set. This includes,

a. Specifying the new number of classes based on the training images.
b. Setting learning rates to learn faster in new layers than in the transferred layers.

3. Export the network and develop the training and testing algorithm.

Select a Pre-trained Network and Import It into the Tool
The Deep Learning Toolbox provides a selection of pre-trained image classification
networks that have learned rich feature representations suitable for a wide range of
applications. Transfer learning works best when the similarity between the new images
and the original images used to train the network is high. AlexNet was selected because
it is one the fastest networks with a high accuracy. AlexNet has depth of 8 layers,
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245 MB size, 0.72 Billion operations per prediction, 61 Million parameters and input
image size of 227 � 227 pixels. These numbers are small compared other computa-
tionally expensive network. AlexNet was subsequently downloaded and imported to
the tool.

Replace the Final Layers with New Layers Adapted to the New Data Set
AlexNet comprises of 25 layers. There are 8 layers with learnable weights: 5 convo-
lutional layers, and 3 fully connected layers. Selecting a layer in the tool, its properties
can be seen in the property pane. The network classifies input images using the last
learnable layer and the final classification layer. To retrain a pre-trained network to
classify new images, these final layers were replaced with the new layers adapted to the
new data set. To use a pre-trained network for transfer learning, the number of classes
updated to match the new data set. The default AlexNet has 1000 output classes. The
number of output classes for the applications of this research work were 4. For
AlexNet, the last learnable layer is a fully connected layer. This layer was deleted and a
new fully connected layer with the output size of 4 was inserted to replace it. Similarly,
the final output classification layer also needed to be replaced to reflect the number of
output classes in the given database. The number of outputs adjusted to the correct size
during training. Both these layers are highlighted in Fig. 3. The network parameters of
the fully connected layer were adjusted to improve the learning procedure. Weight
learn rate factor and Bias learn rate factors were set to 10. Once modified, the network
was analyzed to assure that no errors and warnings were present.

Export the Network and Developing the Training and Testing Algorithm
The modified network was renamed and exported to the workspace. An algorithm was
written to feed training and test images to the network. Images in the database were
340 � 340 pixels. The images were resized to 227 � 227 for input to the network. The
training database for each application contained 2000 images in 4 classes. The images
were divided 90% for training (1800 images) and 10% for validation (200 images).
A separate database of 500 images was used for testing the prediction accuracy of the
network.

Fig. 3. Modifying AlexNet for transfer learning
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Before training, the network parameters were adjusted to improve the training
process. For transfer learning, Initial Learn Rate was set to a small value to slow down
learning in the transferred layers. Also, the learning rate factors for the fully connected
layer were increased to speed up learning in the new final layers. This combination of
learning rate settings resulted in fast learning only in the new layers and slower learning
in the other layers. The number of epochs was set to 6. An epoch is a full training cycle
on the entire training data set. For transfer learning, training for many epochs is not
required. The data were shuffled every epoch. The mini-batch size, that is the number
of images to use in each iteration was set to 10. The validation frequency was set to 3
and the training plot to monitor progress was turned on. The network was trained for
each application separately. The output for the training plot is shown in the Fig. 4. The
plot shows how the accuracy improved over the epochs and the loss reduced. It took
50 min to train the network with a single CPU with spec i7, 1.8 GHz, 16 GB RAM.

The network outputs final class with a probability associated with it. The developed
algorithm calculated the classification accuracy of the network with and without
considering the probability. For accuracy with the probability, a probability threshold
of 99% was used to filter the results. Having a high probability threshold resulted in a
few false negative results (i.e. rejected some of the correct classifications). However, it
resulted in correct output with a high confidence. To test the reliability of the network,
it was also tested with unknown class images. These were images that did not fit to any
of the trained classes and were not the part of training. The confusion matrix and
accuracy were determined for testing with unknown classes with and without con-
sidering the probabilities. The analysis of the results is given in the next section.

Fig. 4. AlexNet training using transfer learning
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4 Results and Discussion

Pre-trained AleNex was modified and trained using the transfer learning for all 3
applications (gears, connectors and coins). Due to a strong similarity between images
of the pre-trained AlexNet and the new database, the transfer learning resulted in a
faster learning (average training time 50 min) with a very high accuracy achieved with
the minimum iterations of 1080. As a result, the training and validation accuracy was
100% for the new database. The separate database of test images was used for addi-
tional testing. The test images contained 100 images of each class for 4 classes (i.e.
400 images) and additional 100 images of unknown objects. Hence, a total 500 images
were used for testing. The unknown object images were never seen during training and
didn’t fit any of the 4 training classes. The network was trained and tested for each
application separately. For simplicity, the intermediate results are presented only for the
connector application and the overall results are presented for all 3 applications.

For each test image, the network outputs a class and a probability associated with
the classification. The classification accuracy was calculated based on the number of
correct classifications by the network for the test database. The accuracy was deter-
mined under 4 distinct test conditions: (1) testing with known classes without con-
sidering the probabilities, (2) testing with added unknown class without considering the
probabilities; (3) testing with known classes and considering the probabilities and
(4) testing with added unknown class and considering the probabilities. The results
were presented as confusion matrices and the accuracies were reported. Since, the
network was originally trained with only 4 classes, for batch testing it could be tested
with only 4 classes. Thus, unknown class images were added to Class 4 for the test
conditions (2) and (4).

The confusion matrix for the classification accuracy for test condition (1) is given in
Table 1. Since, only 4 known classes were used for testing, the network resulted in the
perfect classification of 100%. For each test class, all 100 images were predicted as the
correct class using the network. To prove the robustness of the network, 100 images of
unknown objects were added to Class 4 for the test condition (2). The confusion matrix
is presented in Table 2. For this test condition, the output of the network was con-
sidered without its probability. It can be seen that out of 200 images of Class 4, all
images were predicted as Class 4 by the network. i.e. 100 images of the unknown class
were also predicted as Class 4 images. The resulting classification accuracy was 80%.

Table 1. Connector test results with known classes and without probabilities

Connectors w/o prob Known classes only Predicted class
Class 1 Class 2 Class 3 Class 4 Unknown

Actual class Class 1 100 0 0 0 0
Class 2 0 100 0 0 0
Class 3 0 0 100 0 0
Class 4 0 0 0 100 0
Unknown 0 0 0 0 0

Classification accuracy: 100%
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The confusion matrix for the classification accuracy for test condition (3) is given in
Table 3. For this condition, the classification results were reinforced by considering the
probability of each classification. For each test image, first the output class was pre-
dicted using the network. In the second stage, the probability associated with that
classification was determined. If the probability score was higher than 99%, then only
the output class was retained, otherwise the output was referred as an unknown class.
The high probability threshold might result in some false negatives. i.e. the correct
predicted class treated as the unknown class. For example, 5 images of Class 2; 2
images of Class 3; and 4 images of Class 4 were referred as unknown class due to their
low probability scores. The classification accuracy was 97.60% for this test condition.

For test condition (4), the unknown class images were added to Class 4 and the
results were strengthened by considering the probabilities. The confusion matrix is
provided as the Table 4. Using the probability, out of 100 images of unknown class, 27
were predicted as Class 4 and 73 were predicted as the unknown class. Comparing the
results with the condition (3) were all 100 unknown class images were misclassified as
Class 4, the test condition (4) resulted in only 27 misclassifications. As a result, the
accuracy improved from 80% to 93.20%.

For the overall classification accuracy, the results of all three applications are
presented in Fig. 5 (left). The accuracy results are presented without considering the
probabilities. The large drop in the accuracy can be seen between the results of testing
with known classes only and the added unknown class.

Table 2. Connector test results with an added unknown class and without probabilities

Connectors
w/o prob

Unknown
added to class 4

Predicted class
Class 1 Class 2 Class 3 Class 4 Unknown

Actual class Class 1 100 0 0 0 0
Class 2 0 100 0 0 0
Class 3 0 0 100 0 0
Class 4 0 0 0 100 0
Unknown 0 0 0 100 0

Classification accuracy: 80.00%

Table 3. Connector test results with known classes and with probabilities

Connectors w/ prob Known classes only Predicted class
Class 1 Class 2 Class 3 Class 4 Unknown

Actual class Class 1 100 0 0 0 0
Class 2 0 95 0 0 5
Class 3 0 0 98 0 2
Class 4 0 0 0 95 5
Unknown 0 0 0 0 0

Classification accuracy: 97.60%
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The results of the classification accuracy for all 3 applications with considering the
probabilities are given in Fig. 5 (right). For these results, the output of AlexNet was
corrected based on the probability of the classification and the probability threshold. As
a result, some false negatives were reported for testing with only known classes. On the
upside, the classification accuracy improved significantly for testing with the added
unknown class. The accuracy difference between testing with known class and added
unknown class reduced greatly compared to the results without considering the
probabilities.

5 Conclusions and Future Work

Deep neural networks (DNNs) are excellent tool for image classification. Building and
training a DNN from scratch requires time, copious amounts of data and is computa-
tionally expensive. Moreover, a DNN consists of many layers. The performance of the
network varies based on the number and order of these layers. Moreover, during
training, millions of internal parameters are required to be tuned. Transfer learning is an
alternative solution. Researchers in the field of machine learning have contributed to
the community by sharing their pre-trained networks. For a given application, a similar
pre-trained network can be accessed, modified and retrained with a new database.
Using transfer learning is usually much faster and easier than training a network from
scratch as learned features can be quickly transferred to a new task using a smaller
number of training images. In this research, AlexNet trained on ImageNet database was

Table 4. Connector test results with an added unknown class and with probabilities

Connectors
w/ prob

Unknown added
to class 4

Predicted class
Class 1 Class 2 Class 3 Class 4 Unknown

Actual class Class 1 100 0 0 0 0
Class 2 0 95 0 0 5
Class 3 0 0 98 0 2
Class 4 0 0 0 100 0
Unknown 0 0 0 27 73

Classification accuracy: 93.20%

Fig. 5. Classification accuracy without probability (left) and with probability (right)
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selected, modified and retrained. The training with 4 classes took only 50 min and
resulted in 100% validation accuracy. During testing, the network was tested with both
known classes only and an added unknown class. The accuracy of the network dropped
from 100% to 80% with the addition of an unknown class. However, reinforcing the
classification results using the probabilities and setting the higher probability threshold,
significantly improved the accuracy. The accuracy increased from 80% to 97%. The
cause of errors were some false negative results where the output class was considered
as unknown due to a low probability score. For the coin and gear applications, the
accuracy improved by 20% for testing with added unknown images. For the connector
application, the accuracy was improved by 17% for testing with unknown images.

In order to test the reliability and robustness of transfer learning, further tests should
be conducted with different types of parts. Future work includes testing with new
databases and more images in each database. There are more than a dozen pre-trained
networks available for transfer learning. Examining the effect of transfer learning
applied to these newest networks is the goal for future work. Each pre-trained network
has many tuning options. Guidelines need to be developed regarding the modification
and tuning of pre-trained networks using transfer learning. The effect of batch size,
learning rate and other parameters can be the subject of future work. To improve the
reliability and robustness of the network in handling unknown class images, the fusion
of ANN or fuzzy based network with DNN should be studied. Also, the effect of image
quality on the performance of the network will be examined. An image quality index
will be defined like the one provided in the literature, for example [25].
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Abstract. LEARNAE is a framework proposal for decentralized training of Deep
Neural Networks (DNN). The main priority of LEARNAE is to maintain a fully
distributed architecture, where no participant has any kind of coordinating role.
This solid peer-to-peer concept covers all aspects: Underlying network proto-
cols, data acquiring/distribution and model training. The result is a resilient
DNN training system with no single point of failure. LEARNAE focuses on use
cases where infrastructure heterogeneity and network unreliability result to an
always changing environment of commodity-hardware nodes. In order to
achieve this level of decentralization, new technologies had to be utilized. The
main pillars of this implementation are the ongoing projects of IPFS and IOTA.
IPFS is a platform for a purely decentralized filesystem, where each node
contributes local data storage. IOTA aims to be the networking infrastructure of
the upcoming IoT reality. On top of these, we propose a management algorithm
for training a DNN model collaboratively, by optimal exchange of data and
model weights, always using distribution-friendly gossip protocols.

Keywords: Decentralized neural network training �
Distributed asynchronous stochastic gradient decent � Model averaging �
Peer-to-Peer topologies � Distributed Ledger Technology � IPFS � IOTA

1 Introduction

During the past years, scientific community has made significant advances regarding
parallel DNN training. There are many aspects that can be dealt with in a decentralized
way. Each implementation may also have a different level of decentralization, based on
the intended use case. In most cases the proposed works rely on a centralized approach
like a parameter server [1, 2]. These approaches require high performance infrastruc-
ture, since all nodes have to communicate with the server and exchange models after
each optimization step. Decentralized attempts, such as [3], use local optimization and
asynchronous model merging reducing the communication demand, but the parameter
server is still a bandwidth bottleneck limiting scalability. Other distributed deep
learning systems [4, 5] are able to overcome this bottleneck, but for doing so they need
low-latency networking like InfiniBand, which results to very high setup cost and
narrows down use cases. Proposals like [6] focus on medium performance hardware
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but they still utilize synchronous frameworks like [7], which are not the optimal choice
for loosely connected peers.

In this paper we propose a framework that stretches decentralization and tolerance
to maximum. Based on purely distributed peer-to-peer technology, it has no need for
servers or any kind of strict synchronization. Its indented use case are environments
with commodity-hardware nodes and networking infrastructure with moderate latency
and connectivity. Our approach supports versatile data acquiring from different types of
sources, including lightweight IoT devices, and uses novel Distributed Ledger Tech-
nologies as the data diffusion mechanism.

The rest of the paper is structured as follows: Sect. 2 presents technological
background knowledge, whereas Sect. 3 presents the LEARNAE architecture. Section 4
presents experimental results to evaluate the whole approach and, finally, Sect. 5
concludes the paper and identifies future research challenges.

2 Technological Background

This section presents the related technological background that forms the basis for the
LEARNAE framework.

2.1 IPFS

IPFS is a distributed filesystem for peer-to-peer networks, where no node has special
privileges compared to others. It is comprised of previously established and successful
techs, plus a novel block exchange protocol. Its main goal is to achieve efficient storage
and availability of big data, with no need of a centralized authority, supporting features
like immutability, deduplication, versioning and content-based addressing [8].

IPFS may be seen as an intuitive combination of Git [9], the distributed source code
version control system, and BitSwap, a novel data replication incentivizing algorithm
inspired by BitTorrent [10], the decentralized block exchange protocol.

In IPFS every node is identified by a unique ID which is the cryptographic hash of a
public key. Although a node owner has the freedom to change this ID, it is not advised,
since by doing so they will lose all the benefits the node has gained by its participation
to the network. Unlike most filesystems, IPFS is not using an addressing method based
on the location the data are stored in, instead any file can be acquired by just using the
cryptographic hash of its contents. Files larger than a specific size are sliced to blocks
which are assigned with their corresponding hash. In order to route a request, each
IPFS node utilizes a Distributed Hash Table (DHT), a ledger (based on [11–13]) that
contains pairs of block/peer information. For a small block, DHT contains the actual
block data, while for a larger one it contains the IDs of peers that can serve the specific
block.

Regarding block exchange strategy, every IPFS node maintains a list of blocks it
needs and one of blocks it already has. A major difference compared to BitTorrent’s
method [14] is that those lists are not limited to a specific torrent or a group of such, but

LEARNAE: Distributed and Resilient Deep Neural Network Training 287



may include any block that has appeared to the network, no matter what file they are
part of. Since there will be cases where two peers will not need a block stored in each
other, or cases where a node needs nothing, some kind of credit has to be applied. Each
node is incentivized to increase its credit with its peers, because by doing so it also
increases the possibility others will help it acquire the blocks it will need in the future.
For a pair or peers this credit is in fact the balance of verified bytes exchanged between
the two.

Since the main concept of IPFS is decentralization, no data servers could be used to
store the files. All nodes participating to the network must provide some local storage
(similar to [15]). Every requested block is fetched from another peer and then saved to
the local storage. If a peer owner wishes to permanently retain a file locally, they can
“pin” it to avoid garbage collection. Considering all the above, IPFS should be able to
be used as resilient big dataset distribution method, ensuring load balancing between
the nodes and a configurable data replication, in order to anticipate node downtime on
loosely connected commodity hardware.

PubSub. IPFS supports a Publish-Subscribe scheme which allows instant messaging.
If a peer needs access to a specific “topic”, it subscribes to it and by doing so can listen
and broadcast data to that channel. As expected, PubSub has no need for centralized
authorities and all its messages propagate using gossip protocol. LEARNAE utilizes IPFS
PubSub feature to exchange training metadata among the peers.

2.2 IOTA

The IOTA network [16] aims to create a decentralized infrastructure to support all
forms of data exchange in the upcoming Internet of Things (IoT) era. Although it
supports a cryptocurrency token, automated micropayments between devices is just a
portion of its use cases. It is based on a structure known as Directed Acyclic Graph
(DAG), which in the IOTA community is referred to as the “Tangle” [17]. In general
IOTA attempts to achieve a consensus via permissionless procedures, using the Tangle
as a Distributed Ledger Technology (DLT) and a gossip protocol to propagate trans-
actions throughout the network. In order to attach a new transaction, a node has to
confirm two previous transactions, so each addition contributes to the overall stability
and performance of the network [18].

Masked Authenticated Messages. The IOTA feature-of-interest for this paper is
known as “Masked Authenticated Messages” (MAM). This feature allows lightweight
IoT devices to attach zero-valued transactions to the Tangle by just performing a small
amount of “Proof of Work” (PoW), which is solving a cryptographic puzzle. PoW is
necessary in order to avoid spamming from bad actors. Each of these transactions
includes a data portion, making MAM an IoT-oriented way to broadcast data streams,
which can support both encryption and authentication.

MAM messaging is based on a publish-subscribe logic. A data stream is con-
structed as a singly linked list, where each transaction points to the next one. If
someone knows the address (called “root”) of a specific transaction, they can read all of
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the following stream, but will have no access to previous data. Knowing the first root of
a MAM chain grants access to all the messages it contains.

A MAM stream may have one of three different accessibility modes: Public,
Restricted and Private. In Public mode, everyone can view the messages. In Restricted
mode, only those who know a “sidekey” can read the data. In private mode, only the
stream owner can access the data, since it requires knowing the seed that created the
MAM root sequence.

3 Implementation

3.1 Design Decisions

Parallelism Type. The first decision that has to be made is between model [19] and
data [20, 21] parallelism, although there are works that propose hybrid systems.
LEARNAE adopts data parallelism. According to this approach, each worker keeps the
entire model locally and processes it using a subset of the training data.

Propagation. After processing on workers, the produced models have to be combined.
The two major methods for doing so are weight and update averaging, each of them
having its own advantages and drawbacks. This proposal uses weight averaging, thus
after training the actual value (not just the update) of each model parameter is - under
specific conditions - averaged with the actual value of the correspondent parameter of a
selected worker’s model [22].

Coordination. The method for merging the above models can also have different
levels of decentralization, as seen in the following Table 1:

A parameter server has the task of receiving, combining and redistributing the
averaged data. The use of a server in most cases results in a training speed increase, but
it also creates a single point of failure and - in large scale networks - a bandwidth
bottleneck. This drawback can be reduced using more servers that cooperate with each
other. For cases where the presence of a server is not feasible or desired, some of the
participating peers are assigned special coordinating tasks, while also functioning as all
other training workers. At the edge of this spectrum are the implementations where no

Table 1. Different approaches regarding training coordination.

Level of decentralization Coordinator entity

None Parameter server
Low Cluster of parameter servers
Medium Some peers have elevated role
High None
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node has additional duties regarding coordination, creating a fully distributed envi-
ronment, which is the design followed by the current proposal.

Synchronicity. The training procedure may be synchronous or asynchronous. In
synchronous designs the coordinating entity ensures that all results are only combined
with others produced at the same training phase. In asynchronous designs there is no
such need and the results of a worker can be embedded into the global model under
more loose time-based rules. Each approach has pros and cons. Synchronous training
may converge faster, since it prevents merging of irrelevant data, but it may have locks
from slow peers that can delay the whole process. Asynchronous training achieves high
worker utilization, but suffers from high gradient staleness, meaning that by the time a
worker submits its results they are already out of date compared to the global model.
Many strategies have been proposed [23] to mitigate those downsides, resulting to a
large number of variants, especially for Asynchronous Stochastic Gradient Decent.
LEARNAE adopts an asynchronous design, although it contains features which, if used in
future implementations, may inject a configurable amount of synchronicity.

3.2 Architecture

LEARNAE is based on a versatile working scheme and can adapt to different environ-
ments. Regarding data, it supports use cases where all training data are poured into the
network during the initial phase, before any training. It also supports use cases where
data feeding is a continuous task and the training of the DNN model is an always-
progressing procedure. Thus, there is no limitation about the time training data may be
injected into the network, which is a critical feature when it comes to censor data
streaming from IoT devices.

For enhanced versatility there are 4 different types of node roles (Table 2). What
role a node has depends on whether it has access to training data and on its compu-
tational capability.

The first three roles in Table 2 require enough computational power to support
participation to the IPFS swarm. The fourth role is indented for IoT domain, since data
streaming through MAM messages may be broadcasted even by lightweight sensor
devices. Figure 1 demonstrates data flow between nodes of different roles.

Table 2. Supported node types and their features.

Node role Platform Model training Data feeding

Full IPFS + IOTA Yes Yes
Trainer IPFS + IOTA Yes No
Feeder (fat) IPFS No Yes
Feeder (thin) IOTA No Yes
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Fig. 1. Data flow between different node roles.

The ID of the used publish-subscribe channel (IPFS and/or IOTA) is the connecting
link between peers. Knowing this ID allows a peer to participate to the network by
listening and broadcasting messages. Figure 2 shows the workflow of a node’s “Lis-
tening thread”. There are 3 different types of messages:

Slice Hashlist. This message contains the hash of a file that a node made available on
IPFS. This file contains a list of hashes of training data slices that were also made
available on IPFS by the same peer.

Remote Model. This message contains the hash of a file that a node made available on
IPFS. This file contains the model of that peer in HD5 format. Other metadata of the
model are also included, like the achieved accuracy and the maturity of the model (the
number of the training cycles elapsed up to its creation).

Slice Use Stats. This message informs all participating peers that a specific data slice
has been used for training by a peer. This info allows the implementation of “overuse
threshold” feature, that is optionally setting a limit on how many times a data slice may
be used for training on different nodes.

A node may perform up to four main tasks, as described in Table 3:
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In order to maximize node utilization, Learnae uses a different execution thread for
each task. All of them can work simultaneously, with the exception of the pair
Training/Averaging, since those both need read-write access to local model. Figures 3
and 4 demonstrates the work cycle of a full node.

4 Evaluation

4.1 Current Scope

This first paper is a preliminary study on the viability of using modern DLTs as data
diffusion mechanism of an asynchronous Stochastic Gradient Decent algorithm. Since
this is the initial approach, the following scope limits are applied:

• The performance of IPFS under the described use case will be reviewed. All tests
will be run on a single machine, simulating different peers using virtualization. This

Fig. 2. Workflow of a node’s “Listening thread”.

Table 3. Node tasks

Task Description

Adding Add new data to IPFS
Pinning Make remote IPFS data available locally
Training Train local model
Averaging Average local and a remote model

292 S. Nikolaidis and I. Refanidis



paper focuses on proof-of-concept metrics and all tests will be short runs of one-
hour timespan. Although the training dataset contains approximately 10 million
instances, only a limited fraction of those were used.

• Full deployment on actual network of commodity hardware, comparison to tradi-
tional methods, extended time runs, quantity-based metrics and full training data
usage will be studied in a subsequent work.

4.2 Simulation

The simulation runs of this first approach were executed on a virtual network of 10
workstations. The network was implemented on a single commodity computer with

Fig. 3. Workflow of a node’s “Working thread” (1/2).
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Docker containers running the IPFS daemons. The coordinating application was
developed in C# and it contains both the distributed training management algorithm
and the logging mechanism. The dataset used was HEPMASS [24] (exotic particle
detection).

As seen in the following figures, simulation aims to study the effect of some key
characteristics like data slice size and overuse threshold, among other resilience-
oriented features like duplication level and overhead.

Simulation shows that increase in slice size has a positive impact on average
accuracy of the produced models (Fig. 5). Lower overuse threshold results to slightly
better accuracy, since it reduces repetitive training with same data (Fig. 6).

Fig. 4. Workflow of a node’s “Working thread” (2/2).
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As expected, total bytes sent are proportional to selected slice size (Fig. 7). The
same applies to average resilience (Fig. 8), which is defined as the number of nodes
owning a requested slice/model. Figure 9 demonstrates the percent of duplicate data
sent, that is an unavoidable overhead due to gossip-based protocol. This percentage,
although enormously high at the beginning, is quickly declining by time and minimized
for larger slice sizes.
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5 Conclusions and Future Work

This paper is a first approach on using Distributed Ledger Technology as the data
diffusion mechanism for decentralized DNN training, in order to achieve a fully dis-
tributed and peer-to-peer architecture. Thus, this study should be seen as a proof-of-
concept for the specific recipe. Although the used dataset contains approximately 10
million instances, only a small fraction of those (100,000) were used in this phase.

Many interesting questions remain to be addressed, especially those concerning
quantity-based metrics: What is the performance on real-life commodity hardware with
realistic network latencies and downtimes? How well can such an ecosystem scale?
What is the achieved accuracy when using more data? What is the maturity level of
new concepts like IOTA Tangle? What are the specifics of the performance/resilience
tradeoff? All these questions will be the subject of future work.

Acknowledgements. This research is funded by the University of Macedonia Research Com-
mittee as part of the “Principal Research 2019” funding program.
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Abstract. Switching of customers from one service provider to another service
provider is known as customer churn. With the surge of the technologies and
increased customer awareness, retaining customers has become vital for a
company’s growth. Several studies have been carried out to keep a check on the
customer churn of companies and analyze churn prediction but the accuracy rate
is not up to the mark. Recently with the extensive research in the field of
Artificial Intelligence it has become possible to dig to the core of the factor
responsible for customer churn. We present an effective solution to this chal-
lenging problem of customer churn prediction using the data set of telecom-
munication industry and Artificial Neural Networks to determine the factors
influencing the customer churn and optimize the solutions by experimenting
with different activation functions.

Keywords: Activation function � Artificial Neural Networks �
Churn prediction � Deep learning � Machine learning

1 Introduction

Customer switching from one service provider to other service provider particularly in
the subscription based services is called customer churn [5]. It is one of the most
influential factors for different service-based industries mainly in telecommunication
industries and several other companies which provides subscription-based services
such as online entertainment like Netflix, Amazon Prime etc. Customer churn analysis
is one of the major factors in the overall growth of a company. Leaving customer churn
unchecked can heavily degrade a company’s business as customers might start pre-
ferring services of other companies and leave the current one.

Recent studies state that expense of making new customer is more than retaining
the existing customer as retaining. Jahromi et al. [12] highlighted that the existing
customer often leads to major increase in sales and dropped marketing cost [5, 6]. Over
the years, several factors have been proposed to be the crucial factors in determining
the reason behind the customer churn and also to find out the probability of a customer
churn [5, 6]. Having seen the importance of this alarming issue for the service providers
for their existence in the competitive marketplace has led to the intense deep dive in
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development of the predictive tools and methods supporting vital task in modelling and
classification process [8, 9, 13].

In recent years there has been huge increase in the amount of data that is collected
and processed to extract meaningful and valuable information across wide areas of
business. The meaningful information that is obtained is then used by the companies
for customer relationship management (CRM) [1, 14]. Although there are many
techniques that have been successfully applied in predicting customer churn like using
SVM [1, 13, 15], induction [2], logistic regression, decision Trees [7], Naive Bayes and
neural networks [4] in the domain of airlines, banking and many more sectors, deep
learning approaches for the scenario still have lots to be explored. Older techniques [2,
10, 11] like logistic regression are less accurate as illustrated by Vafeiadis et al. [3] than
the newer evolved techniques like deep learning. Therefore, this study puts light on
findings and results of data accumulated from telecommunication [16] by using deep
learning techniques with Keras library.

In this paper a Multi-Layered Perceptron is modelled using Keras package in R
language to predict customer churn and the factors that dominates such situations. The
overall process is described in Fig. 1.

2 Dataset and Data Preprocessing

We provide a brief overview of the data set used in this paper for analysis and findings.
The data set used is from telecommunication industry, consisting of a set of 21 vari-
ables and 7043 observations. Data contents are service based information (Internet
services, Multiple lines, Phone services, Online backup, Online security, Device pro-
tection) customer account information (Customer ID, Paperless bill, Payment method,
Monthly charge, Total charge) and demographic information variables (Gender, part-
ners, dependents, senior citizen). For each record we also have its corresponding churn
as true or false.

Firstly, we split the dataset in the ratio of 4:1 where the former is used for training
and latter is for testing. Irrelevant and incorrect records are removed from the training
set by dropping the undesired variables (candidate ID is dropped in the following

Fig. 1. Steps involved in the analysis
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experiment of this paper) and we are finally left with 20 variables and 7034 obser-
vations. Then the data is pruned and transformed by one hot encoding.

3 Implementation with Results

Proceeding, we build an Artificial Neural Network consisting of a multi-layered per-
ceptron with 3 dense layers each having 16 with initializer function that is uniform and
RELU activation. For regularization, a dropout layer is used in the input layer, to
prevent overfitting. We set Adam as our optimizer and loss function as binary cross-
entropy and train the keras model for 35 and 150 on varying batch sizes. Initially a
training accuracy of 84.6% was obtained. Changing the units of neurons to 35, setting
kernel initializer to ‘uniform’ and activation function to sigmoid, we achieved 76.4%
validation and 85.5% training accuracy. The training results are depicted in Table 1 and
the learning curve is shown in Fig. 2.

Table 1. Results obtained in various iterations of the model

Batch
size

Hidden
units

Activation Epochs Validation
accuracy

Validation
loss

Train
accuracy

100 16 RELU 150 0.7879 0.4516 0.8332
60 16 RELU 150 0.7850 0.4768 0.8469
50 16 RELU 35 0.8027 0.4264 0.8179
50 35 Sigmoid 1500 0.7648 0.5421 0.8553
50 75 and 35

resp.
Sigmoid 1500 0.75 1.015 0.9314

Fig. 2. Learning curve and Loss curve over 1500 epochs
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In Fig. 2 we illustrate how the accuracy and loss is changing over different. Final
accuracy obtained on training data and validation is 85.53% and 76.5% respectively.

Changing the units of neurons in first hidden layer to 75 s hidden layer neurons to
35, setting kernel initializer to ‘uniform’ and activation function to sigmoid, dropout
rate to 0.1 and the optimizer as Adam optimizer we get 93.14% accuracy on training
data but validation data scores 75% accuracy.

4 Evaluation Measures

To evaluate the classifier performance for different schemes with appropriate parameter
the measures used are precision, recall, accuracy and F-measure and these are calcu-
lated from content of confusion matrix. True positive and false negative cases are
denoted as TP and FN and false positive and true negative cases are denoted by FP and
TN respectively.

• Precision = TP/TP + FP
• Recall = TP/TP + FN
• Accuracy = TP + TN/TP + FP + TN + FN

Since we are dealing with binary classification output is converted to vector as the
prediction of class generates class value that are usually in matrix of 0’s and 1’s.
Estimate is made of keras Table 2.

Creating the confusion matrix Table 3 from model results that indicates actual
versus predicted classes and the confusion table obtained is depicted in below table.

Table 2. Estimated values by our model

Truth Estimate Class probability
<fact> <fact> <dbl>

1 Yes Yes 0.631
2 Yes Yes 0.599
3 No No 0.00753
4 No No 0.00753
5 No No 0.00756
6 No No 0.0968
7 No No 0.0982
8 No Yes 0.620
9 No No 0.00753
10 No No 0.00756
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From the confusion matrix precision and recall value is calculated to achieve 0.869
and 0.826 respectively. Higher values indicate better performance by the model while
lower values indicate inaccuracy. We can conclude that our model performs well on par
with industry standards and requirements.

5 Feature Importance Visualisation

To highlight which features are important from the set of features we use a heat map
where more important features are highlighted with the darker shade.

Fig. 3. Feature importance heatmap

Table 3. Confusion table of model

Prediction Truth
No Yes

No 866 130
Yes 183 227
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The Heat Map in Fig. 3, demonstrates that the features such as Tech support and
Streaming movie has more weighted factors that are responsible for the customer
churn. The last step in churn analysis is to study churn correlation analysis result of all
the features.

In the above shown Fig. 4, it is clearly illustrated that positive contribution con-
tributes to churn and negative contribution prevents customer churn. In the above figure
the features in red increase the likelihood of churn in which the feature “tenure”
dominates the churn the most then it is affected by features like “internet service fibre
optics” and so on while the features such as “Contract”, “Total charge” that are in blue
decreases the likelihood of customer churn.

6 Conclusion

We have designed a multi-layer perceptron which can predict customer churn with a
high accuracy rate of over 80%. Simulations were performed using the state-of-the-art
method of classification for customer churn prediction on the publicly available dataset.
Initially evaluation was carried out using different batch size, epoch, number of neurons
in the particular layers, initializer, activation function and optimizers and at the end the
best possible result was found with good accuracy of prediction and the factor that were
responsible for churn are highlighted in the analysis clearly. The work presented in this
paper has put some light on the accuracy and performance using different techniques

Fig. 4. Churn correlation analysis result (Color figure online)
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ranging from changing epoch, batch size, number of neurons in the layers, different
activation function and optimizer. Our model can be used in business organisations to
decide an optimal balance between cost of targets and customer retention. In the future
work some additional techniques and parameters will be explored and also use more
detailed and larger data set from industry so that the statistical importance of the result
can be maximized and can serve useful to industries for significant growth in the
competitive market.
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Abstract. Intensive use of heating, ventilation and air conditioning
(HVAC) systems in buildings entails an analysis and monitoring of their
efficiency. Cooling systems are key facilities in large buildings, and par-
ticularly critical in hospitals, where chilled water production is needed as
an auxiliary resource for a large number of devices. A chiller plant is often
composed of several HVAC units running at the same time, being impos-
sible to assess the individual cooling production and efficiency, since a
sensor is seldom installed due to the high cost. We propose a virtual sen-
sor that provides an estimation of the cooling production, based on a
deep learning architecture that features a 2D CNN (Convolutional Neural
Network) to capture relevant features on two-way matrix arrangements
of chiller data involving thermodynamic variables and the refrigeration
circuits of the chiller unit. Our approach has been tested on an air-cooled
chiller in the chiller plant at a hospital, and compared to other state-of-
the-art methods using 10-fold cross-validation. Our results report the
lowest errors among the tested methods and include a comparison of
the true and estimated cooling production and efficiency for a period of
several days.
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1 Introduction

Energy consumption in large buildings, represents more than 20% of the global
energy consumption in developed countries. The proliferation of heating, venti-
lation and air conditioning (HVAC) systems is one of the main reasons behind
such a high consumption [16]. In central air conditioning systems, chillers are the
main energy consumers, consuming more than 40% of the total energy in com-
mercial and industrial buildings [17]. Thus, their efficiencies have a significant
effect on the overall energy performance of these buildings.

Several Energy Efficiency Indicators (EEI) can be used to determine the
chiller efficiency [1]. Most of the EEI require measuring the cooling power deliv-
ered to chilled water (the chiller output). However, manufacturers do not usually
include energy meters in their chiller designs due to high installation, mainte-
nance and recalibration costs [14]. A physical cooling meter can be replaced by
a virtual sensor [13].

Virtual sensors refer to software, usually including mathematical models that
allow measuring process variables or quantities using indirect measurements of
related variables, useful in cases where physical sensors are not available, expen-
sive, slow or imprecise. They are a low-cost and non-invasive choice to obtain
observations from a real system [15] and have been widely applied for flow
and efficiency metering in cooling plants [18,19]. Data based models for virtual
sensors using radial basis functions, multilayer perceptrons and other machine
learning methods, can provide accurate estimations for cooling power [3,11] pro-
vided input-output training data are available, which in cooling systems can be
acquired with portable energy meters.

Recent deep learning methods have been used for time ahead cooling pre-
diction [4,6]. However, those methods have been barely applied for estimating
the current output of a virtual sensor. Therefore, we suggest that deep learning
methods can achieve more accurate models for virtual sensors of cooling power.
We propose here a virtual sensor based on a deep learning approach for esti-
mating the cooling production and efficiency in chillers. The proposed model,
based on 2D Convolutional Neural Network (2D CNN) [12], is compared to other
state-of-the-art methods and tested on a real air-cooled chiller of the plant at
the Hospital of León achieving better results.

This paper is organized as follows: Sect. 2 states the problem. In Sect. 3, the
adopted methodology is exposed. Here, the proposed deep approach is explained
in detail. In Sect. 4, the experiment is presented and results are discussed. Finally,
conclusions and future work are drawn in Sect. 5.

2 Problem Statement

2.1 Chiller Efficiency

A chiller is an HVAC system in charge of providing cooling energy to building
facilities. Normally, a chiller is formed by a set of refrigeration circuits with
similar or even different capacity in order to achieve a better adaptation to
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variable cooling loads (see Fig. 1). Each individual circuit provides cooling power
according to central chiller control. The total cooling production of the chiller is
the sum of the cooling power from each circuit.
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Fig. 1. A chiller unit with several refrigeration circuits.

Measuring the total cooling production of a chiller is crucial to know the
chiller efficiency over time. Typically, chiller manufacturers use the COP (coeffi-
cient of performance) indicator as an efficiency ratio, providing theoretical values
for given surrounding conditions during the manufacturing process. However,
chiller efficiency varies over time and depends on external conditions, so it is
required to monitor this performance indicator. COP values can be easily com-
puted using the total cooling power and electric power (see Eq. 1).

COP =
CoolingPower[KW ]
ElectricPower[KW ]

=
KWcooling

KWelec
=

∑n
i=1 KWcoolingi∑n

i=1 KWeleci
(1)

Manufacturers incorporate electric power meters in the chillers since they use
the compressor current for controlling cooling capacity. However, they seldom
include cooling power meters, because it is not essential for capacity control and
increases the cost of the chiller. Moreover, cooling power meters are based on a
flow meter, whose measuring principle is usually invasive, thereby becoming a
new drawback for their installation. Furthermore, chiller units used to be placed
outside so, low temperatures could damage the flow meter. Therefore, virtual
sensor implementation becomes crucial in order to measure the cooling power
and to compute COP value in a chiller. The virtual sensor should be able to
estimate the cooling production and the COP value based on internal variables
of the refrigeration circuits.

Applying the energy conservation equation Q − W = ΔH to the theoretical
refrigeration cycle [10], we have Qevaporator = ΔH = HD − HA. So, cooling
production can be obtained using Eq. 2:

KWcooling = Qevaporatorε = (HD − HA) ε (2)



310 S. Alonso et al.

ε is the efficiency of the heat exchanger. It demonstrates that cooling production
depends mainly on enthalpies H in the evaporator input and output (see Fig. 1).
On the other hand, COP value of the theoretical refrigeration cycle can be
defined as follows (see Eq. 3):

COP =
Qevaporator

Wcompressor
=

HD − HA

HA − HB
(3)

It proves that chiller performance (COP) depends mainly on enthalpies H.
The enthalpy of an ideal gas provides information about internal energy vari-
ations and depends mainly on kinetic and vibration energies of molecules, i.e.,
on temperature and pressure. On the other hand, the enthalpy is a magnitude
which characterizes the state of a system in equilibrium, but it does not consider
how the system reaches that state. Thus, it can be stated that cooling produc-
tion and COP depend on enthalpies (given the type of refrigeration gas), i.e, gas
pressure and temperature in suction and discharge lines and compressor work.
Our hypothesis is that these variables can define the state of the system.

2.2 Air-Cooled Chiller at the Hospital of León

The chiller plant at the Hospital of León has been used in the experimental
setup. Basically, that plant consists of 5 air-cooled and 2 water-cooled chillers.
An air-cooled chiller is used for the experiments.

Fig. 2. The air-cooled chiller with 3 refrigeration circuits.
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Table 1. Main internal variables for each refrigeration circuit of the chiller.

Symbol Name Unit

Te Evaporating temperature ◦C

Pe Evaporating pressure KPa

Tc Condensing temperature ◦C

Pc Condensing pressure KPa

KWelec Compressor electric power KW

KWcooling Cooling power KW

The air-cooled chiller (model Petra APSa 400-3) has a maximum cooling
capacity of 400 tons (approximately 1407 kW) and includes 3 refrigeration cir-
cuits (see Fig. 2). Each one is composed of a screw compressor, an electronic
expansion valve (EEV) and a condenser in V form. A common evaporator is
used for the 3 circuits. The compressor, driven by a three-phase induction motor
(400 V; 109 kW), has a maximum displacement of 791 m3/h of R134a refrigera-
tion gas. Its capacity can be regulated between 50–100% of maximum value by
means of two auxiliary load and unload valves. The condensers have 16 fans of
1.5 kW, driven by variable speed drives. Note that the condensing control signal
is common to the 3 circuits.

The control board regulates the operation of 3 refrigeration circuits. It com-
municates with a BMS (Building Management System) which collects and stores
data from main internal variables (listed in Table 1) using Modbus protocol.

It should be remarked that it is impossible to measure the individual cooling
production of each refrigeration circuit, since the evaporator is common to all the
circuits and only the total cooling production is accessible for measuring. More-
over, the condensing control signal is common for the 3 refrigeration circuits,
so overpressures in one circuit can affect to the other two circuits (assuming all
of them are running). Thus, some interactions among the refrigeration circuits
are expected in this chiller. On the other hand, dependencies among variables
are expected since the refrigeration cycle is closed, i.e, suction and compressor
variables will determine the evolution of discharge variables.

3 Methodology

Based on the considerations exposed in Sect. 2, the proposed approach should
take into account the following aspects in order to address the regression
problem:

– A chiller unit can comprise several refrigeration circuits, which provide cooling
energy.

– Cooling energy and efficiency depend on the state of the refrigeration circuits,
which is defined by internal variables (pressures, temperatures and compressor
work).
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– Interactions among refrigeration circuits could appear, depending on the
chiller manufacturing structure.

– Dependencies among variables are expected since the refrigeration cycle is
closed.

The cooling production of a refrigeration circuit can be defined as a function
f of its main internal variables (see Eq. 4).

KWcoolingi = f (Tei, P ei, T ci, P ci,KWeleci) ∀i ∈ {1, . . . , n} (4)

According to this, a virtual sensor for the overall chiller production (KWcooling)
can be designed using the next regressor

Te1, P e1, T c1, P c1,KWelec1, T e2, P e2, T c2, P c2,KWelec2, . . .

. . . , . . . , . . . , . . . , . . . , . . . , . . . , . . . , T en, P en, T cn, P cn,KWelecn (5)

and obtaining a model function f that relates it to KWcooling. To model
f , we propose treating the instances of regressor (5) as images of size (cir-
cuits × variables), which define the state of the chiller. Then, we propose to use
a 2D convolutional layer to allow us to extract relationships among refrigeration
circuits and variables. As proved in Sect. 2, the chiller state can be characterized
by internal variables of each refrigeration circuit. Let us suppose several “pho-
tos” of the chiller are taken over time. These images contain information about
different chiller states that can be used as input data. This suggests the use of
an image processing method which allows to detect patterns in 2D images. Our
approach is based on a 2D Convolutional Neural Network (2D CNN) which takes
advantage of coherence among refrigeration circuits and variables of the chiller.

The adopted methodology is depicted in Fig. 3. First, real data are collected
from chiller. Data from internal variables (see Table 1) and from cooling power
are required. These data are merged and preprocessed. Next, the deep approach
is trained and validated in order to choose the best model function f for the
virtual sensor and to delimit its error range. Finally, the model is deployed as
a virtual sensor, enabling monitoring and providing the estimation of cooling
power and COP computation. Note that COP is computed from the estimated
cooling power and the measured electric power.

3.1 Deep Learning Model Architecture

Our approach is based on 2D Convolutional Neural Network (2D CNN). It con-
sists of several layers: an input layer whose dimension is (circuits × variables), a
2D CNN layer to detect relationships among circuits and variables, a fully con-
nected layer and an output layer with dimension 1. The choice of the filter kernel
is crucial since it should consider all possible pair-wise combinations among cir-
cuits and also among variables, so it should be (2, 2). If the number of circuits is
too high, data augmentation can be required to obtain new images by shuffling
circuits. Note that, the number of pair-wise relationships among circuits is given
by c2−c

2 , assuming a filter kernel of (2, 2).
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Fig. 3. Methodology based on a deep learning approach.

A downsampling layer is not required since the size of the images is expected
to be small. A nonlinear activation function is used for all units. Then, a fully
connected layer is applied with resulting units. Finally, an output layer with
dimension 1 provides cooling estimation as a virtual sensor measurement.

The proposed deep approach is compared with other linear and non-linear
methods used widely in the literature: (a) two linear methods, including Mul-
tiple Linear Regression (MLR) [8] and Random Sample Consensus (RANSAC),
based on selecting uniformly at random a subset of data samples to estimate
model parameters [5]; and (b) several nonlinear methods, including a kernel
method Support Vector Regression (SVR) [2], a shallow Multilayer Perceptron
(Shallow MLP), with just one hidden layer [9] and trained using backpropagation
algorithm, a deep Multilayer Perceptron (Deep MLP) with many hidden layers
using a special initialization strategy to avoid the vanishing/exploding gradient
problem [7].
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4 Results

4.1 Collecting Data

Data have been collected from two sources. First, we have gathered data from
BMS (Building Management System) logs (plant manager subsystem). BMS
stores these data when changing in order to optimize storage capacity. The
second data source is an ultrasonic portable meter (Fluxus F601 by Flexim).
It supplies the lack of cooling power meter in the chiller. Cooling power is
acquired and stored each minute from flow and leaving and return chilled water
temperatures.

Both data sources (CSV format) were preprocessed. For that, data from BMS
logs were resampled with 1 min and then synchronized and merged with data
from ultrasonic portable meter.

4.2 Experiments

An experiment has been performed to test our approach. Data from air-cooled
chiller no. 5 were selected from 2 months (2018 December and 2019 January),
with a sampling time of 1 min, so the number of samples was 38169. Note
that, that chiller was not running consecutive time since its operation was
alternated with other chillers in the plant. Five regressor variables are used,
Te, Pe, Tc, Pc,KWelec (see Table 1) for each of the 3 refrigeration circuits, result-
ing in 15 regressor variables. The estimated variable was the cooling power
KWcooling. Total data were split into 2 datasets: The training and test
model dataset (70% of total data) is used to train and test all models. The
proposed approach, 2D CNN, and the remaining linear and non-linear models
are trained using this dataset. A 10-fold cross validation has been applied to
test models and select the best one. The virtual sensing test dataset (30% of
total data) is used to test virtual sensor estimation of cooling power and COP.
In this case, we suppose that the F601 portable meter is disconnected and the
virtual sensor based on the proposed 2D CNN model is used to measure cooling
production and efficiency.

The hyperparameters for each model were tuned after several preliminary
experiments, choosing the best ones in each scenario.

The proposed 2D CNN model consists of a 4 layers, an input layer (3, 5,
1), a 2D CNN layer (2, 4, 32), a flatten layer (256) and a dense output layer
(1). A dropout regularization (0.001) was applied to avoid overfitting. Activation
relu function was selected. The number of filters was 32 with a filter kernel of
(2, 2) in order to detect pair-wise patterns among circuits and variables. The
padding was defined as valid, achieving feature maps with a lower dimension.
No downsampling is required due to small size of input images.

The SVR model uses a radial basics function as kernel with 0.01 gamma
coefficient. The penalty parameter C of the error was established in 0.001 and the
epsilon-tube within which no penalty is associated in the training loss function
was 0.01.
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The Shallow MLP model consists of 3 layers, a input layer with a dimension
of 15, a hidden layer (64 units) and an output layer (1 unit). It is trained with
backpropagation algorithm.

The Deep MLP model consists of 12 layers, a input layer with a dimension
of 15, 10 hidden identical layers (64 units) and an output layer (1 unit). The
dropout regularization was 0.001 to avoid overfitting and relu was selected as
activation function (also for Shallow MLP). For all methods, the training epochs
were 1000.

4.3 Model Validation

A 10-fold cross validation has been carried out to test and validate our app-
roach. Using training and test dataset (70% of total samples), 2D CNN and the
remaining methods have been trained and tested. MAE (Mean Absolute Error),
MAPE (Mean Absolute Percentage Error) errors have been selected as evalua-
tion metrics since that values are easily understood by any engineer. Average
errors and standard deviations of each 10-fold iteration have been computed.
Two additional evaluation metrics are also included in order to compare the
performance of our approach (and that of the other methods) against the linear
(MLR) approximation, which provides a closed-form and fast solution and so, it
is taken as a baseline reference:

MAER = 1 − MAE(methodm)

MAE(MLR)
; MAPER = 1 − MAPE(methodm)

MAPE(MLR)

They allow us to check how much the scores of a certain method improve
(+ errors) or worsen (− errors) with respect to MLR scores (reference method).

According to train errors (see Table 2), Deep MLP is the best method,
improving around 67% a MLR and nearly 13% the second one (Shallow MLP).
Our approach is the third method providing also very low errors (MAPE is 1.85%
and MAE is 8.96 KW).

According to test errors (see Table 2) and focusing on MAPE errors, our app-
roach is the best method, improving around 29% a MLR and nearly 13% the
second one (SVR). The difference with the following methods (Deep MLP and

Table 2. Training and test errors.

Method Training dataset Test dataset

MAE

(mean± std)

MAER MAPE

(mean± std)

MAPER MAE

(mean± std)

MAER MAPE

(mean± std)

MAPER

MLR 16.64± 0.65 0 3.55± 0.15 0 19.80± 5.94 0 4.27± 1.62 0

RANSAC 18.25± 2.70 −0.10 4.31± 0.89 −0.21 20.43± 5.80 −0.03 4.76± 1.75 −0.11

SVR 10.23± 0.34 0.38 2.14± 0.09 0.40 15.82± 6.89 0.20 3.58± 1.88 0.16

Shallow MLP 7.94± 0.31 0.52 1.65± 0.08 0.54 15.95± 6.58 0.19 3.79± 2.19 0.11

Deep MLP 5.53 ± 0.40 0.68 1.13 ± 0.09 0.67 16.66± 6.85 0.16 3.64± 1.58 0.15

2D CNN 8.96± 0.46 0.46 1.85± 0.09 0.48 13.24 ± 3.71 0.33 3.04 ± 1.23 0.29
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Shallow MLP) is 14% and 18%, respectively. Checking MAE errors, our app-
roach is also the winner. It can be stated we could estimate cooling production
and efficiency either with a relative error of 3.04% or with an absolute error
of 13.24 KW (see Fig. 4). Considering the standard deviation (±1.23), relative
errors can range between 1.81% and 4.27% (in the best and the worst scenario).
Therefore, we can conclude that 2D CNN is the best method to build the virtual
sensor.

Fig. 4. Cooling production estimation using the proposed deep approach (2D CNN)
for training, test and virtual sensing datasets.

4.4 Virtual Sensor Test and COP Computation

Once the 2D CNN model was validated, we performed a new test using virtual
sensing dataset (30% of the total data). Now, we suppose the portable F601
meter is disconnected from the chiller and we try to verify the virtual sensor
measurement, estimating the cooling production and efficiency. In this case, we
have chosen MAPE error to test estimations.

The results can be observed in Fig. 5. The virtual sensor provides measure-
ments of cooling power with an error of 3.41% and with an absolute error of
16.43 KW. It is very accurate, except when starting or stopping a compressor.

The final aim of virtual sensor is to monitor chiller efficiency. For that, COP
value is computed using estimated cooling power and measured electric power
(sum of 3 electric compressor powers) for all virtual sensing dataset. The result
can be seen in Fig. 6. The chiller efficiency can be estimated with a relative error
of 3.41% and with an absolute error of 0.16. Note that the maximum errors occur
when a compressor starts or stops.
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Fig. 5. Cooling production estimation using the proposed deep approach (2D CNN)
for virtual sensing dataset.

Fig. 6. Computed COP values using cooling production estimation.

5 Conclusions

In this paper, we have proposed a virtual sensor for cooling power estimation
based on available internal chiller variables (temperatures, pressures and com-
pressor power) and using a deep convolutional neural network (2D CNN). The
proposed architecture uses a convolutional layer that takes advantage of coher-
ence between the three refrigeration circuits of the chiller, and was systematically
compared to a set of state-of-the-art methods, using several performance metrics
with a 10-fold validation methodology, where our proposed method achieved the
best results.

On the application side, the developed virtual sensor is very valuable for
several reasons. First, the estimations of the virtual sensor can replace the current
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measurements from the expensive portable measuring system used for training,
that can be only available provisionally. This methodology can be extensible
(“copy-pasted”) to any chiller, specially to the 5 identical chillers in this plant,
resulting in a highly cost-effective way to track and monitor the overall cooling
power of the plant. Second, the availability of electric power consumption and an
accurate enough estimation of cooling power allows to have also an estimation of
the chiller efficiency, highly valuable for energy optimization of the overall plant.
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Abstract. In industrial manufacturing processes, quality control tests
are performed in order to measure product characteristics which help
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tests during which a signal is recorded for each product. We propose
the usage of data-driven methods for a potential reduction of the test
duration, without inducing loss in the quality classification performance.
While in industrial practice most features extracted from the signals are
still often hand crafted by domain experts and used as input to shallow
classifiers, more advanced classification methods such as Convolutional
Neural Networks (CNNs) are able to combine the feature extraction,
selection and classification into a single process.

In this paper we first use CNNs to determine whether an excerpt
of the recorded signal exists which, starting at time 0, contains already
enough information so as to match the classification performance reached
with the usage of the complete signal. Second, we apply the Canonical
Correlation Analysis (CCA) framework to investigate how the features
extracted and selected from multiple, successively increasing excerpts
relate to the features the quality test was originally designed to measure.
Third, we analyze the presence of noise among the classification-relevant
features extracted from the increasing excerpts. The suitability of the
proposed framework is validated using a real-world dataset from the
automotive industry, showing that the test time of the corresponding
vibroacoustical quality test can be reduced by 77.78%, thus ensuring a
high practical relevance of the findings.
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1 Introduction

The industrial manufacturing paradigm shift known as Industry 4.0 and the asso-
ciated modernization in terms of intelligent asset monitoring and data and sensor
fusion are significantly increasing quality control capabilities [1]. As a result, the
prediction of abnormal behaviour in products or manufacturing machines, a cen-
tral pillar of quality control, is profiting from a previously unknown amount of
available data. Combined with vast computational resources, this data enables
the usage of intelligent, data-driven methods such as machine learning for diverse
descriptive, predictive or prescriptive tasks [2,3]. The modernization induced by
the implementation of Industry 4.0 standards has also affected product perfor-
mance tests, which are conducted in order to measure product characteristics
that facilitate quality control.

In a contribution closely related to our work, Fuzzy-Bayesian networks were
used to predict the performance of refrigeration compressors [4]. Due to their
superior predictive power, the information needed for the performance predic-
tion could be inferred from a short excerpt of the original measurement, thus
reducing the necessary test time. Although the used approach is applicable in
a broader context than the one resulting from the experimental dataset con-
sidered by the authors, Bayesian networks feature a series of disadvantages: on
the one hand, learning their structure from data is known to be NP-hard under
specific conditions [5], which for large datasets may be computationally pro-
hibitive. On the other hand, the specification of a prior can be challenging in
domains which are still heavily relying on expert knowledge, such as engineer-
ing. Sequential probability ratio tests [6,7] represent another technique which
can be employed for time reduction in quality tests. Starting with a null and an
alternative hypothesis, after each additional observation the decision must be
made whether to accept one of them and thus stop the test, or to proceed with
further monitoring. In its original form, this technique only offers a stopping
rule from which a new necessary, potentially shorter, test time can be derived,
without further investigating the behaviour of the information and noise parts
in the features extracted and selected from the quality test signals.

In this paper, we propose the combination of Convolutional Neural Networks
(CNNs) and the Canonical Correlation Analysis (CCA) technique [8] as an alter-
native for the potential reduction of the time required for quality tests. The CCA
framework has been used in a wide spectrum of scenarios, such as unsupervised
learning with multiple available views [9], feature learning from a view when a
second view is available during training, but not at test time [10,11] or multi-
view regression [12]. Other recent contributions [13,14] have also applied CCA
in order to increase the interpretability of the representations learned by the
hidden layers of neural networks. In [14], the authors use the CCA framework to
compute new, maximally correlated representations between the encondings of a
hidden layer at a specific time during the training process and the encodings of
the same layer at the final training timestep. Comparing the sorted CCA coeffi-
cients for different timesteps of the training, they observe that by the timestep
the neural network has already reached the final performance, a significant num-
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ber of CCA coefficients have not yet converged, concluding that they must belong
to noise. In our work, after using a CNN to identify the earliest possible stopping
time for the quality test, we apply the same approach as the authors in [14] to
investigate the presence of noise in the features extracted from excerpts of the
quality test recording.

The main contributions of this paper help tackle multiple engineering chal-
lenges and can be summarized as follows:

(a) Combination of a CNN and the CCA framework for a potential reduction
of the time needed for industrial manufacturing quality tests.

(b) Application of the technique proposed in [14] to investigate the relationship
between classification-relevant features learned via a CNN from an excerpt of
the quality test recording and the features resulting from the full recording.

(c) Practical contribution by means of a test time reduction of 77.78% for the
vibroacoustical quality test represented by a real-world engineering dataset.

The remainder of this paper is organized as follows: Sect. 2 formalizes the
problem, with the methodology proposed for its solution introduced in Sect. 3.
In Sect. 4 we describe the engineering dataset used for the confirmation of the
suitability of our approach, together with the architecture of the employed CNN
and the performed computational experiments. In Sect. 5 we present the results
and discuss their interpretability. Finally, Sect. 6 concludes the work presenting
potential further research directions.

2 Problem Description

Let D denote a dataset consisting of a total of l sensor recordings of common
integer length T and corresponding binary labels y representing the quality of
the tested products. The goal is twofold: first, we analyze whether an excerpt
of the full recording exists which, starting at time 0, contains already enough
information in order to reach the same classification performance as with the
usage of the full recording. Second, we relate the classification-relevant features
from the increasing excerpts and the features from the full recording, which
the test was originally designed to measure. At the same time, we make two
important assumptions: on the one hand, we assume that the dataset D contains
a sufficient number of samples from all known quality issues. On the other hand,
we require the suitability of the hand crafted features defined by domain experts
for the full recordings. For cases where this assumption can not be guaranteed, we
propose the usage of a CNN for the feature extraction and selection in Sect. 3.2.

3 Methodology

The CCA framework can be employed for the identification of mutual informa-
tion in two observation matrices originating from an underlying process by infer-
ring information from the cross-covariance matrices. In the scenario described
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in Sect. 2, the underlying process consists of the recording of measurements by
a specific sensor in the context of an industrial quality test.

If domain experts would predefine features for each excerpt length and asso-
ciate them with the same physical quantities, a direct comparison of single fea-
tures between excerpts would be possible. However, when employing more com-
plex methods for quality assessment purposes such as CNNs, the difficulty of
comparing and interpreting the encodings of their hidden layers is significantly
higher, hence the importance of the CCA similarity measure. In this way, even
if the nature of the features learned from the excerpts may not possess a direct
physical meaning, they can be known to have a high representational similar-
ity in terms of CCA correlation with the physical features the quality test was
designed to measure.

3.1 Canonical Correlation Analysis

Following [15], the mathematical formulation of the CCA assumes two random
vectors, (P1, P2) ∈ R

a1 ×R
a2 . Denoting by (ΣP1,P1 , ΣP2,P2) their covariances and

by ΣP1,P2 their cross-covariance, the CCA identifies pairs of maximally correlated
linear projections of the two random vectors, using two sets of weights (w1, w2).
The optimal values of both weight sets maximize the correlation coefficient ρ
between (w

′
1P1, w

′
2P2):

(w∗
1 , w

∗
2) = arg max

w1,w2

w
′
1ΣP1,P2w2√

w
′
1ΣP1,P1w1w

′
2ΣP2,P2w2

.

Further requiring the linear projections to feature unit variance, we obtain:

(w∗
1 , w

∗
2) = arg max

w
′
1ΣP1,P1w1=w

′
2ΣP2,P2w2=1

w
′
1ΣP1,P2w2.

If the optimization problem is extended to the identification of k ≤ min(a1, a2)
projections, subsequent projections are required to be uncorrelated with the
previous ones. By constructing two matrices Zj ∈ R

aj×k whose columns, for j ∈
{1, 2}, represent the first k weight vectors wi

j , the problem can be formalized as:

maximize Tr(Z
′
1ΣP1,P2Z2)

subject to Z
′
1ΣP1,P1Z1 = Z

′
2ΣP2,P2Z2 = I.

One of the multiple representations of the solution was offered in [16], who by
defining:

T := Σ
− 1

2
P1,P1

ΣP1,P2Σ
− 1

2
P2,P2

, (1)

identify the optimal objective value as the sum of the top k singular values of T ,
encountered at (Z∗

1 , Z∗
2 ) = (Σ− 1

2
P1,P1

Uk, Σ
− 1

2
P2,P2

Vk), where Uk, Vk are the matrices
of the first k left-, respectively right- singular vectors of T .
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3.2 Test Time Reduction

In our approach, we use the CCA framework in order to gain insights about
the representational similarity of the features deemed suitable for quality clas-
sification purposes resulting from an analysis of the full quality test record-
ing, on the one hand, and from an excerpt of the full recording, starting at
time 0, on the other hand. To this effect, we introduce a set of ordered indexes
T = {τ1, τ2, . . . , τn−1, τn = T} which split the time axis of the recording into n
equidistant intervals. We further denote each excerpt of the recording starting
at time 0 and ending at time τi ∈ T as ψi, whereas the set of excerpts increasing
in length shall be denoted by Ψ = {ψ1, . . . , ψn−1, ψn}. From this definition, it
quickly results that ψn denotes the full recording.

In a first step, for each excerpt ψi ∈ Ψ we compute a set of features which
help explain the quality labels y of the full recording ψn. Depending on the
nature of the engineering scenario for which the quality test was designed,
diverse feature extraction and selection mechanisms may be known to domain
experts, especially for ψn. In their absence, we propose the usage of a CNN as
a tool capable of integrating feature extraction, selection and classification and
reaching impressive results in terms of signal classification performance [17–19].
For each ψi ∈ Ψ , we denote the corresponding feature set by φi and introduce
Φ = {φ1, . . . , φn−1, φn}. In Sect. 4.3 we describe the feature extraction and selec-
tion scheme employed for the experimental dataset.

In a second step, we perform the CCA between each of the distinct feature
sets φi, where i ∈ [1, n − 1], and φn, computing multiple CCA components. In a
similar manner to [14], we then analyze the convergence of the CCA coefficients
as the excerpt length increases. We proceed to identify an index ι ≤ n (the new
length of the quality test) for which the classification performance, under usage
of the features φι, already matches the classification performance attainable by
using the features φn.

Observing how many of the CCA coefficients have already converged to their
final values by ι allows a deeper understanding of the encoding φι. Analogous to
[14], we take an interest in whether the early-stabilizing CCA components remain
stable for increasing excerpt length and in the development of the unstable parts
of the φi encodings, which may represent noise. To this effect, we use the CCA
to maximize the correlation between the φi features for a low i ∈ T index and
for one slightly after n

2 , computing a total of ξ CCA components. We group the
first η components featuring the highest correlation coefficients in a vector C
and the η last components with the lowest correlation coefficients in a vector Q.
Finally, we again compute η CCA coefficients between the distinct φi ∈ Φ and
C and Q, respectively. Following [14], for two feature sets φq, φg ∈ Φ we then
define a distance measure based on the average correlation coefficient:

d(φq, φg) := 1 − 1
η

η∑

i=1

ρi(φq, φg), (2)

where ρi denotes the correlation coefficient corresponding to the i-th CCA com-
ponent between φq and φg. The development of the distance values between
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the distinct φi ∈ Φ encodings and the vectors C and Q offers a very intuitive
visualization of the behaviour of the stable and unstable parts of the feature
encodings. From an engineering viewpoint, it is important to know that the fea-
tures selected for classification from each excerpt contain a common part, which
can be expected to generalize well to previously unseen data samples.

4 Computational Experiments

4.1 Experimental Dataset

The experimental dataset employed in this work originates from the daily opera-
tions of ThyssenKrupp Presta AG, a supplier of steering gears. Undesired vibra-
tions in a steering gear and the resulting noise can often be traced back to one
of its subcomponents, the ball nut assembly (BNA). Due to this reason, the pro-
duced BNA are subject to a vibroacoustical test which consists of steering the
product first left, then right, at two different mean rotational speeds: 300 ◦/s and
500 ◦/s. During each test, the rotational velocity is linearly increased from an
initial 97.5% of the mean speed to a final value of 102.5%. Two accelerometers,
positioned perpendicularly on the product, record the vibrations emanating from
the steering movement with a sampling rate of 25.6 kHz. For the quality assess-
ment, the BNA vibrational signals are transformed to obtain their encoding as
order spectra, a frequency domain representation.

Acoustic domain experts then define a set of non-overlapping zones for the
spectra, each consisting of a left and right border and an upper threshold.
Between the zone borders, the order spectra may not violate the upper thresh-
olds; if the threshold of any zone is violated, the corresponding BNA fails the
quality test. The BNA which receive a positive quality assessment are assigned a
label of 0, while the faulty ones are labeled as 1. The dataset consists of a total of
8424 BNA and is split into a training set consisting of 5616 BNA (172 of which
failed the quality test) and a test set featuring 2808 BNA (86 faulty BNA). In
our setting, the significance of the production order of the BNA hinders a cross-
validation approach: the feature extraction and selection mechanisms shall also
account for possible trends or changes over time in the BNA production. We
thus construct the validation dataset with a stratified selection of the last 20%
of the samples belonging to the training set.

4.2 Data Preprocessing

Due to the vibroacoustic nature of the data, in a first preprocessing step we
compute for each signal excerpt ψi ∈ Ψ the Short Time Fourier Transform
(STFT) using a FFT window size of 2048, a Hanning window of length 2048
and a hop length of 512. In a second step we average over the spectrograms
of both accelerometers, then concatenate these averaged spectrograms resulting
from both mean rotational speeds and both turning directions along their time
axis. In order to offer an overview of the differences between both quality classes,
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we separately average over the spectrograms with label 1 and those with label
0. Figure 1 depicts the result of the substraction of the mean spectrogram with
label 0 from the mean spectrogram with label 1.

Fig. 1. Overview of the averaged spectrograms with label 0 (resulting from the full
quality test recording ψn) substracted from the averaged spectrograms with label 1.
Interestingly, frequencies can be identified for which the qualitatively superior BNA
feature higher amplitudes than their faulty counterparts. These frequencies are however
either irrelevant for the steering gear vibroacoustic behaviour or diverse mechanisms
ensure their damping.

Furthermore, due to the high data imbalance in which Class 0 has a preva-
lence of 96.94%, we additionally use the Synthetic Minority Oversampling Tech-
nique (SMOTE) [20] to create new, synthetic samples with label 1 for the training
data. We avoid rebalancing the validation dataset, making sure that the classi-
fier learn and select features belonging to the true data distribution. In a last
preprocessing step, we standardize the spectrograms to feature zero mean and
unit variance.

4.3 Architecture of the Convolutional Neural Network

The encoding of the vibrational signals as spectrograms paves the way for the
usage of CNNs as a feature extraction, selection and classification mechanism
[21–23], a technique which we also employ. In a first step, the network adds
Gaussian noise with a standard deviation of the noise distribution of 0.2 to
the inputs in each batch, aiming to ensure regularization and avoid overfitting.
After a batch normalization step, two identical convolutional blocks follow. Each
block begins with a convolutional layer featuring 50 neurons, a filter spanning
5 units on the frequency- and 3 units on the time axis and ReLU activation.
The convolution is followed by a max-pooling operation, where the max pooling
window spans 2 units on the frequency- and 2 units on the time axis, and by
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batch normalization. After a dropout layer which sets 50% of the input units to
0 at each training update, the data is flattened and run through 3 identical fully
connected blocks. Each such block consists of a fully connected layer with 500
neurons and ReLU activation, followed by batch normalization and dropout with
a fraction of 70% of the units set to 0 at each training iteration. In a penultimate
step another fully connected layer is applied, featuring 200 neurons and ReLU
activation. The encoding of this layer is the result of the feature extraction and
selection step and thus represents the features φi ∈ Φ, the random vector used
as input to the linear CCA as described in Sect. 3.2. In this work, we chose not
to consider the features extracted and selected by domain experts as φn, but use
the same approach as for the previous feature sets φi ∈ Φ. Choosing n = 18, we
compute a total of 150 CCA components between each φi, where i ∈ [1, 17], and
the final φ18. A final fully connected layer featuring softmax activation maps the
encoding of the previous layer to 2 units which represent the two quality classes.

The training process uses the Adam optimizer with a learning rate of 0.0001
and the binary crossentropy as loss, a batch size of 50 and 10 training epochs.
Apart from direct architectural choices such as the number of convolutional and
fully connected blocks and their layer structure or the choice of the optimizer and
the loss, the rest of the described quantitities were treated as hyperparameter
and optimized using random search. A schematic overview of the employed CNN
is offered in Fig. 2.

Fig. 2. Schematic overview of the employed Convolutional Neural Network architec-
ture, featuring the convolutional- and fully-connected blocks.

5 Results and Interpretability

Due to the high data imbalance and the resulting no-information rate, we chose
together with acoustic domain experts Cohen’s Kappa [24] as a single value
metric to assess the classification performance. The classification results of the
φi ∈ Φ features corresponding to the different ψi ∈ Ψ excerpts are depicted for
the training and test data in Fig. 3. The number of true positives, false positives,



Canonical Correlation Analysis Framework for Quality Test Time Reduction 331

true negatives and false negatives associated with the Cohen Kappa value of
0.44 obtained for φ18 on the test data is 2722, 61, 25 and 0, respectively. Despite
multiple regularization techniques such as the usage of dropout or early-stopping
the training process as soon as the loss on the validation data begins to increase
again, we still observe a significant gap between the performance on the training
data, on the one hand, and validation and test data, on the other hand. Since
the performance on the validation data is almost identical to the test data, we
trace the performance gap back to three origins. First, the noisiness of the quality
labels is a known problem, since the binary classification is a simplification of the
reality, where different quality nuances exist. Second, the industrial production
processes change with time due to a plethora of reasons, leading to shifts in
the data distribution. Third, it is also possible that the created synthetic data
samples do not bear enough resemblance to the validation and test data.

Fig. 3. The classification performance of the CNN with respect to the Cohen Kappa
metric for the training and test data. By ψ4, the CNN achieves the same classification
performance as with ψ18, the full recording.

Despite the performance gap, we observe that for ψ4, the classification per-
formance of the features φ4 extracted and selected by the CNN already matches
the final performance obtained with the usage of φ18. We thus identify an early
stopping time of the test of ι = 4, which implies that the test duration could
be reduced by 77.78%. In Fig. 4, we observe that by this time, many of the
CCA coefficients have not yet converged to their final values, indicating that the
corresponding components potentially represent noise in the encodings φi ∈ Φ.

The development of the distance measure introduced in Eq. 2 for the increas-
ing excerpts ψi ∈ Ψ is depicted in Fig. 5 for ξ = 150 CCA components computed
between φ2 and φ10 and a length of η = 10 of the C and Q vectors.

We observe that, as expected, the CCA components which stabilize early
remain stable, with the unstable ones rapidly losing correlation. This implies
that the features φi ∈ Φ contain a common part which is fully learned from each
excerpt: most probably, this part of the encoding will also generalize well. Since
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Fig. 4. Development of each CCA component’s correlation coefficient between the fea-
tures extracted and selected from the increasing excerpts ψi ∈ Ψ and from the full
recording, ψn. By ψ4, the classification performance of the CNN has already converged;
yet, many CCA coefficients have not converged and still continue to change.

Fig. 5. Development of the CCA distance between the stable (respectively unstable)
parts of the φi ∈ Φ features and the complete representation φi ∈ Φ, computed using
the mean CCA coefficient as described in Eq. 2. While the stable part maintains a high
correlation to the encoding φi ∈ Φ in larger excerpts, the unstable part rapidly loses
correlation and remains that way.

the rest of the encoding is not stable across the increasing excerpts, it likely does
not generalize to unseen data samples.

6 Conclusion

In this paper we proposed the combination of Convolutional Neural Networks
and Canonical Correlation Analysis as a framework to be used for the potential
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reduction of test time in industrial manufacturing quality tests. Considering a set
of increasing excerpts of the full test recording, all starting at 0, we also showed
that some classification-relevant features remain stable over all excerpts, while
others stay uncorrelated and may only represent statistical noise. The practical
relevance of our findings is guaranteed, as our computational experiments per-
formed on a real-world dataset from the automotive industry showed that the
test time necessary for the vibroacoustic testing of ball nut assemblies can be
reduced by 77.78% using our approach.

Since most datasets representing industrial manufacturing quality issues are
heavily imbalanced, a potential direction for further work consists of the analysis
of the robustness of the proposed framework against different dataset rebalancing
techniques. Designed for discrete features, the consequences of their application
in scenarios such as ours are non-trivial. Specifically, even if the synthetically
created samples help improve the classification performance, it is not automati-
cally ensured that they also possess a physical meaning. Additionally, it would
be highly interesting to compare our results obtained via the usage of the linear
CCA variant to the performance of its non-linear counterparts, the kernel CCA
or the deep CCA.
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Abstract. Building reconstruction from aerial photographs and other multi-
source urban spatial data is a task endeavored using a plethora of automated and
semi-automated methods ranging from point processes, classic image processing
and laser scanning. Here, we describe a convolutional neural network
(CNN) method for the detection of building borders. In particular, the network is
based on the state of the art super-resolution model SRCNN and accepts aerial
photographs depicting densely populated urban area data as well as their cor-
responding digital elevation maps (DEM). Training is performed using three
variations of this urban data set and aims at detecting building contours through
a novel super-resolved heteroassociative mapping. Another novelty of our
approach is the design of a modified custom loss layer, named Top-N, whereby
the mean square error (MSE) between the reconstructed output image and the
provided ground truth (GT) image of building contours is computed on the 2N
image pixels with highest values, where N is the number of contour pixels in
GT. Assuming that most of the N contour pixels of the GT image are also in the
top 2N pixels of the reconstruction, this modification balances the two pixel
categories and improves the generalization behavior of the CNN model. It is
shown, in our experiments, that the Top-N cost function offers performance
gains in comparison to standard MSE. Further improvement in generalization
ability of the network is achieved by using dropout.

Keywords: Building contours � Convolutional neural networks �
Digital elevation maps

1 Introduction

Building contour detection in an urban setting is a complex problem for automated
computer methods to tackle due to high object density and scene complexity. It does
have diverse applications which range from virtual tourism, transportation navigation
and landscape planning. For this reason, significant research has been conducted and
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progress has been gradually achieved over the last decades. Early methods were
severely constrained due to their reliance on a generic model which assumed that
buildings follow a certain pattern and thus failed to provide reliable results when
applied to varied urban environments [1]. Other early attempts used shadow data
combined with 2D building blobs derived from digital elevation data [2]. Unfortu-
nately, such models were hampered due to low-resolution ground sampling data,
occlusions and shadows. Some researchers have used photogrammetric techniques
which availed of stereoscopic images with several of these methods using optical
images while others elevation data. An example of the former category is Lang and
Forstner [3] and Fraser et al. [4], who reconstructed 3D buildings from high-resolution
IKONOS stereo imagery. Airborne laser scanning equipment became more reliable and
refined during the late 1990s and early 2000s, thus becoming an important source of
obtaining digital surface maps (DSM). Mass and Moleman developed various
approaches to detecting building contours using DSMs [5]. Fusing optical and eleva-
tion data was the next logical step thus Haala [6] combined DSMs with optical images
in order to extract buildings and trees in an urban environment. There still exist
probabilistic methods that accept DEMs and utilize an object approach. Lafarge et al.
[7] used marked point processes to roughly approximate building contours via rect-
angular structures. These rectangular footprints were then regularized by taking into
account the local context of each rectangle and detecting roof height discontinuities.
Descombes and Zerubia [8] altered the previous method by introducing an energy
function which takes into account the height of the building as well as prior knowledge
about the general layout of buildings in urban settings. Simulated annealing was then
employed in order to minimize the energy function. Still other researchers used
observed point clouds from LIDAR data. Rottensteiner et al. [9] separated points being
on the ground from those belonging to buildings and other objects. This was accom-
plished by an analysis of the height differences of a digital surface model passing
through the original LIDAR points and a digital terrain model. During the last years,
there has been an increasing number of contributions that apply deep convolutional
neural networks to applications that return a whole image instead of the category of the
presented data. For instance, Dong et al. [10] used a three-layer convolutional network,
named SRCNN, to learn a direct mapping between low and high resolution images.
This mapping was represented by a deep convolutional neural network that took the
low-resolution image as input and returned a high-resolution version of the image. The
results were comparable or even better than well-established sparse coding dictionary
methods. In our application we propose a deep convolutional neural network that can
directly detect building contours. Due to the nature of the work in [10] which exhibits
several features that were considered akin to our application, we applied a modified
version of this network as the basis of our own network. In our case the modified
SRCNN, which we have named BCDCNN (Building Contour Detector Convolutional
Neural Network) accepts a tuple of available data in the form <[optical, DEM],
GT> which is comprised of an optical and a DEM input pair along with the
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corresponding ground truth output. The network is expected to approximate the GT
data given the [optical, DEM] pair. A typical example of data1 used in our experiments
is shown in Fig. 1.

The rest of the paper is organized as follows. Section 2 briefly discusses the
architecture of BCDCNN. Section 3 describes the experiments that were conducted by
tweaking the various parameters of the proposed network architecture, in order to
investigate the system’s performance under various setups. Section 4 presents the
results of our experiments and discusses the efficiency of the proposed method while
Sect. 5 draws the conclusions.

2 Methodology

2.1 Formulation of BCDCNN

The proposed BCDCNN model is based on the Super-Resolution Convolutional Neural
Network (SRCNN) presented by Dong et al. [10]. However, if one can say that
SRCNN implements a super-resolved autoassociative mapping in the sense that a low
resolution image is mapped onto the high resolution version of itself, BCDCNN
implements a super-resolved heteroassociative mapping since low resolution elevation
data are mapped onto their associated high resolution building contours available
during training from the ground truth data. In particular, similar to the first convolu-
tional layer of SRCNN, BCDCNN accepts a low resolution elevation map at the input
which is upsampled to the desired higher resolution (the upsampling scale is deter-
mined by the corresponding high resolution optical image) using the joint (opti-
cal + DEM) mean-shift based upsampling algorithm described in [11]. Following
Dong et al. [10], we will assume that the high resolution optical image combined with
the preprocessed low resolution elevation map constitute the mixed resolution input
X to the network. The goal of the convolutional network is then to reconstruct an image
FðXÞ that is similar to the corresponding ground truth high-resolution building contours

Fig. 1. (a) Optical (grayscale) channel input, (b) DEM channel input, and (c) Ground truth data.

1 These data constitute the first variation of the training set, as explained in the Methodology section.

CNN for Detection of Building Contours Using Multisource Spatial Data 337



image Y : In order to accomplish this, BCDCNN uses a mapping F from input to
reconstruction (output) which consists of the following three operations:

• Patch extraction and representation. Patches from the mixed resolution image X are
extracted, then processed by the filter bank of the first convolutional layer and,
finally, represented as a set of feature maps. This can be mathematically expressed
as the operation

F1 Xð Þ ¼ max 0;W1 � X þB1ð Þ ð1Þ

where W1 = {Wk
1 | 1 � k � N1 } and B1 = {Bk

1 | 1 � k � N1} with Wk
1 being the k-

th 3-D filter of the first layer’s filter bankW1, Bk
1 the corresponding bias term and F1 Xð Þ

the set of N1 feature maps. As induced by Eq. (1), this layer includes a ReLU non-
linearity. Each of the N1 filters is of size s1 � s1 � N0, with N0 denoting the number of
channels in the input image (N0 ¼ 2 for the first layer). Finally, operator ‘*’ signifies
convolution.

• Non-linear feature map transformation. In the second convolutional layer, the
N1 feature maps generated by the previous operation are non-linearly transformed
into another set of N2 feature maps by applying N2 filters of size s2 � s2 � N1 and
then, as before, passing the results from a ReLU. This operation can be described
mathematically as

F2ðXÞ ¼ maxð0;W2 � F1ðXÞþB2Þ ð2Þ

where W2 contains N2 filters of size s2 � s2 � N1 and B2 is N2-dimensional.

• Building contour reconstruction: Finally, the feature maps of the previous stage are
aggregated to generate the high-resolution building contour image. The recon-
struction operation is implemented as a linear convolution layer,

F3ðXÞ ¼ W3 � F2ðXÞþB3 ð3Þ

where W3 corresponds to a single filter of size s3 � s3 � N2 and B3 is the final layer’s
bias term.

Fig. 2. The proposed 3-layer convolutional system architecture.
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Figure 2 illustrates the proposed network architecture in which the input to the
network, the optimal output and the size of the convolution kernels applied at each
layer are shown.

The goal is to get a building contour map FðYÞ which is as close as possible to the
ground truth. However, unlike classification type of applications in which the training
procedure associates input images to, usually, a few class labels, the proposed system is
presented with a far more difficult and challenging problem, that is, learning a
heteroassociative mapping from a quite limited training set of <input, output> pairs
and then expecting to generalize on new pairs of building top-view images. Further
elaborating on the complexity of our data sources there are four different types of edges
that the network must learn to differentiate.

• Elevation edges that are simultaneously optical edges, which is mostly the case.
• Optical edges that are not elevation edges: For instance, rooftops of neighboring

buildings of different colors but same heights.
• Elevation edges that are not optical: For example, a rooftop of the same color as an

adjacent street and at different heights.
• Implied edges: For instance, rooftops with the same color and same height. This is

the most difficult case.

Just to make the problem even more difficult, the available elevation data – carrying
most of the building contours information – are at a five times lower spatial resolution
than the optical images and the associated building contours. Hence, the proposed CNN
architecture is actually performing a combination of elevation data super-resolution
assisted by available high-resolution optical images and a heteroassociative mapping to
building contours.

2.2 Data Preprocessing

The proposed network is trained using high resolution aerial orthophotographs of
Kallithea, a densely populated area in Attica, Greece, as well as the corresponding low
resolution digital elevation model and the high resolution ground truth building con-
tours. Figures 1a and b depict the optical and elevation data of a building block (named
BLOCK1), respectively. In particular, to arrange the two data sources as two channels
of a multimodal image, the depicted DEM has been upsampled with a scale of 5 using
the joint mean shift algorithm [11]. A second block of buildings from the same area has
also being selected and sliced to produce a complementary dataset for training (Fig. 3)
and testing (Fig. 4). As before, the DEM channels have been 5x upsampled using joint
mean shift.

Fig. 3. (a) Optical, (b) DEM, and (c) Ground truth training data from BLOCK2.
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Furthermore, we used three variations of the training data. More specifically, the
first variation is comprised of the original optical data and the mean shift upsampled
DEM data (Figs. 1, 3 and 4). Moving on to the second variation, the optical channel
has also been filtered with the mean shift edge preserving smoothing algorithm [12]
with the so filtered BLOCK1 been shown in Fig. 5a. Finally, in the third variation the
mean shift optical & DEM data have been filtered by a Laplacian of Gaussian
(LoG) operator (see Figs. 5b and c). The last two variations have been considered as an
attempt to reduce the effective dimensionality of the input data and improve the gen-
eralization ability of the proposed system.

Although test data for the last two variations are not shown, it will be implied that
the same mean shift and LoG processing has also been applied in the test dataset in all
experiments performed on variations 2 or 3.

2.3 Cost Function Modification

A typical cost function to be minimized during network training is the root mean square
error (RMSE) between the actual reconstruction and the ground truth which in this
particular application is a binary image with 1 for pixels belonging to the building
contour and 0 for all other pixels. However, only a very small proportion of pixels in
the GT image (and its subimages and patches thereafter) will have a value of 1 and will
pull the corresponding neuron outputs of the reconstruction layer. All the remaining
neuron outputs (or pixel values), no matter how close to zero they are, will be pushed
towards zero. Although we have not included any postprocessing stage to clean up the
reconstructed binary contours, it is intuitively evident that the neuron outputs of the

Fig. 4. (a) Optical, (b) DEM, and (c) Ground truth test data.

Fig. 5. Filtered BLOCK1 data: (a) Mean shift filtered optical channel, (b) LoG-filtered optical
image, and (c) LoG-filtered DEM.
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reconstructed image that correspond to background and have close to zero or negative
values, could be set aside from the derivative computations of the back-propagation
phase, e.g. by setting them to zero. On the other hand, neuron outputs wrongly close to
1should play a role in the back-propagation phase in order to be pushed down to lower
values. A second point we can make regarding weight adaptation in this application is
that all output neurons share the same weights and that these weights should be given a
chance to adapt in such a way as to satisfy confronting demands: to push some output
neurons to 1 and other neurons to 0. Since the proportion of 1-pixels is much smaller
than that of 0-pixels, it is expected that the shared weights will prioritize minimizing
the error of the “many” background pixels instead of the “few” contour pixels. This
comment highlights network training difficulties in heteroassociative mappings that
arise due to unequal pixel-class probabilities and resembles the necessity for class-
balanced datasets in classification problems. In order to balance the weight adaptation
process to serve equally well the contour and non-contour pixels, we propose to
substitute the typical RMSE cost criterion that involves all neuron outputs of the
reconstruction layer by a novel custom cost layer which we have named Top-N. Under
this scheme the RMSE between the reconstructed image and the corresponding GT is
calculated only for those pixels that belong to the 2N pixels with highest values, where
N is the number of contour pixels in GT. Assuming that most of the N contour pixels of
the ground truth image are also in the top 2N pixels of the reconstruction, this scheme
satisfies the imposed balancing criterion.

In practical terms, the threshold used to specify the top 2N pixel values is calculated
as follows: We calculate the probability distribution function and cumulative distri-
bution function of the intensity levels for each image used during training and retain
only the pixels that have an intensity above that threshold2. This is depicted in Figs. 6
(a) – (d), which show a low quality reconstruction of the test data, the corresponding
ground truth, the Top-N threshold calculated as the percentage of pixels above the Top-
N intensity and the Top-N version of the reconstruction, respectively.

Fig. 6. (a) A low-level reconstruction of the test image, (b) the corresponding GT, (c) pdf and
cdf of intensity levels and Top-N threshold, and (d) Top-N version of the reconstruction.

2 Actually, we use the average value of the intensity level for a whole batch in order to accelerate the
computation procedure.
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3 Experiments

3.1 Training Set Preparation

To satisfy the requirement of large numbers of training data to properly train deep
neural networks we performed data augmentation [13]. Firstly, we extracted 33 � 33
patches of the input data (optical + DEM) along with the corresponding 21 � 21
patches of the GT data (GT patches are smaller due to “valid” convolutions with 9 � 9,
1 � 1 and 5 � 5 kernels). The data were then augmented with rotations at multiples of
90° and with their vertical flips. In this manner we constructed tuples of input data and
GT in the form <[optical_section, DEM_section], GT_section>. The procedure
described in the following sections was followed for each of the three variations of our
training data set (original, Mean-Shift processed, LoG processed).

3.2 BCDCNN Configurations and Applied Metrics

We ran experiments with two convolution kernel sizes for the second layer using 1 � 1
and 3 � 3 mapping kernels. Across all three layers of our model the sizes of the
convolution kernels we tested for were 9-1-53 and 9-3-54. In addition, our network used
64 feature maps for the first layer, 32 for the second and 1 for the last, which is
henceforth denoted as 64-32-1. Furthermore, for each training data set and each con-
volution kernel size we assessed performance for three cases: (a) No dropout;
(b) Dropout 50%, i.e. dropout rate of 50% after the RELU activation function of the
first layer; (c) Dropout 50%–50%, i.e. dropout rate of 50% after the RELU activations
of the first and second layers. We used a learning rate of 10−4 for layers 1 and 2 while
the learning rate was 10−5 for layer 3. Also the weight decay was 5*10−3 for all layers
and the batch size was set to 128. In total, we ran 18 experiments for the 64-32-1
configuration. Finally, we utilized the RMSE and PSNR metrics to assess performance
of our network.

4 Experimental Results

All presented results pertain to the 9-1-5 or 9-3-5 convolution kernel choices and to the
64-32-1 feature maps configuration, i.e. number of feature maps at the output of each
convolutional layer. Actually, we conducted several tests to assess how the number of
feature maps affect the performance of the network. Specifically, we experimented with
networks of 128-64-1 and 256-128-1 feature map configurations. However, even
though performance is increased (the RMSE for the Original data sets at epoch 60
decreases from 3,4048 to 3,3384 and then to 3,2077 for the larger configurations), the
heavy computational costs prohibited their use in the sequel.

3 9 � 9, 1 � 1, 5 � 5 for the first, second and third layer respectively.
4 9 � 9, 3 � 3, 5 � 5 for the first, second and third layer respectively.
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4.1 Comparison Between MSE and Top-N Custom Loss Layers

Our Top-N custom cost layer leads to lower RMSE and higher PSNR values as shown in
Tables 1, 2 and 3. Table 1 depicts the RMSE and PSNR of our test data for the case of
training on the Original, the Mean Shift and LoG data sets, respectively. In all cases our
custom Top-N layer exhibits lower RMSE and higher PSNR values than the typical
MSE cost layer. For instance, in Table 1 regarding the Dropout 50% 9-1-5 case the
proposed Top-N cost layer produced an RMSE 3.37% lower than the corresponding
MSE cost layer. Comparing corresponding entries for the PSNR for the Original data
(Table 1), 5 out of 6 entries have a higher value for the 9-3-5 network. Likewise, for the
Mean Shift and LoG processed data (Tables 2 and 3) most PSNR entries are higher for
the 9-3-5 network. Nonetheless, since the 9-3-5 configuration was by 16.5% slower than
the 9-1-5 configuration and since – as shown in Tables 1 through 3 – there was only a
slight improvement either in RMSE or in PSNR compared to 9-1-5, we decided to
consider the more practical 9-1-5 configuration as was also argued in Dong et al. [10].

Table 1. RMSE and PSNR for test data trained on the Original dataset.

Loss layer Dropout 50% Dropout 50%–50% NoDropout

RMSE PSNR RMSE PSNR RMSE PSNR
Min Max Min Max Min Max

Top-N (9-1-5) 0,10442 15,205 0,10537 15,087 0,10565 15,268
Top-N (9-3-5) 0,10620 15,217 0,10591 15,269 0,11408 15,257
MSE (9-1-5) 0,10806 14,293 0,10961 14,780 0,10802 14,919
MSE (9-3-5) 0,10886 14,866 0,10816 14,888 0,10793 14,930

Table 2. RMSE and PSNR for test data trained on the Mean Shift processed dataset.

Loss layer Dropout 50% Dropout 50%–50% NoDropout

RMSE PSNR RMSE PSNR RMSE PSNR
Min Max Min Max Min Max

Top-N (9-1-5) 0,10423 15,257 0,10549 15,079 0,10486 15,067
Top-N (9-3-5) 0,10263 15,263 0,10343 15,263 0,10865 15,283
MSE (9-1-5) 0,10833 14,903 0,10977 14,807 0,10926 14,832
MSE (9-3-5) 0,10817 14,912 0,10912 14,841 0,10923 14,842

Table 3. RMSE and PSNR for test data trained on the LoG processed dataset.

Loss layer Dropout 50% Dropout 50%–50% NoDropout

RMSE PSNR RMSE PSNR RMSE PSNR
Min Max Min Max Min Max

Top-N (9-1-5) 0,10948 14,831 0,10811 14,929 0,10779 15,127
Top-N (9-3-5) 0,10608 15,031 0,10637 15,106 0,10763 15,148
MSE (9-1-5) 0,11005 14,647 0,11314 14,489 0,11093 14,803
MSE (9-3-5) 0,10955 14,005 0,10988 14,746 0,10839 14,824
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4.2 Detection of Building Borders

In Fig. 7 two typical reconstructions for the training data Block1 are shown for two
configurations of the network. BCDCNN was able to learn the association of building
contours to the input data sources.

Our network can also generalize as the reconstructions of the test data for networks
trained on the three variations for the proposed Top-N and MSE loss layer show.

According to Fig. 8a the highest PSNR for the test data set was at epoch 55 for the
dropout 50% case. We thus found the peak of the PSNR curves and then reconstructed
at that specific instant. This process was repeated for all our training data variations and
the resulting reconstructions are shown in Figs. 8d through f. The corresponding
experiments for the MSE cost layer are shown in Fig. 9. It has to be noted that we did
not employ any post-processing stage to improve the obtained building contours as this

Fig. 7. (a) Reconstruction of train data for Original data set and Top-N Cost Layer,
(b) Reconstruction of train data for Original data set and MSE Cost Layer

Fig. 8. Top row: PSNR for test data on network trained for (a) Original data and Top-N cost
layer, (b) Mean Shift data and Top-N cost layer, (c) LoG data and Top-N cost layer. Bottom row:
Reconstruction of test data at PSNR peak for (d) Original data and Top-N cost layer, (e) Mean
Shift data and Top-N cost layer, (f) LoG data and Top-N cost layer.
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will be the case of a relaxation system currently under development. From Figs. 8 and
9 we readily observe that deciding about how to improve the generalization ability of
the network is not straightforward. Perhaps, one can say that when the effective input
dimensionality is high (i.e. when the variance of the input pixel values is large) as is the
case for the Original data sets, the network exhibits poor generalization behaviour (see
the blue curves of Figs. 8a and 9a). As the effective dimensionality is progressively
reduced through the imposed smoothing from the Mean Shift and LoG data prepro-
cessing the generalization ability of the network is improved and, in the case of LoG,
even surpasses the cases that use dropout in one or two layers.

A second remark that we can make is that by using 50% dropout on one or two layers
the network resists better to overfitting. Specifically, in the case of training data sets with
relatively high effective dimensionality as is the case with the Original and Mean Shift
processed data sets, dropout (either in one or in two layers) proves to be the necessary
choice for network generalization. Finally, in accordance to the comparative results of
Tables 1, 2 and 3, a comparison of Figs. 8 and 9 shows that there is a slight improvement
in PSNR under any training data set variation when using the Top-N cost layer.

5 Conclusions – Future Work

We have demonstrated a deep neural network configuration that given low resolution
elevation data of an urban area and corresponding high resolution optical data of the
same area can perform a hetero associative mapping to a new image, which contains the
building contours. Our proposed Top-N custom layer seems to offer performance
benefits, wherein the RMSE and PSNR exhibit better performance for the Top-N layer
as opposed to the MSE cost layer. We also examined the effect of adding more feature

Fig. 9. Top row: PSNR for test data on network trained for (a) Original data and MSE cost
layer, (b) Mean Shift data and MSE cost layer, (c) LoG data and MSE cost layer. Bottom row:
Reconstruction of test data at PSNR peak for (d) Original data and MSE cost layer, (e) Mean
Shift data and MSE cost layer, (f) LoG data and MSE cost layer.
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maps and we have shown that dropout is mostly necessary in order for the model to
generalize. It is very interesting to notice that training with the LoG data set was the only
case in which the network managed to generalize without using dropout (Figs. 8c and
9c), presumably a result of the reduced dimensionality. The problem we tried to solve
using deep neural networks is extremely complex due to the varying context around true
building contours in an urban environment. We conjecture that given more training data
the performance of the network will increase but hand-crafting such ground truth data is
a very tedious and time costly procedure. In the near future we intend to build a pixel-
based contour detector and a super-resolution system for digital elevation data
(DEM) capable of increasing the resolution of such data by at least 5 times.
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Abstract. The objective of this paper is to explore a new integrated approach to
estimate drought vulnerability taking into account the characteristics of a system
that make it likely to be affected by an external risk. A meta-multicriteria
approach is adopted since the problem itself modulates the multiple criteria
method. Firstly, relevant information is grouped into drought sensitivity and
adaptive capacity criteria. Instead of the estimation of a unique score for the
vulnerability, a classification of the vulnerability to drought into several cate-
gories is proposed. Based on the maximum and minimum values of the above
criteria initially, four non-ordered categories are established initially to charac-
terize the vulnerability to drought. In order to classify water-scarce countries
into the four or more categories the fuzzy pattern recognition is exploited. The
proposed approach is applied to estimate drought vulnerability in selected
Mediterranean countries. A choice that strengthens the meta-multicriteria
character of the proposed approaches is that the categories are not ordered,
but they are modulated from all the combination of the extreme points.

Keywords: Vulnerability � Fuzzy pattern recognition �
Meta-multicriteria methods � Drought

1 Introduction

Drought is a natural temporary condition of reduction in precipitation and water
availability with respect to normal values (e.g. mean values), spanning a long a sig-
nificant period of time and covering a wide region (Iglesias et al. 2009). Risk
assessment of droughts is increasingly required, especially because their impacts do not
only depend on temporary precipitation values below the normal conditions, but to a
great degree on social factors and management (Iglesias et al. 2015; Brack et al. 2009).
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Drought vulnerability refers to the characteristics of a group in terms of its capacity
to anticipate, cope with, resist and recover from the impact of drought (Iglesias et al.
2009). Assessment of vulnerability involves identifying the characteristics of the sys-
tems that modify the level of drought risk. Understanding the vulnerability to drought
may increase the preparedness of a region and hence limit the greatest and most
devastating effects of drought. Here the authors aim to understand the underlying
causes of vulnerability derived from inadequate structures, management and technol-
ogy or by economic, environmental and social factors, in order to provide information
for the potential design of drought management. Vulnerability to drought in
Mediterranean countries is determined by exposure to lower precipitation and also by
the diverse social response (Iglesias et al. 2007).

The usual indicator-based approaches (e.g., Naumann et al. 2014) or the multi-
criteria approaches (e.g., Nardo et al. 2005) are useful to understand the role of policy
relevant variables and to propose responses to drought. However, a limitation of both
methods is the attribution of weights to the variables analyzed. Although weights may
be assigned by participatory methods allowing stakeholders to establish priorities, this
approach is unrealistic at the regional or continental scale.

Here a meta-multicriteria method is proposed combined with a fuzzy analysis in
order to assess the drought vulnerability at the country level. First, multi-levels of
aggregation to combine several indicators are established; and second the final
aggregation is based on a logical structure which is based on the nature of the examined
problem.

Tsakiris et al. (2015) proposed a similar method in order to evaluate measures for
responding to water shortage based on the definition of two sets of criteria: the ben-
eficial and the constraining criteria. The evaluation is directed by the sense of com-
patibility of the constraining criteria with the beneficial criteria. This compatibility
between the constraining criteria with the beneficial criteria is expressed by the use of
suitable fuzzy implications.

The concept of non-ordered categories provides a meta-multicriteria property since
the non-ordered categories are modulated based on the problem itself and they can
more cover the decision space (Fig. 1). In (Kazakis et al. 2018; Spiliotis et al. 2015) the
use of non-ordered categories to deal with the roadmap for water scarcity is proposed.
Belacel et al. (2001) used the non-ordered categories in medicine diagnostics in cases
where the ordered categories were unsuitable.

Here the concepts of sensitivity and adaptive capacity are used to explore water
vulnerability to drought in a novel approach. First four major categories are defined
based on the level of adaptive capacity and the sensitivity of each geographical unit.
The categories are defined and hence, the categorization is achieved based on the fuzzy
pattern recognition. A corresponding roadmap in order to reduce vulnerability to
drought for each category may be proposed. Here non-ordered categories are used. The
categories consist of all possible combinations between the highest and lowest values
of the adaptive capacity and the sensitivity criteria. Finally, the authors apply the
proposed methodology to the case of the Mediterranean region. This is a good case
study to test the methodology due to the fact that a variety of countries with different
meteorological, hydrological, ecological, economic and social regimes exist in the
region. The information used in this application is extracted from publicly available
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global datasets; however the method is designed to be easily applicable on a smaller
scale, where more detailed data could be obtained directly from stakeholders or local
datasets. The differences between other applications of fuzzy pattern recognition in
water resources management problems (e.g. Zhou et al. 1999; Xuesen et al. 2009), will
be presented more analytically below. In brief, in this work, non-ordered categories
instead of ordered categories are used.

2 The Approach to Explore Drought Vulnerability

2.1 Criteria to Define Drought Vulnerability

The proposed categorization of drought vulnerability is based on two groups of criteria.
In the first group, the sub-criteria or indices are aggregated to evaluate the sensitivity of
the examined water system. In order to evaluate the sensitivity the authors put emphasis
on the physical parameters of the system. Sensitivity variables mainly reflect the
sensitivity of regional water resource conditions, agricultural systems, and population
density to drought (Wu et al. 2013). In fact the values of the examined first group of
criteria, which comprise the sensitivity criterion, are difficult to change through policy.

The second group of sub-criteria indices, which are aggregated separately,
describes the adaptive capacity to drought of the examined water system. Adaptation
capacity variables mainly reflect the factors, which reduce exposure and vulnerability.
The value of these variables can be changed following a set of policy measures.

Initially, a system is vulnerable to drought if it is sensitive, namely if the system can
be potentially affected or impacted by drought. Secondly, the magnitude of the real
impacts depends on the capacity of the system to adapt to drought. Sequentially, the
challenge is to define a way to aggregate the evaluation of the sensitivity and the
adaptive capacity criteria.

An interesting point of the proposed methodology is that instead of the estimation
of a unique score for the vulnerability, a classification of the vulnerability to drought
into several categories is proposed. As mentioned before, the examined categories are
produced by the possible combinations between the extreme values of the adaptive
capacity criterion and the sensitivity criterion even if the two concepts are in conflict.

2.2 Sensitivity Criteria

First the first set of variables are combined in order to assess the degree of sensitivity to
drought. As mentioned before, the sensitivity criterion mainly reflects the sensitivity of
regional water resource conditions, agricultural systems, and population density to
drought (Wu et al. 2013). Several variables may be selected to represent the multiple
dimensions of the system, including hydrological, economical and geographical fac-
tors. The variables selected in this work are population density (inhab/km2), long-term
average precipitation in depth (mm/yr), total water withdrawal per capita (m3/inhab)
and dam capacity per capita (m3/inhab). These values represent physical factors and are
difficult to change in the long term.
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A simple additive aggregator is used to combine the normalized values of the
variables which are linked to sensitivity. Thus, the degree of sensitivity for the
examined area, S, is determined as follows:

S xð Þ ¼
X

p¼1;...P

wp � lp xð Þ ð1Þ

In which P is the number of sensitivity criteria and lp and wp the membership
function and the weight of each criterion p respectively. The evaluation of the sensi-
tivity criteria is related to the question “has the system the ability to address a soft (or
mild) drought episode”? The selected indices are shown in Table 1. Similar indices for
obtaining the sensitivity criteria can be found in (Wu et al. 2013).

The weighted aggregation of the sub-criteria or indexes is less subjective compared
with the final weighted aggregation of the criteria, since many times the sub-criteria
lead to the same direction (e.g. sub-criteria to assess the water availability for the
sensitivity main criterion).

2.3 Adaptive Capacity Criteria

Adaptive capacity variables are selected to reflect the factors that reduce exposure and
vulnerability. The value of these variables can be changed by implementing a set of
policy measures. The adaptive capacity criterion for a water system describes to what
degree the water system has the ability to reorganize its components (e.g. to achieve the
reduction of the demand, to implement an emergency plan etc.) to cope with and
recover from a drought. The adaptive capacity variables describe the human adaptive
capacity, the water adaptive capacity and furthermore, the adaptive capacity based on
the nature of water demands. In the same way as in the sensitivity criterion, a simple
additive aggregator is used to combine the normalized values of the variables which are
linked to adaptive capacity. Thus, the degree of the adaptive capacity for the examined
area, AC is determined as follows:

AC xð Þ ¼
X

j¼1;...;J

wj � lj xð Þ ð2Þ

In which J is the number of adaptive capacity criteria and lj and wj are the mem-
bership function and the weight of each adaptive capacity criterion j correspondingly.

2.4 Combining Sensitivity and Adaptive Capacity

At the final stage the combination of the sensitivity and the adaptive capacity is
modulated based on the categorization of these criteria. All combinations of sensitivity
and adaptive capacity are possible (Fig. 1a).

Based on the sensitivity and adaptive capacity criteria four categories are initially
considered: (1) the ideal point (high adaptive capacity and low sensitivity); (2) anti-
ideal point (low adaptive capacity and high sensitivity); (3) no problem-no action (low
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sensitivity and low adaptive capacity); and (4) high sensitivity and high adaptive
capacity simultaneously (problem and action).

By applying the fuzzy pattern recognition based method, the evaluation of each
alternative (country) works together for all the four categories. By following the fuzzy
pattern recognition process, for each country the sum of the four evaluations (one for
each category) is equal to one. Another interesting point of view is that the categories
are non-ordered since the combination between a positive (adaptive capacity) and a
negative (sensitivity) criterion is used.

In general let a classification problem with N alternatives (here, the number of the
examined countries) and M criteria (in the examined application, only two criteria are
used, M = 2). The classification problem may be concisely expressed as follows:

Table 1. Criteria, variables and sources of data used in this study

Criteria Indices Units Source of data

Sensitivity
criteria

S1 Population density inhab/km2 AQUASTAT (FAO)
http://www.fao.org/nr/
water/aquastat/data/
query/index.html?
lang=en

S2 Long-term average
precipitation in depth

mm/yr AQUASTAT (FAO)

S3 Total water withdrawal
per capita

m3/inhab/yr AQUASTAT (FAO)

S4 Dam capacity per capita m3/inhab AQUASTAT (FAO)
Adaptive
capacity
criteria

AC1 Fertilizer consumption kilograms per
hectare of
arable land

World bank
http://data.worldbank.
org/indicator

AC 2 Improved water source % of
population
with access

AQUASTAT (FAO)

AC 3 Energy use kg of oil
equivalent
per capita

World bank

AC 4 GDP per capita 2010 US$ World bank
AC 5 Human Development

Index
dimensionless UNDP

AC 6 Freshwater withdrawal
as % of total actual
Renewable water
resources

% AQUASTAT (FAO)

AC 7 Share of the cultivated
area equipped for
irrigation

% AQUASTAT (FAO)
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D ¼
x11 . . . x1M
. . . xim . . .
xN1 . . . xNM

2
4

3
5 ð3Þ

where D is the matrix which contains the score of the criteria with respect to each
alternative (here the countries). Hence, where xim is the score of alternative i for
criterion m.

sensitivity 

adaptive 
capacity 

anti-ideal point

    ideal point

no problem
no action

problem 
and actions

sensitivity

adaptive
 capacity 

ordered
 categories 

(a)

(b)

Fig. 1. Synthesis (a) Synthesis between the sensitivity and the adaptive capacity and definition
of the corresponding four (non ordered) categories (b) The usual approximation of ordered
categories.
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As the elements of the matrix of Eq. 3 normally contain entries of different orders,
scales and importance, it is common to convert them to a common base and express in
the form of a relative membership degree matrix R by adopting either of the following
standardisation procedures depending on the benefit objectives (Xuesen et al. 2009):

rim ¼ xim=max xim; i ¼ 1; . . .;N; m ¼ 1; . . .;M ð4Þ

Therefore the initial matrix D is transformed as follows:

R ¼
r11 . . . r1M
. . . rim . . .
rN1 . . . rNM

2
4

3
5 ð5Þ

Very often the ideal and anti-ideal patterns (here, fictitious countries with ideal and
anti-ideal scores) are selected to be (e.g. Zhou et al. 1999): G ¼ 1; . . .; 1ð Þ; B ¼
0; . . .; 0ð Þ respectively. In our case, instead of only two points (ideal and anti-ideal
points) four categories, and hence four points, are used.

The proposed method has a significant difference compared with the other applied
fuzzy multicriteria methods based on pattern recognition (e.g. Zhou et al. 1999; Xuesen
et al. 2009), since in the proposed method the synthesis of criteria with different
monotony takes place and hence, the evaluation lead to non-ordered categories.

Let us consider the kth pattern. The evaluation of the criterion m for the pattern k is
written as vk;m. The most widely used measure of distance is the following:

dk;i P
k; ri

� � ¼ XM
m¼1

wm ri;m � vk;m
� �� �2" #1=2

ð6Þ

The next critical concept is the membership degree lk,i -which indicates the relative
membership degree of alternative i belonging to pattern k. The membership degree lk,I
takes into account the score of each country (alternative i) compared with all categories
and not only with the examined category. Assuming the membership degree matrix of
each country belonging to each category is as follows: U ¼ lk;i

� �
K�N

, where lk;i is the
membership degree of country i belonging to pattern k. A basic property that must
satisfy the matrix U is that the sum of the membership values for each alternative under
all patterns (here k = 1,…, 4) is equal to one (e.g. Shouyu and Guangtao 2003):

XK
k¼1

lk;i ¼ 1 ð7Þ

In general, the methodology of fuzzy sets comprises a mapping from a general set X
to the closed interval [0,1] which is described by its membership function (Chrysafis
and Papadopoulos 2009; Bardossy et al. 1990). Therefore the above constraint can be
easily achieved since the membership function takes values between zero and one.
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Finally the membership degree is selected aiming to minimize the following
objective function which expresses the sum of the relative distances of the alternatives
from the patterns:

min F ¼
XN
i¼1

f rið Þ
 !

; f rið Þ ¼
XK
k¼1

lk;i � dk;i Pk; ri
� �� �2 ð8Þ

By using the Lagrange theory of optimization (because of Eq. 7) it is easy to see
that the membership degree of belonging of the alternative i at the pattern k is equal to:

lk;i ¼
1PK

l¼1

dk;i Pk ;rið Þ
dl;i Pl;rið Þ
� �2 ð9Þ

Only two criteria are initially established in this article, the adaptive capacity and
the sensitivity criterion. Furthermore apart from the ideal and anti-ideal patterns, as the
TOPSIS method, the use of another two additional categories to describe better the
vulnerability to water drought is proposed. From this point, the moderate states are not
essential in multicriteria evaluation since they cannot lead to a roadmap. Each category
is described by the corresponding pattern as follows (Fig. 1a):

(a) Pattern of first category: ideal point (0, 1)
(b) Pattern of second category: anti-ideal point (1, 0)
(c) Pattern of third category: no problem-no action (0,0)
(d) Pattern of fourth category: high sensitivity and high adaptive capacity simulta-

neously (1,1).

In which the first score expresses the degree of sensitivity and the second score the
degree of adaptive capacity. Therefore, according to the proposed methodology M = 2
(number of criteria) and K = 4 (number of categories).

An important property of the proposed method is that the sum of the membership
values for each country under all the four patterns of the corresponding categories is
equal to one.

In this point it should be justified that the characterization of the proposed method
as meta-multicriteria method even if weights are used to evaluate the distance between
the patterns and the alternatives (countries).

As the other multicriteria methods do, the proposed method, deals with the extreme
points but apart from the TOPSIS method (Fig. 1b), the proposed method covers a
larger space of the decision space. As the multicriteria methods do, the reference points
are given a priori, whist the fuzzy pattern recognition is used only to classify the
countries into the pre-defined categories.

Next, instead of four categories, based on the same key idea, a larger amount of
categories can be established. This point is discussed in the case-study section.
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3 Drought Vulnerability of Countries in the Mediterranean
Region

The analysis focuses on the Mediterranean region. The countries examined are:
Albania, Algeria, Cyprus, Egypt, Greece, France, Israel, Italy, Morocco, Portugal,
Spain, Tunisia, Turkey and Malta. The data of each variable considered is normalised
based on the minimum and the maximum evaluation score of each index.

The methodology of fuzzy pattern recognition is implemented to distinguish to
which degree each country belongs to the four selected categories. As mentioned
before, each category is described by a multicriteria score of the corresponding pattern
(it can be seen as a fictitious country). Initially, four selected patterns describe all the
extreme combinations between the evaluation of the adaptive capacity and the sensi-
tivity criteria. A basic property that must be verified is that the sum of the membership
values for each country under all patterns is equal to one (Eq. 7). The results are shown
in Fig. 2.

In this real case study, all Mediterranean countries have a certain degree of vul-
nerability in each category.

For this reason, the methodology of fuzzy pattern recognition is expanded by
adopting a high partitioning of the categories and intermediate categories (Fig. 3).
Hence, even the methodology insists on extreme points it recognizes some more
absolute states. Consequently, by following a higher partitioning, now in most cases
the model produced membership functions with values significantly greater than 0.5 for
at least one category for each country and hence the categorization of each country
becomes clearer.

This new categorization seems more compatible with the reality. For instance,
indeed there are counties as Israel and Cyprus where their vulnerability can be
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Fig. 2. Categorization based on the fuzzy pattern recognition approach

A Meta-multicriteria Approach to Estimate Drought Vulnerability 357



characterized within the category of “almost problem and (adaptive) actions (0.75,
0.75)” whilst there are countries as in the south of the Mediterranean Sea where their
vulnerability to drought belongs to the category of “almost worst (almost problem and
no (adaptive) actions) (0.75, 0.25)”.

A disadvantage of the analysis is that this type of analysis cannot describe the
differences between the regions inside each country. For instance, Greece is a typical
example that presents both significant differences of the hydrological regime and the
concentration of the population. In fact, apart from others, Greece has plenty of surface
water potential in most cases far from the water demand centers. These inequalities
cannot be described from indicators which cover all the country.

An object for further investigation would be the normalization of the indices, since
usually, the greatest value of the samples is used. The influence of this practice can be
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Fig. 3. (a) Categorization based on the fuzzy pattern recognition approach with high partitioning
(b) Interpretation of the fuzzy pattern recognition classes with high partitioning.
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reduced by using outranking methods, which are based on binary comparisons (e.g.
Spiliotis et al. 2015), to evaluate the adaptive capacity and the sensitivity criteria under
many indices.

4 Conclusions

The main idea of this work is the assessment of the vulnerability to drought based on
the synthesis of the sensitivity and the adaptive capacity criteria. Taking into account
the extreme values of the above two criteria, initially four non - ordered categories are
established to characterize the vulnerability to drought. However a high partitioning
leads to a more distinguished classification. Finally the countries are classified based on
the synthesis between a positive (adaptive capacity) and a negative (sensitivity) cri-
terion. Since both negative and positive criterion are used, non-ordered categories are
produced.

The categorization into the pre selected non-ordered categories is based on fuzzy
pattern recognition with multiple patterns (not only the ideal and the anti-ideal pattern
as the usual multicriteria methods). The patterns are selected based on the physical
problem itself. The method of fuzzy pattern recognition enables us, without significant
complexities, to establish more categories to make the picture clearer.

The proposed method can be characterized as meta-multicriteria method since they
use not only one multicriteria method but a sophisticated schedule whilst the final
evaluation is between non-ordered categories based on the nature of the problem itself.
Further work could include means to modulate individually the adaptive capacity and
the sensitivity criteria into the multicriteria approach.
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Abstract. Earthquakes could be early predicted as demonstrated by animal’s
behavior that are able to detect the leading wave part of the seismic wave (the P-
wave). P-waves travel faster than S-wave wave (the shaking wave), so they
reach the seismic sensors early (tens of seconds to minutes in advance) com-
pared to the P-wave.
A bioinspired framework could be implemented mimicking the animal’s

behaviour related to the event of an incoming earthquake.
Training a Fuzzy Neural Network to recognize the P-waves, early prediction

of earthquakes is feasible and an adequate recovery strategy could be imple-
mented. A technological motivation is the availability of OTS (off-the-shelf)
vibration sensors and the fast development of IoT (Internet of Things) toward
the new paradigm IoE (Internet of Everything).

Keywords: Earthquake � Seimic waves � EFuNN � Biomimetic �
Early prediction � Vibration sensor � Internet of Everything

1 Introduction

The belief that animals can predict earthquakes has been around for centuries [1]. The
most emblematic historical case was recorded on 373 B.C. It was reported by the
historians that animals (rats, snakes and weasels). abandoned the Greek town of Helice
just days before an earthquake devastated the town. The knowledge of this capability of
the animals is well known and related to their fine senses that are able to detect and
match very small vibrations, infrasounds and ultrasounds, gases, and other physical
signs that anticipate an earthquake event.

Geologists [2] disagree that correlation between earthquakes and animals behavior
exists, mainly because physical signs that anticipate the earthquake are not known.
Anyway dogs demonstrated to be highly sensible to some earthquake events antici-
pating signs, maybe vibrations or electrical. An effective application of the use of dogs
as early earthquake detector (like illegal drugs sniffer dogs & explosives sniffer dogs)
was successfully tested in China. On 1975 Chinese authorities days before a 7.3
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magnitude earthquake, evacuated the people from Haicheng town (saving at least
150,000 people (estimated) from injuries and fatalities). The evacuation was success-
fully based on widespread accounts of unusual animal (dogs) behavior.

The investigation on the animals behavior related to the earthquake events can lead
to identify the physical signs that can be detected by an electronic sensor and matched
by an Artificial Neural Network (ANN). After motion triggered cameras were been
located in the Yanachaga National Park (Perù), researchers observed significant
behavior in animals weeks before (three weeks) an earthquake struck the whole region.

Animals shown what is known as “serotonin syndrome” due to unbalanced positive
ions in the environment. Serotonin regulates the mood in the animals and the humans.
Positive ions concentration increases in the environment when rocks in the ground
crust are stressed during the build-up of an earthquake. So, more positive ions con-
centration produces more serotonin in the animals and more excitation that induce them
to move to positive ions low concentration area (down to the valleys from the hills). If
ionization sensors could be available as a commodity, then the increasing of envi-
ronment’s ionization could be monitored and used to trigger an earthquake early
warning system.

An environment sign that confirms the ionization-theory is the observation of
lighting preceding the earthquake event. Such lighting were been observed since
ancient when strong earthquakes happened. The most recent was been reported on
2009 when a strong earthquake devasted L’Aquila (a town at the center of Italy). Just
few seconds before the earthquake’s hit, people saw ten-centimeter flames of light
flickering above a stone street.

On November 12th, 1988, was been reported a bright purple-pink light along the St.
Lawrence River in Quebec, 11 days before the powerful quake happened.

People reported similar observations of lights before the great 1906 quake in San
Francisco.

Only 0.5% of earthquakes create the conditions for lightning in a limited geo-
graphical areas, but Freund [3] and other scientists are working on an earthquake
forecasting system that includes earthquake lights among the indicators.

Lightning can be observed and ionization can be sensed, but unfortunately such
sensors don’t exist as electronic commodities, so no application of the ionization theory
exists, apart the use of the animals like a sensor, looking to their mood. No lightning
prediction was also been deployed.

An alternative hypothesis could be that most of animals are sensible mainly to small
vibrations and that they are able to detect and to interpret such signs as an incoming
danger.

There are two types of seismic waves: body waves (Fig. 1) and surface waves.
Body waves travel deep in the ground and surface waves travel at the surface level of
the ground. Body waves travel faster than surface waves and reach us early. Body
waves are composed of two different waves the p-wave and the s-wave. The p-wave
(primary wave) is compressional because it causes vibrations parallel to its direction.
The s-wave is shacking because causes vibrations orthogonal to its direction. P-wave is
faster than other weaves (2–5 km/s). The P-wave do not includes the hit (maximum
intensity) vibration and it arrives seconds to minutes in advance. Animals sense small
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vibration by their ears, feet and whiskers, then match and learn about the associated risk
evolving their learning along the time.

A reasonable bio-inspired solution to early prediction of earthquakes could be
based on electronic vibration sensors as sensing and detecting devices, and on applying
the Evolving Fuzzy Neural Network (EFuNN) paradigm [4–6, 12] to learn on line and
to match the small vibrations that lead the disruptive wave.

There are several technological motivations that validate the bio-inspired approach
to the development of a system for early detection of earthquake. One is that vibrational
sensors are devices Commercially Of-The-Shelf (COTS) available in volumes (MEMS
accelerometers) and are smart (embeds a MicroController Unit (MCU), capable to run
advanced pattern matching paradigms). Because Internet is evolving toward the IoE
(Internet of Everything) networking paradigm, massive displacement and networking
of smart sensors will be available to deploy an effective early warning service.

2 What Is EFuNN?

EFuNN is an Evolving Fuzzy Neural Network paradigm, an implementation of the
ECOS (Evolving COnnectionist System) paradigm [10]. It enables on-line adaptation
and evolves incrementally and adaptively in real-time. EFuNN is a connectionist
paradigm based on fuzzy rules and a fuzzy inference engine.

EFuNN [11] consists of a 5 layer architecture (Fig. 2). The layers are those required
by a fuzzy logic engine. The first layer inputs the crisp values. The second layer
fuzzyfies the crisp values inputted at the second layer. The third layer infers by rules
generating fuzzy data to be defuzzified by the forth layer. The fourth layer executes the
defuzzification of the output data applying a weighted function and a saturated linear
activation function outputting crisp control values.

Fig. 1. Body waves are seismic waves composed of a P-wave and S-wave: P-wave is
compressional, S-wave is shaking and includes the hit.
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The peculiarity of the EFuNN is that the five layers fuzzy architecture corresponds
to a five layers artificial neural network (ANN) architecture. The ANN’s learning
capabilities can be applied to set up the fuzzy logic engine’s knowledge as nodes of the
ANN. Nodes evolve by learning. Rules are nodes of the ANN.

Two important capabilities are embedded in EFuNN paradigm: the fuzzy logic’s
capability to infer by rules and the ANN’s capability to learn by data. This paradigm is
the best strategy to challenge the key task of the fuzzy logic (the knowledge set up)
according to a bio-inspired approach.

3 Data Set and Training

A set of p-waves patterns were been extracted from earthquake recordings done with a
seismographer lacated at the Centro Geofisico Prealpino – Varese – Italy [7].

To build up the dataset to train and test the EFuNN, sampled data of the p-waves
patterns were been extracted and labeled using the SeisGram2 k visualization and
analysis software [8] and a Matlab script to assemble the data according to the formats
requested by the Neucom simulation and modeling environment [9] running the
EFuNN paradigm.

The Matlab script receive as input the full seismogram sampled data stream and
window three types patterns:

• Background noise
• P-wave
• Hit-wave

After patterns windowing, the script executes the labeling and formatting as it
follow:

Fig. 2. EfuNN is a five layers artificial neural network where each layer corresponds to a layer
of a fuzyy logic engine.

364 M. Malcangi and M. Malcangi



Pattern 1: S1, S2, S3, S4, …, Sj, Label1
Pattern 2: S1, S2, S3, S4, …, Sj, Label2
Pattern 3: S1, S2, S3, S4, …, Sj, Label3
j: j-th sample

4 Training and Test

To train the EFuNN the p-waves-based dataset has been applied to the EFuNN. After
training, the test was executed to validate the EFuNN capability to match the p-wave
pattern preceding an earthquake event.

The data set was split randomly in two parts (80% and 20%). 80% of the data set
was been applied to train the EFuNN, 20% of the data set has been applied to test the
EFuNN.

Train and test setup was as follows:

• Sensitivity threshold: 0.9
• Error Threshold: 0.1
• Number of membership functions: 3
• Learning rate for W1: 0.1
• Learning rate for W2: 0.1
• Node age: 60
• Maximum field: 0.5

Then a new test, a sequence data stream (background noise - p-wave, hit-wave) was
been built so the EFuNN was been tested on a full earthquake wave sequence. This test
(Fig. 3) demonstrated that the EFuNN can infer run-time on an incoming earthquake
event triggering the alert system early before of the hit-wave (the disruptive one)
arrival.

Fig. 3. After the training, the EFuNN at test-time demonstrated to be able to recognize the
incoming P-wave before the Hit-wave arrival.
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According to the test results, after a background noise sequence (BN), the P-wave
pattern (PW) was detected and matched before the Hit-Wave (HitW) arrived (also the
Hit-Wave is detected and matched).

5 Results Evaluation and Future Developments

This research demonstrated that a bio-inspired approach to the development of an early
prediction system is feasible applying bio-inspired Artificial Neural Networks (ANNs)
paradigm to predict the earthquake events seconds to minutes in advance.

Better performance could be achieved if the evolving and on-line learning of
the EFuNN paradigm is applied more extensively.

A future development will concern the study of the seismologic waves captured by
the MEMS (Micro-Electro Mechanical Systems) vibration sensors to finalize a personal
early warning earthquake system and a IOT/IOE (Internet of Thing/Internet of Every
Thing) networking to apply swarm computing methods and brain inspired ANN
paradigms [9, 13].

We consider that pattern matching strategy only is no fully adequate to successfully
accomplish the earthquake early detection task, because each earthquake event differs
from others due to different geographical pathways, intensity and geophysical forma-
tion. So, more investigation is required to setup a successful framework for early
prediction of earthquake, considering that bio inspiration is necessary to accelerate the
knowledge discovery, but it is not sufficient to copy the nature, because in the nature
evolution strategy the failure is not a problem (it is part of the process), so the same
paradigm could not be applied to human being.
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Abstract. Despite all efforts like the introduction of new training methods and
personal protective equipment, the need to reduce the number of First
Responders (FRs) fatalities and injuries remains. Reports show that advances in
technology have not yet resulted in protecting FRs from injuries, health impacts,
and odorless toxic gases effectively. Currently, there are emerging technologies
that can be exploited and applied in emergency management settings to improve
FRs protection. The aim of this paper is threefold: First, to conduct scenario
analysis and situations that currently threat the first responders. Second, to
conduct gap analysis concerning the new technology needs in relations to the
proposed scenarios. Third, to propose a research agenda and to discuss the role
of Artificial Intelligence within it.

Keywords: Hazardous materials � Emerging technologies �
Emergency management � First responders

1 Introduction

First Responders (FRs) have one of the deadliest jobs in the world since they operate
very close to unpredicted dangers, such as a sudden gas explosion, release of deadly
chemicals, building collapse and heart attacks. As a result, several FRs are injured or
lose their lives in action due to the lack of awareness of unpredicted risks, of hazardous
materials and material exposure. FR fatalities compose more than half of the total
fatalities of the incident in some cases. For example, the 2007 forest fires in Artemida,
Greece resulted in 26 fatalities 3 of which were firefighters (11%), the 2013 West
Fertilizer Company incident in Texas, USA resulted in 15 victims where the FR victims
accounted for 53% fatalities. In the 2015 chemical blast in Tianjin-China, there were
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173 fatalities, where 104 of them or 60% were FRs [1], Likewise, in the event of a
high-rise building fire in Tehran 2017, 16 out of 22 fatalities or 72% were FRs. This
reveals how far FRs are exposed to deadly risks in response operations.

Situational Awareness (SA) also has a significant impact on the incident man-
agement and coordination, where it is critical for “all knowledge that is accessible and
can be integrated into a coherent picture, when required, to assess and cope with a
situation” [2]. Today, the integration of Information and Communication Technology
(ICT) and mobile technologies in emergency management is reshaping communica-
tions and information exchange between the command and control centres (C2C) and
FRs on the incident site. Also, ICT has provided several opportunities for advanced-
sensing, computing and communicating through smartphones, wearable-portable
devices, robotics and unmanned aerial vehicles (UAVs).

However, reports show that advances in technology have not yet resulted in pro-
tecting FRs from injuries, health impacts, and odorless toxic gases effectively [3]. For
example, a recent study reveals that the mean number of firefighters’ fatalities in
Sweden has increased from 2000 to 2016 [4]. Indeed, the International Forum to
Advance First Responder Innovation’s [5] has published a list of four FR capability
gaps, namely the ability to: (a) Know the location of responders and their proximity to
risks and hazards in real time. (b) Detect, monitor and analyze passive and active
threats and hazards at incident scenes in real time. (c) Rapidly identify hazardous
agents and contaminants. (d) Incorporate information from multiple and nontraditional
sources (e.g., crowdsourcing and social media) into incident command.

Briefly, we see some capability gaps concerning the identification of hazardous
agents and detecting, monitoring and analyzing passive and active hazard. For exam-
ple, FR personnel often need to be close enough to the sources before realizing the
presence of a passive and active hazard. In short, there is a strong need to innovate with
new technologies for first responders to address their capability gaps. Sometimes, the
issues not only about emerging technologies but also methods how to use existing
technologies efficiently so that FRs are protected. Here, often a common operational
picture and situational awareness play a role, and technologies can enhance these
situations.

The aim of this paper is threefold: First, to conduct scenario analysis and situations
that may put FRs in different types of threats. Second, to conduct gap analysis con-
cerning the new technology needs and specifications in relation to the proposed sce-
narios. Third, to propose a research agenda and to discuss the role of Artificial
Intelligence (AI).

This paper is organized into five sections. Section 2 describes the theoretical
background on the importance of common operational picture and situational aware-
ness. Section 3 describes three scenarios where the hazardous materials can come into
the picture and be unexpected extra disasters. Section 4 elaborate examples of poten-
tially relevant, emerging technologies that can be scrutinized further for protecting the
FRs. Section 5 is a proposed Research Agenda. Section 6 is the concluding remark.
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2 Theoretical Background

To understand the risks and threats exposed to the first responders, literature in
emergency management has emphasized the importance of the three following per-
spectives. First, Common Operational Picture (COP). Second, Shared Situation
Awareness (SA), and third, Collective Sensemaking and Advanced Decision Making.

The COP is a way to ‘achieve a sufficient level of shared information among the
different organizations and jurisdictions participating in disaster operations at different
locations, so all actors readily understand the constraints on each and the possible
combinations of collaboration and support among them under a given set of conditions’
[6]. SA is a precondition of any COP. It is the perception of environmental elements
and events concerning time or space, the comprehension of their meaning, and the
projection of their status after some variable has changed, such as time, or some other
variable, such as a predetermined event. SA involves being aware of what is happening
at times of uncertainty to understand how information, events, and one’s actions will
impact goals and objectives, both immediately and in the near future [7]. One with an
adept sense of situation awareness generally has a high degree of knowledge with
respect to inputs and outputs of a system, an innate “feel” for situations, people, and
events that play out because of variables the subject can control. Lacking or inadequate
situation awareness among responders with different backgrounds (i.e., shared situation
awareness) has been identified as one of the primary factors in accidents attributed to
human error. SA is related to Advanced Decision Making, which is the process fol-
lowed in processing information to assess situations for making collective decisions
and taking collaborative actions. Decision making is part of all management tasks and
that it is particularly important for emergency managers as they often need to take
decisions quickly on very inadequate information [8, 9]. Collaborative group decision
making plays an important part in first response operations. We see collaborative
interactions through the construct of heedful interrelating, which refers to interacting
with sensitivity to the task at hand while at the same time paying attention to how one’s
actions affect overall group functioning [10–12]. Advanced decision making is related
to the process of collaborative sensemaking.

Collective sensemaking is about building a sufficient level of shared understanding
in a sensemaking process in which members of different professional organizations
(de/re)construct information influenced by their institutional background to find out
what is going on in times of uncertainty [13]. This sensemaking process is based upon
the knowledge responders have gained through (1) education, including training/
exercises; (2) storytelling; and (3) past experiences [14, 15]. FRs have to constantly
make sense of the situation and of the actions of other FRs (collectively) because of the
rapidly changing environment [16]. Sensemaking can be understood as a steady pro-
cess [17] of gaining knowledge through the transformation and integration of new
information into cognitive schemata [18], which is particularly essential in crises to
understand such unstable situations and to make adequate decisions. Therefore, it aims
to reduce and bridge knowledge gaps [19–21] and can be impacted by several social
factors like opinions [19, 20] as well as interactions, discussions or information from
other individuals [13] to find common ground for decision making.
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For the first responder to have/get an adequate overview of the crisis situation and
the actions of (other) responding organizations, they need to create a common opera-
tional picture (COP). Information/data is needed to come to a coherent but dynamic
COP. In practice (in line with the literature) this happens only if they have sufficient
situational awareness (SA). SA is based on the collecting and sharing of information.
SA is not static (as the crisis situation continuously evolves and more responding
organizations become active), nor univocal or unambiguous. On the contrary, SA is
ambiguous and multivocal, because responding organizations will give (different)
meanings to the crisis situation, to the information and to what is needed to respond to
the crisis (i.e., decision making). A concept of collective sensemaking approach to
understand and unravel the multivocality and ambiguity, to understand how various
responders with their specific professional norms and routines interpret the situation,
and finally how they enact the responding practices in such a way (that is, collectively)
that the joint effort and operations become more efficient.

In the next section, we provide examples of the most frequent man-made and
natural disasters involving hazardous substance. The aim is to illustrate that people can
easily lose their situational awareness in such events and different understanding of the
situations. Moreover, people often don’t know that hazardous material leaked into, e.g.,
burning building, or even into water systems, where the danger is not only involving
the first responders alone but also society in general.

3 Scenario Analysis

Disastrous events concerning hazardous materials can occur in different settings. Three
scenarios presented below can serve as an illustration, why new technologies are
required. We select three examples of scenarios, i.e., industrial accidents, natural
hazard, and terrorist attack.

3.1 Industrial Accidents

Industrial accidents involving the release of dangerous substances, explosions or fire
frequently occur in Europe, causing severe adverse effects to people, properties and the
environment. Major toxic spills from mining activities in Europe occurred such as Baia
Mare, Romania (2000), Aude/Malvesi, France (2004), Kolontár, Hungary (2010) – all
due to dam failures, and in Borsa, Romania (2005) – due to the accidental release of
300 m3 of cyanide solution into a river. Likewise, leakage of pipelines in a process
plant, followed by fire and explosion happened such as in Priolo Gargallo, Italy (2006),
explosion and fire rupture of pipeline in Dormagen Germany (2008).

One of the threats to the FRs when implementing their duties in industrial accidents
are these unknown hazardous materials (hazmat). Hazmat is chemical substances that if
released or misused can pose a threat to property, the environment or health. Such
chemicals are prevalent in many industries and products which often use materials that
may be explosive, flammable, corrosive, poisonous, radioactive, or otherwise toxic or
dangerous. Depending on the nature of the hazardous material, the result of a release or
spill can include death, serious injury, long-lasting health effects, or physical damages
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of buildings and environment [22]. It can cause fatalities and injuries of workers,
damage to property and infrastructure on site and in the surrounding area, critical
service disruptions, contamination.

3.2 Natural Hazard Event

Flooding is the primary risk faced by many countries. Flood events frequently occur
across the multiple countries in the form of a river, flash and water surface floods, and
coastal flooding. Flooding understood in broad terms to include floods from rivers,
mountain torrents, and floods from the sea in coastal areas, but exclude floods from
sewage systems, as defined under the European Floods Directive. Several major flood
events have occurred.

For instance, in 2017 in Greece, according to the official data from the Hellenic
Civil Protection Command Center 70 floods events were being reported that needed the
deployment of First Responders. Other major floods events occurred in the Former
Yugoslav Republic of Macedonia and Albania (2015, 2016), Serbia and Croatia
(2014), Slovenia (2014), Sardinia and Slovakia (2013) and Austria, Germany and
Czech Republic (2013), Norway (2017). Floods often lead into cascading effects such
as disruption of critical services and infrastructure, the outbreak of epidemic or epi-
zootic events and damage to industrial facilities causing the release of chemical, bio-
logical, radiological and nuclear substance [23].

3.3 Terrorist Attack Event

The fear of terrorism is one of the risks in Europe that deeply rooted in people’s mind.
Over the past few years, Europe has been struck by several major terrorist attacks such
as in Madrid, Spain 2004, in Oslo, Norway, 2011 and in Paris, France, 2015 that
created mass panics. According to Europol [24], in 2016 a total of 142 failed, foiled
and completed attacks were reported and resulted in 142 victims died, and 379 people
were injured in Europe. Among the techniques that are often used in these terrorist
attacks are Home-Made Explosives, improvised explosive device attacks on soft targets
and the use of suicide person-borne. The use of Chemical, biological, radiological and
nuclear, food contaminants and radioactive materials are examples of techniques that
are feared.

A serious terrorist attack can have severe impacts including mortality, injury,
psychological distress, economic losses, and critical infrastructure damages. From the
medical emergency services perspective, there is a risk of a high number of casualties
such as wounds, burns or even mass casualties in such an event. One of the usages of
social media technology is to help the emergency medical services for faster response
by spotting victim location and severity of their injuries. A terrorist attack can also be
related to the other types of risks such as epidemics, pandemics, CBRN threat and bio-
terrorism against facilities with a hazardous substance which again will expose local
citizens and environment with substance release that can be poisonous, in addition to
the critical infrastructure collapse, damage of property and infrastructure on site and in
the surrounding area, critical service disruptions and contamination.
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In these three examples of scenarios, the first responders should react quickly,
minimizing the loss of lives of the affected people and themselves. If hazardous
materials are involved in these examples of disasters, they may be severely exposed to
e.g., poisonous gasses, explosive and other dangerous substance. We have high hope
that existing and emerging technologies can help the first responders detecting early all
potential hazards and have better preparedness in a disaster. The next section describes
the example of emerging technologies that potentially are useful for emergency
management.

4 Emerging Technologies

Currently, there are emerging technologies that can be exploited and applied to
improve the way how FRs can be protected, such as:

• Unmanned Aerial Vehicles (UAV) with various mounted sensors and cameras:
currently researchers examined different levels of the autonomy UAV from fully
controlled by operators, computer action alternatives, computer narrow down the
choice, the computer executes an action upon the operator’s approval to fully
controlled by computer and ignoring the operators [25].

• Wearable devices and wearable sensors (Wrist-worn, head-mounted and others) that
come as existing products and research prototype. For example:
– Wrist-worn: smartwatches and wrist bands with or without touchscreen display

such as Apple iWatch, Samsung Gear, Pebble Time, Fitbit flex existing products
and Smart-watch Life-Saver (prototype).

– Head-mounted devices: smart glasses such as Funiki Ambient glasses, Recon
Jet, Microsoft HoloLens (existing products) and Google glass (prototype),

– Smart jewelry designed a for health-monitoring such as a smart ring (existing
product) or other jewelry such as typing ring and gesture detection ring
(prototype)

– Electronic garments, i.e., clothing items that also serve as wearables such as
Athos, Spinovo (existing products) or Dooplesleep (prototype)

– E-Patch, i.e., sensor patches that can adhere to the skin for fitness tracking or
haptic applications, sensing and data transmission. For example, health patch,
Motorolla e-tattoo or stamp platform (existing products) or duoskin, smart tooth
patch (prototype) [26].

• AR/VR technologies: Currently, different technologies have been available to sup-
port the immersive experience with virtual reality and augmented reality such as
head-mounted display Oculus rift and HTC Vive. Also, some AR/VR experience
can be obtained by using smartphones such as Google Cardboard and the Galaxy
Gear VR headset. In addition, immersive video and 360-degree video add additional
VR/AR experience possibilities [27].

• Robotics: Nowadays, the technology and application areas have been developed
rapidly for industrial purposes, rehabilitation and surgery, search and rescue, self-
driving vehicles, assistive technology, home care, manufacturing and so on. Exam-
ples of care robots: Lifting, exoskeletons, assistive, companion, talking, emotional,
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service [28] Research on swarm robotics have focused on several topics such as
Aerial manipulation, counter-swarm pursuit, target search, and tracking, surveillance
monitoring and mapping [29]. There are more examples indicating that the robotics is
increasingly becoming an attractive research area with usefull new applications.

• Real-time systems: Today’s robust networks allowed the researcher to put “real-
time” as a feature or a selling point of any newly created systems in any area.
Countless technologies are offering real-time systems as a part of the delivery.

• Smartphone with advanced computing power, connectivity, battery, and storage
have changed this device into a handy multi-purpose device that can be used for
collecting images, videos, audio, location and other sensor data [30, 31].

• Surveillance camera with automatic detections (behavioral and facial recognition,
object detections, object tracking and so on). Surveillance camera itself is not new,
but how people use and process the videos and images have improved significantly,
especially after the advancement of image processing techniques developed in
artificial intelligence domain.

• Super-computers i.e., high level of performance computers that allow processing
very large databases and conduct a big amount of computations, such as iDataPlex,
Shaheen II, Hazel Han and Trinity. They have 301,056 cores, 185,088 cores,
196,608 cores and 65,320 cores respectively [32]. Advances such as multi-core
processors and GPGPUs (General Purpose Graphics Processing Units) have
enabled a powerful machine for personal use. Supercomputers will continuously
support the advancements of activities dealing with UAV, AR/VR, robotics and so
on as more data have been collected and need huge computing power to deliver
results in nearly real time.

These technologies generate new types of massive data. Also, some technologies
have been exploited by the public to generate citizen information, especially social
media, and the use of various mobile and web app that allows researchers to collect
data through crow-sourcing technique. Likewise, various research benefited from
current fast development of data analysis techniques, especially artificial intelligence
especially machine learning, deep learning, and computer vision.

5 Discussion: Research Agenda and the Role of AI

Despite all efforts like the introduction of new training methods and personal protective
equipment, the need to reduce the number of FRs fatalities and injuries, to as much as
reasonably possible level, remains. New emerging technologies can be used to mini-
mize this problem. However, these technologies must be analyzed (re)designed,
studied, tested in emergency management settings and evaluated, considering FRs
protection against multiple and unexpected dangers and to what extent they can truly
enhance SA and COP.

Therefore, we plan to conduct research in the following areas:

(1) On-Site Threat Detection (real-time portable platform for hazmat detection and
monitoring)

(2) Risk Monitoring and Safe Management of Threats
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(3) Threat Prevention (real-time monitoring of personnel’s psychological status, big
data analytics and dispersion-prediction projection of hazardous substance).

AI technologies have a very important role to play in this research agenda. AI can
be utilized to retrieve useful types of data from different sources and to generate useful
information. To enhance social media data analytics services to be utilized by FRs to
enhance their SA dynamically. Can enable FRs to manage and respond, with useful
answers drawn from messy, real-world datasets, to a large number of emergency calls
by people that ask specific, targeted questions. AI can also be used to enhance pre-
dictive analytics programs and through that to enhance the readiness level of FR teams.
Lastly AI can be used for the development of advanced chemical sensors that can
identify in real time an unlimited number of chemicals in real-world environments.
Such a sensor in a wearable edition can provide real time threat detection to the FRs
teams that operate in the field.

6 Concluding Remarks and Future Works

There are some gaps when it comes to the technologies that can protect the FRs from
hazardous materials, especially the identification of hazardous agents and detecting,
monitoring and analyzing passive and active hazard. We found that there are various
new, promising research directions, exploiting new technologies to improve the safety
of the FRs. In addition AI technologies can be used in conjunction with other emerging
technologies to provide enhanced COP, SA and enhanced threat detection and protect
FRs by minimizing their casualties. Our future directions are to pursue and opera-
tionalize our research agenda into a set of concrete studies that can contribute to the
area of emergency management, safety and risk management.
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Abstract. Location prediction has gained enormously in importance in
the recent years. For this reason, there exists a great variety of research
work carried out at both the academia and the industry. At the same
time, there is an increasing trend towards utilizing additional semantic
information aiming at building more accurate algorithms. Existing loca-
tion prediction approaches rely mostly on data-driven models, such as
Hidden Markov Chains, Bayes Networks and Artificial Neural Networks
(ANN), with the latter achieving usually the best results. Most ANN-
based solutions apply Grid Parameter Search and Stochastic Gradient
Descent for training their models, that is, for identifying the optimal
structure and weights of the network. In this work, motivated by the
promising results of genetic algorithms in optimizing neural networks
in temporal sequence learning areas, such as the gene and the stock
price index prediction, we propose and evaluate their use in optimiz-
ing our ANN-based semantic location prediction model. It can be shown
that evolutionary algorithms can lead to a significant improvement with
respect to its predictive performance, as well as to the time needed for
the model’s optimization.

Keywords: Evolutionary algorithms · Artificial Neural Networks ·
Semantic trajectories · Semantic location prediction

1 Introduction

The growing use of GPS technology in mainstream devices, such as mobile
phones, smartwatches and cars, to name but a few, lay the basis of a num-
ber of services that utilize the location information to provide their users with
more accurate and timely solutions. These services are referred to as Location-
based Services (LBS). Recently, LBS providers invest increasingly on location
prediction techniques to further improve the user experience of their services.

So far, a big variety of different models has been investigated in both the aca-
demic and the private sector. These include probabilistic approaches like Hidden
Markov Models (HMM) and Bayes Networks, as well as other methods like Sup-
port Vector Machines (SVM) and Artificial Neural Networks (ANN). In general,
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ANN-based prediction algorithms have shown to be very effective in learning
temporal sequences. This behaviour could be also confirmed in several location
prediction scenarios in the existing literature and motivated us to use them in
our work as well. However, neural networks come with a certain handicap that
concerns mostly their training and their adjustment to the respective prediction
task. In order to be able to perform well, they need to have the appropriate
topology and an optimal set of hyperparameters. Finding the right values can
be very tricky and very time consuming, since the typical search process relies on
an exhaustive grid search. Genetic algorithms represent a promising alternative.

Most of the aforementioned models build upon plain GPS data. However,
there exists a group of researchers that apply their models on semantically
enriched GPS trajectories, so called semantic trajectories. Semantic Trajecto-
ries provide the models with an additional conceptual view upon the movement
patterns of the users (see Sect. 3). Our work is based on exact this type of tra-
jectories. To the best of our knowledge, there is no study evaluating the usage
of genetic algorithms for optimizing a semantic trajectory prediction model.

The rest of this paper is structured as follows. First, Sect. 2 gives a brief
overview of some of the most related work. Then, in Sect. 3, we describe the
concept of semantic trajectories. Section 4 provides the theory behind the evo-
lutionary algorithms and describes how these can be used for the optimization
of neural networks. Finally, Sects. 5 and 6 list our evaluation results and some
concluding notes respectively.

2 Related Work

Modelling human movement patterns and predicting upon them represents a
well researched and evaluated topic in the scientific community. As already men-
tioned in the introductory section, most work relies on numerical data, like GPS
or cell tower data. In the last decade though, a new group of researchers utilize
semantic information for leveraging their models and the respective predictive
performance. The first part of this section discusses the most relevant research
in the field of semantic-enhanced location prediction. The second part describes
a group of works, in which genetic algorithms are used in a location predic-
tion scenario. In contrast to our work, none of them concerns semantic outdoor
trajectories.

Ying et al. deployed in [32] their own Geographic Semantic Information
Database (GSID) to semantically enrich GPS and cell tower ID trajectories. The
GSID refers to a POI1 database containing semantic (geo-)information of land-
marks and associated location types. Ying et al. use the returned semantic tra-
jectories to propagate a prefix tree model that serves as basis for their improved
next location prediction algorithm. In [31], they extend their model by adding
temporal information explicitly to its input patterns. Taking these temporal pat-
terns additionally into account helps improve their former model. Karatzoglou
et al. explore in their research a large variety of semantic trajectory modelling
1 Point of Interest.
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and prediction methods. In [7–9], they explore the use of context-specific multi-
dimensional Markov Chains as well as the degree of semantic enrichment, that
is the type and the amount of the additional semantic information that can be
fed into the model, to achieve better accuracy scores. Furthermore, they pro-
pose a context-driven semantic similarity based approach for dynamic clustering
of locations, which provides their model with the necessary flexibility to over-
come, among others and to a certain degree, sparse and inconsistent training
datasets. In [10,11], they evaluate the performance of various neural network
architecture types including the Feed-Forward (FFNN), the Recurrent (RNN),
the Long Short-term Memory (LSTM) and the Convolutional Neural Network
(CNN) with the LSTM and the CNN performing overall best. Finally, their
work in [6] extends the LSTM-based model and investigates the application of
Sequence to Sequence Learning (Seq2Seq) and its impact on both the short- and
the long-term prediction. Samaan et al. model human trajectories using concep-
tual maps, which are very close to the notion of semantic trajectories [19–21].
In addition, a set of user profile information encoded in XML, such as the user’s
preferences and her schedule, are used to support their probabilistic inference
process. Ridhawi et al. present in their work a similar approach for indoor track-
ing of users [17,18]. In contrast to Samaan et al., Rhidawi et al. use ontologies
for modelling and storing the users’ information. In [13], Long et al. parse the
(textual) input of Location-Based Social Network (LBSN) users to analyze their
spatial and temporal movement patterns at a higher semantic level. Krishna-
murthy et al. exploit the same type of data to predict the next semantic location
of mobile LBSN users [12]. For this purpose, they analyze the semantic similarity
between locations and the users’ input (checkins) based on several semantic sim-
ilarity measures, like the Jaccard [5] and the Tversky [24] Index. Ye et al. in [30]
use LBSN data as well and use the within included semantic labels of locations as
input for their Mixed Hidden Markov Model (MHMM). Finally, Wannous et al.
and Malki et al. propose a multi-ontology based approach in combination with a
set of rules created by a group of experts to model and reason about semantically
annotated movement and activity patterns of marine mammals [15,26–29].

There exists a rather limited number of papers that use evolutionary algo-
rithms, either in a direct or in an indirect manner, in a location prediction
scenario. Mantoro et al. propose a direct approach, in which a genetic algorithm
is used to represent the visits of a certain user at a certain location at a cer-
tain time [16]. The evolution process returns simply the most likely places to
be occupied by each user. Mala et al. apply a genetic algorithm for capturing
and evolving the moving speed and the current traffic situation over time [14].
This information is then used to support the location transition probability func-
tion and consequently the overall prediction performance. In [23], Tiwari et al.
make use of the genetic algorithm to encode and evolve the sparse User-Location
matrix that contains the preference scores between each location and user. Their
model is able to outperform the classic Matrix Factorization approach. Finally,
Vlahogianni et al. present in [25] a genetic optimization approach for optimizing
neural networks with respect to a short-term traffic flow prediction use case. In
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contrast to the aforementioned models, this work concentrates on the optimiza-
tion of a neural network model for predicting upon semantic trajectories.

3 Semantic Trajectories

A trajectory is a spatio-temporal sequence that describes the movement of
objects in space within a certain temporal interval. The most common trajec-
tories nowadays are GPS trajectories. These are usually defined as a sequence
of GPS points, that is, triples containing the objects’ latitude (lati), longitude
(longi) and a corresponding point of time (ti) as displayed in the following
equation:

TrajGPS = (lat1, long1, t1), (lat2, long2, t2), ... (1)

Figure 1 shows a daily GPS trajectory as a sequence of GPS points.

Fig. 1. Example of a GPS trajectory as a sequence of GPS points.

In 2007, Alvares et al. and Spaccapietra et al. highlighted in their work the
benefits of adding a conceptual, semantic layer upon the numeric trajectories
when analyzing moving objects [1,22]. Taking semantic information addition-
ally into account provides the analysts with a deeper insight into their move-
ment patterns and thus with a greater understanding of their moving behaviour.
A semantic trajectory refers to such a semantically enriched trajectory and
with respect to human trajectories, it consists of a sequence of a few signifi-
cant locations. Significant locations represent locations at which users stay long
enough to perform a certain activity (e.g., mall, restaurant, office or gym) [2].
Semantic trajectories conform in a certain way with Hägerstrand’s notion of a
space-time prism that describes the trade-off between time and space depending
on the respective activity [4]. Figure 2 illustrates the reduction of thousands of
thousands of recorded GPS points to a sequence of a few significant semantic
locations.

This work concentrates on modeling and predicting upon exact this type of
semantic trajectories.

4 Artificial Neural Network Optimization Based
on Evolutionary Algorithms (EA)

Evolutionary Algorithms (EA) represent a group of stochastic optimization algo-
rithms that emulate the evolution processes of nature. The underlying idea relies
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Fig. 2. Example of a 1-day long semantic Trajectory.

on searching at each step over a whole population of possible solutions to find
the optimal one. The respective possible solutions are encoded as chromosomes,
each containing a set of genes.

The core process of evolution algorithms consists of the following steps:

– Random generation of an initial population of chromosomes
– Evaluation of the fitness of each individual chromosome
– Selection of a group of chromosomes for the next generation based on their

fitness (Selection)
– Use of selected chromosomes as parents to generate new chromosomes either

by combining them (Crossover) or altering them (Mutation) based on some
predefined probability distribution.

– Repetition of above last 3 steps until a certain criterion is fulfilled.

As already mentioned before in this work, the above process has been suc-
cessfully used for optimizing the hyperparameters of neural networks, like its
architecture (number of hidden layers, neurons and their interconnections), the
learning rate and the training batch size, to name but a few. In the matter of
fact, they represent one of the most promising approaches when it comes to a
derivative-free, non-backpropagation optimization. In this work, we evaluate the
use of a genetic algorithm for optimizing the structure of the neural network with
respect to the optimization process’ temporal expenditure during the training
and the overall test accuracy in the semantic location prediction scenario. In
particular, we concentrate on finding the best possible values for the following
hyperparameters:

– Number of hidden layers
– Number of hidden neurons (LSTM units in our case)
– Batch size (during training)
– Number of past locations taken into consideration at each time (History).

Furthermore, in contrast to the direct binary encoding, that is used to repre-
sent the complete network architecture by explicitly encoding each neuron and
their position in the network as well as the existing interconnections between
them, in our work, we make use of the indirect binary encoding. That is, we
encode solely the parameters in which we are interested in based on the value
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Fig. 3. Hyperparameter chromosome.

range that we want to investigate. Figure 3 illustrates the composed hyperpa-
rameter chromosome that is going to be evolved.

There exist many different types of evolutionary algorithms, such as the Evo-
lutionary Strategy, the Evolutionary Programming and the Genetic Algorithms
(GA). In this work, we concentrate on the latter one. Moreover, our genetic
algorithm applies the Roulette selection scheme for generating new populations
out from the older ones. The particular scheme favours the survival of the fittest
genes. Similar to other optimization techniques, evolutionary and thus genetic
algorithms are defined by a set of hyperparameters. In our case, these are listed
below:

– Size of the population (number of chromosomes)
– Number of generations (number of iterations of the evolution process)
– Initial Gene distribution
– Crossover probability
– Mutation probability.

5 Evaluation

Semantic trajectories can be represented at various levels, depending on the
applied semantic granularity, e.g., food location vs. restaurant vs. fast food restau-
rant vs. burger joint. We tested our approach on modeling human trajectories
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at two different semantic representation levels, e.g. restaurant vs. burger joint,
Chinese restaurant, pizzeria,... or night life location vs . bar, night club, disco,
cinema,... . Our semantic location taxonomy is based on the Foursquare venue
categorization2. Figure 4 shows a small part of our Reality Mining semantic loca-
tion taxonomy.

Fig. 4. Part of our Reality Mining location taxonomy.

We evaluated our approach using the MIT Reality Mining dataset [3]. The
Reality Mining dataset contains semantically annotated trajectory data from
100 mobile users over a period of 9 months. Before using it for evaluation, we
cleansed and preprocessed the data, among others, by removing nonsensical data
(e.g., huge location jumps in extremely short time intervals) and by filtering
out extremely sparse annotators. Figure 5 shows the distribution of the resulted
locations for the high level case. It is apparent that the Reality Mining dataset is
extremely unbalanced. In order to compensate this unbalance in our evaluation
outcome, we used a weighted macro accuracy metric that takes this outbalance
explicitly into account. A Markov Chain model, as well as the Convolutional
(CNN) of [10] and a LSTM-based Neural Network optimized through a typical
grid search served as our baseline. The parameters can be found in Table 1.

To optimize our LSTM-based model, we applied a simple genetic algorithm.
Table 2 contains the respective hyperparameter values. These were obtained
through a short testing process. We ran the evolution process twice. Once for
the low and once for the high representation level trajectories. Thus, at the end,
we received two optimal hyperparameter configuration sets for our predictive
model (Table 3). It can be seen that the values for both the low and the high
level case are pretty similar. The number of past locations to be considered (his-
tory window) as well as the number of hidden layers are identical. Interestingly,
the largest difference occurs with respect to the number of LSTM units per hid-
den layer. It seems that our LSTM model needs a wider topology when it comes
2 https://developer.foursquare.com/docs/resources/categories.

https://developer.foursquare.com/docs/resources/categories
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Fig. 5. Distribution of the semantic locations in the (filtered) MIT dataset at the higher
semantic representation level.

Table 1. Hyperparameter values of our baseline models.

Hyperparameter Markov chains values CNN values LSTM values

Length of history window 3 10 2

Number of LSTM units - - 128

Number of hidden layers - 1 1

Batch size - 100 16

Number of Kernels - 50 -

Kernel size - 2 -

Table 2. Hyperparameters of the genetic algorithm.

Hyperparameter Value

Population size 4

Number of generations 4

Gene distribution Bernoulli distribution

Crossover probability 0.4

Mutation probability 0.1

Table 3. Optimal hyperparameter s values determined through the genetic algorithm.

Hyperparameter Value (low level) Value (high level)

Length of history window 5 5

Number of LSTM units 2 64

Number of hidden layers 1 1

Batch size 16 32
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to modeling high level human movement patterns. And this, despite the fact that
the overall number of high level location types and thus the corresponding input
vector is smaller compared to the number of unique locations at the lower level.
Figure 6 shows the results for the low representation level case. We can see that
the GA-optimized network is able to outperform both the LSTM model that was
optimized through an exhaustive grid search as well as the Markov Chain model
of 3. Order. Solely, and as expected based on former investigations in [10], the
CNN approach is better. Thus, the genetic algorithm based optimization tech-
niques seems to enhance the standard LSTM, however, it couldn’t lead to giant
leaps.

Fig. 6. Accuracy scores at the lower semantic representation level.

At the higher level, all models perform generally better. The GA-based LSTM
is again able to outperform the Markov Chain model, but this time, in contrast
to the low level case, it can’t reach the scores of both the standard LSTM and the
CNN. Once again, the results here confirm the overall best performance of the
LSTM and the CNN in [10]. The reduced performance of the GA-based LSTM
could be mainly attributed to a certain overfitting effect during the training
process due to the smaller number of location classes in combination with the
large number of hidden units while keeping the population number the same.

In terms of time needed to reach to an optimal hyperparameter set, the opti-
mal parameter search lasted much less compared to the exhaustive grid search,
by a factor of 0.8. A random grid search should probably be equally fast, but
the overall final results are usually not as optimal as with the population based
genetic algorithmic approach, due to its “naive” high variance when selecting
points randomly in the hyperparameter space.
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Fig. 7. Accuracy scores at the higher semantic representation level.

6 Conclusion

Semantically enriched Location Based Services have recently gained increasingly
in importance. For this reason, there exists a growing variety of semantic location
prediction approaches in the current literature. One of the most common and
promising methods are the ones that rely on Artificial Neural Networks. However,
finding the appropriate network topology and the respective hyperparameters is
a very time consuming process. Evolutionary algorithms help shortening this
process while keeping the models’ performance high. This work explores the use
of Genetic Algorithms in optimizing a Long Short-Term Memory neural network
in a semantic trajectory modeling and prediction scenario. It can be shown that
genetic algorithms are capable of optimizing the LSTM and help them reach
high accuracy scores outperforming baseline systems, such as a Markov Chains
and a Grid Search based optimized LSTM model.
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Abstract. In the literature the most frequently cited data are quite contradic-
tory, and there is no consensus on the global minimum value of 2D Edwards-
Anderson (2D EA) Ising model. By means of computer simulations, with the
help of exact polynomial Schraudolph-Kamenetsky algorithm, we examined the
global minimum depth in 2D EA-type models. We found a dependence of the
global minimum depth on the dimension of the problem N and obtained its
asymptotic value in the limit N ! ∞. We believe these evaluations can be
further used for examining the behavior of 2D Bayesian models often used in
machine learning and image processing.

Keywords: Spectrum � Local minimum � Global minimum � Spin system �
Spin glass system � Minimization � Exact polynomial algorithm �
Edwards-Anderson model � Planar Ising model

1 Introduction

In many fields of science, it is necessary to know the global energy minimum for
different systems. Namely, in informatics we use it when solving problems of quadratic
optimization [1, 2], developing search algorithms for the global minimum and solving
max-cut problems [3–7]. In neuroinformatics, we have to know the global minimum
when developing associative memory systems and constructing neural networks and
neural network minimization algorithms [7]. In physics, the knowledge of the global
energy minimum is most frequently necessary when studying the behavior of spin glass
systems and even when describing four-photon mixing in nonlinear media [8–13].

The question of calculation of the global minimum depth has been discussed over
the years. However, since it has no decisive answer it remains a highly topical problem
up to now. Indeed, in the literature the most frequently cited data are quite contra-
dictory, and there is no consensus on the global minimum value (see references in
[10]). To illustrate this statement, we present the values of the global minimum depth
obtained by different methods:
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E0 ¼ 0 TAP Thouless et al: 8½ �ð Þ
E0 ¼ 1=

ffiffiffiffiffiffi
2p

p
mean random field Klein 9½ �ð Þ

E0 ¼ 0:5 partition function Tanaka and Edwards 10½ �ð Þ
E0 ¼ 2=p replica Sherrington andKirkpatrick 11½ �ð Þ
E0 ¼ 0:76� 0:77 Monte Carlo Sherrington andKirkpatrick 12½ �ð Þ

ð1Þ

Such a spread of values exists because until recently there were no exact calculation
algorithms for the determination of E0. This was the reason why different authors used
different minimization methods, and consequently the obtained estimates were suffi-
ciently far from the true value of E0. New algorithms appeared recently. They allow us
to calculate E0 exactly when examining spin systems on planar graphs with arbitrary
boundary conditions [14]. Implementing these algorithms, we were able to refine our
results [15] for the Edwards–Anderson model (the EA model).

In the present paper, we present an experimental analysis of the global minimum
depth in the EA model, which is a spin system on an N ¼ L� L square lattice where
only interactions with four nearest neighbors do not equal to zero. Formally, we have in
mind a system whose behavior is described by a Hamiltonian

H ¼ � 1
2

XN

i;j¼1

Jijsisj ð2Þ

defined in the configuration space of states S ¼ ðs1; s2; . . .; sNÞ with binary variables
si ¼ �1 , i ¼ 1;N. Here N is the number of spins, and Jij is a symmetric, zero-diagonal
matrix (Jij ¼ Jji and Jii ¼ 0).

To describe the spectrum of the system, it is convenient to introduce the depth of
the minimum that is defined by equation

E ¼ 1
2NrJ

XN

i¼1

XN

j¼1

Jijsisj ð3Þ

As we show in what follows, the normalization coefficient in Eq. (3) is quite
universal since the value of E is almost independent of the dimension of the problem N
as well as of the normalization of the matrix elements Jij. In these notations, the
Hamiltonian of the system has the form H ¼ �NrJE, and its dependence on the
dimension reduces to H � N.

As we see from Eq. (1), the results obtained by different authors are so very
different that it is hardly possible to use them in the course of calculations. This was the
reason why we performed a huge experiment having in mind to determine the basic
spectral characteristics such as the mean value of the local minimum depth, the
spectrum width, and the depth of the global minimum. Based on the obtained exper-
imental data, we plotted the dependences of these characteristics on the dimension of
the problem N and determined their asymptotic values in the limit N ! 1.
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The structure of the paper is as follows. In Sect. 2, we describe our experiment and
analyze the obtained data. In Sect. 3, we discuss the results and the tables showing our
experimental data.

2 Experiment

To define the value of E0, we used an algorithm described in [14]. In the course of our
experiment, we examined the classical EA-model (with the normal distribution of Jij)
and the EA*-model (with the uniform distribution of Jij). For the chosen model of the
given size N ¼ L� L, we generated M matrices Jij and determined M values Em0,
m ¼ 1;M. We used these data to calculate the mean value and the variance of the
obtained values:

E0 ¼ M�1
XM

m¼1

Em0; r
2
0 ¼ M�1

XM

m¼1

E2
m0 � E2

0 ð4Þ

The results of our experiments are collected in Table 1.
Based on the obtained data, we derived formulas that described the dependences of

E0 and r0 on N. We optimized these formulas by means of the least squares method.
We minimized the value of the summary relative error and estimated the quality of the
approximation formulas by the value of validity defined as

R2 ¼ 1�
P ðxexp � xapproxÞ2P ðxexp � �xexpÞ2

ð5Þ

where xexp are the experimental values, �xexp are the means of the experimental values,
and xapp are the values obtained using the approximation formulas.

2.1 EA-model

This is the Edwards–Anderson model for a two-dimensional lattice where spins interact
with their four nearest neighbors only and nonzero matrix elements are normally
distributed.

We found that the function of E0 is almost constant for large L. Analysis of our
experimental data based on a standard maximization of value of R2 (5) shows that the
more careful approximation functions have the form:

E0 ¼ 1:3151� 1:17
L

; r0 ¼ 0:74
L

þ 0:11
L2

: ð6Þ

The validities of these expressions are R2 ¼ 0:994 and R2 ¼ 0:993, respectively.
When comparing the expressions of Eq. (6) with the experiment, we see that these

formulas describe them very well. In Fig. 1, we show that the function E0 ¼ E0ðNÞ
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matches perfectly with data of Table 1. The value of the relative error Err ¼
1� EðexpÞ

0 =EðapproxÞ
0 is less than 2 � 10�3.

The function r0 ¼ r0ðNÞ (the second expression of Eq. (6)) in Fig. 2 also describes
the data of Table 1 very well. The value of the relative error is less than 0.4%.
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Fig. 1. E0 vs L. EA-model: line – Eq. (6), circles – experiment.
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Fig. 2. r0 vs L. EA-model: line – Eq. (6), circles – experiment.
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2.2 EA*-model

This is the same Edwards–Anderson model for a two-dimensional lattice, but here the
uniform distribution is used in place of the normal distribution.

In this case, approximation functions obtained after our analysis of the experimental
data have the form

E0 ¼ 1:3769� 1:23
L

; r0 ¼ 0:54
L

þ 0:2
L2

ð7Þ

The validities of these expressions are R2 ¼ 0:996 and R2 ¼ 0:992, respectively.

Table 1. Characteristics of global minima

EA-model EA*-model
L M E0 r0 E0 r0
10 200 1.20245 0.07611 1.27347 0.05579
20 200 1.26305 0.04049 1.32793 0.02848
30 200 1.28416 0.02608 1.34307 0.01934
40 200 1.28838 0.01882 1.34864 0.01514
50 200 1.29569 0.01493 1.35738 0.01066
100 200 1.30448 0.00695 1.36681 0.00517
200 200 1.30957 0.00392 1.37173 0.00294
300 100 1.31136 0.00254 1.37337 0.00187
400 100 1.31229 0.00193 1.37467 0.00144
500 30 1.31279 0.00135 1.37498 0.00113
1000 30 1.31390 0.00074 1.37564 0.00054
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Fig. 3. E0 vs L. EA-model: line – Eq. (6), circles – experiment.
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Comparing the expressions of Eq. (7) with the experiment, we see that they
describe it very well. In Fig. 3, we present the dependence E0 ¼ E0ðNÞ (the first
expression of Eq. (7)) that matches perfectly with the data from Table 1. When L[ 50,
the relative error is less than 2 � 10�4.

The dependence r0 ¼ r0ðNÞ (the second expression of Eq. (7)) shown in Fig. 4
also describes the data from Table 1 very well. Here the relative error is less than 0.5%.

3 Discussion

Our analysis of the two models allowed us to derive empirical relations in Eqs. (6) and
(7) for the most important characteristics of the global minima (see Eqs. (6) and (7)).
Our goal was to obtain expressions which with a high certainty described the depen-
dences of these characteristics on N in the whole range of the dimensions of the
problem that we were able to examine. Based on these results, we had to determine the
asymptotic behavior of these characteristics when N ! 1. Evidently there are dif-
ferent approaches to approximation of the experimental data in Table 1. Consequently,
it is possible to obtain a list of different expressions, and some of them can be even
more accurate than the expressions of Eqs. (6) and (7). However, this fact does not
change the goal of our study: independent of the form of the obtained approximation
functions, they have to describe correctly the behavior of the characteristics inside the
test range of N and provide trustworthy asymptotic values when N ! 1 (see Table 2).
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Fig. 4. r0 vs L. EA*-model: line – Eq. (7), circles – experiment.

Table 2. Asymptotic values of E0 and r0 N ! 1ð Þ.
E0 r0

EA-model 1.3151 ± 0.002 0:74=L
EA*-model 1.3769 ± 0.002 0:54=L
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As we see, the data of Table 2 differ significantly from the values presented in
Eq. (1). The point is that when minimizing the functional of Eq. (2) with a view to
calculating E0 different authors used different minimization algorithms. To do that, they
defined E0 as the energy corresponding to the deepest minimum, which under a rea-
sonable number of tests frequently was far from �E0. As an example, let us discuss the
results of numerical experiments [15] in which they defined the energy of the deepest
minimum E�. Then, for the relative distance

dE ¼ 100% � E0 � E�

�E0
ð8Þ

between E0 and E� when L	 100 we obtain:

dE ¼ 16:45 % � 0:5 %; for EA-model; ð9Þ

dE ¼ 16:61 % � 0:4 %; for EA*-model: ð10Þ

From our point of view, this is a possible reason why the estimates of E0 obtained
by different authors differ so significantly. Namely, when the size of the system is
sufficiently large L	 30ð Þ such an approach is not applicable since the probability of
finding the global minimum in the course of a random search is exponentially small: it
is � expð�0:04NÞ.
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Abstract. The paper presents a novel approach for the resampling of
imbalanced datasets aiming at the improvement of classifiers perfor-
mance. The method exploits two self–organizing–maps for the determi-
nations of the clusters of majority and minority data. Clusters centroids
are used to select the samples whose under–sampling or over–sampling
is more convenient while the optimal resampling rates are determined
through a genetic algorithm that maximizes the classifier performance.
The algorithm is tested on several datasets coming from both the UCI
repository and real industrial applications and compared to other widely
used resampling methods.

Keywords: Imbalanced datasets · Resampling ·
Self organizing maps · Genetic Algorithms

1 Introduction

The problem of the detection of rare patterns through data–driven techniques
is common to different fields. Many practical tasks envisage the identification of
uncommon samples by means of a classifier trained by using a dataset that, due
to the nature of the observed phenomenon, is imbalanced [22]. Examples of such
situation can be found in the industrial field in machine fault or defect identifi-
cation [2,18], in medical applications for the diagnosis of particular pathologies,
in finance for the recognition of fraudulent transactions. All these applications
focus on the correct identification of the rare situation that, in the specific con-
texts, is the one of interest: defects have to be avoided in order to preserve
product quality, machine faults have to be spotted to limit their consequences,
diseases must be correctly diagnosed. These problems also share the fact that
the misclassification of frequent patterns (the so–called false alarms) is strongly
preferable than the missed detection of rare ones.

Multiple interacting factors make hard the satisfactory classification of imbal-
anced datasets by employing standard classifiers. First of all the basic assump-
tion of even distribution among classes which is implicitly done by classifiers
c© Springer Nature Switzerland AG 2019
J. Macintyre et al. (Eds.): EANN 2019, CCIS 1000, pp. 399–411, 2019.
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such as Artificial Neural Networks (ANN) [3], Decision Trees (DT) and Sup-
port Vector Machines (SVM). The goal of most machine learning algorithms is
the achievement of an optimal overall performance, that is satisfied in the case
of balanced classes but, in the case of imbalanced datasets, standard classifiers
result to be biased toward the majority class and, as a consequence, the minority
class is neglected [10]. An additional element that contributes to the difficulty of
the task is the complexity of the classification problem: in facts, in presence of
complex decision boundaries and highly overlapping classes the mission of the
learner becomes harder and standard classifier tend to solve conflicts in favor of
majority class [8]. The complexity of the classification of imbalanced datasets
was demonstrated to be proportional to the imbalance degree [8] and the low
quality (i.e. presence of noise and outliers) of data that prevent the classifier to
correctly represent the different classes either due to the low number of available
data or their reliability.

In this paper a method based on the combined use of Self–Organizing–
Maps (SOM) and Genetic Algorithms (GA) for the pre–processing of unbalanced
datasets is presented. This method tries to efficiently merge the characteristics of
main approaches into an optimization context for the maximization of classifier
performance. The organization of the paper is the following one: Sect. 2 intro-
duces the main families of methods designed for dealing with class imbalance.
In Sect. 3 the main characteristics of the proposed algorithm are described while
the performance it achieves on a set of tests involving imbalanced dataset are
reported in Sect. 4. Finally, in Sect. 5 conclusions are drawn and future perspec-
tives of the proposed approach are outlined.

2 Facing Class Imbalance in Classification Tasks

The relevance of the problems described in previous section led to the develop-
ment of several algorithms designed to its solution. These methods are tradi-
tionally categorized according to the way they try to counterbalance the class
imbalance: on one hand, the internal ones are based on the creation or modifi-
cation of algorithms for that specific purpose; on the other hand, the external
methods modify the training dataset by reducing the imbalance ratio before it
is used for the tuning of an arbitrary classifier.

Internal methods include those algorithm that directly promote the detection
of rare samples. They are often designed to solve specific problems thus they
often lack of generality and portability. The Cost–Sensitive Learning (CSL) [7]
technique belongs to this family. In these approaches the training of the classifier
is pursued according to an asymmetric misclassification matrix that attributes
a higher weight to the missed detection of rare patterns with respect to false
alarms (whose number generally rises when using this technique). CLS can be
employed for the training of many standard classifiers. In [17] for instance the
LASCUS method exploits a CSL approach within a fuzzy inference system to
assign the clusters determined through a SOM to the frequent and rare classes,
favoring the latter one. In [15] an asymmetric cost matrix is used during the
training of a DT for the choice of the split attribute of the nodes of the tree.
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Many literature works are based on the adaptation of existing algorithms to
cope with datasets unbalance. An ad–hoc Radial Basis Function network with
rectangular activation function in the hidden layer and thus named RecBF was
proposed in [16]: the RecBF achieved interesting results in terms of detection of
rare patterns due to precision in the determination of the boundary of the input
regions associated to rare samples. Similarly, in [23] a customized SVM that
employs a fuzzy inference system expressly designed for the identification of rare
patterns is presented. Several works also use ensemble–methods (EM) such as
[9] where a boosting technique is implemented for the growing of the ensemble:
at each step a new learner is added and trained by using only samples belonging
to the rare class. Another approach based on the use of different aggregation
weights encouraging the detection of infrequent patterns is proposed in [24].

2.1 Focus on External Methods

The method proposed in this work belongs to external approaches. This cat-
egory of approaches tries to improve classifiers performance by reducing the
unbalance rate of the training dataset through the so–called resampling. Resam-
pling increases the rate α of rare samples with respect to the total number of
observations. One of the main advantages of this category of methods is that they
are extremely portable. Since they do not require modifications on the algorithm
side, they can be used for the pre–processing of a training dataset to be fed to
any kind of classifier. An issue is the determination of the best value of α that
mostly depends on problem characteristics and no rationale for its determina-
tion exists and thus must be often empirically set. Resampling can take place
either by removing frequent samples – the so–called under–sampling – or adding
rare ones – the so–called over–sampling. None of these two approaches, that can
be combined, is prevalent for all the problems [1] and both of them have some
criticality.

It is possible to apply a wide variety of strategies for over and under sam-
pling. The most basic one consists in the random selection of the samples to
remove or replicate. Although this simple method can lead to interesting results,
it assumes some risks. On one hand the removal can interest samples with high
informative content, resulting harmful for the classifier performance. On the
other hand random oversampling can lead to the formation of compact clusters
of minority samples that reduces, instead of expanding, the area of the input
space associated to the rare class, giving rise to over–fitting problems [1,8].

In order to avoid these detrimental effects, more sophisticated resampling
strategies have been developed aiming to the selection of the samples whose
removal or addition maximizes the benefits for the classifier. An example of
focused oversampling is found in [11] where only the infrequent samples in prox-
imity of boundary regions between the minority and majority classes are repli-
cated: this selection broadens the input domain that the classifier assigns to the
minority class and reduces eventual conflicts that standard classifiers would solve
in favor of majority class. Another oversampling approach that goes beyond the
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pure replication of existing samples is proposed in [5] with the SMOTE (Syn-
thetic Minority Oversampling TEchnique) algorithm. This method creates syn-
thetic unfrequent samples locating them where they likely could be (i.e. along
the lines connecting two existing minority samples). The main advantage of this
widely used method is the exploitation of original (although synthetic) infor-
mation, which avoids the overfitting that can be caused by the pure samples
replications. On the other hand, the risk that comes with SMOTE, is the possi-
ble introduction of misleading information due to the wrong positioning of the
created samples, for instance, in the neighborhood of clusters of frequent sam-
ples. An evolution of the SMOTE algorithm is the SUNDO method [4] that tries
to overcome this issue by calculating the placing of the newly created samples
according to the samples of the other class. Focused undersampling is inves-
tigated as well in literature works. In [12] and [13] frequent samples from the
regions where inter–class conflicts are more frequent are removed. This selec-
tion aims at reducing majority class redundancy without decreasing the dataset
informative content. In [21] undersampling is performed by using a two SOMs
that determine the centroids of the clusters of frequent and rare samples. This
information is used to guide the selection of the frequent samples to be removed
in order to maximize the impact of this operation selecting, for instance, samples
belonging to dense majority clusters or samples in conflicting regions. Several
attempts of combining Smart–Undersampling and Smart–Oversampling have
been done. In particular the OGAR algorithm (Optimal GA–based Resampling)
[20] combines these two approaches and optimally determines the resampling
rates by using a GA. The resampling method presented in this work extends
the investigation pursued in [21] by exploiting the SOM–based clusterization for
both over– and under– sampling, moreover it goes beyond it by using a GA for
optimizing the two resampling rates.

3 The Proposed Approach

In this work an approach based on the optimal combination of over and under
sampling is proposed in order to simultaneously take the advantages and avoid
the drawbacks of both the approaches. The two rebalancing methods are applied
on the basis of the spatial distribution of original samples according to optimal
intervention rates determined through a GA. In brief, this approach exploits
two different SOMs that determine two distinct clusterizations of frequent and
infrequent samples respectively. The outcomes of the SOMs are used in order
to determine the regions of the domain where the two classes of samples are
more dense. Such information is used to calculate a ranking among the frequent
samples that determines their suitability for the removal and another ranking
applied on a set of synthetically created infrequent samples that estimates the
impact of their inclusion within a training dataset.

Given an original dataset D, characterized by an α unbalance rate, the whole
process can be summarized through the following points that will be discussed
more in detail in the subsequent parts of this section:
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1. the frequent D− and unfrequent D+ samples of D are used to train two dis-
tinct SOMs. The two SOMs determine two sets of centroids (one for each neu-
ron/cluster whose number is automatically determined): CF and CU respec-
tively

2. a set of M synthetic unfrequent samples S+ is created by means of the
SMOTE algorithm. The quantity M of these samples is determined so as
to completely rebalance the training dataset D

3. four ranking, two for D− and the others for S+ are calculated for D− and
S+ samples. At the top of the rankings applied to D− samples, the frequent
samples whose elimination from the training dataset is more useful will be
located whilst, at the top of the ranking of synthetic data, those samples
whose inclusion in the dataset is mostly beneficial will be found

4. a GA–based optimization simultaneously determines the rates of samples
– to remove according to the unsersampling rankings
– to addto the datasets according to the oversampling rankings

5. the so–determined rates are applied on the D− and S+ datasets to form the
final resampled training dataset D∗. Undersampling is performed by elimi-
nating from D− the frequent samples at the top of the undersampling ranking
according to the two optimal undersampling rates. Oversampling takes place
by adding to this dataset the synthetic samples at the top of the S+ samples
rankings according to the two optimal oversampling rates.

For the clustering of the frequent and rare samples SOMs are used in order
to exploit their capability of preserving the distribution and topology of the
original data. At the end of the SOMs training, more clusters will be located in
the regions of the space where more original data are placed so as to represent
with more details such regions. Further, the natural spatial relationship among
samples will be kept at the level of clusters: samples that are close each other
will be associated to the same cluster or to a nearby one. The number of neurons
of the two SOMs, that determines the number of clusters, is chosen by means of
the Silhouette criterion [6] which evaluates the goodness of different clusterings
on the basis of the similarity among each cluster and the data samples associated
to it. In this case different hexagonal topology SOMs are evaluated, varying the
number of neurons and the shape of the map through this criterion in order
select the best one. The 4 criteria adopted for the resampling are based on the
distances of data samples with respect to the centroids CF and CU . The number
of these centroids is set by means of the previously described silhouettemethod.
The criteria designed for the ranking of frequent samples D− aim at putting
to the top of the ranking those samples whose presence in the training dataset
would lead to a degradation of classifier performance. The two criteria for the
selection of undersampled data, calculated for each frequent sample are:

1. Average Distance from Frequent–Class Centroids (ADFC), shown in Eq. 1
and calculated for each sample d ∈ D−. The higher this metric based on
Euclidean distance, the more isolated a frequent sample with respect to the
others is thus its elimination would free a region of the domain where the
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classifier decision boundaries associated to the infrequent class would expand

ADFC(d) = average
c∈CF

(‖d − c‖) (1)

2. Minimum Distance from Rare Centroid (MDRC), shown in Eq. 2 and calcu-
lated for each sample d ∈ D−. This metric is higher for frequent samples
closer to infrequent ones. The elimination of samples for which this measure
is high reduces the conflicts among frequent and rare samples favoring the
expansion of rare class in the domain region from which the sample is removed

MDRC(d) = − min
c∈CR

(‖d − c‖) (2)

The criteria that drive the ranking of the synthetically created infrequent
samples grant higher evaluations for the samples in S+ whose presence within
the training dataset would broaden the domain region associated to this class,
possibly avoiding any conflict with the frequent class. The two criteria are imple-
mented as follows:

1. Minimum Distance from Frequent Centroid (MDFC), depicted in Eq. 3,
applies to all samples d ∈ S+ and is higher for those ones farther from the
regions where frequent samples are more dense. The use of this criterion
avoids one of the main limitations of SMOTE that, when creating an arbi-
trary synthetic sample, does not check for the eventual proximity of frequent
samples increasing the risk of conflicts

MDFC(d) = min
c∈CF

(‖d − c‖) (3)

2. Location in Contended Region (LCR), calculated by Eq. 4, measures the mem-
bership of each sample in S+ to regions of the domain halfway between regions
characterized by the presence of rare and frequent samples. These boundary
regions, if populated by synthetic rare samples, are likely assigned to this
latter class by the classifier, broadening the rare class domain without clear
class conflicts

LCR(d) = −
∣
∣
∣
∣
min
a∈CF

(‖d − a‖) − min
b∈CR

(‖d − b‖)
∣
∣
∣
∣

(4)

These four interacting criteria are at the basis of the simultaneous under– and
over– sampling process of the original data. More in detail, if the training dataset
D∗ is initially set as D∗ = D, two rates RADCF and RMDCR of samples will be
selected according to their respective ranking (from the tops) and removed from
D∗. Contextually, two rates RMDCF and RLCR of synthetically created samples
will be taken from their associated ranking and added to the training dataset
D∗.

The optimal resampling rates associated to each ranking are determined
through a GAs–based optimization in order to maximize the benefits in terms of
classification performance. The GA candidate solutions are coded as 4 elements



Imbalanced Datasets Resampling Through SOM and GAs 405

vectors ([RADCF , RMDCR, RMDCF , RLCR]) where each element is associated to
the resampling percentage in the range [0%, 100%]. GA candidate solutions are
randomly initialized and evolved through the generations by means of a single
point–type crossover and a mutation operator that varies in a range [−5%,+5%]
one random element within selected chromosomes. Selection operator is based
on the roulette wheel technique, while the terminal condition is satisfied when a
given number of generations of GAs is completed or the stall condition is reached.
Given a candidate solution s, GAs engine operates as follows, exploiting a fit-
ness function which is based on a decision tree (DT) although the procedure in
completely independent on the classifier type:

1. s is used to build the corresponding resampled training dataset D̂∗;
2. a DT is trained by using D̂∗ via the C4.5 algorithm;
3. the performance of DT is evaluated on both the not–resampled training

dataset D and an additional validation dataset DV D (characterized by the
same unbalance ration of D) on the basis of Eq. 5 [19]:

E = 1 − γTPR − FPR

ACC + μFPR
(5)

where TPR represents the True Positive Rate, FPR the False Positive Rate,
ACC the overall accuracy while γ and μ are two empirical parameters whose
values are 0.7 and 0.3 respectively. The calculated value E varies in the range
[0, 1] and is close to 0 for well performing classifiers. Equation (5) is used for
the calculation of the performance ETR on DTR and EV D on DV D

4. The final fitness (the lower the better) for s is calculated as

Fitness = ETR + |ETR − EV D| (6)

where the |ETR − EV D| term is added to take into account the effect of
overfitting.

The final outcome of the GA corresponds to the optimal resampling rates
that are applied for the creation of the classifier training dataset D∗.

4 Experimental Tests

The SOM–based resampling method proposed in this paper has been tested
on several tasks that involve imbalanced datasets. In all these datasets, that
come both from the of UCI repository [14] and real industrial applications, the
number of samples belonging to the class whose identification is more important
is far low with respect to the others. The main features of the test datasets are
summarized in Table 1 where the origin of each dataset is shown together with
its number of samples and variables and the original unbalance rate.

A description and contextualization of the data coming from the UCI repos-
itory can be found on–line, the others, all deriving from the steel industry, are
briefly described below. The Nozzle Clogging (NC) dataset was formed to get
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Table 1. Main characteristics of the original datasets used in the tests.

Source Dataset Unb.Rate Samples Vars

UCI rep. CARDATA 3.8% 1728 6

NURSERY 2.5% 1296 8

SATELLITE 9.7% 6435 36

Industrial NOZZLE CLOGGING 1.2% 3756 6

MSQ-1 24% 1915 11

MSQ-2 0.3% 21784 9

better understanding of the occlusion phenomenon that affects ladle nozzles dur-
ing the continuous casting of steel. This dataset collects for each cast various
measurements from sensors and machine operating parameters to be associated
to the eventual clogging occurrence. The correct detection of such patterns can
avoid machine faults and improve steel quality. On the other hand the gener-
ation of some false alarms is tolerable. The two Metal Sheet Quality (MSQ1,
MSQ2) collect data for the automatic grading of steel coils. They include the
information obtained by the coils surface inspection system which are used for
assessing the compliance of each product with quality standards. Since it is fun-
damental not to put into market defective products, the correct identification of
non-complying sheets (the rare patterns) is of utmost importance.

For the sake of validity of the performed test campaign, all the original
datasets used in this work have been divided, prior to any processing step, in a
training and test set (70% and 30% of samples respectively), each one with the
same unbalance ratio as the original dataset. The results obtained by the SOM–
Based Resampling (SBR) on these classification tasks are compared to those
achieved by other approaches used for imbalanced datasets resampling: random
oversampling and undersampling, SMOTE oversampling, SOM–Undersampling
and OGAR, further, the results obtained by using the original dataset are
reported for measuring the impact of the each resampling approach.

The resampled datasets obtained by the use of each of the listed techniques is
exploited for the training of a DT tuned by means of the C4.5 algorithm. The GA
engine settings for the methods (OGAR and SBR) that exploit it for reaching
the optimal unbalance ratio, set the population cardinality to 100 and a terminal
condition that stops the search when 50 generations are completed. The other
operators (i.e. crossover, selection) are the same for these approaches (already
described in Sect. 3) in order to grant the comparability of the results. For the
other methods that do not determine in an automatic manner the optimal under–
and/or over– sampling rates, several runs of the algorithms were performed,
varying the resampling rates from 5% up to 50% and the best rates have been
considered.

The results achieved by all the tested approaches are summarized in the fol-
lowing tables. For each method the following information are provided (Tables 2,
3, 4, 5, 6 and 7):
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– number of clusters (neurons of the SOM) (when applied)
– optimal under–sampling and over–sampling ratios (OptUnd and OptOve in

the tables, when applied). In the case of the proposed approach these features
sums up the outcomes of the associated rankings (RADCF + RMDCR for the
under–sampling, RMDCF + RLCR for over–sampling)

– unbalance ratio (optimal for OGAR and SBR, the one for which the best
results were achieved on the other methods)

– ACC, TPR, FPR

Table 2. Results achieved by tested methods on the CARDATA dataset.

Method Clus. OptUnd OptOve Unb. ACC TPR FPR

Non resampling - - - - 97 82 3

Rand. Unders. - - - 8 98 92 2

Rand. Overs. - - - 10 99 91 1

SMOTE - - - 25 99 81 1

SOM–Und. (16, 36) - - 5 99 100 1

OGAR - 5 15 24 99 100 1

SBR (9,15) 16 21 22 99 100 1

Table 3. Results achieved by tested methods on the NURSERY dataset.

Method Clus. OptUnd OptOve Unb. ACC TPR FPR

Non resampling - - - - 99 83 1

Rand. Unders. - - - 10 97 97 3

Rand. Overs. - - - 25 99 93 1

SMOTE - - - 10 99 84 1

SOM–Und. (16, 36) - - 10 96 100 4

OGAR - 47 47 48 97 99 3

SBR (6,20) 15 22 22 97 98 3

The results achieved on the datasets coming from the UCI repository put
into evidence the good performance of the proposed method if compared to
standard and advanced resampling techniques. On the CARDATA and NURS-
ERY datasets all the approaches are able to achieve a satisfactory accuracy,
even the no–resampling strategy. Nevertheless the methods that perform data
resampling are able to sensibly increase the TPR and keep low the FPR. On the
CARDATA dataset the performance of the advanced methods are equivalent
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Table 4. Results achieved by tested methods on the SATELLITE dataset.

Method Clus. OptUnd OptOve Unb. ACC TPR FPR

Non resampling - - - - 91 55 5

Rand. Unders. - - - 50 82 80 18

Rand. Overs. - - - 25 91 54 5

SMOTE - - - 45 90 62 7

SOM–Und. (16, 16) - - 15 85 79 13

OGAR - 33 38 40 85 88 15

SBR (9, 25) 11 8 17 92 88 8

while on the NURSERY dataset the performance of SBR is slightly worse, in
terms of TPR, with respect to the SOM–Undersampling (that does not optimize
automatically the clustering it is based on) and OGAR. On the SATELLITE
dataset the SBR results the best performing method: it significantly raises the
TPR with respect to standard algorithms and it overcomes in overall accuracy
the advanced approaches due to a noticeable reduction of FPR. It is worth to
note that such results are obtained through a moderate resampling of the original
dataset.

Table 5. Results achieved by tested methods on the NOZZLE CLOGGING dataset.

Method Clus. OptUnd OptOve Unb. ACC TPR FPR

Non resampling - - - - 98 5 2

Rand. Unders. - - - 20 90 52 10

Rand. Overs. - - - 10 99 11 1

SMOTE - - - 25 96 0 4

SOM–Und. (16, 16) - - 25 84 79 16

OGAR - 32 37 36 89 73 11

SBR (12, 16) 26 15 18 93 76 7

The good performance of the SBR method are confirmed also on the indus-
trial datasets where its is able to grant a high TPR, always much higher with
respect to standard resampling methods and comparable to the advanced ones
but with a markedly lower value of FPR: on the NOZZLE CLOGGING method
it is 9% lower with respect to SOM–Undersampling (whose TPR is just 3%
higher); on the MSQ–2 dataset FPR is 3% lower than OGAR (same TPR) and
23% lower of the SOM–Undersampling (whose TPR is 10% higher).

In general the resampling operated by SBR on the original dataset is less
strong with respect to the other approaches that achieve similar TPR: it results
in an unbalance ratio more similar to the natural one and which is likely due
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Table 6. Results achieved by tested methods on the METAL SHEETS QUALITY 1
dataset.

Method Clus. OptUnd OptOve Unb. ACC TPR FPR

Non resampling - - - - 86 75 7

Rand. Unders. - - - 30 83 68 12

Rand. Overs. - - - 25 85 67 9

SMOTE - - - 50 84 67 11

SOM–Und. (9, 25) - - 40 89 69 5

OGAR - 21 19 36 86 76 10

SBR (4, 18) 5 9 28 88 79 7

Table 7. Results achieved by tested methods on the METAL SHEETS QUALITY 2
dataset.

Method Clus. OptUnd OptOve Unb. ACC TPR FPR

Non resampling - - - - 99 0 0

Rand. Unders. - - - 2 99 4 1

Rand. Overs. - - - 20 99 13 1

SMOTE - - - 5 99 10 1

SOM–Und. (9, 25) - - 5 71 75 29

OGAR - 48 49 53 90 65 9

SBR (8, 36) 45 22 29 94 65 6

to an accurate selection of the frequent samples to remove and of the synthetic
samples to add (in all cases but the CARDATA this percentage is at least 10%
lower). The reason of this success is that probably the adopted selection strategy
reaches its goal of reducing the classification conflicts (a well known problem for
SMOTE, for instance).

5 Conclusions and Future Works

In this paper the problem of the classification of imbalanced datasets was dealt
by means of a novel resampling approach based on the use of SOMs. This kind of
neural networks is used in order to characterize the clusters of both the frequent
and infrequent samples. The associated centroids are then used for creating a set
of rankings among frequent and synthetically created rare samples that measure
the positive impact of their exclusion or inclusion respectively in a training
dataset. The optimal rates of removal and addition according to each adopted
criteria are determined by means of a GA that, through the fitness function,
takes into account the performance of an arbitrary classifier given a candidate
training dataset in the context of imbalanced classification.
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The proposed approach is tested on datasets coming from literature and
industrial problems that mainly focus on the identification of rare patterns. The
achievements of SBR are satisfactory as it is able to improve the rate of detection
of infrequent patterns generating a lower rate of false alarms with respect to
other resampling methods. These results and the analysis of the under– and
over– sampling behavior put into evidence the goodness of the samples selection
procedures implemented by the method that is able to limit the classification
conflicts encountered by other approaches.

In the future the method will be improved by including new criteria for the
under– and over– sampling and increasing the efficiency of the existing ones. In
addition, a control strategy for the aggregation of the criteria based on the use
of a fuzzy inference system is ongoing.
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Abstract. This paper deals with the problem of an application of
machine learning in order to improve routing in a special class of oppor-
tunistic networks of vehicles called cluster opportunistic networks. We
have proposed the hierarchical routing algorithm which combines three
strategies in order to improve routing in OPNs: metric based on the
node affiliation with detected OPN geographic sector, metrics based on
the node affiliation with the communication community constructed in
the spatio-temporal domain with time constraints and metric based on
the node local encounter measure. The proposed routing scheme com-
bines these four metrics to make decisions on message forwarding. The
proposed routing method performance has been evaluated on simulation
scenario and compared to Epidemic routing.

Keywords: Opportunistic network · Network of vehicles ·
Traffic simulator · Routing improvement ·
Unsupervised machine learning · Cluster analysis

1 Introduction

In our research, the communication structure of vehicles is considered to be a
cluster opportunistic communication network. The cluster opportunistic commu-
nication networks are the opportunistic networks with special properties, partic-
ularly the distinct localities. The opportunistic communication networks (OPN)
or delay tolerant networks (DTN) are ad-hoc networks where no assumption is
made on the existence of a complete physical path between two nodes wishing
to communicate [18]; the source and destination nodes needn’t be connected
to the same network at the same time. Nodes in OPNs disseminate messages
with the “store-carry-forward” routing principle. The messages are transmitted
when the node opportunistically meets the another node. The characteristics
of node movement can influence message transmission. The network nodes can
be mobile robots, wireless equipment carried by people, vehicles, wild animals,
unmanned aerial vehicles. The opportunistic communication network does not
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contain any fixed base stations or fixed routers. The routing is provided by the
nodes of the network. Each node provides several functions simultaneously: it
serves as (i) source node, (ii) destination node, (iii) transmission node, (iv) trans-
portation node. As the source node, the node generates a message for the des-
tination node. As the transmission node, the node transmits messages received
from other nodes. As the transportation node, the node moves and transports
messages received from other nodes.

2 Previous Work

In recent years, many different algorithms for routing in OPN/DTN have been
proposed. Unfortunately, there is no unique taxonomy of OPN routing proto-
cols, instead of that, several taxonomies have been proposed. Pelusi et al. [18]
have adopted a hierarchical taxonomy of OPN routing protocols proposed by
Zhang [17]. At the highest level of this taxonomy, the OPN routing algorithms
are classified into two classes: routing without infrastructure and routing with
infrastructure. The class first class contains methods designed for completely
flat ad hoc networks, while the second class contains algorithms in which the
some form of infrastructure is used in order to opportunistically forward mes-
sages. Research presented in this paper is considered to be applicable only on
OPNs which support the routing without infrastructure.

Hong et al. [28] have proposed a hierarchical taxonomy of OPN routing pro-
tocols based on routing protocol reactivity or proactivity. At the highest level,
the OPN routing protocols are classified into two categories: proactive rout-
ing and reactive routing protocols. The proactive routing class contains meth-
ods which use the centralized or offline knowledge about the mobile network to
make the routing decision. The reactive routing class contains methods, in which
the nodes compute forwarding strategies through the contact history, without a
global or predetermined knowledge. The examples of proactive routing protocols
are knowledge-based routing schemes [8], RAPID [3], Routing in cyclic mobile
space [13], Capacity-aware routing using throw-boxes [5], and Mobyspace [10]
or ML-SOL [22]. The examples of reactive routing protocols are First Contact,
Epidemic [27], PROPHET [12], Spray and wait [24], Seek and focus [26], Spray
and focus [25], Bubble Rap [7], Social network-based multi-casting [4], or Island
Hopping [20]. Context-based algorithms do not use flood techniques but they
try to select the nodes to which the message should be forwarded.

Another approach to OPN routing protocols classification has been adopted
by Moreira et al. [14–16], who have proposed a hierarchical taxonomy which
is taking into account both way of message transmission and OPN social and
topological features, such as contact frequency and age, resource utilization, com-
munity formation, common interests or node popularity. At the highest level, the
OPN routing protocols are classified into three categories: (i) forwarding-based
routing protocols, (ii) flooding-based routing protocols, and (iii) replication-
based routing protocols.

Xia et al. [29] proposed a hierarchical taxonomy of OPN routing protocols
primary in the context of social aware routing. At the highest level, the OPN
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routing protocols are classified into two categories: (i) unicast routing and (ii)
multicast routing. The unicast routing protocols are further divided into two
groups: (i) community-based routing and (ii) community-independent routing.
Community-based routing class of OPN routing protocols contains OPN routing
protocols, which uses knowledge obtained from community detection and forma-
tion in order to improve routing performance. As examples of community-based
routing protocols, Xia et al. [29] have discussed BUBBLE RAP [7], LocalCom,
Gently and Diverse Routing. Our approach presented in this paper is community-
based routing.

Ahmad et al. [1] have proposed a taxonomy, which divides OPN routing
protocols into six main classes: Geographic, Link State-aware, Context-aware,
Probabilistic, Optimization Based and Cross Layer routing protocols.

The simulations are conducted with the Opportunistic Network Environ-
ment (ONE) simulator [9], which has been reported previously as a simulation
environment in scientific literature on OPN routing protocols. Using the ONE
simulator, Li et al. [11] have studied how the selfish behaviors of nodes affect the
performance of DTN multicast. They used standard mobility model available
in the ONE simulator. Socievole et al. compared six different routing protocols
using simulation scenario with random way-point mobility model in the simula-
tor ONE [21]. Spaho et al. [23] conducted simulations with the ONE simulator in
order to evaluate and compare the performance of four different routing proto-
cols in a many-to-one communication opportunistic network. In [6] the simulator
ONE has been used to evaluate the performance of SRAMSW routing algorithm.

3 Cluster Opportunistic Communication Networks

Our research is focused only on one specific class of the opportunistic networks.
We call this class cluster opportunistic communication networks. The networks
belonging to this class has the following properties: (1) the set of node move-
ment destinations are mostly not selected randomly, rather they correspond to
some node activity, and the node visit them repeatedly. (2) Each node moves
predominantly, but not necessarily fully, in an area that is smaller than that the
area of the entire opportunistic network. This area is called node territory. Node
territories of different nodes can overlap. (3) There are node territories of groups
of nodes, called node clusters, which do not overlap. (4) There are typical traces
which the node clusters are connected through. (5) The communication distance
of the nodes is short. Vehicles do not move randomly and do not visit random
locations in a real world.

Each opportunistic network can be described by the temporal contact graph
of nodes and by the multidimensional matrix of node coordinates in time, which
represent node positions in the real-world physical area.

The OPN contact graph G(N,E, F (t)) is the temporal graph, where N =
n1, n2, ..., nj is the set of j opportunistic network graph vertices, while E =
e1, e2, .., ek is the set of k graph edges and F (t) is a set of edge functions
(f1(t), f2(t)......) which define the existence of the edge at time t. The vertices
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correspond to the nodes of the OPN. If the finite opportunistic network graph
exists, the existence of the OPN communication paths for all pairs of vertices
can be theoretically computed analytically, however this task is consider to be a
NP-hard problem, so it is computationally intractable.

The main idea of community-based routing is that the community has a
strong impact on human mobility pattern. At first, the mobile nodes are grouped
into communities by certain community detection algorithm. Secondly, the rout-
ing scheme is proposed and the messages are forwarded in accordance to this
routing schema. In our research, we try to find communities by application of
unsupervised machine learning rather than by contact graph partitioning using
clique computation algorithm or modularity.

The centrality is a network property which characterizes the node importance
in the network. The most recognized centralities are closeness centrality, degree
centrality and betweenness centrality.

The closeness centrality of a vertex v, for a given graph G := (V,E) with N
vertices and |E| edges, is defined as

C(x) =
1

∑
y d(y, x)

(1)

where d(y, x) is the distance between vertices x and y.
It is impossible to compute closeness centrality for disconnected graphs,

because the distance between two nodes, which belong to two distinct com-
ponents of graph, has not a finite value.

H(x) =
∑

y �=x

1
d(y, x)

(2)

where 1/d(y, x) = 0 if there is no path from y to x.
Betweenness is a centrality measure of a vertex within a graph, which quan-

tifies the number of how many times the node acts as a bridge along the shortest
path between two other nodes.

CB(v) =
∑

s �=v �=t∈V

σst(v)
σst

(3)

where σst is total number of shortest paths from node s to node t and σst(v) is
the number of those paths that pass through v.

Both betweenness and closeness centralities of all vertices in a graph involve
calculating the shortest paths between all pairs of vertices on a graph. The nodes
which have high values of betweenness centrality become to the most important
nodes for routing in OPNs. The equations above are valid for static graphs; for
temporal graphs it is necessary to compute centralities through the time devel-
opment of the graph. It is computational expensive. Using centralities as routing
metrics give very good results and it is involved in several routing schemes as
ML-SOL, for example. The disadvantage of application particularly betweenness
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centrality is increasing computational time for large temporal networks. In our
work, we try to supply the centralities by learning criteria from geographic data
and by constructing local communication communities.

3.1 Detection of OPN Geographical Sectors

This section describes the partitioning of the OPN geographical area in accor-
dance to its geographical structure. The proposed method is based on application
of unsupervised machine learning to node positions data. We used well-known
k-means algorithm with Euclidean distance. At first, the geographical sectors of
the OPN are computed over the spatio-temporal data. Because of the spatio-
temporal nature of the data, each node can appear in more than in one cluster
(but with a different time coordinate). Secondly, we compute a node affiliation
into detected geographic sectors. In order to eliminate random or rare node pres-
ence in sectors, we propose a metric of node affiliation into cluster: the number
of node positions inside geographical sector is divided by all the node positions
in time. If this value is higher than δ, the node is affiliate with the sector i. It is
necessary set the value of δ manually, we use the 0.05, e.g. at least five percent of
all node positions must be inside the geographical sector. This value is dependent
both on OPN node mobility and geographical high level structure and must be
set with respect to these characteristics. For each node X we compute GSEC(X),
a set of labels of geographical sectors which the node is affiliate to. Finally, we
constructed a graph of the connection of clusters. The graph nodes represent
clusters. The graph edges represent connection of clusters by the set of vehicles
moving in an opportunistic network.

3.2 Construction of Communication Community in Spatio-Temporal
Domain with Time Constraints

This section describes how the local communication communities are constructed
from the spatio-temporal data. In opposition to method based on k-clique com-
munities, where the communities are constructed from the k-cliques (fully con-
nected sub-graphs) or to method based on modularity, we explore another app-
roach based on communication contact graph construction in pre-defined time
slots. In order to find communication communities, we investigated clustering
method which uses the neighborhood node distance metrics, iterative node label-
ing and time constraints. The proposed method is based on building of com-
munity using community labels. We divided training data into time slots. The
duration of each time slot is 15 min and it is divided into time windows of dura-
tion 2 s. The local communication communities are constructed for each time
slot. At the beginning, each single node represents a community. For each node,
the noes in communication distance in time window are found and added to
the same community (relabeling). The computation is repeated fr the next time
window. As the process proceeds, the number of communities in node popula-
tion decreases. The iterative aspect of our approach is similar to the iterative
graph partitioning method called Label Propagation Algorithm (LPA) proposed
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by Raghavan et al. [19]. In opposite to Raghavan’s approach, our method does
not assign the vertex the label that is most prevalent in the vertex’ neighbor-
hood, but rather is looking for connected node communities and operates in
spatio-temporal domain.

3.3 Clustering Node Positions into Locations

The measurement of node position co-ordinates with sampling frequency f gen-
erates a huge amount of data. Moreover, if the node visits the same physical
location again, the measured node position co-ordinates can gently vary from
the node co-ordinates obtained from the previous measurements in the same
location. In order to process data from more measurements to learn a mobility
pattern, its better to recognize the presence of the node in location rather than
work directly with exact node co-ordinates. For each node, we apply a variant of
k-means clustering algorithm to find clusters of node positions and we call these
clusters locations. We use the variant of k-means clustering method proposed
by Ashbrook et al. [2] who have been interested in the task of finding locations
from GPS data, which is some kind of locally applied k-means clustering. The
k-means clustering is not applied to all node position data simultaneously: only
the node positions in defined local neighborhood are clustered at each step. In
image processing this variant of k-means clustering is sometimes called mean
shift clustering. As result, we obtain a matrix TxN, where T is a number of
where each row represents node locations in time. These vectors are used to con-
struct communication communities instead of original node positions vectors.

4 Routing Method

On the basis of data analysis described above, we proposed the hierarchical
routing algorithm which combines three strategies in order to improve routing in
OPNs: (i) the node affiliation with detected OPN geographic sector, (ii) the node
affiliation with the communication community constructed in spatio-temporal
domain with time constraints (iii) the node local encounter measure.

The proposed routing scheme has two phases: training and testing. During
the testing phase, knowledge is extracted from the data as it is described above.
The labels and routing tables are computed centrally during the training phase.
During the testing phase, the simulation is conducted. When two nodes meets
in this simulation, they exchange messages in accordance to rules defined by
the proposed routing algorithm. FORWARD denotes message transmission (one
message copy in a system exists), KEEP denotes that the node carrying a mes-
sage takes it. COPY TOUT denotes epidemic routing with timeout (messages
are spread by epidemic routing in local communities). GSEC(X) denotes a set of
labels describing an affiliation of node X to the particular geographical sectors.
O(A)αA denotes the local communication community of node X for the time slot
α. We use time slots 15 min. Let‘s assume nodes A and B encounter. They start
communication and in accordance to the message exchange policy, each of them
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selects a set of messages to be exchange. These messages are maintained in PLAN
A list in node A and PLAN B in node B list. Than for each message the rout-
ing rules are applied. At first, the nodes compare their labels of communication
communities C(A), C(B), C(DEST), if all three nodes A, B, DEST are from the
same communication community, the Local Encounter Metrics is applied. The
DEST denotes the destination node of the message. The message is forwarded
if the node popularity of the source node is smaller than the popularity of the
node receiving message. Similar approach is used by LABEL or BUBBLE RAP
for routing in local communities. If the nodes A, B and DEST are not from the
same local communication community, the rule 2 is applied. Node A compares
the affiliation GSEC(DEST) of DEST node to geosectors to the current meeting
position. If the GSEC(DEST) = GSEC(current position), the routing scheme for
searching the local communication community is applied. Otherwise, the rule 3
is applied. If B and DEST are affiliated to more common geographical sectors,
the message is forwarded, otherwise node A keeps the message.

ROUTING ALGORITHM PSEUDOCODE

– startCommunication
– selectMessagesToExchange(PLAN A, PLAN B)
– makeDecision(node U, node V, node DEST)
– makeDecision(node V, node U, node DEST)
– messageExchange
– endCommunication

MAKE DECISION PROCEDURE PSEUDOCODE
makeDecision (A, B, DEST)

1. if C(A) == C(B) and C(A) == C(DEST ) then
if E(A) < E(B)

then return COPY TOUT;
else return KEEP;

end if
end if

2. if GSEC(DEST) contains the label of the geographical sector of the meeting
point then Search the first time interval αA where O(A)αA == O(DEST )αA .

Search the first time interval αB where O(B)αB == O(DEST )αB .
if αA == ∞ and αB == ∞

then
if O(A)α ∩ O(DEST )α+1 or

O(A)α ∩ O(O(DEST )α+2)α+1 or
O(A)α ∩ O(O(O(DEST )α+3)α+2)α+1

then return FORWARD;
else return KEEP;

end if
else

if αB == α or αB < αA
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then return FORWARD;
else return KEEP;

end if
end if
end if

3. if GSEC(A) ∩ GSEC(DEST ) �= ∅ then
if |GSEC(A) ∩ GSEC(DEST )| < |GSEC(B) ∩ GSEC(DEST )|

then return FORWARD;
else return KEEP;

end if
end if

4.1 Message Exchange Policy

We proposed a message exchange policy, which is applied every time two nodes
encounter. This policy enables to exchange a set of messages even if the message
buffers of both encountering nodes are full using planning. If two node encounter,
the lists of messages planned to be evaluated by the routing metrics are computed
at first. The message exchange procedure is called as a part of routing algorithm.

5 Performance Evaluation

The proposed routing algorithm was experimentally evaluated on the data in the
simulator ONE [9]. Xia et al. [29] summarize research on socially aware routing
and forwarding protocols and have demonstrated that proposed methods are
mainly compared with Epidemic and PROPHET routing protocols. We decided
to compare our method to well-known epidemic routing protocol. Epidemic rout-
ing protocol is a flooding protocol and it is based on general broadcasting of
messages. It determines an upper bound for message delivery ratio and a lower
bound for message delivery delay.

5.1 Performance Metrics

We adopted the following metrics to evaluate the performance of the proposed
algorithm.

Message Delivery Ratio. It is computed as the ratio of the delivered messages
to the number of all of transmitted messages. The larger values of message
delivery ratio imply the better routing protocol performance.
Overhead Cost Ratio. It is computed as the number of transmitted messages
in the network divided by the number of all created unique messages. This
performance metrics reflects the efficiency of the evaluated routing protocol.
Average Message Delivery Delay. The lower values of average message deliv-
ery delay imply better routing protocol performance.
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5.2 Simulation Scenario

The area of the opportunistic network was generated from the road map of
the city of Venice. The size of the area of the opportunistic network was
2224 m × 2225 m. We generated scenario with 129 vehicles (nodes). Each vehi-
cle has assigned a set of destinations S. Each node moves from one destination
from the set of destinations to another one, and than to another one. The traces
the nodes move between destinations are generated automatically by the sim-
ulator using Dijkstra algorithm. The sets of destinations was selected in order
to achieve distribution of traces typical for cluster opportunistic networks. The
number of clusters was set to 6. 119 nodes have several local destinations in a
part of the city. 10 vehicles have trace destination all over the area of simulation
environment. We tested communication for different sizes of message buffer (the
“buffer” parameter): 5, 50, 500 messages. If the buffer overflows, the messages
that cannot be stored in buffer are discarded (lost). The node positions were col-
lected each 0.1 simulation unit. The training data were collected for the time of
43200 simulation units. Messages are generated by the nodes during whole sim-
ulation. We tested the method performance for the different periods of message
generation by nodes.

5.3 Simulation Results

The messages are injected into system as follows: each node generates a new
message periodically. The number of geographical sectors was estimated by the
method to 14. The number of local communication communities estimated in
each time slot oscillates between 20 and 34. We conducted experiments on sim-
ulation scenario for different time periods of message generation in order to
observe the influence of number of messages injected into system to the message
delivery ratio. The message delivery ratio as a function of the message generation
period is shown on Fig. 1. Both the proposed method and Epidemic doesn’t work
well when the message generation period is to high (high number of generated
messages in the system). As the message generation period decreases, we can
observe a rapid improvement in the number of delivered messages for the pro-
posed method in comparison to the epidemic routing. Figure 1 shows the relation
between message delivery ratio and the parameter TTL. The proposed method
outperformed Epidemic routing in overhead cost ratio: the overhead cost ration
of the proposed method reaches approximately only 20% of overhead cost ratio
of Epidemic routing, but this result was expected due to the flooding character
of Epidemic routing. The proposed method outperform Epidemic routing also
in message delivery delay performance metrics (Fig. 2).
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Fig. 1. Ratio of delivered messages depending on the message generation period.

Fig. 2. Ratio of delivered messages depending on the TTL value.

6 Conclusion

This paper deals with the issue of an application of the unsupervised machine
learning in order to improve routing for the communication in a special class of
opportunistic networks of vehicles called cluster opportunistic networks. With
respect to existing work in this area, we have proposed the hierarchical routing
algorithm which combines three routing strategies in order to improve routing
in OPNs: metric based on the node affiliation with detected OPN geographic
sector, metric based on the node affiliation with the communication community
constructed in spatio-temporal domain with time constraints, metric based on
the node local encounter measure and the metric for a special types of nodes
called geoconnect. The proposed routing scheme combines these three metrics to
make decisions on message forwarding. In comparison to existing approaches, the
communities are constructed only locally for predefined time slots. The advan-
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tage of the proposed method of community construction is its linear computa-
tional complexity, which enables compute communication communities of large
temporal networks. We experimentally verified the proposed method on a sim-
ulation scenario. An improvement in the number of delivered messages can be
observed in comparison to the Epidemic routing. Future research will be focused
on comparison of this method to existing social-aware methods as Bubble Rap
or ML-SOL.
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Abstract. This study focuses on the application of machine learning
and neural networks for the action selection and better understanding
of the environment for controlling unmanned aerial vehicles, instead of
explicit models to achieve the same task. Implementation of machine
learning and deep learning algorithms such as non-linear regression were
combined with neural networks to learn the system dynamics of a drone
for the prediction of future states. Behavior cloning method is applied
to mimic the actions of autopilot and comparative study of the decisions
of autopilot and learned model were conducted in a simulated environ-
ment. The deep convolutional neural network was utilized for the visual
perception task in the forest environment by detecting trees as obstacles.
The prediction of future states and mimicking the autopilot actions were
realized with relatively small error to the data from explicit model and
the tree detection was successful even in the low sunlight condition.

Keywords: Drone perception · Supervised learning · Deep learning ·
Object detection

1 Introduction

Drones have significant potential with many practical applications like aerial
delivery systems, search and rescue operation, monitoring etc. Utilizing machine
learning methods for the design and development of drones can make various
drone operations better and more efficient. The recent development in the com-
putational devices and the availability of data are enabling advancement in the
field of machine learning especially, deep learning. Application of deep learning
for visual perception can be seen in previous works related to self-driving car [8]
and drone navigating through forest trail [1] while using the classical approach
to model dynamics and low-level commands of these systems. Both studies were
focused on the vision and need a path to navigate. This study attempts to con-
sider the dynamics, low level control and perception in a forest environment
without any path.

As artificial neural network (ANN) works as a universal function approxima-
tor [2–4], the mapping between the current state and next states can be achieved
c© Springer Nature Switzerland AG 2019
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which is the dynamic model of the drone. Similarly, for autopilot behaviors, the
sensor data of different state is mapped to appropriate action to achieve a par-
ticular goal. In the presented work, the take-off flight of the drone in a simulated
environment is considered. To add visual perception for obstacle detection task
such as tree detection in a forest environment, the same approach was used while
utilizing a special type of artificial neural network called deep convolutional neu-
ral network (CNN). All models are an example of supervised learning, where the
correct output of each input was given to the model while training.

2 Method

Before the learning process, the correct or actual data were given for each task
and all different tasks such as learning dynamics or detection tree were optimized
independently.

2.1 Learning the Drone Model

Instead of writing the equation of drone motion, we let the NN model to deter-
mine the dynamic behavior of drone. A 2D nonlinear regression model to predict
the next state was developed based on the given current state and the action
taken in that state. The deterministic time-invariant dynamic system can be
defined as follows

ẋ = f(x, u) (1)

where x is a state vector, u is the input to the system and f is a function of
states and inputs.

Fig. 1. Neural network model for takeoff dynamics

The NN model Fig. 1, consists linear unit at input lin and output lout layers
with the non linearity in the hidden layer lhid and parameter θ = [θ0, θ1] depicted
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by Eqs. (2)–(4) where X = [zt, vt, ut] is input to the NN and zt, vt, ut are height,
vertical velocity and thrust command at time t respectively. The output of this
network gives next state as st+1 = [zt+1, vt+1].

lin = θᵀ
0X (2)

lhid = max(0, lin) (3)

lout = θᵀ
1 lhid (4)

2.2 Behavioral Cloning

To model the autopilot, a parameterized policy πφ(at|st) with parameter φ =
[φ0, φ1] is defined which is a function of states st = [zt, vt] and output the
action at to be taken in that state. Two layer NN model was defined with linear
operation at the input layer hφ(st), hyperbolic tangent function in hidden units,
and sigmoid σ function [5] in the output layer, Eqs. (5)–(7). Output of sigmoid
function ranges from 0 to 1 which can be easily interpreted as the percentage of
maximum thrust value (Fig. 2).

Fig. 2. Neural network model for pilot behavior

hφ(st) = φᵀ
0st (5)

lhid = tanh(hφ(st)) (6)

πφ(at|st) = σ(φᵀ
1 lhid) (7)

where
σ(x) =

1
1 + e−x

(8)
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2.3 Visual Perception

For detection and localization of trees in an image, existing object detection
models are not especially well trained on tree image data, so a new dataset was
prepared, and CNN model was trained on that dataset. The first tree image
data was collected by a camera and then converted into suitable data format
with the correct label and the bounding box showing the correct location of the
trees in the image (see Fig. 3). These images were fed into the CNN single-shot
detection mobilenet architecture [7] with many units of depthwise convolution,
which is operation along the third dimension of image data followed by batch
normalization, and activation function which is the same operation as applied
in Eq. (3).

Fig. 3. Image for training the CNN

2.4 Learning

Here learning is basically a parameter optimization process. The learning process
is to find the weights of NN which minimize the objective function. The objective
function for model predictive network Jmp is defined as the sum of squared error
between predicted and actual state over training dataset with total T time steps.
Equations (9)–(10) define the optimization problem for the dynamic model. For
parameter update, the gradient descent algorithm Eq. (11) with backpropaga-
tion [3] and batch normalization [6] used and the optimal parameter θ∗ was
found.

Jmp =
1
T

T∑

t=1

‖st+1 − lout‖2 (9)

θ∗ = argminθJmp (10)
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θ ← θ − α∇θJmp (11)

Similarly, the objective function Jp is defined for learning autopilot behavior
while considering the error between the autopilot command and the NN pilot
command and parameter update done.

Jp =
1
T

T∑

t=1

‖πφ(at|st) − ut‖2 (12)

φ∗ = argminφJp (13)

φ ← φ − β∇φJp (14)

α and β are hyperparameters with value less than one.

3 Results

Experiments were conducted for takeoff and hover flight of drone in a simu-
lated environment. NN models described in previous sections were built using
Google open source deep learning framework Tensorflow [13]. All calculations
were done offline on the ground computer however the trained model can be
used on board. Take off and hover flight was simulated in ROS-gazebo environ-
ment [9,10]. An open source autopilot firmware PX4 [11] was used for generation
of thrust commands for taking off and hovering. State and control command data
were collected from the ground control station application Qgroundcontrol [12].

3.1 Learning Drone Model

The collected height, velocity, and thrust command data from a simulated flight
for takeoff used to train and test the NN model for ten seconds while each time
step size was 0.1 s. For training, one step state prediction was obtained for height
and velocity. Figure 4 shows the NN model prediction during the training period,

Fig. 4. NN model prediction while training
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the prediction for height is very close to actual height except for the initial time
of flight. Prediction in the case of testing on new states and action input data
gave similar behavior with some errors as shown in Fig. 5.

Fig. 5. Comparison of NN prediction with actual states

3.2 Mimicking Autopilot

Figure 6 shows the measured and predicted autopilot thrusts after the end of
training where the input states were same with the training dataset, while Fig. 7
shows the predicted action for the new state input data.

Fig. 6. Neural network and autopilot thrust commands during training
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Fig. 7. Neural network and autopilot thrust compared with desired thrust while testing

Although the pilot NN produced smoother thrust commands than the teacher
autopilot in the test case, the built NN as performed better on training data
compared to the test data which needs more improvement to generate a more
generalized model.

3.3 Tree Detection

Testing in bright and dim sunlight conditions was conducted as shown in Fig. 8.
As the training data set only had images with moderate brightness, it performed
better for similar distribution. In results shown below the bounding boxes pre-
dicted by CNN represents the detection of trees with the percentage confidence.

Fig. 8. Detection of trees in the bright and dim sunlight conditions
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4 Future Work

In the presented study, numerical simulation results were discussed for one step
prediction of states and action scoping for multiple step prediction with the
application of NN. After the training process, all parameters of NN model will
be fixed hence only the inference of learned model can be run on actual drone
and the control decision can be made on board. Experiments with actual drone
flights need to be done. Further research would be to implement the build vision
model on the drone for the experimentation while making improvements in cur-
rent models for better generalization. Extending the NN perception model to
larger state space and machine learning approach for motion planning will be
considered for further study.
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Abstract. Bankruptcy prediction is a problem that is becoming more
and more interesting. This problem concerns in particular financial and
accounting researchers. Nevertheless, it is a field that gathers the focus
of companies, creditors, investors and in general firms which are inter-
ested in investments or transactions. Because of a variety of parameters,
such as multiple accounting ratios or many potential explanatory vari-
ables, the complexity of this problem is very high. For this reason, the
probability for a company to go bankrupt or not is very difficult to be
calculated. Moreover, the precise determination of the bankruptcy is a
very important issue. All the above details constitute a complex problem
and by taking into account the data that need to be processed, we con-
clude that machine learning techniques and reliable predictive models are
necessary. In this paper, the effectiveness of a dense deep neural network
in bankruptcy prediction relating to solvent Greek firms is tested. The
experimental results showed that the provided scheme gives promising
outcomes.

Keywords: Bankruptcy prediction · Artificial Neural Networks ·
Prediction models

1 Introduction

Bankruptcy is a vitally important problem with a variety of aspects that are par-
ticularly relevant to an economic system. There are different types of bankrupt-
cies and their consequences in the field of business and society are many and
varied [2]. Banks are very interested in this problem. Firstly, a creditor in order
to approve a loan must take into account a number of parameters such as the
age, the consistency in payments, proximity to any other loans, and therefore
predict the probability of bankruptcy. Such decisions are very important for the
development of a company and consequently for the economy of a country. If
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such decisions are taken very carefully, the economic system can be strengthened
and business growth blossom.

Considering the financial crisis of recent years that has hit many economies
in the world, it is easy to understand the importance of timely and credible
bankruptcy forecasting. In addition, there is an urgent need for well-structured
risk management models as well as correction associated with economic incon-
sistencies of a bank’s customers. The economic and financial stability, as well as
the healthy development of enterprises, seems directly related to the prevention
of credit risk and bankruptcies in a market, as it is noted in [11].

The basic two approaches in order to predict loan default or bankruptcy
are the following: (a) Structural approaches. In these approaches, the interest
rates and firm attributes are examined for an outcome of the default probability
and (b) Statistical approaches. These methods outcome the desirable probability
based on mining the data. This paper aims through a dense deep neural network
to accurately predict the possibility of bankruptcy.

The reader may reach informative reviews about the methods used to pre-
dict bankruptcy in [5] and [17]. In the first work, various standard statistical
methodologies implemented on business failure are studied, while in the second
one statistical and intelligent methods are presented. Furthermore, in [4] and
[24] the reader can be informed for more recent survey works. Despite the fact
that a variety of methods have been developed over the last ten years, there are
aspects that need further study. For this reason, there is enough space for new
approaches which can handle bankruptcy prediction in a more accurate way. The
aim of the researchers is to provide schemes that improve existing models and
ensure security and stability in business markets. The settlement of bankruptcy
prediction is studying intensely [26] and new techniques have been developed in
order to tackle this problem [22].

This study provides a deep dense artificial neural network for bankruptcy
prediction. Based on the inherent ability of artificial neural networks in handling
difficult problems such as image recognition, speech recognition etc. we test the
performance of a Deep Dense Multilayer Perceptron in bankruptcy prediction
task.

The rest of the paper is organized as follows. In the next section, a brief pre-
sentation of related works is provided. In Sect. 3, we describe the datasets which
are used in our work. In Sect. 4 the proposed method is presented, and experimen-
tal and comparisons with our method to well-known algorithms are exhibited.
Finally, the paper ends with a short discussion and some future research remarks
in Sect. 5.

2 Related Work

The problem of timely and valid bankruptcy prediction has attracted interest
not only from financial analysts or researchers in the field of economic science but
also from researchers in the scientific area of Machine Learning. As it is already
mentioned, the methods developed to solve this problem over the last decade are
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many and varied. Indicatively, we refer the reader to Artificial Neural Networks
[9], instance-based learners [1], Decision Trees [8], Support Vector Machines [28]
among others.

An ensemble classifier scheme that combines well-known learners such as
Decision Trees, Back Propagation Neural Networks and Support Vector Machines
has proposed in [13] to predict bankruptcy by exploiting only the advantages
of individual classifiers. This approach adopts the decision-making strategy of
financial institutions where many experts are asked before the final decision is
taken. Thus, everyone’s opinion counts and a more complete decision is formed
about whether will be given a credit, a loan or if there is a risk of a bankrupt
company. In particular, the provided approach selectively combine the expected
probabilities given by each classifier and the experimental results showed better
performance than stacking ensemble using the weighting or voting strategy.

A comparison between several prediction models such as Artificial Neural
Networks, Decision Trees, Support Vector Machines and Logistic Regression
tackling the bankruptcy prediction was made in [21]. The authors taking into
account the obtained experimental results and the simplicity of Decision Trees
have recommended these models with the minimum support required for a rule
in order to tackle the bankruptcy prediction problem.

In [25] a meta-learning scheme that is inspired by the stacking methodol-
ogy has been proposed. This approach combines two-level classifiers to make a
bankruptcy prediction. In the first level, data preprocessing takes place in order
to filter noisy or unrepresentative training data. Thus, the classifiers in the sec-
ond level, receive better representative training data and the prediction is more
accurate. The experiments conducted by the authors showed that the proposed
method exceeds stacked generalization method and also, it obtains a better pre-
diction accuracy than neural networks, decision trees, and logistic regression.

Another study based on ensemble methods as reliable predictive models for
solving the bankruptcy prediction problem has been carried out in [27]. Par-
ticularly, the authors combined IG based feature selection with the standard
Boosting procedure in order to reinforce the performance of base learners. The
proposed FS-Boosting approach compared with well-known Bagging and Boost-
ing approaches achieved promising results and performed the best average accu-
racy on two of the considering bankruptcy datasets in any condition.

In [14] a recent research study about the performance of semi-supervised
methods for addressing bankruptcy prediction task has been conducted. The
authors include in their study well-known semi-supervised algorithms such as
C4.5, k-Nearest Neighbors and Sequential Minimal Optimization algorithm. The
experimental results showed that the semi-supervised algorithms are really com-
petitive with the corresponding supervised algorithms.

Although the problem of accurate bankruptcy prediction is particularly
important for various financial institutions, studies that were based on prob-
abilistic models are not so many. Such a study [3] was conducted to address
this issue. Specifically, in this work, Gaussian processes classifier was applied
in comparison with Support Vector Machines and the Logistic Regression app-
roach. Furthermore, an informative visualization of the conducted experiments
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was presented, so that the reader can easily understand the content of their
study. The experiments conducted showed that Gaussian processes can improve
the classification performance and successfully deal with bankruptcy prediction.

Extensive research based on real-world datasets from American firms was
conducted in [6]. The authors tested well-known Machine Learning models such
as Support Vector Machines, Bagging, Boosting, and Random Forest against
Logistic Regression and Artificial Neural Networks. The fundamental point of
their study was the usage, of six additional complementary financial indicators,
including original Altman’s Z-score. This leads to superior performance by Bag-
ging, Boosting, and Random Forest models. Moreover, the last models achieved
the highest accuracy relating to all the other methods.

An algorithm, named TACD, based on the ant colony strategy proposed
for predicting bankrupt and non-bankrupt in [18]. The provided model is sim-
ple and easy to use. Moreover, this method handles continuous data and thus,
data discretization can be avoided. The experimental tests over three real-world
datasets and in comparison with several strategies showed that the presented
method provides effective results.

Recently, the inherent difficulty of automated decision systems for accurate
outcomes using natural language seems to be treated through deep learning
techniques [16]. Specifically, the authors tested the effectiveness of deep neural
networks over a very difficult problem, the financial decision support. In this
research, traditional Machine Learning approaches take part in such as Ridge
regression, Random Forest, AdaBoost, Gradient Boosting. In addition, Transfer
Learning Techniques were tested, such as RNN with pre-training and LSTM
with both pre-training and word embeddings. The results obtained showed that
deep models give reliable and accurate outcomes and in many cases are better
than traditional bag-of-words models.

In [19] the importance of feature selection process in building strong predic-
tion models is presented. Particularly, the authors studied the appropriate com-
bination between the feature selection technique and the classification method.
Thus, both filter and wrapper-based methods were studied regarding the feature
selection methods. On the other hand, statistical and machine learning models
were studied concerning the classification process. Furthermore, two well-known
ensemble techniques, the Bagging and Boosting methods were used in order
to make comparisons. This work concluded that the genetic algorithm as the
wrapper-based feature selection method performs better than the filter-based
one. Moreover, the combination of a genetic algorithm with naive Bayes and
Support Vector Machine classifiers without bagging and boosting achieves the
best prediction error rates.

In the Greek context, recently, Active Learning approaches for bankruptcy
prediction problem was studied in [15]. For a more informative study about
bankruptcy prediction problem as well as bankruptcy prediction models the
reader is referred to [7].
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3 Data Description

The source of the data we use comes from the National Bank of Greece and the
business database containing the financial information of the companies, named
ICAP. In particular, the bankruptcy deposits that we have included in our study
are related to the years 2003 and 2004. In addition, the collection of financial
statements for the years before the bankruptcy was taken by the ICAP database.
The financial data are related to a period of three years. We denote these years
as follows: (a) The bankrupt year is marked as year 0, (b) The year before the
failure is noted as year −1 while (c) Three years before is considered as year −3.

In order to build a good bankruptcy sample, we include 50 bankruptcies in the
final dataset. For each bankrupt firm, we sampled two healthy firm with about
the same characteristics. Thus, our sample consists of 150 individual firms and
450 firm-year observations. Due to missing financial values and ratio overlaps the

Table 1. The used dependent variables.

Class Variables Short description

Profitability OPIMAR Operating income divided by net sales
NIMAR Net income divided by sales
GIMAR Gross income divided by sales
ROCE Net income pre tax divided by capital employed
ROE Net income pre tax divided by shareholder’s

equity capital
Liquidity-Leverage EQ/CE Shareholder’s equity to capital employed

CE/NFA Capital employed to net fixed assets
TD/EQ Total debt to shareholder’s equity capital
CA/CL Current assets to current liabilities
QA/CL Quick assets to current liabilities
WC/TA Working capital divided by total assets

Efficiency COLPER Average collection period for receivables
INVTURN Average turnover period for inventories
PAYPER Average payment period to creditors
S/EQ Sales divided by Shareholder’s equity capital
S/CE Sales divided by capital employed
S/TA Sales divided by total assets

Growth GRTA Growth rate of total assets
(TAt− TAt− 1)/(ABS(TAt) +ABS(TAt− 1)

GRNI Growth rate of net income
GRNI Growth rate of net sales

Size SIZE Size of firm is the ln(Total assets/GDP price
index)



440 S.-A. N. Alexandropoulos et al.

Table 2. Distribution of bankrupted firms across 24 industries and calendar years.

Industry Year 2003 Year 2004 Total

Advertisement 1 2 3

Agriculture and Farming 1 0 1

Clothing 2 2 4

Constructions 2 0 2

Electronics Equipment 0 1 1

Food 0 2 2

Freight Forwarding 1 0 1

Health Services 0 1 1

Industrial Minerals 0 1 1

Information Technology 0 1 1

Logistics 0 1 1

Machinery 0 2 2

Metal Products 1 0 1

Motor Vehicle Trade & Maintenance 1 0 1

Other Services 0 1 1

Plastic and Rubber 0 1 1

Private Education 1 0 1

Publishing & Printing 1 0 1

Restaurants 0 1 1

Retail Trade 3 7 10

Supermarkets 0 1 1

Telecommunications 0 2 2

Textiles 3 1 4

Wholesale Trade 2 4 6

Total 19 31 50

final input variables were measured on 21. In Table 1, there is a brief description
of the financial variables included in the present research. The characteristics of
bankrupt firms are exhibited in Table 2.

4 Proposed Method and Experimental Results

Deep Neural Networks have been successfully applied in many difficult tasks such
as image processing, speech and image recognition, blueprints identification etc.
In the recent years, Deep Learning attracts the interest widely and thus, Deep
Networks have been used for tackling the bankruptcy problem.

In work [20] the authors studied the application of deep learning methods in
bankruptcy forecasting. Specifically, two deep learning architectures were tested
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and the predictions were based on textual disclosures. The experimental results
showed that deep learning models give a promising framework for predicting
financial outcomes.

Another deep learning technique was tested in bankruptcy prediction task in
[12]. In particular, convolutional neural networks were applied to the prediction
of stock price movements. In detail, a set of financial ratios are represented
as a grayscale image. Thus, the network was trained and tested based on that
image. The experimental results showed that the convolutional neural network
has higher performance compared to other traditional methods such as Decision
Trees or AdaBoost.

In our work a Deep Dense Multilayer Perceptron (DDMP) is applied to
address bankruptcy prediction task. Neural networks with two hidden layers
can represent functions with any kind of shape. In general, there is not theoret-
ical reason to use neural networks with any more than two hidden layers with
simple data sets.

Specifically, we use an artificial neural network with two hidden layers. The
decision of the number of neurons in the hidden layers is a very important
issue of the neural network architecture. Despite the fact that these layers do
not directly interact with the external environment, they have a tremendous
influence on the final output. The number of neurons in each of these hidden
layers must be carefully considered. The usage of many neurons in the hidden
layers can result in various problems. Firstly, too many neurons in the hidden
layers may result in overfitting. Overfitting occurs when the neural network has
so much information processing capacity that the limited amount of information
contained in the training set is not enough to train all the neurons in the hidden
layers. A second problem may occur even when the training data is sufficient.
An inordinately large number of neurons in the hidden layers can increase the
training time of the network. In order to secure the ability of the network to
generalize, the number of neurons must be kept as low as possible. If one has
a large excess of neurons, the network becomes a memory bank that can recall
the training set to perfection, but it does not perform well on samples that were
not in the training set.

In the first hidden layer, we used as number of neurons the [2/3] of the
number of input attributes and as activation function, the ReLU were used. In
the second hidden layer, the [1/3] of the number of input attributes were used
as the number of neurons and the ReLU activation function was used again.
Moreover, the Drop-out technique (10%) was considered and as loss function
the LOSSBinaryXENT function was used.

Dropout is an approach to regularization in neural networks which helps
reducing interdependent learning amongst the neurons. In the training phase, for
each hidden layer, for each training sample and for each iteration, the dropout
procedure ignores a random fraction of nodes (and the corresponding activa-
tions). Dropout forces a neural network to learn more robust features that are
useful in conjunction with many different random subsets of the other neurons.



442 S.-A. N. Alexandropoulos et al.

Table 3. AUC scores of the algorithms in our bankruptcy dataset.

Cart NB LR MP DDMP

2 years before 0.532 0.579 0.586 0.584 0.627
1 year before 0.539 0.588 0.643 0.605 0.664
Last year 0.671 0.647 0.646 0.648 0.732

Dropout roughly doubles the number of iterations required to converge. However,
the training time for each epoch is less.

We have compared the DDMP method using Keras library [10] with other
well-known methods such as the Logistic Regression, the simple Multilayer Per-
ceptron model with one hidden layer, the Naive Bayes approach and the Cart
method. For, the experiments have been also used the available implementa-
tions from Scikit-learn [23]. In Table 3 the obtained results for our comparison
are exhibited. We compute Area Under the Receiver Operating Characteristic
Curve (AUC) because the examined dataset is imbalanced.

The experimental results showed that the proposed architecture achieves the
best results.

5 Discussion and Concluding Remarks

Bankruptcy prediction is a difficult problem. The need of accurate intelligent
predictive models is of high importance. In the last decade financial researchers
and companies are in position to predict which firms will bankrupt or not. This
happens due to several predicting methods which have been developed. However,
more accurate models are still required.

According to Table 3, our deep dense network method performs better than
other examined algorithms. Nevertheless, it should not be omitted the fact
that in our study only financial ratio attributes have been used. Thus, the
performance of our approach could be improved if other essential quantitative
attributes would be added in the dataset.
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Abstract. Stock price movements forecasting is an important topic for
traders and stock analyst. Timely prediction in stock yields can get more
profits and returns. The predicting stock price movement on a daily basis
is a difficult task due to more ups and down in the financial market.
Therefore, there is a need for a more powerful predictive model to predict
the stock prices. Most of the existing work is based on machine learn-
ing techniques and considered very few technical indicators to predict
the stock prices. In this paper, we have extracted 33 technical indica-
tors based on daily stock price such as open, high, low and close price.
This paper addresses the two problems, first is the technical indicator
feature selection and identification of the relevant technical indicators
by using Boruta feature selection technique. The second is an accurate
prediction model for stock price movements. To predict stock price move-
ments we have proposed machine learning techniques and deep learning
based model. The performance of the deep learning model is better than
the machine learning techniques. The experimental results are significant
improves the classification accuracy rate by 5% to 6%. National Stock
Exchange, India (NSE) stocks are considered for the experiment.

Keywords: ANN · Boruta feature selection · Deep learning · SVM

1 Introduction

Generally, the financial time series movements predictions is a difficult task due
to unstable stock data which is noisy and nonlinear. The variation in policies
such as economic policy, macroeconomic data, political uncertainty, and gov-
ernment policy are affected in the direction of the stock market. This can be
reflected in stock prices and stock market fluctuated and volatile due to this rea-
son. Classification, regression and pattern recognition problems have been solved
using Artificial Neural Networks (ANN) over the years. Stock market data is the
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time series data which is more volatile during day trade and it has tremendous
noise. The structure of data is complex due to high dimensionality. Therefore, to
make accurate decisions in stock markets, fundamental analysis, technical anal-
ysis, and artificial intelligence methods have been used by professional traders.
Artificial intelligence techniques are widely used for predicting nonlinear, noisy
and chaotic kind of data. In the past, most of the studies were considered data
mining methods and Neural Networks (NN). Most of the existing NN work had
a limitation in learning the larger amount of nonlinear, complex stock data and
extracting features of larger amount data is a difficult task.

The contribution of this study can be summarized as follows. First is the
technical indicator feature selection and identification of the relevant technical
indicators by using Boruta feature selection techniques. The second is an accu-
rate prediction model for stock prices.

2 Related Work

Zhong et al. [18] studied data mining method for forecasting stock prices on a
daily basis. The study considered various financial and economic features and
dimension of the feature has been reduced by techniques, namely fuzzy robust
principal component analysis and KPCA. Stock data which is noisy and nonlin-
ear, however reducing the noise could be effective while constructing the fore-
casting model. To accomplish this task, the integration of PCA and SVR have
been proposed. In this first step, a set of technical indicators is calculated from
the daily transaction data of the target stock and then PCA applied to these
values aiming to extract the principal components. After filtering the principal
components, a model is finally constructed to forecast the future price of the tar-
get stocks [7]. The three feature selection techniques have been discussed, namely
PCA, genetic algorithms and decision trees for forecasting the stock prices [15].
Most of the literature PCA is applied for data representation and transforma-
tion. However, PCA is considered for linearly transforms the high dimension data
into new low dimensional data. Therefore the KPCA method has been proposed
to handle the nonlinear data by using appropriate kernel parameters [5]. Nahil
et al. [12] introduced Kernel Principal Component Analysis (KPCA) to reduce
the dimensions of the technical indicator feature.

Moving average convergence, divergence, and exponential moving average are
stock technical indicators have been studied to identify the short term of stock
prices [1]. Chourmouziadis et al. [6] addressed the problem of bull and bear mar-
ket trends using fuzzy logic. Lin et al. [10] proposed PCA to reduce and filter
the noise in the data. However, most of the study, PCA improves the prediction
accuracy is very small. Deep learning extensively used in medical image classi-
fication, big data analysis, electronic health record analysis, Parkinson’s disease
diagnosis and so on [14].
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3 Data Specification

In this paper, stock data are collected from http://www.nseindia.com. The data
contain information about stock such as stock day open price, day low price,
day high price and day close price. We have considered banking sector stock,
namely ICICI Bank, Yes Bank, Kotak Bank and SBI Bank. The dataset range
is obtained from the year 2009 to 2018. Each stock on the closing basis, we have
assigned a stock class tag up and down by comparing the stock current price
and its previous price.

4 Proposed Work

The flow of the proposed model is described in Fig. 1. The data are retrieved from
NSE. The study considered 33 different combinations of technical indicators and
computed based on formulas [9] which are described in Table 1.

Table 1. Technical indicators and its formulas Kara et al. [9]

Technical

indicator name

Calculation Number of days

Simple moving

average (SMA)

(Ct + Ct−1 + ....Ct−n+1)/n 5, 10, 14, 30, 50, 100, 200

Exponential

moving average

(Ct − SMA(n)t−1) ∗ (2/n + 1) + SMA(n)t−1 5, 10, 14, 30, 50, 100, 200

Momentum

indicator

Ct − Cn − 9 5, 10, 14

Stochastic

oscillator

100 ∗ ((Ct − Lt(n))/(Ht(n) − Lt(n)) 14

Stochastic

oscillator

(100 ∗ ((Ct − Lt(n))/(Ht(n) − Lt(n)))/3 14

Moving average

convergence

divergence

SMA(n) − SMA(n) 26, 13, 19, 45, 25, 15

Relative

strength index

100 − (100/(1+Avg(Gain)/Avg(Loss))) 14, 28

Williams R ((Ht − Ct)/(Hn − Ln)) × 100 14, 28, 50, 100

Accumulation

distribution

index

Ht − Ct−1/Ht − Lt((Ct/L)/(H/C))/(H/L) 14

Commodity

channel index

((H + L + C/3) − SMA)/(0.015 ∗ Mean deviation) 14, 50, 100

4.1 Technical Indicator Selection

The proposed task is carried out by using two approaches. First is Boruta feature
selection method which is used to select the important feature of technical indi-
cators. In this method it create duplicate/shadow copies of input feature to make

http://www.nseindia.com
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Fig. 1. Overall proposed work.

dataset as random. Random shuffling of data removes their correlations with the
outcome variable. Random forest algorithm has been applied to find important
technical indicator feature based on higher mean values(Z). In this algorithm,
we have considered the Z score threshold value as 0.80. If any technical indica-
tor feature has a threshold value is greater than 0.80 then it is considered for
classification. The step by step proposed Boruta feature selection algorithm is
stated in Algorithm 1. We have carried out this task by using Boruta package
in R programming. Second task is accurate prediction model. Feature selection
performed on technical indicator using Boruta algorithm and selected technical
indicator feature is given as input to the prediction model.

Algorithm 1
1: Input 33 technical indicators feature F.
2: Create duplicate/shadow copies of technical indicators feature D.
3: Do the random Shuffle original technical indicators F and duplicate copies of tech-

nical indicator D to remove their correlations with the outcome variable.
4: Apply random forest algorithm to find important technical indicator feature based

on higher mean values .
5: Calculate Z score by using Mean/Std deviation.
6: Find the maximum Z score on duplicates technical indicator feature.
7: Remove technical indicator feature if Z is less than Technical indicator feature.

4.2 Prediction Model

Deep Learning. Deep learning is extensively used in medical image classifi-
cation, big data analysis and electronic health record analysis. The literature
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suggested that these methods gain the highest accuracy compares to the other
machine learning algorithm. Kara et al. [9] has been proposed a framework for
stock prediction and it used a three-layer artificial neural network. In our pro-
posed work deep learning in H2O is implemented. Feature selection performed
on technical indicator using Boruta algorithm and selected technical indicator
feature is given as input to the deep learning model. The deep learning model is
used to classify stock price up and down movement and it is described in Fig. 2.
It has five layers of interconnected neuron units through which data is trans-
formed. The input layer neurons represent technical indicators feature which is
denoted by ti and Wi denotes the weights of the neurons. Stochastic gradient
descent with back-propagation has been used to adjust the weight. Bias input is
given to each layer except the output layer of the model. The objective function
L(W,Bias|j) aims is to reduce the classification error in the data.

The weighted combination of input summation is denoted in Eq. 1.

α =
( n∑

i=1

Witi + Bias

)
(1)

The activation function Tanh and rectified linear units are used. The model
supports the regularization function to avoid overfitting as shown in Eq. 2.

L(W,Bias|j) = L(W,Bias|j) + λ1R1(W,Bias|j) + λ2R2(W,Bias|j) (2)

ANN Model. Feature selection performed on technical indicator using Boruta
algorithm and selected technical indicator feature is given as input to the ANN.
In this work, the ANN is used to classify the stock price. ANN has three layers,
each layer is connected to the other. The neurons represent the technical indica-
tors. The sigmoid function activation function is used in the ANN model. The
threshold value 0.5 has been set. A gradient descent momentum parameters are
considered to determine the weights and to reduce the global minimum.

Support Vector Machines (SVM). In this prediction model, we have studied
SVM for two classes, namely up and down problems. SVM is based on the VC
learning theory and one of its major components were developed by Vapnik
[4,16]. SVMs are also showing strong performances in real-world applications.
SVM hyperplane is constructed based on input vectors. To separate the input
vector two hyperplane is constructed. Stock market data are non-linear separable
datasets and SVM can be more effective when datasets are non-linear.

Polynomial and radial basis kernel functions are shown in Eqs. 3 and 4.

PolynomialFunction : K(fi, fj) = (fi.fj + 1)d (3)

RadialBasisFunction : K(fi, fj) = exp(γ||fi − fj ||2) (4)
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Fig. 2. Proposed five layer deep learning model

The degree of polynomial function is represented by d and γ represents the
constant of radial basis function. We have varied SVM parameter’s degree value
from 1 to 4 and gamma is 0.1 to 5 to get the best accuracy.

5 Experimental Results and Discussion

Each stock on the closing basis, we have assigned a stock class tag up and down
by comparing the stock current price and its previous price. We have used Accu-
racy and F-Measure to evaluate the performance of deep and machine learning
model. The Accuracy and F-measure are given in Eqs. 5 and 6. NSE datasets

Table 2. Result comparision

Stock Ten technical indicators Patel et al. [13]

ANN SVM RF

Accuracy F-Measure Accuracy F-Measure Accuracy F-Measure

ICICI Bank 73.12% 0.7470 68.55% 0.6935 77.12% 0.7877

SBI Bank 74.12% 0.7248 70.35% 0.7080 78.85% 0.7987

Yes Bank 72.12% 0.7414 71.35% 0.7130 77.15% 0.7638

Kotak Bank 73.12% 0.7532 72.35% 0.7210 76.35% 0.7637

Stock Proposed model

ANN SVM Deep learning

Accuracy F-Measure Accuracy F-Measure Accuracy F-Measure

ICICI Bank 79.42% 0.796 76.61% 0.769 83.10% 0.815

SBI Bank 79.60% 0.793 77.01% 0.776 84.50% 0.824

Yes Bank 78.32% 0.781 76.63% 0.753 83.67% 0.833

Kotak Bank 78.60% 0.733 77.51% 0.786 83.90% 0.844
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consist of 2400 rows. We have used tenfold cross-validation in the experiment.
The Experiment is carried out in the R Studio platform.

Accuracy =
TruePositive + TrueNegative

TruePositive + TrueNegative + FalsePositive + FalseNegative
(5)

F -Measure =
2 × precision × recall

precision + recall
(6)

The performance of the proposed prediction model is better than existing
work and it is described in Table 2. We have fine-tuned the parameter settings
to different levels to maximize the model accuracy.

6 Conclusion

Stock market predictions is a difficult task for stock fund managers and finan-
cial analysts due to unstable stock data which is noisy and nonlinear. The paper
focused on stock price movements classification on a daily basis. We conclude
that boruta feature selection is a useful method for identification of relevant
technical indicators. The study also demonstrated that deep learning model per-
formance is better than machine learning techniques. The contribution of this
study can be summarized as follows. First is the technical indicator feature selec-
tion and identification of the relevant technical indicators by using Boruta feature
selection techniques. The second is an accurate prediction model for stocks. The
stock data is collected from the National Stock Exchange (NSE), India.

Acknowledgment. This work is supported by the Visvesvaraya Ph.D Scheme for
Electronics and IT the departments of MeitY, Government of India. The Task carried
out at the Department of IT, NITK Surathkal, Mangalore, India.
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Abstract. Stock price returns forecasting is challenging task for day
traders to yield more returns. In the past, most of the literature was
focused on machine learning algorithm to predict the stock returns. In
this work, the recurrent neural network (RNN) with long short term
memory (LSTM) is studied to forecast future stock returns. It has the
ability to keep the memory of historical stock returns in order to fore-
cast future stock return output. RNN with LSTM is used to store recent
stock information than old related stock information. We have considered
a recurrent dropout in RNN layers to avoid overfitting in the model. To
accomplish the task we have calculated stock return based on stock clos-
ing prices. These stock returns are given as input to the recurrent neural
network. The objective function of the prediction model is to minimize
the error in the model. To conduct the experiment, data is collected
from the National Stock Exchange, India (NSE). The proposed RNN
with LSTM model outperforms compared to an feed forward artificial
neural network.

Keywords: Long term short memory · Recurrent neural network ·
Stock return

1 Introduction

Stock market predictions is a difficult task for stock fund managers and financial
analysts due to unstable stock data which is noisy and nonlinear. The variation
in policies such as economic, macroeconomic data, political uncertainty, and
government policy are affected in the direction of the stock market. This impact
may be reflected in stock prices and the market may be volatile. For a day trader
to gain more profits, it is significant to know how to identify the quality of stocks
for intraday trading. Most of the traders are not able to gain profits because they
fail to select appropriate stocks to trade during the day. Hence there is a need
for the short-term daily trading framework is to predict stock price. This will
help investors and traders to gain the profit from the day trade. In this paper,
we have proposed the recurrent neural network (RNN) with long short term
memory (LSTM) to forecast future stock returns.
c© Springer Nature Switzerland AG 2019
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The related works are described in Table 1. Extensive literature suggested
that most of the stock returns work is based on artificial neural network, fuzzy,
simulation-based and genetic algorithm. In this paper, the recurrent neural net-
work with LSTM is studied to forecast future stock returns. It has the ability
to keep the memory of historical stock returns in order to forecast future stock
return output.

Table 1. Related work

Author Method Target output Performance metric

Enke and
Mehdiyev [3]

Feature selection + fuzzy Stock price RMSE

Chourmouziadis and
Chatzoglou [2]

Fuzzy system Portfolio Trading simulation
composition

Qiu, Song, and
Akagi [10]

ANN + genetic
algorithm, simulated
annealing

Stock return MSE

Zhong and Enke [17] Dimension reduction +
ANN

Market direction
(up or down)

Trading simulation,
statistical tests

Our study RNN with LSTM Stock return MAE, RMSE

2 Related Work

Existing trading rules were not gainful for future periods when the market con-
dition changes dynamically. Chourmouziadis and Chatzoglou [2] proposed short-
term technical trading strategy by considering the daily price of the stock using
fuzzy systems.

An automatic way of buying and selling financial securities without the help
of portfolio managers has been discussed. The combination of technical trading
indicators like moving average, alpha, beta and volatility of the stock over a
period of time has been proposed [1]. Nakano et al. [7] proposed a method in
which non-linear financial time-series data are considered and machine learning
techniques were used for predicting stock prices. Mousavi et al. [6] proposed
generalized Exponential Moving Average technical indicator model to predict
the stock prices. The future performance of stock indices has been studied using
fuzzy time series modeling [11]. Return and risk are important objectives for
managing a portfolio. Macedo et al. [5] proposed a model to enhance technical
trading rule indicator based on Moving average convergence/divergence, Rela-
tive Strength Index, Bollinger Bands and Contrarian Bollinger Bands. Artificial
Neural Network(ANN) has been widely used in predicting stock for financial
markets. Zhang and Wu [16] proposed back propagation ANN to predict stock
prices and indices.

Technical indicators like moving average, moving average convergence and
divergence, relative strength index and commodity channel index have been
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used to predict the stock price [14]. Performing feature extraction could help
to reduce the redundant features, which can reduce the measurements, stor-
age requirements and the running time of classifiers. It also avoids the curse of
dimensionality and improves prediction performance as well as facilitate data
visualization and understanding [13]. Ticknor [12] proposed artificial neural net-
work approach to improve the prediction performance. Preis et al. [9] hypoth-
esized that investors may use a Google hits ratio of pages are used to take the
decision to predict stock price. Macroeconomic factors are believed to influence
stock market movements. Machine learning methods, which are data-driven and
assumption-free have become more popular in stock market prediction [15].

3 Data Specification

In this paper, stock data are collected from http://www.nseindia.com. The data
contain information about stock such as stock day open price, day low price,
day high price and day close price. We have considered CIPLA stock, ITC stock,
TCS stock, ONGC stock and Nifty index for the experiment. The dataset range
is obtained from the year 2009 to 2018.

4 Proposed Work

The proposed workflow of stock return forecasting is described in Fig. 1. The
stock data are collected from Indian stock exchange, i.e., national stock exchange
(NSE). The stock returns are calculated based on stock closing prices. Let
Cs= Cs

t be defined as the closing price of stock s at time t and simple returns
of stock over n period are given in Eq. 1. We standardize the stock returns by
subtracting the mean and dividing them by the standard deviation. These stock
returns are given as input to the recurrent neural network.

Returnsn
t =

Cs
t

Cs
t n

− 1 (1)

RNN with LSTM. The proposed model that takes stock return as input data
from the recent past and predicts the stock returns for the next 24 h in the
future. Existing literature suggested that RNN is not able to hold long-term
dependencies in stock returns [4,8]. Therefore LSTM has been proposing to
capture long-term dependencies in stock returns. The LSTM organized as a cell,
each cell has an internal state variable that passes information from one cell to
another cell. A sigmoid layer of forget gate takes the previous output at t − 1
and the present input at time t and performed concatenation operation. The
output of this layer lies between 0 and 1 and it is shown in Fig. 2. If ft = 0 then
the internal state variable is completely forgotten, and ft = 1 it will be passed
through one cell to another.

http://www.nseindia.com
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Fig. 1. Overall proposed work.

Fig. 2. RNN with LSTM framework for stock return forecasting [4,8].

The forget gate and input gate are given Eqs. 2, 3, 4, 5, 6 and 7.

ft = σ(Wf .[(ht−1 − xt] + bf ) (2)

it = σ(Wi.[ht−1 − xt] + bi) (3)

Ct = tanh(Wc.[ht−1 − xt] + bc) (4)
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Ct = ft.Ct−1 + It.Ct (5)

Ot = σ(Wo.[ht−1 − xt] + bo) (6)

ht = Ot.tanhCt (7)

5 Experimental Results and Discussion

NSE datasets consist of 2400 rows, we have split 70% data for training and 30%
for validation. The RNN model built in three layers, and we have considered
the rectifier unit as the activation function. The experiment is carried out in
R Studio platform. Decreasing in training rate and increasing validation rate
suggests that the model is overfitting and it is described in Fig. 3. Therefore, we
have added dropout function to RNN layers that avoid the overfitting problem
and it is described in Fig. 4.

lo
ss

5 10 15 20

0.2

0.4

0.6

0.8

1.0

epoch

data
training
validation

Fig. 3. Overfitting.

MAE and RMSE is used to evaluate the performance of the prediction model
and it is described in Eqs. 8, 9. The proposed model outperforms compared to
with feed forward artificial neural network(ANN) and it is shown in Table 2.

MAE =
1
n

n∑

t=1

|et| (8)

RMSE =

√√√√ 1
n

n∑

t=1

e2t (9)
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Fig. 4. Adding dropout function to RNN.

Table 2. Result comparison.

Stock name Prediction model MAE RMSE

CIPLA Feed Forward ANN 28.8583 31.52

CIPLA Proposed Model 0.1956 24.34

ITC Feed Forward ANN 29.7392 33.55

ITC Proposed Model 0.1741 23.54

TCS Feed Forward ANN 29.7392 25.89

TCS Proposed Model 0.1859 25.47

ONGC Feed Forward ANN 29.7392 24.56

ONGC Proposed Model 0.1645 23.78

Nifty Feed Forward ANN 27.35 24.87

Nifty Proposed Model 0.1895 25.90

6 Conclusion

Stock price movements forecasting is challenging task for day traders to yield
more returns. Recurrent neural network with LSTM is a state-of-the-art method
for sequence learning. They are less commonly applied to stock return predic-
tions. The first the recurrent neural network with LSTM is studied to forecast
the future stock returns. Second, considered a recurrent dropout in RNN layers
to avoid overfitting in the model. The future work can be time series forecasting
of stock prices by combining technical and fundamental analysis of stocks.
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Abstract. Intrusion detection is essential for the security of the compo-
nents of any network. For that reason, several strategies can be used in
Intrusion Detection Systems (IDS) to identify the increasing attempts to
gain unauthorized access with malicious purposes including those base
on machine learning. Anomaly detection has been applied successfully to
numerous domains and might help to identify unknown attacks. However,
there are existing issues such as high error rates or large dimensionality
of data that make its deployment difficult in real-life scenarios. Repre-
sentation learning allows to estimate new latent features of data in a
low-dimensionality space. In this work, anomaly detection is performed
using a previous feature learning stage in order to compare these meth-
ods for the detection of intrusions in network traffic. For that purpose,
four different anomaly detection algorithms are applied to recent network
datasets using two different feature learning methods such as principal
component analysis and autoencoders. Several evaluation metrics such
as accuracy, F1 score or ROC curves are used for comparing their per-
formance. The experimental results show an improvement for two of the
anomaly detection methods using autoencoder and no significant varia-
tions for the linear feature transformation.

Keywords: Anomaly detection · Feature representation ·
Network intrusion detection

1 Introduction

The great advances in network technologies entail a rise of the complexity of
network attacks. For this reason, network intrusion detection plays a key role
in the security of information systems and, therefore, it has become an active
research area [1,5]. In this context, intrusion can be considered as an attempt
to compromise the security of a computer or network elements. It can be of
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464 D. Pérez et al.

two types: external, where unauthorized users try to gain access to the system,
and internal, which are more frequent and users with different permission roles
could have access to resources of the system. Moreover, different situations can
be labelled as intrusions, ranging from worms that try to propagate through the
network without authorization to denial of service (DoS) which focus on disrupt-
ing the resources of a system on a network. Intrusion detection systems (IDS) are
devices that monitor a network in order to find any malicious activity. They are
commonly classified in different types: Host-based IDS (HIDS) that analyses the
internals of an individual system and Network-based IDS (NIDS) that monitors
traffic between the devices of a network trying to find suspicious patterns [3]. The
techniques for intrusion detection include misuse-based approaches that look for
known malicious activity mostly using signatures and anomaly-based approaches
which consider as an anomaly any intrusive action and would potentially detect
unknown intrusions. Although both techniques have been extensively studied
[5], misuse detectors are much commonly deployed in real systems.

Anomaly detection methods attempt to estimate a model of the normal
behaviour of data according to a specific criteria and find patterns deviated
from the resulting model [6]. These methods have been extensively applied to
network intrusion detection [1,3,5]. However, their application in real scenarios
has traditionally been unusual because it implies to deal with some issues [25].
For instance, network traffic presents large variability so anomalous behaviour
can sometimes be related to performance, or high false positives also involve the
evaluation of potential alarms which are actually normal situations.

Besides, there are other different aspects such as labelling or scaling the
data that improve the success of these techniques. In addition, feature selection
helps to reduce complexity and understand data interpretation. Although there
are different existing strategies, representation learning and deep learning have
provided enormous advances in several areas [2] such as computer vision or
natural language processing.

In this work, a comparison of anomaly detection tasks is made using a feature
representation of data for network intrusion detection. For that purpose, different
methods of anomaly detection are compared in order to evaluate how feature
transformation affects them, using four recent network datasets that provide
real situations. The organization of the paper is structured as follows: in Sect. 2,
different anomaly detection approaches are described and some examples for
their application in intrusion detection are mentioned; in Sect. 3, the method
used is illustrated; in Sect. 4, the datasets, the configuration of the experiments
and the results are discussed and, finally, the conclusions are summarized in
Sect. 5.

2 Related Work

There have been numerous efforts to survey available techniques for the imple-
mentation of anomaly detection tasks [6], specifically applied to network intru-
sion detection [1,3,5]. Common approaches can be grouped into categories
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depending on how the method detects outliers. Next, they are briefly reviewed
and some related works about network intrusion detection are mentioned.

Generally statistical-based approaches assume normal data points are gen-
erated from a Gaussian distribution. The estimation of their parameters can
be sensitive to outliers so that robust estimators were proposed, like minimum
covariance determinant [22]. There are examples that use statistical approaches
for intrusion detection systems such as HIDE [29] which uses statistical mod-
elling along with neural network classifiers or PAYL [28] that computes statistical
parameters of the application payload, estimated from normal behaviour using
a 1-gram model and then evaluated in terms of Mahalanobis distances. Other
strategy to detect anomalies is based on distance-based approaches considering
data instances with N features as a N -dimensional vector. For instance, One-
Class Support Vector Machines (OC-SVM) constructs a hyperplane that aims
to separate with a maximum margin the normal instances from the anomalous
ones. Moreover, clustering methods [10] like K-means can also be used where
the anomaly score is evaluated using the distance between new data points and
computed centroids. Related examples for intrusion detection include Khan et al.
[12], who proposed a combination of a hierarchical clustering with a SVM classi-
fication or Muda et al. [20] that computes initially K-means cluster centroids and
then applies Naive Bayes classification in the final stage to distinguish between
five different classes. Other proposals use ensemble-based methods such as boot-
strap aggregation (bagging) or boosting that combine individual results of mul-
tiple classifiers to achieve a final decision. Similarly, Isolation Forest [15] creates
an ensemble of decision trees isolating anomalies instances.

Since the performance of machine learning methods is generally affected by
the number of the data dimensions, there are algorithms to select and transform
data features providing another representation of the data. On one hand, irrele-
vant features can be eliminated in terms of information redundancy removal and
accuracy improvement. Several feature selection methods have been proposed in
the intrusion detection domain [7]. Some algorithms use an optimization crite-
ria (wrapper), others compute independent features (filter) and hybrid methods
try to combine both approaches for a better performance. On the other hand,
feature transformation algorithms estimates a latent space that provides a new
representation of the data. Dimensionality reduction techniques can be used for
that purpose, like Principal Component Analysis (PCA) which computes lin-
early the principal components with largest variance. The use of autoencoders
as dimensionality reduction tool was proposed in [9] whose low-dimensional rep-
resentation can improve the performance of different tasks. Although there are
other dimensionality reduction techniques, for instance those based on neighbour
embeddings or spectral methods [14], the active recent research in deep learn-
ing has provided an increasing interest in approaches related to representation
learning [2].

There are similar works that propose approaches related to neural networks,
deep learning and anomaly detection. Previous examples include the combi-
nation of deep belief network with linear one-class SVM [8] for unsupervised
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anomaly detection of high-dimensional data, discussing the performance of the
hybrid model. On the other hand, a model composed by a deep autoencoder and
a variant of one-class SVM using random Fourier features is introduced in [21].
An ensemble of autoencoders, called Kitsune [18], is proposed for network intru-
sion detection to differentiate between normal and abnormal traffic patterns.
Finally, a NIDS is proposed in [11] that uses two-stage process with a sparse
auto-encoder for learning features and soft-max regression, using labelled data
for classification. Although these methods use networks not only for anomaly
detection but also for dimensionality reduction of data features, in this work the
performance of auto-encoder is studied with respect to different approaches for
anomaly detection to evaluate which one is more suitable and it also uses recent
datasets to test more realistic scenarios.

3 Proposed Method

In this work, a feature learning stage is combined with well-known anomaly
detection methods to detect network intrusions. Taking into account the com-
plexity of the application area, real traffic data should be considered in order
to provide more realistic scenarios for the analysis. The variables included in
data are usually essential features such as protocol, service, flags, bytes between
source and destination or their IP addresses and, in some cases, additional ones
including statistical or aggregation measures like sum of connections or mean
values. In this case, an intrusion is considered as an individual point labelled in
data which is a simplification of the consequences provoked by a network attack.

A preparation stage for preprocessing data should be done. In that stage, the
transformation of categorical attributes like protocol type into numeric values
is performed and also normalization of data provides scaling of the features so
that they are between similar ranges of values. Besides, the variables with a few
unique values can be transformed into binary values using one hot encoding.
Finally, data are split into train, validation and test sets.

The feature representation estimates a reduced latent space of the data by
means of unsupervised learning, that is, without using data labels of the status
of the network. As a baseline, the widely-used method PCA is used for reducing
the dimensionality of the input data by computing a feature representation.
Also, a deep auto-encoder is used with training data to compute the latent
representation in the bottleneck so that the encoder provides the representation
of new data. The number of the low-dimensional space is considered taking
into account a trade-off between a significant reduction of the dimensionality of
data without an excessive loss of information. The same number is used in the
transformation of the reduced features for comparison purposes of the methods.

Once the feature transformation is done, the anomaly detection methods are
trained using normal instances from the labels of the data for train and validation
sets. Then the prediction of test data is performed after a data transformation
into the resulting latent space. A flowchart diagram for the architecture of the
method is represented in Fig. 1.
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The comparison of the resulting performance is evaluated with several mea-
sures commonly used for binary classification. The well-known evaluation metrics
are accuracy, precision, recall, F1 score, and Receiver Operating Characteristic
(ROC) curves. The accuracy measures the fraction of the instances correctly
categorized; precision denotes the proportion of true positives between all the
positive predicted ones, and recall refers to the ratio of true positive between the
real positive instances. Furthermore, F1 score helps to consider both precision
and recall to evaluate a model computing their harmonic average. ROC curve
shows false positive rates between true positive rates for several thresholds and
area under curve (AUC) measures the capacity of distinguish between the two
classes.

Fig. 1. Description of the architecture for the proposed method.

4 Experimental Methodology

Several experiments were performed using publicly available datasets based on
real traffic for network intrusion detection. A previous feature learning stage
was applied and various evaluation metrics were used in order to compare the
performance.
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4.1 Datasets

In the majority of the previous works reviewed (see Sect. 2) about network intru-
sion detection, only a couple of datasets are widely used for the assessment of the
detection systems [1,3], i.e. DARPA 98 and 99 from MIT’s Lincoln Laboratory
and KDDCup’99. However, these datasets have several shortcomings which have
already been identified in the literature [16,17,27]. This leads to consider that
other datasets might be more suited to evaluate the detection of contemporary
network attacks. For that reason, the following recent datasets have been used
in the experiments in order to consider more realistic situations:

– UNSW-NB15 [19] possess a hybrid of the real modern normal traffic and
synthesized attack activities. It was generated using an attack automatic gen-
eration tool called IXIA PerfectStorm.

– NSL-KDD [27] was created in order to improve the KDDCup’99 dataset.
Although the dataset still suffers some problems to be considered a complete
representative of modern networks, it can be used as a reference for compar-
ison purposes because of its wide use.

– CIC-IDS-2017 [24] covers updated attacks with more than 80 features and
labelled for benign and intrusive flows. Concretely, the data used here corre-
spond exactly to working hours of Wednesday.

– Kyoto [26], built on 3 years of real traffic data (Nov. 2006–Aug. 2009) which
were obtained from different kinds of honeypots.

All datasets include labels about normal and different types of attacks
occurred in the network which are used for training and evaluation of anomaly
detection tasks. A description of the datasets such as number of instances, the
attributes or dimensions obtained after one hot encoding of some of the features
and the percentage of anomalies is detailed in Table 1.

Table 1. Description of the network datasets.

Data Instances Attributes Dimensions % of anomalies

UNSW-NB15 257673 45 230 63.9

NSL-KDD 148517 43 143 48.1

CIC-IDS-2017 691695 83 83 36.4

Kyoto 364725 24 46 82.9

Preprocessing. The categorical features included in data were transformed to
numerical values, in some cases using a one hot encoding to obtain a set of binary
variables for those features with few categories. For that reason, the number of
dimensions can be augmented with respect to original attributes of data. The
transformed features depend on the dataset, but there are some in common for
the majority of datasets, for example service, protocol type or flag. Additionally,
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a min-max scaling were made so that each feature is scaled to a range of values
between [0, 1] on the training set and then also transform the validation and
test data. Despite the variety of the intrusions labelled in data, they are all
grouped only into one category, that is, are considered only two classes (normal
and anomaly) in the analysis.

4.2 Experiments

First, four methods are applied for anomaly detection where only normal
instances are used for training the different methods. These methods that were
used are:

– Local Outlier Factor (LOF): [4] assigns to each object a degree about
how it is isolated with respect to a specific neighbourhood. The number of
the k-nearest neighbours selected after several tests is set to 60 for all datasets
used in the experiments.

– One-Class Support Vector Machine (OC-SVM): only uses one class
for estimating a model and detects new data different from that class as
outliers [23]. The kernel used in this work is a radial basis function (RBF)
with γ = 0.1, fixed experimentally.

– Isolation Forest (IF): creates an ensemble of trees that isolate anomalies
instead of fitting normal instances, which is a different approach for outlier
detection [15].

– Robust Covariance (RC): implements a minimum covariance determinant
which is a highly robust algorithm for estimating covariance matrix in mul-
tivariate data [22].

For computing the latent representation, the dimensionality of data is
reduced using either Principal Component Analysis (PCA) as the linear baseline
method and the encoder obtained from an autoencoder. The design of the neural
network can be essentially considered as a common deep autoencoder. The input
layer has a size equal to the dimensionality of input data which is reduced using
several hidden layers using rectifier linear unit (ReLU) as activation functions
except for the last layer where a sigmoid function is used. The optimization stage
is performed using the Adam algorithm [13]. The selected batch size is 256 and
epochs for training have been set to 700, they are experimentally fixed accord-
ing to the datasets used. The details for the representation learning stage are
described in Table 2. The latent dimension computed using PCA has the same
dimension of the bottleneck of the autoencoder for comparison purposes. The
layers of the encoding were selected in order to obtain a significant reduction of
the dimensionality of data.

4.3 Results and Discussion

The results of the experiments are presented in this section. The evaluation
measures of the anomaly detection methods applied to the network datasets are
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Table 2. Details of the feature transformation.

Data Encoding layers PCA dim

UNSW-NB15 {230, 120, 60, 20} 20

NSL-KDD {143, 100, 80, 20} 20

CIC-IDS-2017 {83, 80, 40, 20} 20

Kyoto {46, 40, 20, 5} 5

detailed in Table 3. In this table, the accuracy, precision, recall and F1 score
indicate the performance of the corresponding method for each dataset, also
including the previous feature learning stage using PCA and encoder network.
The best resulting F1 score for each dataset is highlighted between all the meth-
ods used. Furthermore, area under curve (AUC) and ROC curves are shown
in Fig. 2 in a matrix form where the rows correspond to each dataset and the
columns the method applied. In case of equal F1 scores, the AUC value is con-
sidered for selecting the best one.

Several changes can be observed in the performance of anomaly detection
tasks as a result of feature learning stage. The most significant improvement is
produced using One-Class SVM method, where the use of the auto-encoder com-
puting a feature representation shows better evaluation metrics for all datasets
used in the experiments. In addition, the auto-encoder representation also pro-
duces small enhancements in the results using Local Outlier Factor, as it is shown
in the Fig. 2.

However, the feature representation barely affects the effectiveness for
anomaly detection using the Isolation Forest and Robust Covariance methods.
There are only improvements for both methods using CIC-IDS-2017 dataset,
shown by the values of F1 scores (see Table 3). Moreover, in some cases it is
preferable the application of these two methods using the original data without
any feature learning.

On the other hand, PCA transformation produces generally similar results to
original data and, in some cases even worse than original features. There are only
a few cases where the representation computed by PCA overcomes the rest. In
these cases, the method used is Robust Covariance which seems to be the most
suitable one to a previous PCA feature learning. This can reflect that linear
techniques could only work in specific scenarios and they might be insufficient
for a general type of analysis. Finally, it is remarkable that results from the
experiments show in some cases a poor performance, for example Kyoto data
using Local Outlier Factor.
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5 Conclusions

Network intrusion detection is an active research area in a continuous develop-
ment. Although there have been numerous efforts to address several challenges,
anomaly-based approaches are sometimes difficult to be applied in real systems
for intrusion detection.

In this work, feature learning is used for network intrusion detection through
its application as a previous stage to four different anomaly detection techniques
applied to recent datasets. The methods used for computing the latent represen-
tation of data are PCA and the encoder part of an auto-encoder that introduces
non-linearity. The main improvement for the datasets is shown for One-Class
SVM method using the latent space computed by the auto-encoder. In contrast,
PCA transformation does not show relevant enhancement in order to be applied
as a previous feature learning stage.

Future work includes the study of other types of auto-encoders and techniques
including different feature selection methods combined with more algorithms for
anomaly detection that can help to improve the identification of intrusions.
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Abstract. This paper aims to enhance the security and resilience of Critical
Information Infrastructures (CIIs) by providing a dynamic collaborative, warn-
ing and response system (CyberSANE system) supporting and guiding security
officers and operators (e.g. Incident Response professionals) to recognize,
identify, dynamically analyse, forecast, treat and respond to their threats and
risks and handle their daily cyber incidents. The proposed solution provides a
first of a kind approach for handling cyber security incidents in the digital
environments with highly interconnected, complex and diverse nature.
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1 Introduction

In the digital era, Critical Infrastructures (CIs) are operating under the premise of robust
and reliable ICT components, complex ICT infrastructures and emerging technologies
(e.g. IoT, Cloud Computing) and are transforming into Critical Information Infras-
tructures (CIIs) that can offer a high degree of flexibility and efficiency in the com-
munication and coordination of advanced services. The increased usage of information
technology in modern CIIs means that they are becoming more vulnerable to the
activities of hackers and other perpetrators of cyber-related crime.

Over the last few years, it is a common phenomenon to see daily headlines
describing major cyber-attacks or some new strain of malware or insidious social
engineering technique being used to attack ICT infrastructures. In particular, CIIs have
become lately targets for cyberattacks attracting the attention of security researchers,
cyber-criminals, hacktivists (e.g. Anonymous, LulzSec) and other such role-players
(e.g. cyber-spies). These cyber actors have significantly evolved their tactics, tech-
niques and procedures to include next-generation malware toolkits available in various
locations on the internet (e.g. deep web, dark web) and new data exfiltration methods
that give them an asymmetric quantum leap in capability. In the past years, there have
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been a number of cybersecurity meltdowns and high-profile breaches affecting critical
infrastructures, such as the recent ransomware attacks, WannaCry and WanaCrypt0r
2.0, which affected more than 230,000 computers in over 150 countries, In most cases,
the adversaries targeted the organizations’ interconnected infrastructures as a means of
spreading their harmful malware to a broaderaudience. Obviously, the impact of a
compromised CII can extend far beyond the corporate boundaries, putting not just
individual organizations but also their dependent entities at risk.

In 2016, the Commission introduced the E.U. Directive NIS 2016 that enforces all
CIIs to report to an appropriate Computer Security Incident Response Team (CSIRT)
any incident having a substantial impact on the provision of their services. Unfortu-
nately, these efforts mostly focused on providing just the legal basis and creating an
assurance framework for boosting the cyber security culture across sectors which are
vital for the EU economy and society and moreover rely heavily on ICTs. Nevertheless,
there has been a lack of innovation to capture and correlate events and information
associated with cyber-attacks in CIIs as well as lack of appropriate approaches that
support and facilitate effective cooperation among the CIIs entities in terms of
exchanging specific cybersecurity risk and threats information.

The paper proposes a state of the art solution, the CyberSANE system, which aims
to improve the detection and analysis of cyber-attacks and threats on CIIs and increases
the knowledge of the current cyber threat landscape. In particular, the CyberSANE
system helps the organizations to raise their preparedness, improve their cooperation
with each other, and adopt appropriate steps to manage security risks, report and handle
security incidents. The rest of the paper is structured as follows. Sections 2 and 3
present the related work and the main aspects of the proposed incident handling
approach respectively. Section 4 describes the CyberSANE system and its key com-
ponents. Section 5 illustrates the components data flows and the overall system
operation; and finally Sect. 6 draws the conclusions.

2 Current Efforts of Incident Handling in Critical
Information Infrastructures

The main goal of the security incident handling and response process is to define the
main aspects and principles for coordinating the effort that should be applied in
managing a security breach/incident/event [1, 2]. In principle, choosing the right
approach for incident handling proves to be complicated. In recent years, a number of
security incident response approaches and frameworks [3–14] have been introduced by
the research and industrial communities as well various standardization bodies.
Although, many of these approaches provide specific technical guidelines, aiming to
enhance the security incident response capabilities of the organizations, they present
significant limitations. In particular, Grimes (2007) argues that most of the existing
incident response approaches follow a linear process that is outdated and does not
support the highly efficient capability that is required to handle and manage today’s
incidents. Therefore, a progression flaw exists in these processes, since if one phase in
the linear process is not completed, the entire process cycle may stop midstream. [15]
notes that current incident response processes are too focused on the containment,
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eradication, and recovery-related activities and usually ignore, skip or do not empha-
size on other important steps of incident management, such as investigations actions.
[16] proposal gives emphasis on proactive preparation and reactive learning to
encourage security incident learning. [17–19] argue that the existing incident handling
approaches do not provide adequate guidance on how to conduct effective forensic
investigations. Hence, current methods’ limitation to assist and guide the investigators
in forensic evidence analysis, undermines the value of the evidence and fails to pro-
mote incident resolution.

In addition, the available security information and event management solutions lack
significant reactive and post-incident capabilities for managing incidents and events in
the scope of the ICT-based CIIs providing inadequate technical guidance to the incident
response professionals on how to detect, investigate and reproduce attacks. As such,
and despite the socioeconomic importance of tools and techniques for handling inci-
dents there is still no easy, structured, standardized and trusted way to manage and
forecast interrelated, cybersecurity incidents in a way that takes into account the
heterogeneity and complexity of the CIIs and the increasingly sophisticated types of
attacks. Therefore, there is a pressing need for devising novel systems for efficient CIIs
incident handling and support thorough and common understanding of cyber-attack
situations in a timely manner.

In a nutshell, the main limitations [20–22] of the existing approaches are the
following: (i) the traditional linear incident response models are too slow, ineffective
and do not support the highly efficient capability that is required to handle and manage
today’s incidents; (ii) focus mostly on the proactive element (i.e. provide assistance and
information to help prepare, protect, and secure) of the incident management;
(iii) current approaches do not provide enough insight into the underlying causes of the
incident; (iv) poor provisions for incident planning; (v) undermine the value of forensic
evidence possibly required for subsequent legal action; (vi) do not take into account the
risk-related results produced by existing risk assessment methodologies.

3 CyberSANE Incident Handling Approach

The proposed incident handling approach aims to address the aforementioned limita-
tions of these existing methodologies and tools, providing a step-by-step guidance to
manage incidents and breaches on CIIs occurred due to cyber attacks. On this account,
CyberSANE pursues to combine active approaches that are used to detect and analyse
anomaly activities and attacks in real-time with reactive approaches that deals with the
analysis of the underlying infrastructure to assess an incident in order to provide a more
holistic and integrated approach to incident handling. In this vein, CyberSANE aims to
enhance the incident detection capabilities of the existing methods described in the
previous section with a more efficient, elastic and scalable reasoning approach. The
main characteristics of the proposed approach are the following: (i) learning from
unstructured data without the need to understand the content; (ii) identification of
unusual activities that match the structural patterns of possible intrusions (instead of
predefined rules); and (iii) automatic identification and adaption to a change of the
underlying infrastructure.
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CyberSANE treats the handling of a cyber incident as a dynamic experimental
environment that can be optimized involving all relevant CIIs’ operators and security
experts. CyberSANE’s approach is based on simulations to facilitate the evaluation and
analysis of an identified incident and support the investigation decision making process
in a rigorous manner. The pursuit of CyberSANE is to support incident handling
process with advanced correlation capabilities in terms of accuracy and efficiency
strengthening the rational analysis. In this context, CyberSANE relies on pioneering
mathematical models (e.g. machine learning, deep learning and Global Artificial
Intelligence (AI) techniques) for analysing, compiling, combining and correlating all
incident-related information and data from different levels and contexts (e.g. taking into
consideration information, data and opinions collected and analysed from existing risk
assessment frameworks (including the CYSM, MEDUSA, MITIGATE and SAURON
approaches [23–25], knowledge and information acquired from previous incident
investigations as well as evidential data extracted from the compromised cyber sys-
tems). Thus, these techniques will be able to identify, extract and analyse the most
relevant parts of the information related to the initial incident in order to find the
relationships between the compromised devices/systems and these evidences.

Moreover, efficient simulation experiments for generating multi-order evidence
dependencies have been used to generate and construct secure, reliable and valid chains
of evidence anticipating how the attack is progressing. Additionally, taking into
account the effects of a security incident, real-time insights, alerts and warnings will be
produced to increase situation awareness, inform the CIIs’ stakeholders about the
effects of the events and guide them how to react.

The main contribution of the current approach that differentiates it from the
aforementioned related incident handling proposals is that it combines existing
machine learning techniques, such as clustering and hidden Markov models, with deep
learning and Global Artificial Intelligence (AI) to develop an innovative way that
optimizes the automatic analysis of huge amounts of events, information and evidence.
To identify malicious actions in the cyber assets, such as abnormal behaviours, it
combines both structured data (e.g. logs and network traffic) and unstructured data (e.g.
data coming from social networks and dark web) in a privacy-aware manner. Fur-
thermore, it adopts deep semantic analysis techniques together with Natural Language
Processing (NLP) methods (e.g. Named Entity Recognition and Word Sense Disam-
biguation) to extract important information from multilingual security-related contexts,
facilitating multilingual data generation and exploitation within the networked
ecosystem.

4 CyberSANE Incident Handling system

CyberSANE is an advanced, configurable and adaptable, Security and Privacy Incident
Handling system (CyberSANE system), towards effective security incident detection
and handling. The main goal of the proposed system is to improve, intensify and
coordinate the overall security efforts for the effective and efficient identification;
investigation, mitigation and reporting of realistic multi-dimensional attacks within the
interconnected web of cyber assets in the CIIs and security events. The proposed
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approach takes into consideration and addresses both technical and cognitive chal-
lenges (Fig. 1).

From technical perspective, the system aims at collecting, compiling, processing
and fusing all individual incident-related information ensuring their integrity and
validity following the generic phases of ISO/IEC 27035:2016. In contrast, from cog-
nitive point of view, the decision makers should be able to understand the technical
aspects of an attack and draw conclusions on how to respond. In order to realize this
vision, the CyberSANE system will be composed of five main components:

• The Live Security Monitoring and Analysis (LiveNet) component which is able to
monitor, analyze, and visualize organizations’ internal live network traffic in real
time. This environment aggregates and visualizes traffic flowing through live net-
works as well as alerts given out by security appliances installed at critical points in
the network with an overemphasis on threat prevention solutions.

• The Deep and Dark Web mining and intelligence (DarkNet) component which
monitors the Dark and Deep Web in order to grasp and analyse the big picture of
global malware/cybersecurity activities.

• The Data Fusion, Risk Evaluation and Event Management (HybridNet) component
that receives security related information on potential cyber threats from both
LiveNet and Darknet respectively in order to analyze and evaluate the security
situation inside an organization.

• The Intelligence and Information Sharing and Dissemination (ShareNet) compo-
nent disseminates and shares information of useful incident-related information with
relevant parties (e.g. industry cooperation groups, Computer Security Incident
Response Teams - CSIRTs) about the effects and danger of incidents characterized
diffusing threats.

Fig. 1. CyberSANE incident handling system
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• The Privacy & Data Protection (PrivacyNet) Orchestrator which provides a set of
privacy (anonymization, pseudonymization, obfuscation), data protection orches-
tration and consistency capabilities.

It should be noted that the proposed solution and the incorporating techniques is
able to operate in heterogeneous, large-scale, cross-border CIIs that are characterized
by the following features: (i) complex, highly distributed, and large-scale cyber systems
(including IoT and cyber-physical) with respect to the number of entities involved;
(ii) heterogeneity of the underlying networks interconnecting the physical-cyber sys-
tems; and (iii) different levels of exposure to attacks. The following Sections provide a
detailed description of the each component.

4.1 Live Security Monitoring and Analysis (LiveNet) Component

The LiveNet is an advanced and scalable Live Security Monitoring and Analysis
component capable of preventing and detecting threats and, in case of a declared attack,
capable of mitigating the effects of an infection/intrusion. The main objective of this
component is to implement the Identification, Extraction, Transformation, and Load
process for collecting and preparing all the relevant information, serving as the inter-
face between the underlying CIIs and the CyberSANE system. It includes proper cyber
security monitoring sensors with network-based Intrusion Detection Systems (IDS),
innovative Anomaly detection modules and endpoint protection solutions for accessing
and extracting information, on a real-time basis, in order to detect complex and large-
scale attacks (e.g. Advanced Persistent Threats). The incident-related information that
reside in different and heterogeneous cyber systems may include various types of data,
such as: active (unpatched) vulnerabilities in the technological infrastructure; misuse
detection in the network or in the systems, including both host-based and network-
based IDS deployment and integration; anomaly detection in the network or in the
systems; system availability signals; network usage and bandwidth monitoring;
industry proprietary protocol anomalies; SCADA vulnerabilities, etc.

LiveNet incorporates appropriate data management and reasoning capabilities for:
near real-time identification of anomalies, threats, risks and faults and the appropriate
reactions; (ii) proactive reaction to threats and attacks; and (iii) dynamic decision
making in micro, macro and global level according to the end user’s needs and the
identified incidents/threats. These capabilities are empowered with more innovative
algorithms based on techniques such as machine learning, deep learning and AI that
identify previously unknown attacks. This component provides an abstraction of the
collected information to the Data Fusion, Risk Evaluation and Event Management
(HybridNet) component of the CyberSANE system. Moreover, all incidents-related
information captured from LiveNet will be parsed, filtered, harmonized and enriched to
ensure that only the data necessary for the multivariate and multidimensional analysis
are available to the other components (e.g. HybridNet). Thus, LiveNet contributes as
follows: (i) preventing a flood of irrelevant or repeated information from cluttering the
HybridNet processing component; and (ii) consolidating the different data contents and
formats towards a uniform perspective in order to provide the upper components a
unified and convenient way to handle the information.
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4.2 Deep and Dark Web Mining and Intelligence (DarkNet) Component

The Deep and Dark Web mining and intelligence (DarkNet) component provides the
appropriate Social Information Mining capabilities that will allow the exploitation and
analysis of security, risks and threats related information embedded in user-generated
content (UGC). This is achieved via the analysis of both the textual and meta-data
content available from such streams. Textual information is processed to extract data
from otherwise disparate and distributed sources that may offer unique insights on
possible cyber threats. Examples include the identification of situations that can
become a threat for the CIIs with significant legal, regulatory and technical consider-
ations. Such situations are: organization of hacktivist activities in underground forums
or IRC channels; external situations that can become a potential threat to the CIIs (e.g.
relevant geopolitical changes); disclosure of zero day vulnerabilities; sockpuppets
impersonating real profiles in social networks etc. Entities (e.g., events, places) and
security-related information will be uniquely extracted from textual content using
advanced Natural Language Processing (NLP) techniques, such as sentiment analysis.

4.3 Data Fusion, Risk Evaluation and Event Management (HybridNet)
Component

The Data Fusion, Risk Evaluation and Event Management (HybridNet) component
provides the intelligence needed to perform effective and efficient analysis of a security
event based on: (i) information derived and acquired by the LiveNet and DarkNet
components; and (ii) information and data produced and extracted from this compo-
nent. In particular, HybridNet component retrieves incidents-related data via the
LiveNet component from the underlying CIIs and data from unstructured and struc-
tured sources (e.g. from Deep and Dark Web) consolidated in a unified longitudinal
view which are linked, analyzed and correlated,in order to achieve semantic meaning
and provide a more comprehensive and detailed view of the incident. In CyberSANE, a
formal and uniform representation of digital evidence along with their relationships has
been used to encapsulate all concepts of the forensic field and provide a common
understanding of the structure of all information linking to evidence among the CIIs’
operators and the forensics investigators. The main goal of the analysis process is to
continuously carry out the assessment (e.g. identification of on-going attacks and
related information, such as what is the stage of the attack and where is the attacker)
and prediction (i.e. identification of possible scenarios of future attacks through fore-
casting models). HybridNet incorporates fusion models based on existing mathematical
models (e.g. data mining, AI, deep learning, machine learning and visualization
techniques). These models will support and provide reasoning capabilities for the near
real-time identification of anomalies, threats and attacks, assessing any possible
malicious actions in the cyber assets such as abnormal behaviors or malicious con-
nections to identify unusual activities that match the structural patterns of possible
intrusions. Once an attack is detected or predicted a simulation will be performed to
form the full representation of the attack. In particular, a Security Incident/Attack
Simulation Environment undertakes to generate and construct all secure, reliable and
valid chains of evidence allowing: (i) the identification of the attacker’s behavior so far;
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(ii) the identification of the attacker’s goals and strategies and prediction of their next
actions; and (iii) the accurate assessment of the impact of an incident on the CII and the
damage caused so far.

The Security Incident/Attack Simulation Environment of the CyberSANE system
comprises a set of novel mathematical instruments, including mathematical models for
simulating, analyzing, optimizing, validating, monitoring simulation data and opti-
mizing security incident handling process. Specifically, these instruments include: (i) a
buddle of novel process/attack analysis and simulation techniques for designing,
executing, analyzing and optimizing threat and attack simulation experiments that will
produce appropriate evidence and information that facilitate the identification, assess-
ment and mitigation of the CII-related risks; (ii) graph theory to implement attack graph
generation, to perform security incident analysis and to strengthen the prognosis of
future malefactor steps; (iii) pioneering mathematical techniques for analyzing, com-
piling and combining information and evidences about security incidents and
attacks/threats patterns and paths in order to find relationships between the recovered
forensic artefacts and piecing the evidential data together to develop a set of useful
chain of evidence (linked evidence) associated with a specific incident; (iv) innovative
simulation techniques which will optimize the automatic analysis of diverse data;
(v) innovative techniques in order to link optimization and simulation. In this context,
this simulation environment is fed with information about an incident and proceeds to
calculate and generate a number of possible attack graphs (routes of possible attacks)
and graphs of linked evidence (chains of evidence) and also compute probabilities for a
sequence of events on top of these graphs. The resulting probabilistic estimate for the
compromised CIIs’ assets will be used to identify, model and represent the course of an
attack as it propagates across the CIIs. It should be noted the HybridNet component
continuously updates the simulation engine with information collected and piece of
information, thereby enabling both understanding which assets might have been
compromised, as well as gain more accurate estimates on the likelihood that other
assets might be compromised in the future.

4.4 Intelligence and Information Sharing and Dissemination (ShareNet)
Component

The ShareNet component provides the necessary threat intelligence and information
sharing capabilities within the CIIs and with relevant parties (e.g. industry cooperation
groups, CSIRTs). It is responsible for the instantiation of the adopted intelligence
model; in particular, ShareNet undertakes the identification and dissemination of, the
right and sanitized information that have to be shared in a usable format and in a timely
manner. This environment produces and circulates notifications containing critical
information, enhancing the perception of the current situation and improving the
projection into the future. It should be noted that all potential evidence from the
systems that are suspected to be part of the infrastructure being investigated are
forensically captured, stored and exchanged in a way that their integrity is maintained
using the security and data protection methods of the PrivacyNet Orchestrator.

To this end, ShareNet follows a trusted and distributed intelligence and
incident sharing approach to facilitate and promote the collaboration and secure and
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privacy-aware information sharing of the CIIs’ operators with relevant parties (e.g.
industry cooperation groups, CSIRTs), in order to exchange risk incident-related
information, through specific standards and/or formats (STIX), improving overall cyber
risk understanding and reduction. Privacy preserving is another important issue con-
sidered at every phase of sharing, applying methods such as anonymization or pseudo
anonymization and encryption techniques incorporated in and made available from
PrivacyNet Orchestrator. This brings forward a mixture of several cryptographic
techniques that holds certain security guarantees.

4.5 Privacy & Data Protection (PrivacyNet) Orchestrator

Through the specific “Privacy & Data Protection Orchestrator” (PrivacyNet), it is
possible to coordinate the abovementioned components of the CyberSANE system in
order to ensure desired-levels of data protection for sensitive incident-related infor-
mation, enabling the possibility to apply such protection in all phases of cyber security
incident handling flow. The main purpose the PrivacyNet is to manage and orchestrate
the application of the innovative privacy mechanisms and maximize achievable levels
of confidentiality and data protection towards compliance with the highly-demanding
provisions in the GDPR in the context of protecting sensitive incident-related infor-
mation within and outside CIIs. To this end, PrivacyNet sets up the security and data
“protection configurations” allowing security experts and members of the incident
response team to specify all the protection steps that have to be performed and the
required conditions to execute them, which can be referred to GDPR-based rules (and
to other guidance for its application by the European Data Protection Board, formerly
Art. 29 Data Protection Working Party).

In addition, the orchestration approach of the CyberSANE allows applying the most
appropriate security and data protection methods depending on the user’s privacy
requirements, which cover a wide range of techniques including anonymization,
location privacy, obfuscation, pseudonymization, searchable encryption, multi-party
computation and verifiable computation, in order to meet the highly demanding reg-
ulatory compliance obligations, for example in relation to accountability towards data
protection supervisory authorities, for adequate management of informed consent etc.
For this reason, novel techniques and processes for enhancing the secure distribution
and storage of all forensic artifacts in order to protect them from unauthorized deletion,
tampering revision and sharing (e.g. Attribute-based Encryption (ABE) and block-
chain technologies) have be combined.

5 CyberSANE Components Data Flow and System Operation

The abovementioned CyberSANE components communicate to carry out 13 opera-
tional data flows as illustrated in Fig. 2 and outlines below. Through, those data flows
and the overall operation, the CyberSANE system assists all the phases of security
assessment and reduction of cyber risks on relevant operational scenarios.
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The operational data flows supported by the CyberSANE system are the following:
(1) Detected cyber attack visualized in the LiveNet Component; (2) Determine whether
their organization has fallen victim to a cyber-attack; (3) Discovery, extraction and
collection of raw data from various sources (e.g. servers, logs) and in different format
(4) Extraction, harmonization and processing data from distributed sources (Dark Web,
Social Media) that offer unique insights on the cyber threats and provide information
about latest mechanisms of cyber-attacks; (5) Collected data is normalized, cleansed to
remove redundant information and transformed into a common representation format;
(6) All relevant information extracted are analyzed and correlated to provide a more
comprehensive and detailed view of the incident; (7) Dependency evidence chains are
generated; (8) Identification of on-going attacks (Identification of the attacker’s
behavior, prediction of next actions); (9) Evaluate the risks; Assess the impact and the
assessment and cascading effects; and Formulate mitigation plan; (10) Prediction of
possible scenarios of future attacks; (11) Visualization of incident related information
enabling deep understanding of the situation and decision making (Notifications); (12)
Secure and privacy aware managing and storing of incident-related information; and
(13) Information sharing and dissemination of useful incident-related information.

6 Conclusions

The paper aims to leverage collected security information to find new ways of pro-
tection for technology assets, enabling the entity at risk to evaluate the risk and invest
to limit that risk in an optimal way. Providing a way to securely collect both structured
data (e.g. logs and network traffic) and unstructured data (e.g. data coming from social
networks and dark web) and making them available for analysis fosters new innova-
tions that will only unravel after having access to such data, harnessing its full
potential. CyberSANE’s has a twofold aim; to minimize the exposure to security
risks/threats and help CIIs’ operators to respond successfully to relevant incidents.

The ground-breaking nature of the proposed incident handling approach is based
on: (i) the identification of attacks and incidents using innovative approaches and

Fig. 2. CyberSANE system’s & components’ operation
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algorithms of unobserved components techniques and linear state-space models pro-
ducing meaningful information from cyber systems, (ii) the combination of active
incident handling approaches with reactive approaches producing real-time insights,
alerts and warnings about cyber events, (iii) innovative normalization process that
unifies all relevant incident-related information gathered from heterogeneous CIIs,
(iv) novel attacks’ scenarios and evidence representation with simulation techniques
and visualization tools that increase the efficiency of investigation results, (v) hy-
bridization forms of mathematical models and combinations of data mining, Global
artificial intelligence, machine learning that optimize evidential data from different
sources.

The proposed CyberSANE System meets its objectives embedding core security
features allowing faster and better operation of advanced cyber security functionalities.
These aspects comprise an innovative, knowledge based, collaborative security and
response dynamic system which increase the agility of the investigators and encourage
continuous learning throughout the incident life cycle.
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Abstract. The combined problem of fault detection and classification
(referred to as fault diagnosis) of Direct Current (DC) electric motors
via a simple, yet powerful, technique based on an Artificial Neural Net-
work (ANN) is proposed. The ability of an ANN in identifying patterns
with high fidelity—without the need of any rigorous mathematical model
of the system under investigation—leads to an excellent diagnosis per-
formance, even for faults that result in almost indistinguishable output
system responses (both in time and in frequency domain). The flexibility
and speed of the presented method indicate that it can easily be applied
to on-line fault diagnosis as well.

Keywords: Direct current electric motors ·
Artificial neural networks · Artificial intelligence ·
Fault detection and classification

1 Introduction

Electric motors are ubiquitous components of the infrastructure, consuming
approximately 60% of all the electric power produced. As a consequence, appro-
priate and reliable operation is deemed necessary.

Design criteria, such as the margins of the nominal parameter values of a
system, can ensure acceptable performance when there are slight operating dis-
turbances. Nevertheless, if the system dynamics change significantly due to a
component failure, the result may be suboptimal or, in the worst case, catas-
trophic. In order to ensure safety and proper maintenance, fault detection and, if
possible, fault classification (also referred to as fault diagnosis) in the operating
systems are imperative. The fault diagnosis should be ideally employed using as
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few sensors as possible. In cases where the faults are “small” and incipient, the
problem turns out to be highly challenging.

Multiple approaches have been proposed for the problem of fault detection
and classification in electric motors—the interested reader may refer to [7] for a
survey confined to Alternating Current (AC) induction (asynchronous) motors.

In this article, a simple, yet powerful, technique for fault detection and clas-
sification of Direct Current (DC) electric motors is proposed, in the core of
which lies an Artificial Neural Network (ANN). Loosely speaking, an ANN is
a computing system, vaguely inspired by the biological neural networks, which
constitute living organisms’ brains [6]. Such a system “learns” to perform tasks
by considering examples, generally without being explicitly programmed with
any task-specific rules and without need of a rigorous mathematical model for
the specific system.1 It is worth-noting that the work, although limited to DC
motors, has a variety of extensions in a plethora of types of electric motors.

Other studies may be, in their majority, characterized as threshold-oriented,
in the sense that the techniques involved are based on the intuition that, when
a (signal or parameter) value exceeds a present threshold, a fault is detected [4].
However, this is often problematic, since the problem of classification of the fault
is not easily addressed, as well as such practices may lead to many false alarms.
In fact, under varying operating conditions, the effects of the considered faults
on the dynamics are almost fully “masked” by those of the operating conditions.
In addition, for these methods to be applied, an accurate physics-based motor
model is necessary.

Another great portion of fault detection and classification approaches requires
pre-processing of the measured signals—such as Fourier transform analysis, sta-
tistical analysis of a residual [5,8]—demanding significant resources, thus making
them unsuitable for quick on-line tests.

The goal of the present study is to take advantage of the powerful ability
of an ANN to identify patterns with high fidelity—which in turn addresses the
majority of the aforementioned disadvantages of other techniques—and test its
performance in the problem of fault diagnosis in DC motors. As far as the pro-
posed method is concerned, the ANN consists of an input layer, two hidden
layers, and an output layer. The input layer of the ANN receives (without any
pre-processing) the measured signals of the armature current and angular veloc-
ity of a DC motor under load condition, and the output layer identifies and
classifies the (potential) fault. The ANN, essentially, recognizes the patterns of
the corresponding signals; hence, it recognizes the unique “profile” of each state
condition of the system. This, in turn, deviates from the rigid threshold-oriented
approach; therefore, the false alarms are significantly reduced or even disappear.
Furthermore, the proposed technique requires no pre-processing of the measured
signals, making it fast and flexible for on-line testing.

The rest of this paper is organized as follows: Sect. 2 presents the model of the
system, Sect. 3 analyses the fault detection and classification problem, whereas

1 Artificial Neural Networks have been successively used on a variety of applications,
including computer vision, speech recognition, machine translation and many more.
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in Sect. 4 the Artificial Neural Network training and testing results are discussed.
The last section is devoted to some concluding remarks.

2 System Modelling

The system layout of a DC motor is shown in Fig. 1, where it is assumed that
the DC voltage, U , and load torque, Tl, are the inputs, and armature current,
ia(t), and angular velocity of the shaft, ω(t), are the outputs of the system.

−
+

U

Raia(t)
La

ω(t), Tm(t)

J

Tl, Tf (t)

−
+

e(t)

Fig. 1. Model of the DC motor.

The torque generated by a DC motor, Tm(t), is proportional to the armature
current and the magnetic field strength. Herein, the magnetic field is assumed to
be constant, and, therefore, the motor torque is proportional only to the arma-
ture current by a constant factor Kt; i.e., Tm(t) = Kt · ia(t). The load torque, Tl,
is considered to be constant, with small load disturbances. The friction torque,
Tf (t), is considered to be proportional to the angular velocity of the shaft by
a constant factor b; i.e., Tf (t) = b · ω(t). The back electromotive force (EMF),
e(t), is also proportional to the angular velocity by a constant factor Ke; i.e.,
e(t) = Ke · ω(t).

Applying Kirchhoff’s Law in the electrical part, Newton’s Second Law in the
mechanical part, and choosing as state variables z1 = ia(t) and z2 = ω(t), we
have the following equations describing the system:

La · dia(t)
dt

+ Ra · ia(t) + e(t) = U (1)

J · dω(t)
dt

= Tm(t) − Tl − Tf (t) (2)

ż1 =
1
La

·
(
U − Ra · z1 − Ke · z2

)
(3)
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ż2 =
1
J
·
(
− Tl + Kt · z1 − b · z2

)
(4)

The state-space representation of the system is given by the following two
equations:

ż = A · z + B · u (5)
y = C · z + D · u (6)

Table 1, subsequently, presents the nominal parameters of the modelled
system.

Table 1. Nominal parameters of the modelled system.

Motor parameter Symbol Nominal value

Electric resistance Ra 5.73 (Ω)

Electric inductance La 0.003 (H)

Moment of inertia J 80.45 · 10−6 (kg m2)

Electromotive force constant Ke 0.06 (V/(rad/s))

Motor torque constant Kt 0.06 (N m/A)

Motor viscous friction constant b 5 · 10−6 (N m/(rad/s))

Then, the following matrices are derived for the examined model (note that
all states are outputs, i.e., z = y):

A =

⎡
⎣
−Ra

La
−Ke

La

Kt

J − b
J

⎤
⎦ =

⎡
⎣
−1910 −20

746 −1243

⎤
⎦ , B =

⎡
⎣

1
La

0

0 − 1
J

⎤
⎦ =

⎡
⎣

333 0

0 −12500

⎤
⎦

C =

⎡
⎣

1 0

0 1

⎤
⎦ , D =

⎡
⎣

0 0

0 0

⎤
⎦ , u =

⎡
⎣

U

Tl

⎤
⎦ , z =

⎡
⎣

ia(t)

ω(t)

⎤
⎦ , y =

⎡
⎣

ia(t)

ω(t)

⎤
⎦

3 The Fault Diagnosis Problem

This section is devoted to the definition of the fault diagnosis problem. In par-
ticular, the fault scenarios, along with the simulations of the system in healthy
and faulty conditions, are presented.
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3.1 The Fault Scenarios

Three fault scenarios are considered and simulated by modifying the nominal
values of the physical parameters of the system, as described in the following
[1–4]:2

– The first fault scenario corresponds to an increase of the armature resistance
Ra by 20% over the nominal value.

– The second fault scenario corresponds to an increase of the armature induc-
tance La by 200% over the nominal value.

– The last fault scenario corresponds to a decrease of both the electromotive
force constant Ke and the motor torque constant Kt by 25% under the nom-
inal values.

The aforementioned scenarios may physically correspond to brush faults,
connection faults, short circuits or broken coils in armature, short circuits in
field winding, to name a few.3 Note that, in all three examined fault scenarios,
a fluctuation of ±3% of the corresponding modified parameter (i.e., Ra, La, Ke

and Kt) is considered, in order to capture a range of operating disturbances,
testing the robustness of the proposed ANN.

Eventually, a total of 12 samples for the training of the ANN were utilized; 3
samples for each one of the four operating states of the motor (one healthy and
three faulty).

3.2 Simulations of the Healthy and Faulty System

The output (time) response of the system is derived using the MATLAB’s lsim
function, at a sample rate fs = 1 kHz. The time vector contains 1001 points
(from t = 0 s to t = 1 s). Each output signal is normalized in the interval [0, 1], in
order to “feed” the input layer of the ANN, with all inputs being at an unbiased
comparable range.

The DC input voltage U and the load torque Tl are set equal to 200 V and
0.1 N m, respectively. Their fluctuations, ±2% for the voltage and ±10% for the
load torque, are approximated by zero-mean uniform white noise, and represent
the varying operating conditions.

Indicative armature current and angular velocity responses for all four oper-
ating states of the system (one healthy and three faulty) are depicted in Fig. 2.
A Fast Fourier Transform (FFT) is employed in order to study the frequency
content of the two output signals, for all four states of the system. The results
are illustrated in Fig. 3.

2 The model of the DC motor is exclusively used for the data generation of the healthy
and faulty system.

3 Brush faults are quite common failures in DC motors, and they are typically a con-
sequence of unsmooth contact of the brushes, dirty collector or brushes, unadjusted
brush pressure springs, oval shaped collector and consumed brush life [1].
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Fig. 2. Indicative waveforms of the armature current (a) and angular velocity (b), for
all four operating states of the system.
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Fig. 3. Spectrum of the armature current (a) and angular velocity (b), for all four
operating states of the system.
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As is evident from Figs. 2 and 3, for all four scenarios, the waveforms of
the healthy and faulty system, as well as their frequency content, are almost
identical, indicating a highly challenging fault detection problem.4

4 The Artificial Neural Network

The adopted technique for fault diagnosis in DC motors is depicted in Fig. 4.
The suggested method is composed of the following steps:

– Firstly, the data (armature current and angular velocity signals) is obtained
from the DC motor and normalized in the interval [0, 1], in order to appro-
priately drive the ANN.

– Subsequently, the normalized signals are imported in the (input layer of the)
ANN, without any analysis or pre-processing.

– Finally, the motor condition is decided as an output of the ANN.

DC Motor
Data Aquisition

ia(t), ω(t)
) ANN Motor Condition

Fig. 4. Block diagram of the proposed technique for fault diagnosis in DC motors.

For training and evaluating the ANN, the contemporary and powerful
machine learning framework TensorFlow is utilized, along with the high-level
neural networks API, Keras.5

The ANN is a four-layer (one input layer, two hidden layers and one output
layer), feed-forward, fully-connected neural network, as depicted in Fig. 5. The
input layer of the network is a Flatten layer, which merely transforms the
format of the waveforms from a 2D-array (of 1001 by 2 values) to a 1D-array of
1001 ·2 = 2002 values. Recall that the signals of the input layer are the armature
current and the angular velocity of the DC motor, and the length of each signal
is 1001 points. The Flatten layer has no parameters to learn; it only reformats
the data. After this layer, the network consists of a sequence of three Dense
layers. The first two Dense (hidden) layers have 200 nodes (or neurons) each,
with a rectifier activation function (relu). The third (output) layer is a 4-node
softmax layer; each node contains a score that indicates the probability that the
current waveform belongs to one of the four fault classes (see Table 2 below).
The network weights are initialized to a small random number generated from
a uniform distribution, in this case between 0 and 0.05.
4 More evidently for the healthy case and the faulty scenario where La is increased by

200%.
5 TensorFlow was developed by the Google Brain team, and can be found at https://

www.tensorflow.org.

https://www.tensorflow.org
https://www.tensorflow.org
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Fig. 5. Topology of the ANN.

After the construction of the model, it is compiled using logarithmic loss
as the classification loss function, which for a categorical classification problem
is defined in Keras as sparse categorical crossentropy. The optimization
algorithm used is the adam optimization algorithm, which is an extension of
stochastic gradient descent.

4.1 Training Phase

As mentioned above, the input data (armature current and angular velocity) for
training the ANN is constructed of successive ranges of 12 samples, representing
the four states of the operating conditions of the DC motor. That is, healthy
state (3 samples), increased armature resistance (3 samples), increased armature
inductance (3 samples), and decreased electromotive force and motor torque
constants (3 samples).

Each motor state is mapped to a single target of the output layer of the
ANN, as it is shown in Table 2. Each target is represented by a set of a binary
state of each output neuron of the network.

The accuracy of the model on the training data reached 100%, with a total
training time of about 5 s (500 epochs of about 10 ms each).

4.2 Test Results and Predictions

The test dataset contains 1000 samples (250 samples for each of the four oper-
ating conditions of the system) that are not contained in the training dataset.
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Table 2. Targets of the output layer of the ANN and fault classes.

Target Class No. Motor condition
{
1, 0, 0, 0

}
1 Healthy state

{
0, 1, 0, 0

}
2 Increased Ra by 20%

{
0, 0, 1, 0

}
3 Increased La by 200%

{
0, 0, 0, 1

}
4 Decreased Ke and Kt by 25%

The accuracy of the model on test phase reached 99.7%, which indicates the
successful training (without over-fitting).6

The confusion matrix (error matrix), presented in Table 3, allows visualiza-
tion of the model’s performance. A confusion matrix C is such that Ci,j is equal
to the number of instances known to be in class i, but predicted to be in class j.
The accuracy of the model on test phase can, also, be calculated/verified from
Table 3 as follows:

Accuracy =
∑

Correct
Total Samples

=
247 + 250 + 250 + 250

1000
= 0.997 or 99.7%.

Table 3. Confusion matrix (error matrix) of the model.

Class No. 1
(Predicted)

Class No. 2
(Predicted)

Class No. 3
(Predicted)

Class No. 4
(Predicted)

Class No. 1
(Actual)

247 0 3 0

Class No. 2
(Actual)

0 250 0 0

Class No. 3
(Actual)

0 0 250 0

Class No. 4
(Actual)

0 0 0 250

Figure 6 depicts the accuracy and confidence of predictions on four indicative
samples (armature current and angular velocity) of the test dataset, where each
sample belongs to a different fault class. Notice that, in these four cases, the
model made correct predictions.

It is evident that the confidence level of the classification is 100% in the
scenarios of Classes No. 2 and 4. For the scenarios of Classes No. 1 and 3, the
6 Over-fitting is the production of an analysis that corresponds too closely or exactly

to a particular set of data, and may, therefore, fail to fit additional data or predict
future observations reliably.
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Fig. 6. Accuracy and confidence of predictions on four indicative samples of the test
dataset (armature current in blue, angular velocity in orange). Green label indicates
correct prediction. (Color figure online)

confidence level is 87% and 84%, respectively. In this case, the model classifies
the input signals of Class No. 1, with a confidence level of 13% (gray label in
Fig. 6), as they were extracted from the Class No. 3, and that of Class No. 3,
with a confidence level of 16%, as they were extracted from the Class No. 1. This
is not surprising, since the scenarios of the healthy state and the faulty scenario
of the increased armature inductance result in almost identical signals (both in
time and frequency domain), as it was highlighted in Figs. 2 and 3. Table 3 also
indicates the challenge of the discrimination between the input signals belonging
to Class No. 1 and Class No. 3, as 3 instances were predicted to be in the latter,
although known to be in the former.

The trained model can straightforwardly be used for instant evaluations of
several motor states.

Clearly, the obtained results demonstrate that the proposed method achieves
high accuracy in the combined problem of fault detection and classification,
pinpointing a promising way to diagnose DC motors faults, in real-world
applications.

5 Conclusions

In this paper, the combined problem of detection and classification of faults in
a DC motor was investigated via an ANN-based method. Utilizing such a novel
connectionist system, a high and accurate performance was achieved.

The main results of this study can be summarized as follows:

– Faults corresponding to 20% increase in the armature resistance, 200%
increase in the armature inductance, and 25% decrease in both the
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electromotive force constant and the motor torque constant, with respect to
the nominal values, are detectable at perfect (above 99.7%) detection rates.

– The achieved results were obtained with challenging output responses (wave-
forms) of the DC motor, in the sense that are both in time and frequency
domain almost identical, and with no pre-procession of the measured signals.

– The ANN was trained with a small training dataset, and tested with a suffi-
ciently large test dataset.

– Disturbances and noise (for certain parameters of the system) were considered
in simulations, in order to take into account the varying operating conditions.

– Key to the high performance of the proposed method is the powerful ability
of an ANN to identify patterns with high fidelity.

– The ANN does not need a rigorous mathematical model of the underlying
system for fault diagnosis.

– The flexibility and speed of the presented method indicate that it can easily
be applied to on-line fault diagnosis.

– The training and evaluating of the ANN were employed in the contemporary
and powerful tool TensorFlow, constituting a representative implementation
of the state-of-the-art ANN modelling methodologies.

Future work is to be devoted to the extension of the fault scenarios, as well
as to the application of the proposed technique to other types of electric motors.
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Abstract. Video coding incurs high computational complexity particularly at
the encoder side. For this reason, parallelism is used at the various encoding
steps. One of the popular coarse grained parallelization tools offered by many
standards is wavefront parallelism. Under the scheme, each row of blocks is
assigned to a separate thread for processing. A thread might commence
encoding a particular block once certain precedence constraints are met, namely,
it is required that the left block of the same row and the top and top-right block
of the previous row have finished compression. Clearly, the imposed constraints
result in processing delays. Therefore, in order to optimize performance, it is of
paramount importance to properly identify potential bottlenecks before the
compression of a frame starts, in order to alleviate them through better resource
allocation. In this paper we present a simulation model that predicts bottlenecks
based on the estimated block compression times produced from a regression
neural network. Experiments with datasets obtained using the reference encoder
of HEVC (High Efficiency Video Coding) illustrate the merits of the proposed
model.

Keywords: Wavefront � Video coding � HEVC � Deep neural networks

1 Introduction

The ever increasing demands for higher video resolution led to the proliferation of 4K
cameras and TV sets. Unfortunately, the departure from the UHD era resulted in higher
bandwidth demands, which the popular H.264/AVC standard [1] proved insufficient to
handle. As an example, YouTube suggests a roughly 50MBps transmission rate for 4K
videos coded with H.264/AVC [2]. Recognizing the necessity for a more efficient video
coding standard the MPEG group launched the High Efficiency Video Coding standard
[3] (also referred to as H.265). Similarly, AOMedia (a consortium of blue chip com-
panies in the hi-tech industry), recently launched AV1 codec [4] as a royalty free
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standard. The aforementioned standards have demonstrated a capacity to increase
compression efficiency by up to 50% (for the same video quality) compared to
H.264/AVC [5]. Furthermore, work on the successor of HEVC is ongoing under the
term Versatile Video Coding (VVC) [6] which targets an additional 50% compression
improvement, compared to HEVC and AV1.

While the latest developments in video standards have resulted in impressive
performance as far as coding efficiency is concerned, these merits come at a particularly
high computational overhead which can only be harnessed through parallelism. Such
parallelism comes at various granularities, that can span all the way from the coarser
level where whole frames or GOPs (Groups of Pictures) are considered as separate
coding tasks (and assigned to different threads) [7], down to the finest level involving
instruction based SIMD (Single Instruction Multiple Data) parallelism, e.g., at trans-
form or SAD calculations [8].

Of particular interest are block based parallel methods. Under these methods, the
compression of one or more blocks of pixels a frame is partitioned into, e.g., 16 � 16
Macroblocks in H.264/AVC or 64 � 64 CTUs (Coding Tree Units) in HEVC, form
independent tasks that can be processed in parallel. In HEVC, three such methods are
provided and signaled in order for the decoder to take advantage thereof, namely slices
[9], tiles [10] and wavefront [11]. Among the three, wavefront leads to better coding
efficiency and has been included to practical codec implementations, e.g., x265 [12].

In wavefront, the codec takes advantage of the potential parallelization that is
allowable based on prediction dependencies. For HEVC, this entails that in order to
commence the compression of CTUij (the CTU positioned at the ith row and jth col-
umn), the processing of CTUi(j−1) (left CTU), CTU(i−1)j (top CTU) and CTU(i−1)(j+1)

(top-right CTU) must have finished. As can be shown in Fig. 1, the precedence con-
straints result in a row processing delay of at least two CTUs, which is unavoidable.
However, Fig. 1 shows the rather ideal case where all threads proceed at the same
speed. In fact, differences in compression times of particular CTUs can lead to further
latencies. Depending on the available computational resources, such additional bot-
tlenecks in wavefront processing can be alleviated provided they are identified in
advance. For instance, in a heterogeneous environment whereby processing cores have
different characteristics, a judicious resource allocation scheme could assign bottleneck
CTUs to the fastest cores, leaving the rest to be processed by the slower ones.

In this paper we propose a model for identifying bottlenecks in wavefront pro-
cessing. The model is based on predicting CTU compression times based on past
history, using a regression neural network [13]. Predictions are then used to calculate
the bottlenecks that would be perceived in the processing of each row, assuming each
row is processed by a separate thread. Through experiments with dataset values
obtained from the encoding of common test video sequences using the HM reference
software for HEVC [14], it is illustrated that the model can achieve good prediction
accuracy (correlation is more than 0.86). Furthermore, the bottleneck calculations incur
negligible time overhead (in the order of few msecs per frame) and can thus, be
seamlessly incorporated in codecs. To the best of our knowledge this is the first work
tackling wavefront parallelism from this standpoint.
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The rest of the paper is organized as follows. Section 2 presents related work on
block based parallelism. The proposed model is discussed in Sect. 3 and experimen-
tally evaluated in Sect. 4. Finally, Sect. 5 concludes the paper.

2 Related Work

Block based parallelism in video coding has been exploited in the context of slices, tiles
and wavefront. Slice partitioning was used in H.264/AVC and was inherited in HEVC.
Slices essentially form sub-frames that can be coded and transmitted independently
(prediction and entropy coding dependencies are broken on slice boundaries).
In H.264/AVC a slice could be defined by taking Macroblocks in consecutive raster
order, while in HEVC slices can also be defined as groups of tiles taken again in raster
order. Since slices aim at facilitating network transmission they carry header infor-
mation that is unnecessary in the other two block parallel methods. Therefore, from a
bitrate perspective slices are expensive compared to tiles and wavefront thus, their use
as parallelization granule although important in H.264/AVC [15] is rather limited in
HEVC.

Tiles are defined by introducing an M � N grid that splits a frame into M vertical
and N horizontal zones each containing a number of CTU rows and columns. At the
boundaries of a tile’s rectangle, dependencies are broken enabling independent pro-
cessing. A number of studies demonstrated the high parallelization potential that is
achievable by tile parallelization. In [16] the authors proposed to use a large number of
tiles in order to smooth load imbalance experienced at CPU cores. Since using large
number of tiles hinders coding efficiency many works advocated the use of a number of
tiles equaling the available processing cores. In [17] a tile resizing scheme was pro-
posed with the aim of reducing load imbalances. The scheme was based on estimating

Fig. 1. Example of wavefront parallel video compression (Cactus sequence).
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CTU compression time from the past average. Prediction methods and partitioning
algorithms specifically tuned for LowDelay (LD) video coding were proposed in [18]
and [19]. In [20] tile resizing was considered with the aim of reducing coding losses.
Finally, in [21] a tile resizing and CPU scheduling algorithm is illustrated that aims at
improving speedup when the number of processors is fewer than the number of tiles.

Wavefront Parallel Processing (WPP) was proposed in [22] for H.264. In WPP
threads are assigned complete rows thus, whenever precedence constraints are not
fulfilled a thread pauses execution which can be wasteful particularly under limited
processing resources. Overcoming this deficiency was the aim of [23] which studied
WPP in HEVC. The authors advocated the use of thread pooling and thread assignment
consisting of one CTU each time. In case precedence constraints do not allow a thread
to proceed, the thread returns to the pool. In this way, waiting overheads are avoided
but other overheads are introduced due to the fact that a finishing thread must return to
the pool before being assigned another CTU. In [11] Overlapping Wavefront
(OWF) was proposed and evaluated in the decoder side. In WPP a thread finishing its
assigned row returns in case no other row can be assigned. On the other hand, in OWF
it proceeds by processing the first row of the next frame. Expanding the parallelization
potential of wavefront was the aim of [24] and [25] where precedence constraints were
modeled not only within a single frame (as per WPP), but also between a frame and its
reference frames. Thus, the scope of wavefront was expanded to account for paral-
lelism over multiple frames.

We view the work of this paper as complimentary to the aforementioned papers.
Wavefront can in principle be not only applied on a per frame basis, but also on a per
tile or slice basis. Regardless of the application basis or the parallelization scope (one or
more frames), bottlenecks can occur from the enforcement of precedence constraints.
Thus, predicting them in advance can contribute in their alleviation through adequate
resource allocation and/or task assignment strategies. In this paper we focus on WPP as
the baseline wavefront mechanism, nevertheless our approach is applicable to the other
schemes of the literature with only small changes.

3 Wavefront Bottleneck Prediction

3.1 Prediction Model

Since deep learning techniques [26] have been used successfully to tackle problems
related to regression [27] and forecasting [13], in this paper a deep neural network
(DNN) is presented to predict the coding times of CTUs. The DNN consists of two
hidden layers with the same number of nodes. For each CTU we are interested on
predicting one value (time). Therefore, the output layer consists of one node (regression
problem). The input layer has a tunable number of nodes (let n), each representing a
previously observed value at a preceding frame (actual coding time of the CTU that is
to be predicted). In the experiments we built our model based on the previous 8 coding
times recorded, i.e., n = 8. Our model consists of |S| input video sequences. Let Sx be
the xth video sequence assuming a total ordering of them 1 � x � |S|. Each Sx
consists of a set of |Fx| frames. Let Fkx be the k

th frame of Sx assuming a total ordering
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of them 1 � k � |Fx|. Each frame is divided into W � H CTUs arranged in
W columns and H rows. Let CTUkx

ij denote the CTU positioned in the ith row and the jth

column of Fkx, with 0 � i � H − 1 and 0 � j � W − 1. Furthermore, let tkxij denote

the actual compression time of CTUkx
ij and tkxij the predicted time.

When training multilayer networks, the general practice is to first divide the data
into two subsets namely, a training set used for the network weights and a testing set.
The training set consist of the first u input video sequences while the testing set by the
following |S|−u. In each iteration, the DNN is fed with n input values and information
moves forward from the input nodes, through the two hidden layers, to the output node.
Prediction failure rate in the form of mean square error (MSE), is computed in the
output node and distributed backwards throughout the network’s layers (back propa-
gation). All neurons in the hidden layers share the same activation function (sigmoid).
Figure 2 depicts graphically the feed-forward deep neural network with back propa-
gation that is used for prediction.

3.2 Bottleneck Delay Calculation

Having obtained the estimations for the CTU compression times, we can calculate the
potential bottlenecks incurred in a wavefront parallel execution. Without loss of gen-
erality, we demonstrate the process (and notation) for a generic frame. The same
process can be applied to any frame Fkx.

Let ESTij denote the earliest start time the compression of CTUij can commence and
tij the required time to process CTUij. The following holds:

ESTij ¼
0; i ¼ 0; j ¼ 0

ESTiðj�1Þ þ tiðj�1Þ; i ¼ 0
max ðESTi j�1ð Þ þ ti j�1ð ÞÞ; ðESTði�1Þ jþ 1ð Þ þ tði�1Þ jþ 1ð ÞÞ

� �
; i[ 0; j\W � 1

max ðESTi j�1ð Þ þ ti j�1ð ÞÞ; ðESTði�1Þj þ tði�1ÞjÞ
� �

; i[ 0; j ¼ W � 1

8>><>>:
ð1Þ

Fig. 2. CTU prediction DNN.
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Assuming each row is assigned to a separate thread, we are interested in quanti-
fying the induced delays due to precedence constraints. Since row processing happens
in a left to right manner, only delays incurred by the top-right constraint matter, in the
sense that their overhead (if any) will be added to the processing times of the CTUs and
will thus, affect the processing time of the row.

Let Dij denote the aforementioned delay captured as the difference between the time
CTUi(j−1) finishes processing (left constraint is satisfied) and ESTij. For the first CTU of
a row there exists no left constraint (no CTU precedes it). We use as left constraint the
time when the processing of the above row commences, which results in the following
definition:

Dij ¼
0; i ¼ 0

ESTði�1Þðjþ 1Þ þ tði�1Þðjþ 1Þ � ESTi j�1ð Þ þ ti j�1ð Þ
� �

; i[ 0; 0\j\W � 1
ESTði�1Þj þ tði�1Þj � ESTi j�1ð Þ þ ti j�1ð Þ

� �
; i[ 0; j ¼ W � 1

ESTði�1Þðjþ 1Þ þ tði�1Þðjþ 1Þ � EST i�1ð Þj; i[ 0; j ¼ 0

8>><>>: ð2Þ

We can calculate the delay values using (1) and (2) by iterating on the CTUs of a
frame in raster order, for a time complexity of O(WH).

4 Experiments

4.1 Setup

We performed simulation based experiments using dataset obtained from real video
encodings. The encodings were run on a Linux Server with two 12-core Intel Xeon E5-
2650 running at 2.20 GHz. Class A and B test sequences were used for our evaluation
with characteristics summarized on Table 1. HM 16.15 reference software for HEVC
was used with the following settings: LowDelay (LD) setup [28] with one slice, first

Table 1. Video sequences.

Sequence Resolution FPS Frames CtuCols CtuRows

PeopleOnStreet 2560 � 1600 30 150 40 25
Traffic 2560 � 1600 30 150 40 25
BasketballDrive 1920 � 1080 50 500 30 17
BQTerrace 1920 � 1080 60 600 30 17
Cactus 1920 � 1080 50 500 30 17
Kimono 1920 � 1080 24 240 30 17
ParkScene 1920 � 1080 24 240 30 17

506 N. Panagou et al.



frame I followed by P frames, GOP size was 4, bit depth was 8, CTU size was
64 � 64, max partitioning depth was 4, search mode was TZ and QP was set to 32.

4.2 Training Results

The neural network was implemented at Weka [29]. In every frame of a sequence the
compression time of all CTUs is recorded and used subsequently for train or testing
purposes. The following 4 Class B sequences were used for training: BasketballDrive,
BQTerrace, Cactus and Kimono. In total 920,000 instances were used for training. The
remaining Class B sequence (ParkScene) together with Class A sequences were used
for testing. Table 2 summarizes the testing results.

Table 2. Testing results.

Sequences Correlation
coefficient

Mean
absolute
error (MAE)

Root mean
squared error
(RMSE)

Total
number of
instances

PeopleOnStreet 0.8628 22.3398 25.4731 142000
Traffic 0.8951 20.1156 21.3562 142000
ParkScene 0.8969 20.3566 22.1009 118320
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Fig. 3. Average row processing times.
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4.3 Delay Results

Having obtained both the dataset with the actual compression times and the dataset
with the values predicted by the DNN, next, we evaluated for the validation sequences
the efficiency of the proposed methodology in predicting row delays. First, in Fig. 3 we
plot the average processing time per row, calculated as the summation of the com-
pression times of the corresponding CTUs. Both the actual and the predicted values are
plotted together with the average per row absolute difference between the observed
processing times and the predicted ones. As it can be observed, the predicted value at
every row is higher (roughly 20 s (on average) for Class A sequences) compared to the
recorded values. Regardless of the fact that predicted values tend to be overestimated,
the introduced margin of differences is acceptable for encoding purposes. Furthermore,
for the particular problem tackled in this paper, i.e., delay calculations, it is important to
identify the relative differences in CTU processing times at each row rather than the
actual values. Figure 4 plots the average delay per row. By comparing Figs. 3 and 4 it
can be stated that the calculated delays account for a significant portion of the net
processing time from CTU compression (roughly one third for PeopleOnStreet). The
aforementioned fact outlines the importance of the problem tackled in this paper.
Notice, that in ParkScene and Traffic the average delay per row of actual and predicted
values almost coincide. Furthermore, the per row absolute differences between actual
and predicted values is particularly small. This is a very encouraging result that clearly
illustrates the merits of the proposed model.
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5 Conclusions

In this paper we tackled the problem of identifying the bottlenecks in wavefront parallel
video encoding. The proposed method involves the use of a deep neural network for
predicting the compression time of the blocks a frame is split into and the subsequent
calculation of expected delays due to precedence constraints. Experiments using real
datasets obtained from HEVC coding, demonstrated that the resulting model can
predict wavefront delays with relative accuracy.
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vation, under the call RESEARCH-CREATE-INNOVATE (project code: T1EDK-02070).
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Abstract. In this paper we present an approach for the recognition of
human actions targeting at activities of daily living (ADLs). Skeletal
information is used to create images capturing the motion of joints in
the 3D space. These images are then transformed to the spectral domain
using 4 well-known image transforms. A deep Convolutional Neural Net-
work is trained on those images. Our approach is thoroughly evaluated
using a well-known, publicly available challenging dataset and for a set of
actions that resembles to common ADLs, covering both cross-view and
cross-subject cases.

Keywords: Human action recognition ·
Convolutional neural networks · Skeletal data

1 Introduction

Understanding of human actions from video has attracted an increasing interest
during the last few years. This research area lies in the broader field of human-
centered activity recognition and combines ideas and techniques mainly from
the fields of computer vision and pattern recognition. There exist several human
action understanding tasks. Wang et al. [23] proposed a categorization into the
following sub-problems: gesture, action, interaction and group activity recogni-
tion. The performance of a gesture requires a relatively small amount of time,
while the performance of an action requires a significant amount of time and
contrary to a gesture, it typically involves more than one body parts. Moreover,
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an interaction involves either a person and an object or two persons. Finally, a
group activity may be defined as any combination of the aforementioned. Open
challenges in the area of human action understanding include the representation,
the analysis and the recognition of the actions [2], while a broad field of applica-
tions such as surveillance, assisted living, human-machine interaction, affective
computing etc. have benefited.

Earlier recognition approaches such as the one of Schuldt et al. [19] were based
on hand-crafted features, used to train traditional machine learning algorithms
such as Support Vector Machines (SVMs). However, as it has been demonstrated,
the accuracy of such approaches is drastically reduced, when the number of the
actions significantly increases. Moreover, they may be unable to provide robust-
ness to viewpoint changes, a case typically encountered in real-life scenarios.
Recent advances in hardware and more particularly in graphics processing units
(GPUs) have enabled fast training of deep neural network architectures [9]. Such
approaches do not strictly require a feature extraction step; instead, features are
“learnt” within the network. Also, their accuracy significantly increases with the
increase of the available training examples.

In this paper, we build on previous works [17,18] and propose the use of
visual representations of human actions, based on well-known 2D image trans-
formations. More specifically, we use the Discrete Fourier Transform (DFT), the
Fast Fourier Transform (FFT), the Discrete Cosine Transform (DCT) and the
Discrete Sine Transform (DST). First, we create raw signal images which capture
the 3D motion of human skeletal joints over space and time. Then, one of the
aforementioned transforms is applied into each of the signal images, resulting to
an “activity” image, which captures the spectral properties of signal images. For
classification, we propose a deep CNN architecture. We evaluate the proposed
approach using the challenging PKU-MMD dataset [15] and present results for
cross-subject and cross-view cases. We demonstrate that the proposed approach
may be used in real-like environments for the recognition of activities of daily
living (ADLs) [12].

The rest of this paper is organized as follows: Sect. 2 presents related research
works in the field of human action recognition, limited to those that are based on
visual representations of 3D skeletal information and CNN. Next, Sect. 3 presents
the proposed methodology, i.e., the 2D representation of a skeleton based on a set
of 3D joints, the construction of image representations capturing skeletal motion
in space and time. Also, the CNN architecture is presented therein. Experiments
are presented in Sect. 4 and are discussed in Sect. 5, where plans for future work
are also included.

2 Related Work

As it has already been mentioned in Sect. 1, when working with deep learning
approaches, a large-scale multi-class dataset may be the key to effectiveness and
robustness. The first publicly available datasets such as the KTH [19], were
limited to a small number of simple actions e.g., walking, running, hand clapping
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etc.. Later, a next series of datasets such as the Hollywood dataset [11] targeted
more realistic human actions e.g., answer phone, get out of car, hand shake etc.,
still being limited to a small number of classes. In less than a decade, more
challenging datasets such as the UCF101 [21] and the HMDB [10] emerged,
containing large numbers of more complex actions, including interactions with
objects such as playing cello, horse riding, swing baseball bat, fencing etc. Recent
large-scale datasets such as PKU-MMD [15] or the NTU [20], are comprised of
large numbers of training video and depth sequences.

According to Wang et al. [23] human action recognition tasks may be divided
into two major categories:

– segmented recognition: the given input video sequence contains only the
action to be recognized. This means that any frame before/after the action,
i.e., not depicting a part of the action, has been removed. In this case, Recur-
rent Neural Networks (RNNs) [5] or CNNs [13] are typically used.

– continuous recognition: the goal is to recognize actions within a given
video; the video may or may not depict a single action. In that case, also
known as “online” recognition, RNNs are typically used.

Note that when a CNN is used and the only available motion features are skeletal
data, an intermediate visual representation of skeletal sequences is required. This
representation should capture both spatial and temporal information regarding
the motion of joints, i.e., in the 3D space over time. This information should
be reflected to its color and/or texture properties. In this section our goal is
to present research works that are based on visual representations of 3D skele-
tal data of human actions and training deep networks, i.e., an intermediate
hand-crafted feature extraction step is not included in the process. Skeletal data
typically consist of a set of skeletal joints moving in 3D space over time, i.e., for
each joint 3 1D signals are generated per action. The extraction of joints from
video requires depth information.

In the work of Du et al. [4], in order to preserve the spatial information
the set of joints is split into five subsets corresponding to arms, legs and the
trunk. Pseudo-colored images are generated by corresponding x, y and z spa-
tial coordinates to R, G and B components, respectively. To preserve temporal
information, spatial representations are chronologically arranged. Wang et al.
[24] proposed a representation of “joint trajectory maps,” wherein the motion
direction is encoded by hue. Maps were constructed by appropriately setting
saturation and brightness so as texture would correspond to motion magnitude;
each was based on the projected trajectory of the skeleton to a Cartesian plane.
Similarly, Hou et al. [6] transformed the extracted skeleton joints into a represen-
tation called “skeleton optical spectra,” so that hue changes would reflect to the
temporal variation of skeletal motion. Li et al. [14] proposed the representation
of “joint distance maps,” and opted for encoding the pair-wise joint distances
in the 3 orthogonal 2D planes and also used a fourth one to encode distances in
the 3D space, while hue was used to encode distance variations. Each map was
separately classified and a late fusion scheme was adopted. In an effort for invari-
ance to the initial position and orientation of the skeleton, Liu et al. [16] applied
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transforms to skeletal sequences. The representation of each joint consisted of
its 3D space coordinates, also adding time and joint label to create a 5D space.
Upon projection to a 2D image using two of the aforementioned dimensions, the
remaining three were used as R, G, B values to form pseudo-colored images.
Finally, Ke et al. [8] did not extract 3D coordinates. Instead, they extracted
translation, rotation and scale invariant features by subsets of joints as in [4].
From each, they extracted cosine distances and normalized magnitudes from
vector representations generated from pairwise relative positions between joints.
These representations were concatenated to form a 2D representation.

3 Human Action Recognition

3.1 Skeletal Information

The proposed approach requires as input 3D trajectories of skeletal joints (i.e.,
x, y and z coordinates for each) during an action. We work using data that
have been captured with the Microsoft Kinect v2 sensor. More specifically, data
consist of 25 human joints; up to 6 skeletons are simultaneously extracted in
real time by using the Kinect SDK. A human skeleton corresponds to a graph;
nodes correspond to body parts such as arms, legs, head, neck etc., while edges
follow the body structure. Moreover, a parent-child relationship is implied. For
example, the joint “HEAD” is parent of “NECK,” while the “NECK” is the
parent of “SPINE SHOULDER,” etc. Each joint consists a 3D signal capturing
its 3D position over time. Equivalently, this signal may be seen as 3 1D signals;
each corresponding to a coordinate. Therefore, 75 such 1D signals result from the
set of 25 joints and for any given video sequence. Note that their duration may
vary, since different actions may require different amounts of time. Also different
persons or even the same one may perform the same action with similar, yet not
equal duration.

3.2 Convolutional Neural Networks

Deep learning is a recent trend in the broader field of machine learning. It is
based on the idea to use multiple intermediate interconnected layers within a
network, so as to non-linearly process its input. In a sense, these layers are used
to “learn” how to extract features in multiple levels of abstraction. During the
last few years they have started playing a dominant role in several applications
in areas such as computer vision, audio analysis, speech recognition etc., having
successfully replaced traditional machine learning approaches. The latter often
exhibit a drop of performance when used in real-life applications. During the
last few years, research in practical computer vision problems has shifted to
deep architectures.

When dealing with computer vision problems, the most popular approach is
to train CNNs. A CNN resembles to traditional feed-forward networks; train-
ing takes place by forward and backward propagation of input data and error,



Recognizing Human Actions Using 3D Skeletal Information and CNNs 515

Fig. 1. (a) A signal image; activity image resulting upon (b) DFT; (c) FFT; (d) DCT;
(e); DST. Action is playing with phone/tablet. DFT and FFT images have been pro-
cessed with log transformation for visualization purposes. Figure best viewed in color.
(Color figure online)

respectively. Their discrimination power lies to the fact that their convolutional
layers are designed to learn a set of convolutional filters; during training, their
parameters are learnt. Neurons are grouped into rectangular grids; each grid
performs a convolution in a part of the input image. A pooling layer typically
succeeds a single or a set of convolutional layers and sub-samples its input, to
produce a single value from a small rectangular block. Finally, dense layers are
those that are ultimately responsible for classification, based on the features that
have been extracted by the convolutional layers and sub-sampled by the pooling
ones.

3.3 Proposed Methodology

Our work has been partially inspired by the one of Jiang and Yin [7]. Similarly,
we first create an image by concatenating the aforementioned 75 1D signals,
which form the “signal” image. From each signal image we create an “activity”
image, by applying one of the following transforms: (a) the 2D Discrete Fourier
Transform (DFT); (b) the 2D Fast Fourier Transform (FFT); (c) the 2D Discrete
Cosine Transform (DCT); and (d) the 2D Discrete Sine Transform (DST). From
each transform we preserve only the magnitude, while we discard the phase. Note
that DST and DCT are further processed by normalizing using the orthonorm.
Obviously, in all cases the result is a 2D signal. Note that FFT is a fast imple-
mentation of DFT. Several implementations of FFT are approximations. Also
even exact implementations are prone to floating point errors. Therefore, our
goal was to assess whether the implementation of FFT we used showed a drop of
performance compared to DFT. In Fig. 1 we illustrate an example signal image
and the 4 corresponding activity images.

We herein remind that the goal of this work is limited to action classification.
Therefore, it belongs to the category of segmented recognition (see Sect. 2), as
it does not perform a temporal segmentation step. As we shall see in Sect. 4,
we work using pre-segmented video sequences, aiming to only recognize the
performed actions within each segment. We also assume that each segment con-
tains exactly one action. To address the problem of temporal variability between
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Fig. 2. The proposed CNN architecture.

actions and between users, an interpolation step is necessary. Upon experimen-
tation, we set the duration of all videos equal to 159 frames, upon imposing a
linear interpolation step. This way, the size of signal and activity images was
fixed and equal to 159 × 75.

The architecture of the proposed CNN is presented in detail in Fig. 2. The
first convolutional layer filters the 159× 75 input activity image with 32 kernels
of size 3 × 3. The first pooling layer uses “max-pooling” to perform 2 × 2 sub-
sampling. The second convolutional layer filters the 76×34 resulting image with
64 kernels of size 3 × 3. A second pooling layer uses “max-pooling” to perform
2 × 2 sub-sampling. A third convolutional layer filters the 36 × 15 resulting
image with 128 kernels of size 3×3. A third pooling layer uses “max-pooling” to
perform 2 × 2 sub-sampling. Then, a flatten layer transforms the output image
of the last pooling to a vector, which is then used as input to a dense layer using
dropout. Finally, a second dense layer produces the output of the network. To
avoid overfitting, the most popular approach, which is also adopted in this work
is the use of the dropout regularization technique [22]: at each training stage
several nodes are “dropped out” of the network. This way overfitting is reduced
or even prevented, since complex co-adaptations on training data are prevented.

3.4 Implementation Details

For the implementation of the CNN we have used Keras [3] running on top of
Tensorflow [1]. All data pre-processing and processing steps have been imple-
mented in Python 3.6 using NumPy1, SciPy2 and OpenCV.3

4 Experiments

4.1 Dataset

For the experimental evaluation of our approach we used the PKU-MMD dataset
[15]. As it has already been mentioned, PKU-MMD is a large-scale benchmark
1 http://www.numpy.org/.
2 https://www.scipy.org/.
3 https://opencv.org/.

http://www.numpy.org/
https://www.scipy.org/
https://opencv.org/
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focusing on human action understanding and containing approx. 20K action
instances from 51 categories, spanning into 5.4M video frames. Note that 66
human subjects have participated in the data collection process, while each
action has been recorded by 3 camera angles, using the Microsoft Kinect v2
camera. For each action example, raw RGB video sequences, depth sequences,
infrared radiation sequences and extracted 3D positions of skeletons are pro-
vided.

Our experiments are divided into two parts. In the first part our goal was
to assess whether the proposed approach may be used for ambient assistive
living scenarios and more specifically for the recognition of ADLs. Therefore,
we selected 11 out of the 51 classes of PKU-MMD, which we believe are the
most close to ADLs or events in such a scenario. The selected classes are: eat
meal snack, falling, handshaking, hugging other person, make a phone call answer
phone, playing with phone tablet, reading, sitting down, standing up, typing on
a keyboard and wear jacket. In Fig. 3 we illustrate sample signal and activity

Fig. 3. Examples of activity images from 11 classes and for the 4 transforms used. 1st
row: DFT; 2nd row: FFT; 3rd row: DCT; 4th row: DST. (a) eat meal/snack; (b) falling;
(c) handshaking; (d) hugging other person; (e) make a phone call/answer phone; (f)
playing with phone/tablet; (g) reading; (h) sitting down; (i) standing up; (j) typing
on a keyboard; (k) wear jacket. DFT and FFT images have been processed with log
transformation for visualization purposes. Figure best viewed in color. (Color figure
online)
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images from these 11 classes and for all types of transforms. In the second part,
we performed experiments with the whole dataset, i.e., with all 51 classes. In
both parts, we worked only based on the skeletal data, discarding RGB, depth
and infrared information.

4.2 Results

The evaluation protocol we followed is as follows: we first performed experiments
per camera position; in this case both training and testing sets derived from the
same viewpoint. Then, we performed cross-view experiments, where different
viewpoints were used for training and for testing. The goal of these experiments
was to test the robustness of the proposed approach in terms of transformation
(e.g., a translation and a rotation), which could correspond to abrupt viewpoint
changes which typically occur in real-life situations. Finally, we performed cross-
subject experiments, where subjects were split in training and testing groups,
i.e., any actor “participated” only into one of the groups. The goal of this subject
was to test the robustness of our approach into intra-class variations. In real-
life situations this is expected to happen when a system is trained e.g., within
a laboratory environment and is deployed into a real ambient-assistive living
environment. Note that in all cases we measured classification accuracy. Detailed
results are depicted in Tables 1 and 2 for 11 and 51 classes, respectively. As it
may be observed, in the first case, DST showed best accuracy for the majority of
single- and cross-view experiments, followed by DCT. In cross-view experiments,
while in the cross-subject case, DFT showed best accuracy, once again followed

Table 1. Experimental results denoting accuracy of the proposed approach in the 11
selected classes of the PKU-MMD dataset. M, L and R denote the middle, left and
right camera angles, respectively.

Experiment Train Test DFT FFT DCT DST

Single-view M M 0.89 0.84 0.83 0.86

L L 0.76 0.82 0.78 0.84

R R 0.84 0.85 0.89 0.87

Cross-view M L 0.62 0.61 0.63 0.64

M R 0.58 0.61 0.65 0.63

L M 0.65 0.66 0.64 0.72

L R 0.41 0.38 0.32 0.43

R M 0.56 0.59 0.64 0.63

R L 0.32 0.37 0.33 0.39

M, L R 0.60 0.60 0.62 0.62

M, R L 0.60 0.57 0.59 0.60

L, R M 0.77 0.77 0.81 0.82

Cross-subject M, L, R M, L, R 0.85 0.79 0.83 0.81
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Table 2. Experimental results denoting accuracy of the proposed approach in the 51
classes of the PKU-MMD dataset. M, L and R denote the middle, left and right camera
angles, respectively.

Experiment Train Test DFT FFT DCT DST

Single-view M M 0.46 0.49 0.66 0.65

L L 0.46 0.52 0.60 0.65

R R 0.55 0.51 0.69 0.67

Cross-view M L 0.33 0.34 0.33 0.36

M R 0.32 0.31 0.36 0.32

L M 0.33 0.30 0.35 0.39

L R 0.22 0.22 0.13 0.14

R M 0.32 0.34 0.36 0.34

R L 0.20 0.19 0.13 0.14

M, L R 0.33 0.34 0.33 0.34

M, R L 0.32 0.33 0.32 0.34

L, R M 0.44 0.44 0.55 0.52

Cross-subject M, L, R M, L, R 0.50 0.52 0.64 0.63

by DCT. In the second case, DCT and DST showed best accuracy in the majority
of cases, apart from the extreme cross-view cases where left angle was used for
training and right for testing or vice versa, where DFT showed best accuracy,
followed by FFT.

5 Conclusions and Future Work

In this paper we presented a novel approach which aims to recognize human
actions in videos. Our approach is based on a novel representation of skeletal
3D motion which uses spectral image transformations and also on a novel CNN
architecture. More specifically, a CNN was trained on images which resulted
upon (a) concatenation of raw 1D signals corresponding to 3D motion of skeletal
joints’ coefficients and (b) application of a transform to the created image.

We evaluated the proposed approach using a state-of-the-art and challenging
dataset, which consisted of sequences corresponding to 51 human actions. These
sequences had been captured with 3 Kinect v2 cameras, under different camera
angles and the skeletal joints of the human actors involved had been extracted.
We performed experiments involving either a single camera (single-view) or more
than one (cross-view). We also performed cross-subject experiments to evaluate
the robustness of the approach. We mainly focused on a subset of 11 actions
which in our opinion are the most close to real-life ADLs. However, we also
experimented with the whole dataset. Our initial results indicate that the pro-
posed approach may be successfully applied to human action recognition in
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real-like conditions, yet a drop of performance is expected when significant
changes of viewpoint occur.

Among our plans for future are the following: (a) investigation on methods
for creating the signal image, possibly with the use of other types of sensor
measurements such as wearable accelerometers, gyroscopes etc.; (b) investigation
on image processing methods for transforming the signal image to the activity
image; (c) use of simplified activity images by considering symmetries, e.g., in
DFT and FFT (d) exploitation of other types of visual modalities in the process,
such as RGB and depth data; (e) evaluation of the proposed approach on several
other public datasets; and (f) application into a real-like or even real-life assistive
living environment.
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Abstract. Staircase detection in natural images has several applications in the
context of robotics and visually impaired navigation. Previous works are mainly
based on handcrafted feature extraction and supervised learning using fully
annotated images. In this work we address the problem of staircase detection in
weakly labeled natural images, using a novel Fully Convolutional neural Net-
work (FCN), named LB-FCN light. The proposed network is an enhanced
version of our recent Look-Behind FCN (LB-FCN), suitable for deployment on
mobile and embedded devices. Its architecture features multi-scale feature
extraction, depthwise separable convolutions and residual learning. To evaluate
its computational and classification performance, we have created a weakly-
labeled benchmark dataset from publicly available images. The results from the
experimental evaluation of LB-FCN light indicate its advantageous performance
over the relevant state-of-the-art architectures.

1 Introduction

Staircases can be found almost everywhere in different colors, shapes and sizes in both
indoor and outdoor environments. Staircases are useful in everyday life; however, they
can be seen also as an obstacle for the navigation of humans with disabilities, as well as
the navigation of artificial, robotic, agents. The detection of a staircase can be even
more difficult in unknown environments, especially for the visually impaired, where
there is no previous knowledge about the surroundings, and they can become haz-
ardous. Therefore, staircase detection can be considered as an important component of
any system aiming to provide navigational assistance in either indoor or outdoor
environments. In controlled, indoor environments, markers, such as augmented reality
markers can be used to provide high success rate of staircase detection [1]. The
detection problem usually becomes much harder in outdoor, uncontrolled environ-
ments, where different types of staircases of various sizes can be found under various
illumination conditions, and can be observed from different viewpoints.

In this paper we address image-based staircase detection as a pattern recognition
problem in the context of embedded and mobile devices. The main challenge is to be
able to provide sufficient detection accuracy by utilizing the limited computational
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J. Macintyre et al. (Eds.): EANN 2019, CCIS 1000, pp. 522–532, 2019.
https://doi.org/10.1007/978-3-030-20257-6_45

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20257-6_45&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20257-6_45&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20257-6_45&amp;domain=pdf
https://doi.org/10.1007/978-3-030-20257-6_45


resources of such devices, especially in outdoor environments with low latency and
limited network accessibility. To address this challenge, we propose a novel light-
weight Fully Convolutional neural Network (FCN) architecture as a modification of our
recent Look-Behind FCN (LB-FCN) architecture [2]. This novel architecture, named
LB-FCN light, has significantly fewer free parameters and requires fewer Floating
Point Operations (FLOPs) compared to the previous LB-FCN and state-of-the-art
architectures for mobile devices. This was achieved by implementing depthwise sep-
arable convolutions throughout the convolutional layers of the network. Also, it
enables multi-scale feature extraction and residual learning, making it suitable for
multi-scale staircase detection in both indoor and outdoor environments. To evaluate
the performance of LB-FCN light we created a weakly labeled image dataset, with
staircases found in natural images collected from publicly available datasets, i.e., a
dataset with semantically labeled images as containing or not containing staircases.

The rest of the paper consists of four sections. In Sect. 2 the related work focusing
on staircase detection is presented. In Sect. 3 we describe the proposed architecture and
its advantages. In Sect. 4 we describe our weakly annotated staircase dataset, and the
results of the experiments performed. The last section summarizes the conclusions that
can be derived from this study along with our plans for future work.

2 Related Work

Staircase detection has been an active research topic in computer vision and robotics,
with an increasing interest nowadays as we are going through the era of ubiquitous
computing and pervasive intelligence. One of the first relevant works [3] was based on
Gabor filters and concurrent line grouping for distant and close staircase detection
respectively. In the context of autonomous vehicle navigation, an outdoor descending
staircase detection algorithm was presented by [4], based on texture energy, optical
flow, and scene geometry features. In the context of computer aided navigation of
visually impaired in outdoor environments using a wearable stereo camera, [5] utilized
Haar features and Adaboost learning providing real-time detection performance.
A similar approach that utilizes Haar-like features and an improved staircase specific
Viola-Jones detector was proposed in [6].

Frequency domain features obtained by ultrasonic sensors were investigated in [7],
to detect and recognize floor and staircases in electronic white cane. A wearable RGB-
D camera mounted on the chest of a visually impaired individual, was used in [8],
where an indoor environment for staircase detection and modeling was proposed. Their
approach is capable of providing information for the presence and location along with
the number of steps of staircases. Recently an indoor staircase detection framework was
proposed in [9], utilizing depth images, capable of running on mobile devices. The
approach is based on the detection and clustering of image patches that have the surface
vectors pointing to the top direction. In addition, information from the Inertial Mea-
surement Unit (IMU) sensor of the device is used to calibrate the surface vectors with
the camera orientation. Most of the current staircase detection approaches are super-
vised, requiring fully annotated training images from controlled environments, i.e.,
images indicating the location of the staircases within the images. Furthermore, to the
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best of our knowledge the staircase detection has not been previously investigated to a
sufficiently generic extent.

Although deep learning and more specifically Convolutional Neural Networks
(CNNs) [10] have demonstrated impressive performance in computer vision applica-
tions, especially in natural image classification [11], staircase detection approaches
have not been previously reported. While they are effective, conventional deep CNNs
such as [12], suffer from high computational complexity mainly due to their large
number of free parameters. As a result, high-end computational equipment such as
Graphical Processing Units (GPUs) is needed for both training and testing time, lim-
iting their use in indoor workstations. Recent studies such as [13–15] focus their
interest in computational complexity reduction of CNN architectures, aiming to enable
their usage in mobile and embedded devices. In this context, the tradeoff between
computational efficiency and detection performance has been investigated, resulting in
a state-of-the-art architecture called MobileNet-v2 [16], extending the original
MobileNet-v1 proposed in [14]. More specifically this architecture keeps the basic
principles of depthwise convolutions for the original design enhances it by adding
linear bottleneck layers and shortcut connections between each bottleneck. Linear
bottleneck layers were utilized as experimental evidence that the non-linear ones were
damaging the extracted features between the bottlenecks. As a result of these changes
the architecture contains 30% less parameters than MobileNet-v1 while providing a
higher accuracy. Recently, we presented LB-FCN [2] architecture in the context of
abnormality detection in medical images. The architecture featured multi-scale feature
extraction modules composed of conventional convolutional layers, to better represent
the different scales of abnormalities. In addition look-behind connections were used,
which connect the input features to the output of each multi-scale feature extraction
module. This was required, so that the high-level features will propagate throughout the
network, allowing the network to converge faster and increasing the overall detection
accuracy.

The core of LB-FCN light architecture is inspired by LB-FCN [2] and includes
modification to enable efficient computations on mobile and embedded devices, while
providing a sufficient staircase detection accuracy. More specifically, LB-FCN light
extends the original LB-FCN design by replacing the multi-scale conventional con-
volutional layers with depthwise convolutional layers [17]. Key features of this
architecture include the utilization of multi-scale depthwise separable convolution
layers [17] and residual learning [18] connections which help to maintain relatively low
number of free parameters, without sacrificing the detection accuracy.

3 Architecture

The design of the LB-FCN light architecture follows the FCN [19] network design,
where only convolutional layers are utilized throughout the network. By replacing the
fully connected layers, usually found in the classification layer of conventional CNN
architectures such as [11, 12], a significant reduction of the number free parameters of
the architecture can be achieved. Inspired by the MobileNet architecture, proposed in
[14], depthwise separable convolutions [17] are implemented throughout the network
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to further reduce the complexity of the overall architecture. While in conventional
convolution the filters are connected on the entire depth of the input channels, in
depthwise separable convolution the filter is applied separately on each channel. To
connect the separate filters, the layers are followed by a 1 � 1 conventional
convolution.

The main component of LB-FCN light is the Multi-Scale Depthwise Convolution
module (Fig. 1) which follows the principles established in [2]. This module is capable
of extracting features from parallel depthwise separable convolution layers, each one
with a different filter size. More specifically the layers extract features at three different
scales: 3 � 3, 5 � 5 and 7 � 7 respectively. The feature maps from each layer are then
concatenated forming a multi-scale feature representation of the input which is then
followed by 1 � 1 convolution layer. The architecture features residual connections,
which connect the input volume of the multi-scale module using adding operator
aggregation with the output of it. This is done in order to preserve the higher level
features extracted from the previous multi-scale blocks throughout the network.

Following the FCN [19] approach which shows that conventional max pooling
operation can be replaced with a convolutional based, we utilized convolutional
pooling with filter size 3 � 3 and stride 2. This introduces another level of non-
linearity to the network while keeping the overall architecture logically unified. After
each pooling operation the number of extracted filters of each convolutional layer is
doubled. In total four multi-scale depthwise convolution modules are utilized in the
network with three residual connections as illustrated in Fig. 2. For the staircase
detection, a softmax layer of two neurons is used as the output of the network.

Throughout the architecture all convolution layers use ReLU activations followed
by output batch normalization. The normalization is used so that the output of the
convolution layers are centered on zero mean with the unit standard deviation. It has
been empirically confirmed that output normalization can contribute in a faster network
converge while reducing overfitting phenomenon. As a result of the above no Dropout
layer [20] was used.

While we maintained the multi-scale feature extraction characteristics established in
the original LB-FCN [2] architecture, the change in original filter size selection block
increased the overall accuracy of the network. Furthermore we utilized conventional
ReLU activation functions throughout the network instead of Parametric ReLU that
were used in original LB- FCN architecture, which resulted in lower computational
complexity without any significant detection performance overhead. The overall
improvements made in original LB-FCN architecture, resulted in a significant increase
in computational efficiency. As a result, LB-FCN light architecture is capable to effi-
ciently run on mobile and embedded devices.
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4 Experiments and Evaluation

4.1 Dataset

To evaluate the performance of the proposed architecture in the context of natural
image staircase detection we have considered two publicly available datasets. The first
dataset, named LM+Sun [21], is a fully annotated natural image dataset obtained from
the combination of LabelMe Database [22] and SUN dataset [23]. The dataset consists
of 45,676 images from 232 categories, found in indoor and outdoor environment under
various conditions and sizes. For the purpose of our experiment we utilized a subset of

Fig. 1. The main building block of LB-FCN light architecture.

Fig. 2. The complete LB-FCN light architecture composed of four multi-scale blocks and three
residual connections.
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LM+Sun dataset which includes natural images found in urban and street areas. While
the full LM+Sun dataset contains 314 staircase labeled images, most of them are found
in indoor environments. Images containing staircases were also found in the urban and
street subsets of this dataset, e.g., staircases of buildings that can be directly recognized
by a human observer, considering: (a) staircases that have at least two steps, and
(b) staircases covering >15% of the image (in staircases of smaller coverage the steps
are not distinguishable; therefore, they cannot be perceived directly as such, without
contextual information). To minimize the possibility of a human error in the annotation
process, two reviewers separately reviewed and annotated the dataset, and found in
total 245 images that include outdoor staircases. To further increase the number of
outdoor staircase images, we have created a second dataset named “StairFlickr” which
extends LM+Sun staircases with a total of 524 outdoor staircase images. StairFlickr
dataset images were obtained from the popular photo management and sharing web
application Flickr [24].

For the purposes of our research, we omitted the fully annotated metadata provided
about the staircases in the original LM+Sun dataset. This was performed as our
architecture aims for staircase detection on solely weakly-labeled natural images. In
total the described dataset includes 5,539 images from which 1,083 images contain

Fig. 3. Top: staircases found in StairFlickr dataset. Middle: staircases found in LM+Sun dataset.
Bottom: non-staircases images from LM+Sun dataset.
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staircases1. Indicative images from this dataset are illustrated in Fig. 3. As it can be
observed, the dataset includes various types of staircases found in various positions,
sizes, capture from different viewpoints.

4.2 Evaluation Methodology

To evaluate the detection performance of the proposed architecture we followed the
stratified 10-fold cross-validation (CV) procedure. The dataset was partitioned into 10
stratified subsets from which 9 were used for training and 1 for testing. This was
repeated 10 times, each time selecting a different subset, until all folds have been tested.
For each evaluation we calculated the accuracy (ACC), specificity (SPC), and sensi-
tivity (TPR) of the trained model following the Eqs. (1–3), where true positives are
denoted as TP, true negatives as TN, false positives as FP and false negatives as FN.

ACC ¼ TPþ TN
TPþ TN þFPþFN

ð1Þ

SPC ¼ TN
TPþFP

ð2Þ

TPR ¼ TP
TPþFN

ð3Þ

FPR ¼ 1� SPC ð4Þ

To better evaluate the classification performance of the trained network, we utilized
the Area Under ROC (AUC) measure. AUC measure is a reliable classification per-
formance measure that is insensitive to imbalanced class distributions [25]. This was
chosen as the total number of images containing staircases was significantly fewer than
the rest of the rest natural images in the dataset.

4.3 Results

We trained the LB-FCN light architecture using the images from both Flickr and
LM+Sun datasets. As the images differ from each other in both size and aspect ratio we
rescaled the dataset to the standardized input size of the network which is 224 � 224
pixels. To maintain the original aspect ratio of the images, they were padded with zeros
to match the network’s input dimensions. It is worth mentioning that no further pre-
processing step was applied to the images. As the proposed architecture focuses on
weakly labeled images, the detailed annotations for the staircases provided by LM+Sun
[21] dataset were ignored. We utilized only the semantic annotations of the images
which indicate the presence or absence of staircases.

For the training of the network we utilized the Adam [26] optimizer with initial
learning rate alpha = 0.001 and first and second moment estimates exponential decay

1 A link to the dataset will be provided in the final manuscript.
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rate beta1 = 0.9 and beta2 = 0.999 respectively. For the implementation of the archi-
tecture we utilized the Python Keras [27] library and the Tensorflow [28] tensor graph
framework. The network was trained with mini-batch size of 32 samples on
NVIDIA TITAN X GPU, equipped with 3584 CUDA [29] cores, 12 GB of RAM and
base clock speed of 1417 MHz. On each fold we utilized the early-stopping technique
where a small subset of the training fold was utilized as a validation dataset.

To evaluate the effectiveness in both detection accuracy and computational com-
plexity reduction of LB-FCN light architecture we used the MobileNet-v2 [16] as a
state-of-the-art architecture for comparison. The results obtained by the two architec-
tures are illustrated in Table 1. The confusion matrix of LB-FCN light classification
performance is illustrated in Table 3.

While the detection performance is slightly higher in case on LB-FCN light, the
noticeable difference between the two architectures is the computational complexity
requirements. Table 2 includes a comparison between the architectures in terms of both
the number of trainable free parameters and the total number of required FLOPs. The
improvements made on the original LB-FCN design, resulted in a significant reduction
of the overall number of FLOPs, from 1.3 � 107 down to 0.6 � 106, and reduction of
the free parameters of the network, from 8.2 � 106 down to 0.3 � 106 respectively.

5 Conclusions

We proposed a novel lightweight multi-scale FCN architecture that copes with the
problem of staircase detection in natural images. To evaluate the performance of the
architecture we extended the LM+Sun [21] natural image dataset with staircase images

Table 1. Detection performance comparison, using 10-fold cross-validation, between state-of-
the-art MobileNet-v2 [16] and our LB-FCN light architecture

Architecture AUC (%) Accuracy (%) Specificity (%) Sensitivity (%)

LB-FCN light 88.93 – 1.86 91.89 – 2.12 93.80 – 2.61 84.05 – 3.51
MobileNet-v2 [16] 87.86 ± 2.11 89.99 ± 2.37 93.58 ± 2.45 83.78 ± 3.22

Table 2. Computation complexity comparison between state-of-the-art MobileNet-v2 [16] and
our LB-FCN light architecture

Architecture FLOPs (�106) Trainable free parameters (�106)

LB-FCN light 0.6 0.3
MobileNet-v2 [16] 4.7 2.2

Table 3. Confusion matrix of LB-FCN light classification performance.

Staircases actual Non-Staircases actual

Staircases predicted 910 276
Non-Staircases predicted 173 4180
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obtained from Flickr [24] social network. To the best of our knowledge there has been
no existing work in this field that utilize solely weakly-labeled images to detect
staircases in the natural images. The key features of the proposed LB-FCN light
architecture can be summarized as follows:

• It has a relatively low number of free parameters requiring an also low number of
FLOPs, which makes it suitable to be used on mobile and embedded devices;

• It features multi-scale feature extraction design allowing the architecture to detect
staircases of various sizes and under difficult conditions, such as natural images;

• Following the FCN [12] architecture approach it offers a lightweight and logically
unified design;

• Compared to MobileNet-v2 [16] network, the proposed architecture offers a rela-
tively lower number of FLOPs and free parameters and a slightly higher detection
performance. This makes it attractive for lower-end mobile and embedded devices.

In our future work we are planning to evaluate the performance of the proposed
architecture in larger weakly-labeled staircase natural image datasets, to further explore
the potential of the architecture. Furthermore we plan to extend the purpose of LB-FCN
light architecture to include the localization of the staircases within the images, by
following a weakly supervised approach.
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Abstract. Obstacle detection addresses the detection of an object, of any kind,
that interferes with the canonical trajectory of a subject, such as a human or an
autonomous robotic agent. Prompt obstacle detection can become critical for the
safety of visually impaired individuals (VII). In this context, we propose a novel
methodology for obstacle detection, which is based on a Generative Adversarial
Network (GAN) model, trained with human eye fixations to predict saliency,
and the depth information provided by an RGB-D sensor. A method based on
fuzzy sets are used to translate the 3D spatial information into linguistic values
easily comprehensible by VII. Fuzzy operators are applied to fuse the spatial
information with the saliency information for the purpose of detecting and
determining if an object may interfere with the safe navigation of the VII. For
the evaluation of our method we captured outdoor video sequences of 10,170
frames in total, with obstacles including rocks, trees and pedestrians. The results
showed that the use of fuzzy representations results in enhanced obstacle
detection accuracy, reaching 88.1%.

Keywords: Visually impaired � Generative Adversarial Networks � Fuzzy sets

1 Introduction

When visually impaired individuals (VII) visit unfamiliar environments, it is of major
importance to feel safe and confident in moving in that environment. Obstacle detection
and warning can play a crucial role in addressing the above challenge. An assistive
technology for obstacle detection, that could interpret visual information into audible
messages, could offer VII an additional, and more effective navigational aid, compared
to the traditional ones, such as white cane or human guidance. This will provide them
with the opportunity to have their hands free, so they can feel independent walking
alone and even joining activities such as visiting museums and other indoor or outdoor
spaces.

Today, the commercially available assistive technologies for navigation are mainly
based on Global Positioning System (GPS). GPS assistive guidance approaches are
unsuitable for VII since they lack of high accuracy in urban environments (the error can
be estimated even to several meters); the signal can be easily lost during operation for
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various reasons such as line-of-sight restrictions or multi-path effect. In addition, GPS
needs sufficient number of directly visible satellites to work properly [1].

A factor that would make an assistive system for navigation suitable for VII is its
ability to detect various types of objects in images by computer vision. The analysis of
user requirements of the project ENORASI [2], showed that the users would like the
system to detect in real-time mainly vertical objects such as trees, humans, stairs and
terrain anomalies, while in parallel the system should be able to accurately and reliably
detect the surrounding area for potential cultural sights. Computer vision methods for
obstacle detection are also important in the robotic navigation domain [3], so any
methodology being developed for a form of assistive/independent navigation can be
applied for the navigation of VII to the robotic navigation domain and vice-versa.

Several studies investigating deep learning approaches in the literature review have
addressed the issue of object detection in images. A Faster Region-Based Convolutional
Neural Network (R-CNN) [4] for real-time object detection with region proposal net-
works was used to detect and track objects in [5]. Motion, sharpening and blurring filters
were used to enhance feature representation. An approach enabling joint object detec-
tion, tracking and recognition was developed in the context of the DEEP-SEE frame-
work, presented in [6]. An intelligent smart glass using deep learning machine vision
techniques and Robot Operating System (ROS) was presented in [7], where three CNN
architectures were used, namely Faster R-CNNs [4], You Only Look Once (YOLO)
CNN [8] and Single Shot multibox Detectors (SSDs) [9]. However, the main purpose of
these methods was to solely detect objects and not classify them as obstacles.

An obstacle detection module of a wearable mobility aid based on LeNet was
proposed in [10], and a unified real-time object detection method based on a
YOLO CNN was proposed in [8]. These machine learning-based methods consider
obstacle detection as a 2D problem in the image plane. A few studies have considered
obstacle detection for VII as a 3D problem, exploiting also depth information. Such
information is usually derived from stereoscopic cameras or RGB-D sensors. In [11] a
robust depth-aware obstacle detection system was presented for providing distance
information for safety using a two-stage methodology: object segmentation and obstacle
extraction. A multi-stage depth-aware random forest model using discriminative sal-
iency fusion was developed for salient region detection [12]. For micro air vehicle flight
applications, a multi-task deep architecture that jointly estimates depth and obstacles
without computing a global map was proposed [13]. For traffic situations, a stereo and
motion fusion approach using flow/depth constraint for obstacle detection was devel-
oped in the context of the Daimler-Chrysler urban traffic assistance project [14].

In this paper, we present a novel method for obstacle detection. It is based on a
Generative Adversarial Network (GAN) for the detection of salient regions within
images, and on fuzzy sets for combining the saliency information with the 3D spatial
information acquired by an RGB-D sensor from the environment. Unlike previous
approaches the proposed method enables the assessment of the degree to which an
obstacle represents a threat to the user, and it provides an inherent way of naturally
describing the current situation to the user using linguistic values. The use of fuzzy sets
enables soft assessment of the bounds of a threat (e.g., there are overlapping distance
intervals within which an obstacle can be considered both as a high or medium risk
threats) which is proved to be more effective than conventional approaches, usually
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employing hard bounds [15], e.g., an obstacle is considered as a threat of high risk after
a specified distance. The human eye fixation map produced by the GAN, combined
with the fuzzy interpretation of the depth values, produce a perceptually meaningful
and interpretable information for the user. Also, compared with the machine learning-
based obstacle detection methods that were mentioned above, our method does not
need any training regarding the obstacle detection part. The only training that it takes
place is that of the saliency prediction based on human eye fixation data.

The rest of this paper is consisting of 3 sections. Section 2 describes the proposed
methodology and Sect. 3 describes the experiments and the obtained results. The last
section summarizes the conclusions of our study.

2 Methodology

The proposed method consists of two components; the saliency map generation using a
GAN trained on human eye fixations, called SalGAN [16] and a fuzzy set-based
approach combining the 3D spatial information acquired by an RGB-D sensor to risk
values for a possible obstacle threat.

2.1 Human Eye Fixation Saliency Maps

The saliency map generation is based on a GAN [17], which is a deep CNN (Fig. 1).
The main motivation utilizing it in the saliency prediction, is that it produces saliency
maps based on human eye fixations. Thus, an eye fixation-based salient map carries the
information of what regions in an image would be interesting for a human. So forth, the
obstacle detection process can become more intuitive, in the sense that the algorithm
will be able to detect regions that humans consider as more salient. Furthermore, it can
be trained with eye fixation data captured from individuals navigating through paths
with obstacles, and hence extend its potentials.

The GAN architecture consists of two CNNs, a discriminator and a generator
network. The combination of the two CNNs aims to predict visual saliency maps from
an image. The generator produces the saliency maps in its output, and the discriminator
optimizes its resemblance with ground truth saliency maps obtained from humans using
eye tracking data [18]. The generator CNN has an encoder-decoder architecture. The
encoder part has the same architecture as VGG-16 [19], including both convolutional
and pooling layers (illustrated in grey and purple colour in Fig. 1). However, it does
not have the final pooling and fully connected layers (FC) layers of VGG-16. The max-
pooling layers of the encoder are used for downscaling of the feature maps. The
encoder network weights are initialized with those of a VGG-16 model trained on the
ImageNet dataset [20]. For the purpose of estimating saliency maps, only the last two
groups of convolutional layers have been modified during training. The decoder part of
the CNN has up-sampling instead of pooling layers followed by convolutional filters in
order to increase the size of the output to match the size of the input image. The
decoder architecture is identical to the encoder architecture but with the layers placed in
reverse order. as an activation function, Rectified Linear Unit (ReLU) was used in all
convolutional layers. To produce the saliency map, a final 1 � 1 convolutional layer
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was places with a sigmoid activation function. The weights of the decoder were ran-
domly initialized. The discriminator CNN architecture consists of six 3 � 3 convo-
lution filters with 3 pooling layers and followed by 3 FC layers. The activation
functions for the convolutional and FC layers are the ReLU and hyperbolic tangent
function (tanh), respectively. Exception is the final layer, which uses the sigmoid
activation function. Figure 1 illustrates the architecture of the saliency map generator.
The convolutional layers of the encoder are depicted with a blue colour and the max-
pooling layers with red; the convolutional layers of the decoder are depicted with green
colour, the up-sampling layers with orange and the final convolutional layer with the
sigmoid activation with grey colour. An example of a saliency map produced by the
generative model, is illustrated in detail in Fig. 2.

2.2 Depth-Aware Obstacle Detection

The generated saliency map can be seen as a broad weighted region of interest in which
an obstacle may reside, i.e., higher intensities of the saliency map correspond to higher
likelihoods for possible objects of interest. In order to limit the search region for the
detection of an obstacle, we exploit the values of a depth map produced by an RGB-D
sensor. To assess the risk of a threatening obstacle for the VII, we employ a
methodology based on fuzzy sets [21]. We consider a set of 3 fuzzy sets D1, D2, D3,
which correspond to three different risk levels, expressible by linguistic values indi-
cating high, medium and low risk respectively. Each fuzzy set represents a degree of
risk that an object in a given depth value z, may impose a threat to the VII. The

Fig. 2. Illustration of the generated saliency map from an input image. (a) Input image. (b) The
generated saliency map.

Fig. 1. The SalGAN architecture for saliency map generation. (Color figure online)
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universe of discourse for these fuzzy sets is the range of values of the depth maps
produced by the RGB-D sensor. The fuzzy sets D1 and D2, and the fuzzy sets D2 and
D3, are overlapping between each other, considering the uncertainty in the assessment
of an obstacle threat as high or medium, and as medium or low respectively, upon its
distance from the user. The respective membership functions di(z), i = 1, 2, 3 are
illustrated in Fig. 3(a), where z is a value of the estimated depth map.

For the spatial localization of an obstacle in the image plane, we constructed 6
additional fuzzy sets, namely H1, H2 and H3 for the horizontal axis, corresponding to
the left, central and right part of the image, namely, V1, V2 and V3 for the vertical axis,
corresponding to the up, central and bottom part of the image. The respective mem-
bership functions, hi(x), and vi(y) are illustrated in Fig. 3(b), (c), where x 2 [0, 1] and
y 2 [0, 1] are the horizontal and vertical coordinates within an image, normalized by
image width and height, respectively.

Once we establish the membership functions for each fuzzy set, we create three
different risk maps, Di

M based on the depth values and the membership functions of
each fuzzy set Di. Each risk map consists of the responses of a membership function
given a depth value z and it can be formally expressed as follows:

Di
M x; yð Þ ¼ di Mz x; yð Þð Þ ð1Þ

Fig. 3. Membership functions of fuzzy sets used for the localization of objects in the 3D space
using linguistic variables. (a) Membership functions for low (d1), medium (d1), and high risk (d3)
upon the distance of the user from an obstacle. (b) Membership functions for left (h1), central (h2)
and right (h3) positions on the horizontal axis. (c) Membership functions for up (v1), central (v2)
and bottom (v1) positions on the vertical axis.
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where Mz is the depth map of an RGB image, IRGB. From Eq. (1) a total of 3 risk maps
is derived, where each, represents regions of a degree of risk that an object may impose
a threat to a person navigating within its range. A visual representation of the risk maps
can be seen in Fig. 4. Figure 4(a) illustrates the depth map corresponding to Fig. 2(a),
where the dark pixel values represent lower depth values (nearest distances) and the
brighter pixel values represent higher depth values (further distances). Figures 4(b)-(d)
are illustrations of the different risk maps produced by Eq. (1) using membership
functions di(z), i = 1, 2, 3. The brighter pixel values of the risk maps indicate higher
participation in D1, D2 and D3 fuzzy sets respectively.

To further localize an obstacle imposing threat to a navigating VII, we combine the
information from the saliency map SM with a risk map Di

M , using the fuzzy AND
operator (^) [21]:

F1 ^ F2 := min F1 x; yð Þ;F2 x; yð Þð Þ ð2Þ

where F1, F2 are two 2D fuzzy maps, with values within [0, 1], and x, y represent the
coordinates of each value within the 2D map. A risk map Di

M and a (normalized)
saliency map SM, can be considered as such fuzzy maps, since the risk maps are
generated by the responses of fuzzy membership functions, and saliency maps indicate

Fig. 4. A graphical representation of the risk maps. (a) Depth map Mz of the image in Fig. 2(a).
(b) High-risk map D1

M . (c) Medium-risk map D2
M . (d) Low-risk map D3

M .
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the degree to which a pixel belongs to a salient region. Thus, Eq. (3) gives a new
image:

Oi
obstacle ¼ SM ^ Di

M ð3Þ

where non-zero pixel-values of Oi
obstacle represent the location of an obstacle and a

degree of participation in a risk-level in the respective region. An example of the
application of Eq. (3) for the combination of the saliency map of Fig. 2 with each of
the different risk maps of Fig. 3 is illustrated in Fig. 5. In Fig. 5(b) the whitish area
indicates that the respective object in image Fig. 5(a) (the tree on the left) is of high-
risk so it is labeled as an obstacle to be avoided. The whitish area in Fig. 5(c) indicates
the objects of medium-risk and the whitish area in Fig. 5(d) indicates that the respective
objects are of low-risk. The fact that the lower part of the tree is highlighted in both
Fig. 5(b) and (c) is due to the overlap of the respective membership functions. The
overall pipeline of the proposed methodology is summarized in Fig. 6. The RGB image
is used as input to SalGAN for the saliency map generation. The depth values z of the
depth map are used as inputs to the membership functions for the risk maps generation
as described by Eq. (1). Then, the risk maps are fused with the saliency map according
to Eq. (3). In this example we use the D1

M risk map to identify the obstacles that impose
the highest threat to an individual that is within their range.

Fig. 5. A visual representation of the Oi
obstacle. (a) The original IRGB image. (b) Image O1

obstacle.
(b) Image O2

obstacle. (c) Image O3
obstacle.
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3 Experiments and Results

For the validation of our method, we captured 10,170 frames in total. The videos were
captured using an RGB-D sensor, namely, the state-of-the-art Intel® RealSense™
D435. The size of this sensor is conveniently small (90 � 25 � 25 mm) to be attached
on a wearable system for the assistive navigation of the VII. It enables 3D depth
sensing, with a maximum range of 10 m. The D435 sensor has two infrared
(IR) cameras that enable stereoscopic vision, an IR projector and a high resolution
RGB camera. The IR projector is used to improve the depth estimation. This is done by
the stereoscopic system while projecting a static IR pattern on the scene. The IR pattern
projection enables the texture enrichment of low texture scenes.

Fig. 6. A visual representation of the pipeline of the proposed methodology.

Fig. 7. Example detection of high risk obstacles (nearest crowd and tree branches). (a) Original
image RGB image. (b) The corresponding image O1

obstacle obtained by using membership
function d1.

540 G. Dimas et al.



The originally captured videos were uniformly subsampled, by acquiring a sample
every 5 frames. After this process, the resulting dataset was composed of a total of
2034 frames, including 6 obstacle categories, namely trees or tree branches, ground
anomalies, crowds and stones. The obstacles in the dataset were annotated by a human
observer. For the obstacle detection, we used the high-risk map D1

M (Fig. 7).
The distance intervals characterizing the risk of an obstacle have been determined

by the user requirements [2], and the form of the respective membership functions have
been empirically determined. The interval of the high-risk membership function was set
to be at 0 < z � 3.5 m. Unlike previous methodologies, we do not consider this
distance as a hard threshold for the identification of an obstacle as threatening. As it can
be seen in Fig. 3(a) our high-risk membership function is within the interval 0 < z �
1.5 m, and it starts degrading up to the 3.5 m where it becomes zero. In that manner,
we are able to capture the desired distance up to 2 m and mark it as high risk but also
consider the uncertainty around it, i.e., within the interval 1.5 m < z � 3.5 m. This
way the risk of an approaching obstacle can be progressively assessed with respect to
its distance.

Fig. 8. A qualitative comparison of the fuzzy approach (a) IRGB input image. (b) The hard-
thresholded saliency map overlaid to the input image (c) Image O1

obstacle obtained by the proposed
methodology. (d) Obstacle mask after hard thresholding of the depth map corresponding to the
region of interest defined in (b).

Obstacle Detection Based on Generative Adversarial Networks and Fuzzy Sets 541



The application of the proposed methodology for obstacle detection on the avail-
able dataset resulted in an accuracy of 88.1%, with the respective specificity to be
85.9% and the sensitivity 90.1%. The classification results are summarized in detail in
Table 1. We compared our approach with a state-of-the-art methodology, where hard
thresholding is employed. For a threshold at 3 m the hard thresholding method pro-
duced an accuracy of 81.1%, with a specificity of 79.1% and a sensitivity of 82.9%,
whereas by further reducing the threshold, the detection performance was degraded.
A qualitative comparison of the two approaches is illustrated in Fig. 8. Figure 8(b)
illustrates the hard-thresholded saliency map overlaid to the input image. It can be
noticed that the rock at the bottom right is not included in the region of interest defined
by the saliency map. This region of interest is used to isolate a respective region of the
depth map, which is subsequently hard-thresholded to obtain possibly threatening
obstacle regions. The result of this process is illustrated in Fig. 8(d), where the rock is
falsely not considered as a threat. Comparatively in Fig. 8(c) the image O1

obstacle
obtained by the proposed methodology includes the rock. This is because of the fuzzy
fusion applied between the saliency map and the risk-map. The fuzzy fusion operation,
defines a region that may not be considered sufficiently salient by SalGAN, but due to
the uncertainty-aware evaluation of the depth map using fuzzy sets, a certain degree of
risk is assigned. Figure 9 illustrates a qualitative comparison of O1

obstacle obtained using
various T-norms and S-norms, including fuzzy AND Fig. 9(a), OR Fig. 9(b) and SUM
Fig. 9(c) operators. It can be observed that the fuzzy AND operation produces the most
reliable results.

Fig. 9. An illustration of O1
obstacle using different fuzzy operation between the saliency map SM

and the risk map D1
M . (a) Fuzzy AND. (b) Fuzzy OR. (c) Fuzzy SUM.

Table 1. Confusion matrix

Predicted values True values
Obstacle Other

Obstacle 47.50% 6.66%
Other 5.20% 40.64%
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4 Conclusions

In this work we presented a novel methodology for obstacle detection in the context of
safe navigation of VII. It is based on a GAN which produces saliency maps, based on
human eye fixations. These maps are co-evaluated with the depth information obtained
by an RGB-D camera to assess the risk of an obstacle. Fuzzy sets were used to translate
the values of the depth maps to risk levels, and a fuzzy fusion of depth and saliency
information was applied to enable enhanced detection of obstacles.

The proposed approach, which is based on fuzzy sets, demonstrated a more robust
performance in comparison to the current approach, which is based on hard thresh-
olding. In addition, the proposed approach enables the translation of the 3D spatial
information into linguistic values easily comprehensible by VII.

As a future work, we intend to extend this methodology by creating multidimen-
sional membership functions for the risk-level interpretation based on the speed and the
location of an obstacle. Also, we intend to investigate various fuzzy set-based
approaches to image fusion, and to create an extended dataset that will be made
publicly available, to foster research in this domain.
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