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Preface

Human Factors and Systems Interaction aims to address the main issues of concern
within system interface with a particular emphasis on the system life-cycle devel-
opment and implementation of interfaces and the general implications of augmented
and mixed reality with respect to human and technology interaction. Human Factors
and Systems Interaction is, in the first instance, affected by the forces shaping the
nature of future computing and system development. The objective of this book is
to provide equal consideration of the human along with the hardware and software
in the technical and technical management processes for developing systems that
will optimize total system performance and minimize total ownership costs. This
book aims to explore and discuss innovative studies of technology and its appli-
cation in system interfaces and welcomes research in progress, case studies and
poster demonstrations.

A total of nine sections presented in this book are as follows:

Section 1 Management of Productivity by Using Assistance Systems
Section 2 Management of Productivity in Smart Manufacturing/Industry 4.0
Section 3 Human–Machine Interaction Applications
Section 4 Systems Interaction Design and Automation
Section 5 System Accessibility Design
Section 6 Security and Crisis Management
Section 7 Innovative Methods and Approaches for Systems Interaction Design
Section 8 Human–Computer Interaction in e-Health and Environmental

Applications
Section 9 Advances in User Experience, Affordance and Technology

Each section contains research papers that have been reviewed by members
of the International Editorial Board. Our sincere thanks and appreciation to the
board members listed below:

Amy Alexander, USA
Musaed Alzeid Alnaser, Kuwait
Pedro Arezes, Portugal
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Method for Measuring the Application
Potential of Assembly Assistance Systems

Sven Bendzioch1(&), Sven Hinrichsen1, Benjamin Adrian1,
and Manfred Bornewasser2

1 Ostwestfalen-Lippe University of Applied Sciences and Arts,
Campusallee 12, 32657 Lemgo, Germany

{Sven.Bendzioch,Sven.Hinrichsen,

Benjamin.Adrian}@th-owl.de
2 University of Greifswald, Franz-Mehring-Straße 47,

17489 Greifswald, Germany
Bornewas@uni-greifswald.de

Abstract. Because of the trend towards smaller batch sizes and customer-
specific products, employees in assembly have to absorb and process more and
more information. With the help of assistance systems, the process of infor-
mation absorption and processing can be designed in a more economical and
human-oriented way. Despite the potentials of such systems, companies pay too
little attention to the informational design of assembly systems, resulting in a
number of significant deficits in information management. To identify such
deficits in operational practice, a questionnaire has been developed. This allows
the potential use of informational assistance systems for an assembly system to
be estimated. In this article, results from an exploratory factor analysis of the
developed instrument will be presented and interpreted as a basis for the further
development of the questionnaire.

Keywords: Complexity evaluation � Manual assembly � Questionnaire �
Work analysis method � Assistance systems � Exploratory factor analysis

1 Introduction and Problem Statement

The development trend toward an ever-increasing number of parts and part variants,
together with an increasing number of products, is leading to increasing complexity and
thus to new challenges in assembly. In this context, automation solutions are often not
economically implementable [1], resulting in a reliance on the motor and cognitive
abilities of employees [2]. Smaller batches and a higher number of product variants
demand a high degree of employee versatility [1] because continually different product
variants have to be assembled. Assembly work is becoming more complex in this
respect, since more and more information has to be processed, and a great number of
decisions must be made by the employee. For employees in manual assembly, this
development – more variants, more action alternatives, and more choice decision – is
leading to greater cognitive demands and thus to a subjectively perceived increase in
complexity [3]. These demands are accentuated in particular by deficits in operational

© Springer Nature Switzerland AG 2020
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information management. Five deficit categories can be distinguished [4]: (1) Required
information is missing in the assembly system. (2) Unnecessary information is dis-
played. (3) Information is provided at the wrong time and in the wrong amount.
(4) Information is not current and/or (5) not prepared in such as way that the employee
can absorb and process it easily.

In this context, innovative informational assistance systems are required that guide,
support, and train employees in a situation-based way [5–7]. According to studies
carried out by Kasselmann and Willecke [8] as well as Koch et al. [9], suitable
strategies to introduce such systems are lacking. In addition, Fürntratt et al. [10] per-
ceive a need for research to identify work systems suitable for supporting employees
via assistance systems. In summary, it can be concluded that companies are increas-
ingly facing the question of how assistance systems can be designed to conform with
requirements and how the uses of such systems can be assessed. The approaches of
Hold et al. [5] or Herder and Aurich [11], which are based on MTM studies, are already
attempting to identify suitable work systems for the implementation of an assistance
system. However, the application of methods can be considered costly due to the
required MTM studies.

2 Objective and Procedure

As part of the “Montexas4.0” project sponsored by the German Federal Ministry of
Education and Research, a method is being developed, with which existing manual
assembly systems can be evaluated in a short time with respect to the application
potentials of informational assistance systems. This will ultimately contribute to easing
the burden on employees and increasing productivity. The method is based, on the one
hand, on a questionnaire, with which the informational complexity of an assembly
system as perceived by employees will be recorded. On the other hand, the method will
objectively determine the economic potentials that can be exploited with selected
informational assistance systems. This article discusses only the first part of the
inventory of methods.

Initial findings regarding the developed instrument have already been presented in
publications by Bendzioch et al. [7, 12, 13]. On this foundation, this article explores the
results of an exploratory factor analysis in more detail [13]. With the help of factor
analysis, the theoretical construct of the questionnaire will be reviewed with empirical
data. The article is subdivided into three sections. The first section presents the theo-
retical principles of informational complexity. The second section discusses the results
of an exploratory factor analysis. This is followed by an interpretation of the results in
view of further developing the questionnaire. The final section looks ahead to further
approaches in the development of the questionnaire.
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3 Informational Complexity in the Context
of the Questionnaire

Klabunde describes complexity using the characteristics of variety, connectivity, and
dynamics [14]. Accordingly, a complex system can be defined by the type and number
of elements (variety) and the relations existing between the elements (connectivity). The
concept of dynamics represents the unpredictability and indeterminacy of system con-
ditions [14]. Every increase in variety, connectivity, and dynamics or a combination of
two or all three factors is considered an increase in complexity. One example of this is
the current development towards smaller batch sizes and customer-specific products,
which is leading to a general increase in complexity within the company. For employees
in manual assembly, this development means mastering a large amount of action
alternatives and uncertainty. The employee must absorb order information, select
components and tools, and carry out assembly processes in accordance with specified
assembly guidelines. Information must therefore be processed continuously. The
sequence of work steps, and thus the implementation of information, can vary. For the
most part, orders differ by batch sizes or product variants, thus calling for a varying
number of parts to be installed or tools to be employed. Complexity cannot be increased
arbitrarily without leading to deficiencies in product quality or productivity. These
deficiencies can then be primarily attributed to increased mental strain on employees.

To reduce mental workloads and enhance the performance of employees, the
informational complexity of the activity to be performed must be reduced. Following
Klabunde [14], informational complexity can be defined by the type and number of
pieces of information provided for completing a task and their interdependencies. For
example, parts lists can contain information that differs from the corresponding design
drawing. In addition, informational complexity results from the dynamics of changes
required in the assembly system for the manufacture of new product variants. There-
fore, informational complexity is especially triggered by a lack or flood of information
[15]. As a result, a poorly prepared information management system can increase
informational complexity and lead, for example, to task interruptions, search processes,
consultations with designers, or reworking. It must be noted that, from a human-
oriented perspective, informational complexity may neither be to low (lack of chal-
lenge) nor increased arbitrarily, since the human being requires intermittent periods of
redundancy, repetition, and stability. If the complexity in a work system increases,
employees perceive this through the sum of cognitive processes of information
absorption and processing, selection and decision processes, and resulting experiences
of excessive strain and uncertainty [13]. With regard to the evaluation of informational
complexity, the extent of uncertainty and unpredictability must be determined in terms
of information provision and implementation in particular activities. This objective is
also pursued with the questionnaire currently under development.

The design of the questionnaire is based on the theoretical principles of complexity
discussed above, individual work analysis processes (questionnaires such as CXI,
ISTA, KOMPASS, and TBS-S), expert workshops, and a case study from a cooper-
ating company. As part of the expert workshop, five dimensions were deduced on the
basis of the theoretical principles and the case study. To operationalize these
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dimensions, 25 items could be generated taking the characteristics defined by Klabunde
– variety, connectivity, and dynamics – into account and with the help of individual
work analysis processes. The items are processed by means of a five-point Likert scale.
In the following, the five deduced dimensions (A to E) will be presented with their
thematic emphases [13].

• A. Large number of components and assembly groups: Major variant numbers and
changes lead to performance uncertainty among employees.

• B. Work execution and conditions: Work pressure and distraction impair concen-
tration and alertness and hinder decision processes.

• C. Scope of assembly information: The number of decisions to be made rises with
an increasing scope of information provided.

• D. Inadequate qualification: Inadequate qualification, insufficient training time, and
a lack of continued education lead to performance uncertainty.

• E. High quality standards: The accuracy with which information must be taken in
and implemented.

4 Exploratory Factor Analysis

4.1 Principles of Exploratory Factor Analysis

Exploratory factor analysis is used when a newly developed measuring instrument
needs to be checked in terms of its underlying theoretical structures. It focuses on
evaluating the items generated during the scale construction, which can be grouped into
one or more latent factors [16]. This makes it a structure-discovering method, which
furthers the formation of hypotheses [16]. The first step of exploratory factor analysis is
to analyze the correlation matrix. In it, the interdependencies of the particular indicators
become quantifiable by means of correlations [17]. A high correlation of individual
variables (items) – interpreted as similarities in content among various items – forms
the foundation and condition for discovering and describing a latent factor. The factor
loading reflects the relationship between the indicator variables (items) and the latent
factor [17]. According to Cohen [18], loadings can be interpreted as follows: 0.10 is
equivalent to a weak loading, 0.30 to a medium loading, and 0.50 to a strong loading.
In the second step, the number of underlying factors is determined with the help of the
eigenvalues (total variance of all variables that are explained by one factor) using the
Kaiser-Guttman criterion [19]. For further analysis, only those factors are relevant,
whose eigenvalue is significantly higher than one and thus explain more variance than
the associated items. With the help of the factor number now determined, the factors
can be interpreted in a final step. To do so, a rotated factor loading matrix is examined.
In it, each item is assigned to the factor on which it loads the highest. The minimal
acceptance for factor loadings is between ±0.30 and ±0.40. For a factor to be inter-
pretable, at least four variables must have a loading of ±0.60 or at least ten variables a
loading of ±0.40 [16]. Exploratory factor analysis thus provides information about
whether the theoretical presuppositions about a construct – its informational complexity
for instance – can be confirmed by empirically collected data.
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4.2 Scope of the Study and Results of the Exploratory Factor Analysis

The following section discusses both the scope of the study and the results of the
exploratory factor analysis [13]. The questionnaire conceived is used for the purpose of
data generation in two companies. These include a manufacturer of customer-specific
truck superstructures and a producer of highly varied series machines. For the survey,
different work systems were considered in both companies, in each of which complex
products are assembled manually. A total of 61 employees could be surveyed in the
area of manual assembly for data collection. At the time of the survey, 85% of the
persons surveyed were employees on permanent contracts and 63% worked perma-
nently in the relevant work system. The results of the exploratory factor analysis will
now be presented.

The intercorrelation matrix (Table 1) shows that the items correlate predominately
at the level of moderate to medium-strong. The items of the indexed dimensions B, C,
and E exhibit a closer relationship than the less pronounced relationships of items
forming dimensions A and D. The items assigned to A do not only correlate among
each other, but also with many other variables with similar strength. On the other hand,
items in dimension D exhibit few correlations. In general, it can be inferred from the
intercorrelation matrix that a higher level of selectivity between the individual
dimensions, and thus between the items as well, must be achieved. In contrast to the
preliminary theoretical considerations concerning the characteristics structure, the
Kaiser-Guttman criterion used to determine the number of latent factors indicated eight
factors, which explain a total of 72% of the total variance.

Table 1. Intercorrelation matrix of the exploratory factor analysis (n = 61) [13].
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Table 2 below shows the resulting factor loadings. The loadings of the items
assigned to B, C, and E are predominately satisfactory, i.e. the assumed characteristics
of the work performance and conditions, the scope of assembly information, and the
high quality standards are confirmed as expected. However, this is not true of the items
in dimension A (large number of components and assembly groups) and D (inadequate
qualification), which load relatively high on various factors against expectations. The
result thus reflects the findings from the correlation analysis.

4.3 Interpretation of Results

The results presented above of the exploratory factor analysis show that the current
state of development of the questionnaire does not yet represent a satisfactory result.
The manifest variables included (items) do not yet depict the construct of informational
complexity with sufficient accuracy, also with respect to the latent structure of the
factors. Individual items must be rectified and new items must be integrated into the
development of the questionnaire. The theoretically assumed dimensions must be
altered or supplemented in this context in order to better operationalize the concept of
informational complexity. Regarding this, the results for dimensions A to E are
interpreted below with a view to further development:

• Dimension A: The results of the factor loading matrix make it clear that the vari-
ables load on different latent factors. The theoretical construct of performance
uncertainty as a result of an increased number of variants and changes can to that

Table 2. Rotated factor loading matrix (n = 61; main component analysis) [13].
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effect not be completely quantified. The low level of selectivity with other latent
variables clarify this issue. These problems suggest that the underlying dimension
needs to be specified in more detail. The theoretical construct should be reviewed
and altered for that purpose. The focus is on the informational effects that arise from
an increased number of variants and changes among employees.

• Dimension B: On the one hand the results show a close relationship between the
items B4, B5, and B6, especially in the case of the factor loading matrix. This
partially confirms the assumed model for dimension B. On the other hand, B1 and
B3 exhibit no mentionable loading on a factor and thus appear to be irrelevant for
the further development of the dimension. The same applies for item B2, which
loads on one other factor. Items B1, B2, and B3 are formulated too generally or do
not cover the construct with sufficient accuracy. Referring to the thematic emphasis
of the dimension, increasingly difficult selection and decision processes must in
particular be better depicted by the items.

• Dimension C: The construct of assembly information mainly demonstrates weak
points in selectivity with other dimensions (see correlation matrix) and thus can be
confirmed to the largest extent. Items C1 and C5 deserve special mention in this
regard. These have in common that they load on other latent factors (see factor
loading matrix). Furthermore, the results reveal high correlations and loadings
among items that are concentrated on the procurement of information. This finding
should be taken into account in the generation of new items or the alteration of
items. The underlying construct of dimension C must also be modified for the
procurement of information requirements for this purpose.

• Dimension D: The results of the factor loading matrix shows a result similar to that
of dimension A. The variables also load on different latent factors. The correlation
matrix also demonstrates that the variables correlate significantly neither among one
another nor with other variables. The results show that the theoretical construct of
inadequate qualification cannot be directly related with informational complexity. In
conjunction with the objective of the questionnaire and the low statistical relevance
of the latent factor, it suggests that the dimension should no longer be taken into
account in the further development of the questionnaire.

• Dimension E: The factor loading matrix represents a nearly homogeneous result,
which suggests a close relationship between the latent variables and the theoretical
construct of the dimension. Nonetheless, external loadings also stand out in the
correlation matrix. These must be minimized by adapting individual questions. In
this respect, the item formulation must focus more clearly on the accuracy, with
which information is taken in and implemented.

5 Outlook

The results of the exploratory factor analysis and their interpretation show that the
construct of informational complexity is not yet sufficiently represented with the cur-
rent questionnaire. In this respect, further studies are necessary so that the true core
dimensions of the construct are taken into account in the ascertainment of the

Method for Measuring the Application Potential 9



informational complexity of an assembly system. Based on this, the questionnaire will
be further developed in four steps. The first step will be to re-examine the construct of
the questionnaire for the acquisition of all relevant dimensions of informational com-
plexity in the context of an expert workshop. Concretely, individual dimensions must
be altered or excluded from further development on the basis of the results and the-
oretical principles. Building on the revision of the theoretical construct, the second step
will be to improve existing items and to integrate further new items into the analysis.
The conclusion of the second work step will result in a further developed questionnaire.
The third step will comprise the conducting of cognitive interviews with employees
from manual assembly as well as their supervisors. Assembly systems should be better
depicted this way, and the language of employees better represented in the items of the
questionnaire. In a fourth step, a further survey with the improved questionnaire will be
undertaken and a further factor analysis carried out. The intermediate steps described
above for the further development of the questionnaire form the prerequisite for a
subsequent examination of the construct and criterion validity of the questionnaire.
Operational users will thus in the near future have the opportunity to (subjectively and
objectively) evaluate existing assembly systems on the basis of a valid questionnaire
and determine whether potential exists for the use of informational assistance systems.
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Abstract. Nowadays requirements and challenges for production systems have
led to an increasing importance of flexible assembly processes. Arising tech-
nologies in the context of Industry 4.0 provide previously unknown possibilities
for human-oriented automation. To exploit those possibilities effectively, the
research project A4BLUE aims to develop and evaluate sustainable and adaptive
workplaces that are human-centered and best automated for dynamic environ-
ments. As part of the research project, a methodology is developed to determine
the optimal automation configuration in relation to context and situation. The
present work provides an overview of the methodological approach, implemented
as a software prototype within the A4BLUE Adaptive Framework. The method-
ology takes into account the aspects of worker satisfaction as well as economic
factors by adding a systematic, process-related logic to validated approaches. In
the present paper, the cost-based module of the methodology is outlined based on
process characteristics and manufacturing targets of assembly systems.

Keywords: Assembly � Production planning � Adaptive automation �
Cost evaluation � Level of automation � Worker satisfaction

1 Introduction

Manufacturing companies are facing increasing globalization and competition resulting
in shorter product lifecycles as well as individualized products [1]. This leads to
increasing demands on product quality and functionality as well as higher product
variants [2]. These challenges lead to the demand of a high degree of flexibility as well
as the reduction of product and production costs [3].

The planning of efficient as well as flexible assembly systems is fundamental, as
assembly is a main cost driver in production. Several examples in history have shown

© Springer Nature Switzerland AG 2020
I. L. Nunes (Ed.): AHFE 2019, AISC 959, pp. 12–23, 2020.
https://doi.org/10.1007/978-3-030-20040-4_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20040-4_2&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20040-4_2&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20040-4_2&amp;domain=pdf
https://doi.org/10.1007/978-3-030-20040-4_2


that high automation is not necessarily the solution but may result in poor system
performance [4–6].

In order to realize an efficient yet flexible assembly system, the focus needs to lie on
the interaction of human and technology instead of purely increasing the automation
[7]. Although the factories of the future will be more automated, humans will continue
to play an important role. Human-machine interaction provides a way to combine the
advantages of both manual and automated work. The efficiency of robots and inno-
vative information technology can support the flexibility of human workers.

Such technical improvements enable new automation configurations involving
human workers and therefore require considering two aspects. On the one hand, worker
satisfaction needs to be taken into account for sustainable efficiency in human-machine
cooperation [8]. On the other hand, costs are a highly influential decision criterion and
an essential factor in industrial production planning [9]. Quantifiable measures are
needed to achieve an optimum automation configuration. Therefore, a new method-
ology consisting of different planning modules is presented in this paper.

The methodology is developed as part of the research project A4BLUE (Adaptive
Automation in Assembly For BLUE collar workers satisfaction in Evolvable context).
A4BLUE aims at the development and evaluation of a new generation of sustainable,
adaptive and smart workplaces dealing with evolving requirements of manufacturing
processes. For this purpose, automation configurations that are suitable for flexible and
efficient task execution in interaction with human workers are introduced. Focus is the
optimization of human variability through personalized and context aware assistance
capabilities as well as advanced human-machine interfaces.

2 Automation Configuration Evaluation in the A4BLUE
Adaptive Framework

The methodology for evaluating optimal automation configurations is implemented in a
software application being part of the A4BLUE Adaptive Framework. This modular
software framework is designed to provide an open, secure, configurable, scalable and
interoperable adaptation management and assistance toolkit. Its components enable the
user and the system to adjust certain workplace characteristics according to changing
requirements. Within the framework’s architecture three high-level functional domains
are determined (cf. Fig. 1). The domains define a coarse mapping of system elements to
either the Shop Floor, the Enterprise or the Business Domain.

The Shop Floor Domain is the bottom layer of the framework, building the con-
nection to the physical world. It is populated by any kind of device that is connected to
the digital world on one side and to the real world on the other side. Consequently, the
Shop Floor Domain includes components supporting automated control and adaptation
of physical assembly processes, mechanisms and devices.

The middle layer of the framework forms the core part of any A4BLUE-based
system. It is represented by the Enterprise Domain. To this end, the domain is popu-
lated by several components in charge of managing the logic for adaption management,
using an event-driven architecture to provide the assistance services.
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The Business Domain is the upper layer, in charge of supporting the strategic
decision-making by connecting white- and blue-collar workers. Components in this
domain aim to take benefit from an improved knowledge of the running automation and
adaptation processes.

As a part of the A4BLUE Adaptive Framework the optimal automation configu-
ration is determined by means of the component Automation Configuration Evaluation,
which is integrated within the Business Domain. All information gathered from shop
floor processes shall be used to improve business decisions.

The Automation Configuration Evaluation component can use any data collected
and processed in the framework. This provides the opportunity to trigger events for
other components in order to adapt the assembly system based on automation decisons.

3 Socio-Economical Evaluation of Optimal Automation
Configuration

Different approaches from various research areas with keywords such as cost esti-
mating models, early cost estimation, cost predicting, level of automation decisions,
assembly cost, design to cost as well as others have been developed in order to identify
the optimal automation configuration. The most relevant methodologies are briefly
mentioned in this section since these approaches form the theoretical basis of the
presented methodology and will partly be integrated.

The methodologies by Gorlach and Wessel [9] as well as Boothroyd [10]
provide basic calculations for the economic efficiency of assembly systems. They are
appropriate regarding calculations towards economic optimization of automation
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Fig. 1. Domains and components of the A4BLUE adaptive framework
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configurations. The core idea of these approaches is fundamental for the requirements
of an economic automation configuration.

Other methodologies are less focused on costs and automation; instead, they pro-
vide an overview of the underlying process tasks in assembly planning through the
application context. For this reason, they make an important contribution as an
application-oriented, theoretical basis for the creation of the description model. Lotter’s
[11] methodology however, rather focuses on identifying unfavorable, secondary
processes. The approach provides methodological guidance for the planning and
improvement of new and already existing assembly systems by an analysis of the
determined processes. The aim of Ross’ [12] work is to provide a methodology to the
assembly planner for determining the economic automation configuration by com-
paring the currently considered process with already implemented ones based on a
threshold value.

The listed methodologies show diverse approaches for optimizing the automation
configuration. However, especially in times of rapidly increasing automation, the
attention is to be put to the worker, as humans still remain one of the most important
resources in assembly [13]. Especially from a socio-economical point of view, worker
satisfaction constitutes a crucial factor [8]. Worker satisfaction or job satisfaction is
said to be the appraisal of worker’s job or job experience and determined by how
employees feel about the job [14]. A methodology to optimize the automation con-
figuration has to take into account both economic as well as human factors. Therefore,
a modular approach was developed to combine these partly contrasting views.

3.1 Methodological Requirements

As a prerequisite for the targeted and scientific development of the methodology, it is
necessary to define the requirements. These are subdivided into formal and conceptual
as well as content-related requirements. While the formal and conceptual requirements
are based on quality criteria of quantitative research, the specific content-related
demands result from the objective of the application.

Three criteria for assessing the quality of research are objectivity, reliability and
validity [15, 16]. With regard to this methodology, objectivity requires that the modules
have to be designed in such a way that several operators choose the same characteristics
when determining an automation configuration. Furthermore, the reliability of an
automation configuration as a measuring instrument is to be proven. Thus, a reliable
methodology is free of random errors, so that the same measurement result will be
reproduced after repeating the application of the methodology under the same condi-
tions [17]. Furthermore, the adequacy and validity of a theoretical approach with
reference to the problem needs to be checked with the validity requirement [16].
Therefore, the methodology is valid if the application leads to correct and substantiated
results for various manufacturers with different framework conditions.

Moreover, the methodology has to be flexible and applicable to various situations,
to newly planned as well as existing assembly processes. Decisions made in the context
of assembly system planning and automation are occasionally inadequately docu-
mented. In these cases, it is not possible to trace or use the experience gained for
subsequent planning. However, this experience is an essential basis for successful
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automation evaluations. [18] The methodology requires good documentation in order
to draw on previous experience and especially a possibility to validate a decision made.

To ensure the fulfilment of the listed requirements, the methodology is validated by
means of a software prototype before a functional software tool will be implemented
within the A4BLUE Adaptive Framework.

3.2 Modular Methodology in Consideration of Worker Satisfaction
and Costs

Based on the requirements and the aforementioned existing approaches different
modules have been identified. The methodology consists of six modules that are briefly
described in this section (cf. Fig. 4).

Within the first module, named Core Module, the optimization scope is defined
before the main assembly tasks are analyzed in more detail. Firstly, it is determined
which tasks relate to the product structure and design in the sense of the assembly
process. This step serves the identification of every single assembly task to reveal
potential automation configurations. On the basis of the product components, delivery
condition, joining directions and processes, handling properties and quality require-
ments, the essential assembly tasks are identified. For further detailing and complexity
reduction, the main assembly tasks are broken down using a method called Hierarchical
Task Analysis (HTA, cf. Fig. 2). The HTA is a flexible methodology [19] that can be
used in a variety of use cases aiming to reduce process complexity. This way processes
can be decomposed to any level of detail. In the proposed methodology, the tasks are
broken down to a level, where only a single resource can be assigned at a time (either a
human or an automated piece of equipment).

Level Physical Cognitive

1 Totally
manual

Totally
manual

2 Static Hand 
Tool

Decision
giving

3 Flex. Hand 
Tool Teaching

4 Autom.
Hand Tool Questioning

5 Static Work 
Station Supervising

6 Flex work
station Intervene

7 Totally
automatic

Totally
automatic

1. Sub-task 2. Sub-task

0. Main Task

1.1
Sub-task

LoAphys LoAcogn

1.2
Sub-task

LoAphys LoAcogn

Hierarchical Task Analysis Levels of Automation 

LoA: Level of Automation

Fig. 2. Process decomposition with HTA and Levels of Automation acc. to DYNAMO [19, 20]
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To analyze the resources in use, in a second step, the automation configuration is
evaluated for every task on the lowest hierarchy level applying the Dynamo++
methodology [20]. Based on a predefined classification, each task can be rated on a
scale from 1–7 regarding its Level of Automation (LoA), beginning with manual
processes (1) up to a fully automated task execution (7). Additionally, a distinction
between the physical and the cognitive part of a task is made (cf. Fig. 2). Physical
automation in the context of this work represents the replacement of physical tasks of a
human worker by automation, e.g. the lifting of a work piece by a robot. The substi-
tution of cognitive functions, such as human sensory processes and mental activity by
computerization is defined as cognitive automation. A process that is conducted
completely manually is classified on the lowest level. When differentiating the cog-
nitive and the physical part of a task, the results can be depicted in a 7 � 7 matrix [21].

The HTA is performed to evaluate the automation suitability for each task
separately. As an output of the core module, the main assembly tasks are divided into
various lowest level tasks with the related physical and cognitive LoA for each
sub-task.

Within the second module of the methodology, the Constraint Module, the possible
Levels of Automation of the assembly tasks are evaluated. To determine which tasks
are suitable for automation in general, the theoretical automation expenditure for a
single task is evaluated from a technical and economical point of view. Therefore, a
catalogue containing a set of criteria for the evaluation of the implementation effort and
process characteristics is provided (cf. Fig. 3). As a result, specific sub-tasks might be
identified as not automatable with reasonable expenses and thus do not need to be
considered in further steps of the methodology. The evaluated automation configura-
tion restrictions lead to a reduced set of tasks and hence form the constraints for
determining the optimal LoA.

Criteriacogn Direction of increasing 
expenditure

Criterion 1 High Medium Low

Criterion 2 Long Medium Short

Criterion 3 Charac-
teristic 1

Charac-
teristic2

… … … …

Criteriaphys
Direction of increasing 

expenditure

Criterion 1 High Medium Low

Criterion 2 Long Medium Short

Criterion 3 Charac-
teristic 1

Charac-
teristic2

Charac-
teristic 3

… … … …

Direction of increasing LoA

LoAphys range of sub-task 1.2: 4 - 5

1 2 3 4 5 6 7
1
2
3
4
5
6
7 LoAphysical

LoAcognitive

Automation constraints

Fig. 3. Exemplary criteria catalogue for determining LoA ranges and constraints
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The Cost-based Module constitutes the third module and focuses on the economic
aspects of optimal automation configuration evaluations. On this account, automatic
and non-automatic resources are identified and assigned to tasks, in order to create
different but comparable scenarios for evaluation.

Besides economic factors, social aspects need to be taken into account. Hence, a
model for an overall expected measure of satisfaction is applied in the Worker Satis-
faction Module. The model has been derived from empirical data of user satisfaction
levels measured across key technologies. It is applied for each scenario with regard to
the different resources used.

The optimal overall LoA is then determined for each scenario as a combination of
the results of the Cost-based and the Worker Satisfaction Module. As an output of the
Proposed Automation Module, a new LoA is calculated to quantify the resulting
automation solution.

The Improvement Module is the sixth module of the methodology and aims to
validate and maintain the evaluated optimal automation configuration. After the deci-
sion and implementation, the socio-economic improvements of the new configuration
shall be re-evaluated on a regular basis to identify further improvement potentials.
Additionally, methodologically guided workshops can be used to create new
automation possibilities to keep the system updated.

Core Module
Graphic representation of processes applying HTA
Determination of physical and cognitive task LoA using DYNAMO

Constraint Module
Evaluation of technical automation suitability and manual assembly
Determination of range for automation

Cost-based Module
Identification of process resources 
Calculation of scenarios
Determination of optimal 
cost-based LoA

Worker Satisfaction 
Module

Determination of 
optimal worker 
satisfaction-based LoA

Im
pr

ov
em

en
t 

M
od

ul
e

Proposed Automation Module
Identification of optimal overall LoA
Determination of proposed overall LoA
Update of HTA with proposed automation

Focus of this work

Fig. 4. Modular approach for determining the optimal Level of Automation
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While the Cost-based Module has been elaborated, the Worker Satisfaction Module
will be further developed within the scope of the A4BLUE project. Since the cost
evaluation is one of the two important aspects for decision making in a socio-
economical context, it will be described in more detail in the following section.

3.3 Cost-Based Module

Within the Cost-based Module the impact of different LoAs on the final production
costs per unit is assessed. This section introduces the calculation logic of the Cost-
based Module under consideration of the required output information from upstream
modules. Within a first step of the Cost-based Module, potential resources for the
execution of assembly tasks are selected (cf. Fig. 5). These resources can be either
automatic or non-automatic. This includes the implementation of new resources as well
as resources already being in use at the assembly workplace, hence functioning as a
benchmark for modifications.

Identification of resources under consideration of the 
financial framework

Aggregation of resource costs per unit of each 
high-level scenario

High-level scenario cost per unit for each resource

Calculation of resource cost rate 
(Resource Hourly Rate)

Calculation and aggregation of task process times for 
each resource 

Creation of low-level scenarios and aggregation to 
high-level scenarios

Comparison of high-level scenario costs per unit

x

Σ

Optimal economic LoA

Cost 
drivers

Cost module and 
computation
Input
Output

Fig. 5. Approach of the cost-based module
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To ensure the overall optimum, the selection of resources must be based on an
overall and combined consideration of all processes. Taking into account the resources’
available capacity, it is the aim to have a resource executing as many tasks as possible.
If each task is assigned to a single resource, this might lead to an excessive increase in
investment costs, while individual resources are underutilized. Additionally, the
resources have to be selected under consideration of the financial framework, by
comparing permitted and resulting investments from a strategic perspective.

In the next step of the Cost-based Module, scenarios are created to achieve the
optimal resource utilization. Different resources are assigned to a task, creating one
low-level scenario for each combination of resource and task. For an exemplary task
that can be executed manually, semi-automatically or fully-automatically, a low-level
scenario number of three is obtained. Each sub-task on the lowest level needs to have at
least one scenario. Subsequently the low-level scenarios are combined to high-level
scenarios for an exhaustive cross task decision.

The determination of the optimal economic automation configuration depends on
the resource’s performance within the high-level scenarios. Since a resource is assigned
to a different set of tasks in the different high-level scenarios, the resource utilization
varies in cross scenario comparison. To quantify these differences and to convert them
into a monetary measure, the resource cost rate per unit is calculated. The cost rate
results from the sum of the cost drivers divided by the usage time per year (Resource
Hourly Rate, cf. Fig. 5). The Resource Hourly Rate is then multiplied by the total
assembly time of a resource within the high-level scenarios.

Since the defined scenarios generally comprise new automation configurations or
new resources, additional assembly times per resource may be required. These can
either be measured or estimated from time standards, experience, or methodologies
such as Method-Time-Measurement (MTM). The cost drivers required for calculating
the machine hourly rate are described in Table 1.

Table 1. Overview and description of cost drivers

Cost drivers

Personnel costs Costs for an assembly operator, incurred either for an employee in a
completely manual process or proportionately for a machine operator

Energy costs All types of energy such as electricity, compressed air, water and possibly
also gas. Their consumption must be calculated per year. In the case of
capital-intensive equipment, this share is usually negligible for an initial
rough estimate of the unit assembly costs. Depending on the electricity
consumption, the energy costs can also be represented as a variable cost
element

Maintenance
costs

Maintenance and repair expenses within the useful life in order to maintain
the planned functionality of the equipment. For a rough estimation of
maintenance costs, a value between 3% to 5% of the replacement value in
one-shift operation and a value between 6 to 10% in two-shift operation can
often be assumed to be sufficiently accurate [9]

Annual space
costs

The space used and the costs per unit of space. The occupied space takes
into account the base area of the equipment, the operating space as well as
the space required for material supply

(continued)
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The computation logic and procedures of the Cost-based Module have been
implemented in a software prototype. The task execution times and the cost driver
values per resource are input parameters of the software application. Based on this, the
Resource Hourly Rate and the resources cost rate per unit are calculated automatically
for all high-level scenarios. All resource cost rates are then summed up within a high-
level scenario resulting in the production costs per unit for this scenario.

Conclusively the costs per unit of all high-level scenarios are compared to identify
the most cost-effective automation configuration, the optimal economic LoA. The
created scenarios are also used within the Worker Satisfaction Module, to ensure a
shared basis for decision-making. After evaluating the worker satisfaction in a quan-
tifiable manner for each scenario, the overall optimal LoA can be determined.

4 Conclusion

The aim of the presented work is to develop a methodological contribution to the
determination of the optimal Level of Automation under consideration of worker
satisfaction and assembly costs. A systematic, modular-related aspect is added to the
approaches pursued in research so far. Therefore, a methodology has been developed
which considers different boundary conditions by using a modular approach. The
modules have the purpose to analyze the assembly process, to identify restrictions and
to support the decision on optimal automation configurations from a cost-based as well
as a worker satisfaction perspective.

In this paper the cost-based module is described in detail. This includes the specific
cost elements being required to calculate the production costs of each unit as well as a
logic for the creation of scenarios, which are the result of the combination of resources
and tasks. Each scenario has specific costs, which are the basis for the economic
identification of the optimal automation configuration. The evaluation procedure has
been implemented as a software prototype to be further validated.

The worker satisfaction module within the overall methodology is still part of
further research activities within the A4BLUE project, as well as the determination of
the optimal overall decision with regard to the weighting of costs and worker

Table 1. (continued)

Cost drivers

Imputed
depreciation

The quotient of the replacement value of the assembly system and the useful
life. The replacement value consists of the purchase price (this is the
investment sum of the assembly system) and the installation and start-up
costs. The useful life is usually determined by the production period of the
product

Interest costs The capital invested in capital goods is calculated at 50% of the replacement
value, assuming straight-line depreciation. The imputed interest costs are
then calculated by multiplying the average fixed capital value with the
imputed interest rate

Automation Configuration Evaluation in Adaptive Assembly Systems 21



satisfaction. However, the developed methodology is created for general use in use
cases that involve humans as well as technology.
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Abstract. As the number of variations increases and batch sizes grow smaller,
it can be difficult to fulfill quality and productivity requirements in manual
assembly, as employees must record, process and interpret more information,
then convert that information into action. Conventional instruction manuals in
the form of text, tables or drawings quickly reach their limits. Innovative
assistance systems are essential for keeping up with these changes, as they
instruct and support employees in line with their specific situations. The goal of
this article is to use a case study to illustrate the problems with providing
information in manual assembly, and to suggest a potential solution in the form
of an informational assistance system. The company considered in the case
study stands out for its large production areas where complex, customer-specific
truck bodies are mounted manually.

Keywords: Manual assembly � Assembly assistance systems � Industry 4.0 �
Information delivery

1 Introduction

Customer-specific product variations with short product life cycles, combined with
small batch sizes and short delivery deadlines, are the consequence of increased cus-
tomer demands and intensifying competition [1]. This development is also associated
with a change in requirements for assembly systems. In industrial companies, where a
large number of complex products are assembled, the challenge is to ensure that the
assembly work is completed in line with requirements. Frequent changes to work
orders during the assembly process can lead to an early interruption in the learning
curve [2], thereby reducing work productivity and increasing error rates. This situation
is why informational assistance systems are so important, to help employees fulfill their
duties cooperatively and optimize their activities [3, 4].

The goal of this article is to present a case study for introducing an assistance
system in a manual assembly area. The company considered in the case study stands
out for its large production areas where complex, customer-specific truck bodies are
mounted manually. The case study considers a frame assembly work station.
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To achieve its goal, the process is divided into five steps. In the first step, a basic
theoretical framework is presented (Sect. 2). In the second step, the existing assembly
system is analyzed (Sect. 3). The analysis is completed using work and time studies.
The paper focuses specifically on information delivery. In the third step, assembly
assistance system requirements are identified in order to develop and implement a
concept for an assistance system on this basis (Sect. 4). The requirements and the
concept are discussed with employees in frame assembly to ensure their acceptance of
the solution. Then the evaluation is completed as a fourth step (Sect. 5). Work and time
studies are completed once again to review the effectiveness of the assistance system.
Finally, the fifth step (Sect. 6) draws conclusions and provides an outlook for the
future.

2 Basic Theoretical Framework

Information delivery within a work system is considered dynamic if that information is
transmitted to employees on a need- and situation-specific basis. A technical system for
dynamically delivering digitally prepared information is called an assistance system.
Informational assistance systems record data via sensors and inputs, then process this
data to provide employees the right information (“what”) at the right time (“when”) in
the desired format (“how”) [5–7]. Information is typically transmitted visually,
acoustically or tactilely [8]. The goal of an information assistance system is to avoid
uncertainty and mental stress for users, warn them of dangers, or intervene in hazardous
situations [8]. Assembly assistance systems support employees in completing their
assembly work. Information on the product to be manufactured and the required
production steps is provided to employees so they can make the right decisions during
assembly [9]. In addition, assistance systems handle communication on operating
materials (such as transmitting information on the target torque to the screwdriver) and
document process parameters (such as saving the actual torque) [7]. One key goal of
the assembly assistance system is to reduce the work required involved in initial
training for employees with different professional backgrounds and performance levels.
In addition, they are designed to improve employee motivation and minimize error
rates [10]. The prerequisite is that the assistance systems are user-centered and context-
specific [11].

Assembly assistance systems can be classified by different criteria and summarized
in a morphological box [12]. The morphology makes it possible to represent charac-
teristics on a specific assistance system by combining the characteristics of individual
features. Changing one or more characteristics generates an analytic solution idea that
can be used to further develop the company’s own support system. Table 1 provides an
excerpt of key design parameters for assembly assistance systems.

Informational assembly assistance systems can be divided into stationary assistance
systems, mobile assistance systems, handheld devices (such as tablet PCs) and wear-
ables. Stationary assistance systems are permanently installed at a work station (such as
a mounted projection device). Mobile assistance systems, in contrast, are moved to the
assembly object via a mobile solution. Wearables can be classified by the body part on
which they are worn (such as “smart glasses,” “smart gloves,” “smart watches”). In
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addition, assembly assistance systems can be differentiated by whether the human-
machine interface uses a unimodal or multimodal design. Unimodal means that the
human receives information via a single sensory organ (frequently the eye) and that
there is only one method (such as a keyboard) to input information into the system.
Multimodal interfaces, in contrast, offer different input and output modalities [13].
Information is typically output by assistance systems through primarily visual means
(such as via screens, sensor lights for a pick-to-light system, projections on the
assembly object). The way in which information is input can be differentiated in the
same way. Information is entered manually via control devices (such as keys), verbally
via voice input, through gesture recognition, via tracking systems that record human
movement [13] or automatically by sensors that monitor the state of the work object or
status of the work process. In the past, assembly assistance systems have often been
used to create standardized instruction manuals to be used by all employees working on
the assembly system – independent of their individual features. In the future,
employees will be receiving more and more support from individualized instruction
manuals [14]. How much experience the employee has with completing the assembly
task is especially important. As the employee gathers more experience, the assistance
system must reduce the extent of support it provides so that it is not experienced as
disruptive and so that it continues to enjoy a high level of acceptance.

3 Analyzing the Work System

To determine the potential usefulness of an assistance system, work and time studies
have been completed in pilot areas of the company. Results of these work system
analyses have already been published [15]. Assembly takes place in the company
sequentially at several work stations. Typically, one or two employees work on a work
station, whereby assembly work for a vehicle at a station can often take more than an
hour. The following section will present the results of work studies on the frame
assembly work station. Figure 1 shows a mounted frame from a top view. It consists of

Table 1. Excerpt from a morphology on assembly assistance systems [12].
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two frame rails, and typically more than ten cross members. The frame is mounted in a
very large number of variations. The truck body is then assembled at the further work
stations based on the mounted frame.

The frame assembly work process can be divided roughly into six work steps. The
first step is work preparation. First, the employee asks colleagues in the subsequent
work station which production order should be processed next. Then he looks for the
relevant order documents. The order is registered in the ERP system by scanning the
bar code printed on the order documents. The employee then receives an overview of
the order by viewing the bill of materials information on the order documents. The
employee also looks for the relevant design drawing from the document index on the
server. He opens the relevant document with the drawing to obtain distances for the
individual cross members and further order information (such as the number and
location of attachment brackets, the number and position of drill holes). The employee
first notes individual information on a sheet of paper. In the second step, the frame rails
are shortened to the specified lengths using a plasma cutter and reworked. In the third
step, the employee places the frame rails on the assembly table and attaches them. In
the fourth step, a measuring tape and pencil are used to mark the attachment positions
for the cross members and the positions of the reinforcing plates and brackets. In the
fifth step, the frame is assembled by providing the cross members and other elements.
The cross members are aligned using the markings and screwed together with the
longitudinal members. In the sixth and last step, the finished frame is moved to the next
work station and the order is registered as “complete” in the ERP system.

A time study was completed in order to be able to quantify the potential for
implementing an assistance system. The entire work process was divided into process
sequences for this purpose. The process sequences were assigned to six process types
(see Table 2). An example for a value creating process sequence with the potential for
optimization using information technology (process type 3) is determining screw-fitting
positions using a tape measure. An example for an avoidable loss of information

Fig. 1. Example of a frame, top view, consisting of two longitudinal beams and eleven cross
members.
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(process type 6) is displaying and processing information that is not required at the work
station. The object of the time study was the assembly of a total of 10 frames. The actual
order time for assembling a frame averages 54 min, according to Table 2. The results
show that the order time for assembling a frame can be reduced by up to 7 min (13%) by
using an informational assistance system (see process types 3 and 6 in Table 2).

There is potential for improvement in providing information primarily in work steps
1 (order preparation), 4 (determining and marking attachment positions) and 6 (reporting
the order as complete on the terminal). During step 1, the problem is that it is not
immediately apparent which order should be processed next, since the orders are not
sorted by priority or due date. Another problem is that design drawings include data for
the entire design of the truck body, so that employees have to choose the data relevant
for their work station from this complex overall design drawing. In addition, some frame
rails must be shortened. The length information is provided on the drawing. The bill of
materials to be provided also includes part positions that are mounted at the following
work station, so significantly more information is available at this work station than is
actually required. Displaying unnecessary information requires the user to search for
what they need and results in an increased risk of errors. In addition, employees typically
note the information they need on a sheet of paper to avoid having to look at the drawing
and bill of materials repeatedly during the assembly process. During step 4, the problem
is that information from the model (CAD drawing) must be transferred to the real work
object by measuring distances and making pencil markings. Step 6 can be improved,
since employees have to log into the terminal again to report the order as complete in the
ERP system via a multi-step process.

4 Development of the Assistance System

4.1 Identifying Requirements

With respect to work step 1 (order preparation), the assistance system should auto-
matically sort orders by priority. In addition, the right design drawing must be called up

Table 2. Percentage of time for assembling frames (n = 10).

No. Process types Duration
[min]

Percentage
[%]

1 Value creation 239 44
2 Value creation with general potential for optimization 60 11
3 Value creation with potential for optimization through

information technology
27 5

4 Unavoidable waste 158 29
5 Avoidable non-information-related waste 16 3
6 Avoidable information-related waste 44 8
P

544 100
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automatically. With regard to the subsequent work steps, only the relevant information
is to be displayed to the assembly employee in such a way that he can quickly capture
it. In this context, the computer terminal screen should be replaced by a much larger
screen so that all information is visible from a greater distance. This allows employees,
for instance, to read measurements directly off the screen and transfer them to the frame
rails. Overall, the assistance system to be developed should reduce the perceived
informational complexity of the assembly task, so that

(a) the resulting cognitive strain on employees is reduced,
(b) initial training times for new employees are shortened,
(c) the number of assembly errors is reduced,
(d) work productivity is increased by reducing the number of decisions and short-

ening the time spent in searching and orientation.

In addition, a consistent digital process chain should be created where required
information is read out automatically from the CAD drawings and displayed to the
employee. Furthermore, the needs of the employees should be taken into account so
that the user interface for the assistance system software can be individually adjusted.

4.2 Concept

The assistance system is designed in consideration of a user-appropriate development
process which focuses on the needs of frame assembly employees. The assistance
system concept consists of three levels, which are illustrated in Fig. 2. The level in
direct contact with the user is the human machine interface (HMI). All relevant
information on the work order is displayed to the employee via the user interface. The
user can also access specialized information. The next level is the back end, in this case
the terminal PC at the work station. This level involves the actual implementation of
system functions. This includes all processes the user does not directly perceive, such
as network communication or data processing. The third level of the concept is called
the data level. This level includes all the data necessary for the assistance system to
function.

The numbered arrows indicate the sequence of the individual work steps. First, the
user selects an order that has not yet been processed from the document index (1. order
selection). The information for this order is then downloaded from the ERP system.
Order information is saved in an XML file in the ERP system, which simplifies
algorithmic processing. In the second step, a parser is used to create an informational
model from the XML file that contains all important data. A parser is a program that
analyzes and processes data, then converts it into a format suitable for further use. The
design drawing for an order can be determined from the order information data and can
then also be downloaded from the ERP system (3. identify drawing). The design
drawing is provided in DXF format.
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Additional general information on frame assembly is required for the information
model of the design drawing. To be able to filter all the relevant parts out of the
drawing, the parts relevant to frame assembly must be identified. This additional
information is accessed in step 4.1. Then, a parser is used to create another informa-
tional model from the additional information and design drawing (4. create model).
Once both informational models are available, they are displayed in the user interface.

The user interface is divided into two areas: Order information (A) and design
information (B). Both areas are designed for different work steps in the assembly
process. Part A makes it possible to view order information and select the next order. In
this step, the employee is working directly at the screen. Part B consists of two parts
and shows a view of the frame from the side and the top, with relevant information as
shown in Fig. 3. A frame is always shown in side and top views in the original design
drawing. Employees are familiar with this type of display, so it will be retained.

To mark the measurements on the frame rails, the employee must move away from
the screen. In this case, an expanded menu is displayed to the employee where he can
individually adjust the degree of detail shown in the design drawing and/or the font size
for the dimensions. The menu can be hidden after configuration to enlarge the area
where information is displayed. In addition, the old 15″ screen was replaced by a 40″
screen.

Fig. 2. Assistance system concept
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5 Evaluation

After introducing the assistance system for testing purposes, another time study was
completed. The object of the time study was, once again, assembling ten frames. The
results of the time study are shown in Fig. 4 in comparison to the data on the initial
situation. Potential areas for using an assistance system after Sect. 4 include steps one,
four and six. After introducing the assistance system, most of the time for the first step
is eliminated. For instance, it is no longer necessary, to manually search for order data
and drawings in the system or note dimensions on a sheet of paper. The assistance
system has not yet been able to solve the problems in the sixth step. Therefore, step 6
will not be considered in the following. Through using the assistance system, it has
been possible to reduce the average assembly time for the first and fourth step from
7:32 min to 2:26 min. In addition, the scatter of the time values has been reduced (see
Fig. 4).

The System Usability Scale (SUS) was used to evaluate the user interface. The
questionnaire consists of ten items that are rated using the Likert scale. The scale
provides an overview of subject assessments of user-friendliness. The SUS question-
naire was completed by three frame assembly employees who work regularly in the
work system. The results of the questionnaire indicated a usability score of 77.5.
A reference value for good usability would be 68 or higher. This means the usability of
the user interface should be rated as good.

Fig. 3. Informational models consisting of the side view, top view and information on the frame.
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6 Conclusion

This article deals with the development and use of an informational assistance system
for manual assembly. The system was developed for a company which mounts
customer-specific truck bodies. The assistance system filters design data and provides it
to the employees on a needs-based basis. The results of work and time studies show
that a user-centered assistance system design can help improve both employees’ work
situation and their productivity in manual assembly. The case study also clearly shows
how an assistance system can be used to solve typical problems of information delivery
in manual assembly. The assistance system developed will be improved and developed
further as time goes on. During the next step, the plan is to display information directly
on the work object, for instance using LEDs or projection. This means that it will no
longer be necessary to measure and mark. A connection to the ERP system allowing
orders to be checked in and out would save additional time. Furthermore, the user
interface should be optimized based on another workshop.

Acknowledgments. This publication is part of the “Montextas4.0” project for excellence in
assembly funded by the German Ministry of Education and Research (BMBF) and the European
Social Fund (ESF) (grant no. 02L15A260).

Fig. 4. Comparison of completion times without assistance system (before) and with assistance
system (after) for work steps 1 and 4.
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Abstract. Understanding the properties of particles plays a vital role in
assessing the component cleanliness and its origin in the manufacturing process.
We propose a classification method using deep convolutional neural networks.
Using a dataset of 70,000 annotated images, we achieve a accuracy of 97.7% for
a binary classification in metal and non-metal particles comparable to state-of-
the-art polarized light microscopy according to VDA 19-1 and ISO 16232.
Manual follow-up checks in a cleanliness laboratory are not required due to the
robustness of the classification system.

Keywords: Technical cleanliness � Particle classification �
Metal/Non-metal classification � Convolutional neural networks

1 Motivation and Focus

The cleanliness of components has become an important quality feature in industry.
The industry-specific variety of applications and processes results in different clean-
liness requirements relating to the critical contamination type, quantity, size and
hardness [1]. Due to their potential to negatively influence technical systems, like
blocking of valves or bearings, hard particles are subject to limitations in size and
quantity, especially in the automotive and electronics industries. In addition, the
number of metallic particles is particularly regulated due to the electrolytic conductivity
(risk of short circuits) and hardness. Thus, in industrial production, a reliable distinction
between metallic and non-metallic particles during the measurement of the particle load
in a cleanliness laboratory is crucial.

2 State of the Art

The cleanliness analysis is generally divided into direct and indirect methods [2]. In the
case of three-dimensional geometries of the components, indirect methods are usually
used, in which the contamination is extracted from the component by air or a liquid,
then filtered and subsequently analysed using various methods [3] (Table 1).
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In industrial production, cleanliness analysis with a stereo microscope and auto-
mated particle counting and classification into the classes “metallic”, “non-metallic”
and “fibres” has become the standard analysis [3]. Although a distinct classification of
particles in metallic and non-metallic is only possible with advanced methods, the
majority of microscopes conducts the classification based on metallic reflections and a
manual follow-up inspection.

Most optical light measuring systems available on the market use an incident-
particle analysis system with polarization light analysis for classifying particles as
metallic or non-metallic. This method irradiates the particle accumulation with linearly
polarized light and analyzes the specific reflections. In contrast to non-metals, metals
reflect light with the same polarization. The reflections of the metals can be blocked
using polarization filters. If there are bright spots on the detected particles and these
spots become dark when the polarization filters are used, the corresponding particle is
classified as metallically glossy [3, 8].

Furthermore, the metal/non-metal classification depends on technical parameters as
well as the expertise and experience of the operating personnel. Parameters that influ-
ence the result, respectively the comparability of the results, are listed in VDA 19.1 [3]:

• Type of imaging lens
• Degree of magnification or zoom level
• Type and exact geometry of illumination
• Procedure for characterizing metallic shine and exact parameter settings
• Individual properties of metallic particles and individual particle orientation.

This leads to misclassifications in the application, as shown exemplarily in Table 2.
Due to the risk of misclassifications, VDA 19.1 [3] recommends double-checks

and, if necessary, reclassification. This approach requires specially trained skilled staff
and thus increases not only the lead-time and utilization of laboratory resources but also
the costs incurred.

Rochowicz and Schmauz [9] point out that essential information can be found in
the recorded images of the detected particles. The number of such images steadily
increases due to the growing relevance of technical cleanliness, the increasing number
of laboratories and the falling prices for storage capacity (Fig. 1). Image Data Mining
(IDM) approaches are already applied for the search of images, their classification or
object recognition in different fields. IDM describes the application of statistical
methods to a large collection of images [10, 11]. A suitable database and high-
performance hardware are necessary for the training of IDM models, while the
application can take place using conventional computers. Thus, there is a great
potential to use IDM methods also for the classification of particle images.

Leavers [12] states that IDM techniques produce more consistent, accurate and
informative results compared to manual analysis and classification of particle images
by experts. For the classification of particles in technical systems caused by wear and
tear, features like texture, shape and color are for example used by Myshkin and
Grigoriev [13]. They also highlight the potential of neural networks for classification.
Albidewi [14] classifies wear particles in engines with single-layer neural networks
based on textures. However, the application of so-called “deep learning” methods,
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Table 2. Metal/non-metal classification by the VDA 19.1 standard analysis
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Fig. 1. Percentage increase in particle images from 2006–2013
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meaning neural networks with many layers of representation, has not yet been focused
on in the context of the particle classification in socio-technical systems.

The main advantage besides the high classification quality of Deep Learning, as a
sub-discipline of machine learning, consists in the automated learning of the image
characteristics relevant for the classification [15]. In deep learning, model training is
characterized by two essential characteristics that significantly increase the perfor-
mance of the models [15]:

1. Incremental, layer-by-layer approach, in which increasingly complex representa-
tions of the image data are generated

2. Each representation layer and its weighting are learned along with the other layers.

For this reason, Deep Learning has experienced a real hype in recent years (Fig. 2)
and is used in various applications of daily life, such as voice recognition, translation
function or image search.

The procedure for setting up the deep learning model is based on the phase model
of the Cross Industry Standard Process for Data Mining (CRISP-DM). The CRISP-DM
includes the phases of business and data understanding, data preparation, modeling,
evaluation and deployment [17].

3 Business and Data Understanding

A uniform and error-free database is of great importance for creating a deep learning
model. The database on which this model is built is essentially based on two sources:
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Fig. 2. Worldwide search queries for deep learning from 2013–2018 [16]
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1. The Institute of Production Systems (IPS) at TU Dortmund University received
anonymous particle images from an accredited laboratory containing information on
metal/non-metal classification as well as length and width of the particles. The
database comprises images of approximately 200,000 metallic and non-metallic
particles. The particle images were automatically pre-classified by measuring sys-
tems and the results were checked and adjusted by experts. After the data cleansing
(particles <200 µm have an unfavourable ratio of particle size on the image and
total size of the image due to the standard zoom) approximately 60,000 images of
metallic and non-metallic particles have been available for constructing the model.

2. In order to completely exclude misclassifications by the measuring system and the
operator, the IPS carried out approximately 100 process investigations. In each case,
the images of the 100 largest metallic and non-metallic particles were extracted.
Through isolated investigations of separation and forming processes, approximately
10,000 metallic and non-metallic particles with a length >200 µm could be ana-
lyzed with a high degree of certainty. The particle suction extraction system CPS2

of CleanControlling GmbH was used for the extraction. This enabled a targeted
extraction of particles directly at the process and thus avoided costly sample
preparation. In addition, the risk of invasion of further contaminants not caused by
the process itself were minimized. A Jomesa measuring system, which was main-
tained in May 2018 and was rated satisfactory in the round robin test of the
Cleaning Excellence Center [18] with a z score of 1.1, was used to measure the
particles.

4 Data Preparation

Images of the file type JPEG have been used for the construction of the model. To
increase the industrial applicability of the model, the program accepts any common
image format. The choice of the image format or the image compression has no
significant influence on the quality of the classification [19].

A data augmentation is performed prior to the training of the model. This step
prevents overfitting and enlarges the database. The operations shearing, rotation,
zooming, vertical and horizontal mirroring are applied to each image.

5 Modeling

The VDA 19.1 standardizes the evaluation parameters for cleanliness analysis, which is
very helpful for creating and applying the model. Important standardized parameters of
this analysis are the brightness and the relationship between the zoom of the micro-
scope and the resolution of the used camera. These criteria ensure that clearly visible
particles can be used in the learning process and that higher classification accuracies
can be achieved. Images that are created using the parameter settings described in VDA
19.1 [3] and saved using the existing image extraction functions thus meet the
requirements for image size and brightness.
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75% of the available pictures (53,882) were used for the training of the model. The
Deep Learning model is based on an InceptionResNetV2 model [20], which has
already been pre-trained for the task of image classification over 160 training iterations
(so-called epochs) on the ImageNet database. The ImageNet database is a collection of
over 1.4 million images divided into 100,000 categories [15]. The model used com-
prises 54,279,266 trainable parameters and shows a TOP-5 accuracy (correct result is in
the top 5 probabilities) of 95.3%. To prevent overfitting of the model, the classification
accuracy is tested on a test data set of 5,962 images after each fifty epochs. As shown in
Fig. 3, an accuracy of >95% on both the training and the test data occurs after only a
few epochs. A small difference between the two graphs indicates a good model without
overfitting.

Since the training of the neural network primarily requires matrix multiplications
that can be executed very well in parallel, the computing time can be greatly reduced by
using suitable hardware architectures. The high-performance computing cluster LiDO3
of the TU Dortmund was used to train the model. This cluster has a total of 8160 CPU
cores each with at least 64 GB RAM and 40 Nvidia K40 graphics cards (GPU). With
two of these GPUs, a runtime of about three hours could be realized for the training of
the model.

6 Evaluation

On the one hand, the practical validation of the developed model was based on the
isolated process investigations in order to exclude misclassifications of the Jomesa
measuring system. On the other hand, the model was compared with the classification
of an accredited laboratory in order to increase the range of particle expressions. The
model was validated with 4,147 particle images generated in the isolated process
investigations of the IPS and not used in the training of the model (Table 3). This
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shows an overall high agreement (97.7%) between the classification of the Deep
Learning Model and the results of the pre-classification by the Jomesa measurement
system used.

Deviations between the model and the measuring system were detected especially
for non-metallic particles. In this case, the correct classification rate of the developed
model is higher than the rate using the Jomesa measuring system. This can be attributed
to the fact that several parameters, such as the color or the surface texture of the
particle, are used for classification in the model.

Since the particle images used for training the model were classified in advance
with established measurement systems, it is also shown that the model also correctly
predicts misclassifications of the measurement systems. Dark metallic particles in
particular are currently misclassified as non-metallic by both the measurement system
and the deep learning model (Fig. 4).

Further research will identify these misclassifications and adjust the database. This
is a decisive advantage compared to the established measurement systems, which do
not allow adaptations.

To identify and correct these errors, the developed model for metallic/non-metallic
classification is available as a web platform for interested companies. Particle images can

Table 3. Conformity of the metallic/non-metallic classification of the developed model with the
results of the isolated process investigations of the IPS (n = 4147 images).

By model predicted
class
Metallic Non-

metallic

Evaluation of the process analysis using
the Jomesa analysis system

Metallic 2,000 71 96.6%
Non-metallic 36 2,040 98.3%
Concordance 98.2% 96.7% 97.7%

Fig. 4. Metallic particles (milling) misclassified as non-metallic
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be uploaded here with or without the result of a pre-classification and can be classified
with the model. All uploads are stored anonymously in a database and the results of the
model are compared with the inputs. Thus, weak points of the model can be identified
and the model can be trained with new information. This web platform has been made
available to an accredited laboratory. The results of the classification of 1,530 particle
images (Table 4) show a total agreement between model and laboratory of 96.3%.

7 Deployment

In order to use the achieved results in an industrial context, it is possible to integrate the
generated models into the microscope software via the REST interface without addi-
tional effort. The web-based demonstrator can be used to reduce rework and inter-
pretation effort in laboratories. The additional information obtained in this way enables
a company to directly influence its processes to optimize them. Interested companies
can test the web platform with the classification model free of charge. Please contact us
to receive your access data. The uploaded particle images are stored anonymously by
the IPS and used for the further development of the model. At the same time it serves as
an assistance for laboratories and industrial companies to classify particles and to
regulate compliance with cleanliness limits.

8 Summary and Outlook

It was shown that the significant increase of available particle images brings potential
for the use of image data mining approaches. The achieved classification results of the
deep learning model can be evaluated as very good. The high degree of agreement with
the process investigations carried out and the classification results of proven experts
shows that a promising and cheaper alternative to the established VDA 19.1
methodology has been developed. In contrast to the established measurement systems,
the architecture of the model also offers the possibility of continuous adaptation and
expansion of the database. Thus, it is possible to react to misclassifications and to
eliminate them. Furthermore, the confidence of the classification as well as the simple
integration of the model into existing software structures should be emphasized. The
classification of an image takes considerably less than a second. Due to the elimination
of the polarization filter, a reduction in hardware costs can also be expected.

Table 4. Validation of the results from the metallic/non-metallic classification model by an
accredited cleanliness laboratory (n = 1530 images)

By model predicted
class
Metallic Non-metallic

Classification by laboratory Metallic 720 35 95.4%
Non-metallic 22 753 97.2%
Concordance 97.0% 95.6% 96.3%
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Further work of the IPS aims at a refinement of the classification with regard to the
formation of particles. Against the background of the current discussion on the use of
data within the framework of Industry 4.0, this approach creates a bridge from the
measurement results to a targeted improvement.
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Abstract. The Toyota Production System became well-known in the 90s and
stands for highly efficient processes. The success of the production system stems
from its methods and its focus on human factors. For some years, production
research has focused on the topic of digital manufacturing. This technology-
oriented approach is pursued quite independently of the Toyota Production
System. As a result, technical solutions may prove incompatible with the Lean
philosophy. Therefore, operational practice must link the Lean philosophy with
new technologies in order to make work processes and material flows productive
and ergonomic simultaneously. As a part of their education in industrial engi-
neering at the Ostwestfalen-Lippe University of Applied Sciences and Arts,
students learn all current Lean methods by means of business games. One of
these has been supplemented with information technology components. The
objective of this article is to introduce this business game and to explain its
didactic concept.

Keywords: Lean � Human factors � Digital manufacturing � Business game �
Evaluation � Questionnaire

1 Introduction

For some years, the approach of digital manufacturing has been pursued in production
research. This approach is technology-oriented and is pursued quite independently of
the Toyota Production System. As a result, there is a risk that individual technical
solutions prove incompatible with the Lean philosophy. Therefore, operational practice
must link the Lean philosophy with new technologies in order to make work processes
and material flows both highly productive and ergonomic at the same time.

As a part of their education in industrial engineering at the Ostwestfalen-Lippe
University of Applied Sciences and Arts, students learn all current Lean methods by
means of business games. At the same time, demonstrators have been implemented to
research various technologies from the context of digitalization in industrial production
and to integrate them into education. In the process, special emphasis has been placed
on connecting the organizational/personnel approach of the Toyota Production System
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with the technology-oriented approach of digital manufacturing. For example, a
business game developed several years ago to teach the Kanban method has been
supplemented with information technology components. The business game can be
used to exemplify how different production philosophies can be combined effectively.

The aim of this article is to introduce this business game and to explain its didactic
concept. For this purpose, the article is subdivided into four sections following the
introduction. Section 2 presents the theoretical principles of the Lean philosophy and
the Toyota Production System, digitalization in industrial production, and human
factors in the didactics of industrial engineering. Section 3 introduces the teaching
concept developed to impart the Kanban method. The evaluation results of this busi-
ness game are presented in Sect. 4. Section 5 contains a conclusion and an outlook.

2 Theoretical Principles

2.1 Toyota Production System and Lean Philosophy

Sponsored with 5 million USD, a study was carried out at the Massachusetts Institute of
Technology from 1985 to 1991 as part of the “International Motor Vehicle Program” to
assess the future of the automobile industry [1]. 54 experts examined production pro-
cesses in the automobile industry in 15 countries, including all the major automobile
companies in the world. The study, led by James P. Womack and Daniel T. Jones, came
to the conclusion that the Toyota Production System is far superior to classic mass
production. The authors of the study coined the term “Lean Production” in connection
with this production system. The production system can be described with the help of
five basic principles: value, value stream, flow, pull, and perfection [2]. Another
description of the Toyota Production System uses the model of a house, the top of which
represents the ultimate aim of high productivity with a maximum of product quality and
punctual supply [3]. To reach this goal, the house is supported by two columns built on a
common foundation. One column, called Jidoka, represents early error detection and
prevention by means of autonomation to meet the highest standards of quality. The other
column represents the just-in-time principle, which ensures that only the right parts in
the right quantity at the right time are supplied with an orientation towards customer
needs. The columns stand on a foundation, which contains, among other things, stan-
dardized processes and leveled production. Continuous improvement is pursued by
simultaneously concentrating on people and teamwork and by eliminating any form of
waste. The success of this production system is based on diverse individual methods
such as 5S, Kanban or Andon on the one hand and its focus on human factors on the
other. For example, the problem-solving competence of employees and the leadership
competence of supervisors are essential components of the production system [4, 5].

2.2 Digitalization of Industrial Production

For some years now, digital manufacturing has been a focus of production research
worldwide. Large-scale initiatives have been launched to shape the digital transformation
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of industrial production. These initiatives originate partly from research-related gov-
ernment programs, and they are partly initiated by large corporations. These initiatives
include, for example, “Industrie 4.0” (Germany) [6], “Industrie du Futur” (France) [7],
the “Industrial Internet Consortium” (USA) [8], and the “Industrial Value Chain
Initiative” (Japan) [9]. The contents of these and other initiatives for the digitalization
of industrial production vary widely and are not entirely identical. However, they are
all primarily aimed at permeating manufacturing with information technology. An
important goal is to create continuous digital process chains in order to bring the
complexity of a diverse production – up to a lot size of 1 – under control and to realize
high productivity at the same time. To reach this objective, technologies are being
developed that will, among other things, contribute to self-configuration, self-
diagnosis, and self-optimization of technical systems in addition to their networking,
communication, and self-controlling [10]. The result is a smart factory, in which
cyber-physical systems autonomously interact with one another in the production
process [11].

2.3 Human Factors in the Didactics of Industrial Engineering

There are different methods available in teaching to impart knowledge. These vary by
the degree of participation of the student and the extent to which his channels of
perception are addressed [12, 13]. Because methods of operational practice play a
major role in the subject of industrial engineering (cf. Toyota Production System),
business games are especially suitable for conveying teaching content. The teaching
and learning method of the business game offers a variety of advantages compared with
classic methods, in which communication tends to extend from the instructor to the
learner in a one-sided way [14]. Experience-based learning in the context of a business
game can link theory and practice, meaning that business games support a holistic
understanding of concepts. Business games make it possible for the learner not only to
be an observer but to directly recognize the consequences of his own decisions. With
the dynamic involvement of participants, business games also provide the opportunity
of changing attitudes, reducing resistance, and accepting and internalizing teaching
content.

3 Teaching Concept for Imparting the Kanban Method

3.1 Context of the Developed Teaching Concept

The Industrial Engineering Laboratory at the Ostwestfalen-Lippe University of Applied
Sciences and Arts contributes to the education of industrial engineers at this university
with various teaching modules. One of these is the production systems module, in
which the developed teaching concept is applied. Essential teaching contents of the
module include the structure, content, and development stages of production systems.
In the process, methods of requirement-based design and of maintaining and opti-
mizing production systems are also taught.
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On the research side, the laboratory is occupied with the user-centered, customer-
oriented, and efficient design of working and production systems. This is done with an
emphasis on the development and research of assembly and assembly assistance sys-
tems. As part of these activities, different demonstrators have been implemented to
research various technologies from the context of digitalization in industrial production
and to integrate them into education [15, 16].

In its integration of research into education, the Industrial Engineering Laboratory
focuses on linking new digital technologies with the proven methods of the Toyota
Production System. For example, a business game developed several years ago to teach
the Kanban method, about which an article has already been published [17], has been
supplemented with information technology components. The modified business game
will be presented below. The extended business game can be used to exemplify how
different production philosophies can be combined effectively.

3.2 Basic Structure of the Kanban Business Game and How to Play

As part of the production systems teaching module, students are taught various
methods associated with the Toyota Production System. One of these methods is the
Kanban method, as it is of major importance for controlling material flow in many
operational production systems. The crux of the method is a material supply in man-
ufacturing and assembly that is exclusively oriented towards actual consumption. The
developed business game is played in three rounds. On this basis, further expansion
levels are designed with other focal points. After every round of the business game and
its expansion levels, an evaluation takes place with the help of key figures and/or a
discussion of observations, so that the effects of each round or expansion can be seen
directly.

The object of the Kanban business game is a diverse vehicle assembly that must
be supplied with material from a warehouse. The vehicles are made of LEGO® bricks.
There are six different roles in the business game. One role is that of the picker,
who sorts the material required at the assembly workplaces in bins in a warehouse.
Another player takes the role of the logistics employee, who supplies the assembly
workplaces with the filled bins from the warehouse. Assembly consists of a total of
three workplaces: a workplace for the assembly of the chassis (assembly group 1),
one for the assembly of the vehicle cabin and front bumper (assembly group 2),
and one for final assembly. The associated vehicle assembly groups must be manu-
factured including final vehicle assembly in different versions at all three assembly
workplaces with the help of assembly orders and instructions. Each of the three
assembly workplaces is taken over by one player. A sixth player assumes the function
of disassembly and documentation. Figure 1 shows a graphic representation of the
basic structure of the Kanban business game and examples of the LEGO® vehicles to
be assembled.
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3.3 First Round

The first round simulates a classic material supply scenario. In the process, a con-
ventional production planning and control process is executed along the lines of the
“push principle”, according to which a central authority specifies the material supply.
The flow of information and material proceed in the same direction. The picker takes
preplanned and correspondingly sorted material supply orders for the planned pro-
duction program from an order tray and processes them sequentially. Each material
supply order lists the parts required to complete a specific assembly order at one of the
three assembly workplaces. These parts are filled in bins in the given amount by the
picker. When all the parts have been picked as per the material supply order, the picker
places the material supply order on a staging area in the warehouse along with the full
bins. The logistics employee then supplies the assembly workplace indicated by the
material supply order with material and transports empty bins from the assembly
workplace back to the warehouse as required.

The player at the workplace for assembly group 1 takes the top assembly order
from the order tray. This order contains information about the vehicle model to be
assembled and about the number to be manufactured. Only after the entire lot size
specified by the order for the assembly group to be produced at the first workplace has
been assembled, the work product is passed onto the following work station along with
the order. Then the player at the first assembly workplace starts with the next assembly
order. In the meantime, the player at the workplace for assembly group 2 takes the
work product from the first workplace, executes the required assembly work as per the
order, and, after the entire lot size has been completed, passes it onto the final assembly

Fig. 1. Basic structure of the Kanban business game and example vehicles
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workstation, where the same principle is applied. Disassembly and documentation are
carried out at the final workplace. Completed vehicles are chronologically recorded,
disassembled, and the individual components are brought back to the warehouse. An
announcement is made when 10 and when 20 completed vehicles are in outgoing
goods. Each time, the in-process inventory in the assembly stage is then determined
and documented. After 20 vehicles have been completed, the round ends. The change
in the in-process inventory is represented graphically, and student observations are
discussed as part of the first round. At this phase the students have the essential insight
that the in-process inventory continuously increases, which means that individual
assembly workplaces are being supplied with an ever-increasing amount of material
that is not needed yet. This simultaneously results in downtimes and bottlenecks at
individual stations.

3.4 Second Round

In the second round, material is supplied following the Kanban method. Here, the “pull
principle” is applied. According to this principle, the material supply is controlled in a
decentralized manner according to actual consumption. The flows of information and
material proceed in opposite directions. For this purpose, the game structure is altered.
A two-bin Kanban system is set up for every part and every assembly group required at
the respective assembly workplace. The quantity of one container is determined such
that it is sufficient for replenishing the second container with parts. Following the idea
of Ohno [18], the bins at the assembly workplaces are sorted into supermarkets, from
which the respective assembler can supply himself with the parts he needs at any time.
The player roles are the same as in the first run, whereby the logistics employee is
designated henceforth as the milk runner.

In the second round the process starts in the final assembly, in which the assembly
order tray is now located. The player at this workplace takes the top order from the tray
and carries out the final assembly of the product to be produced with the assembly
groups and parts provided for him in the supermarket. Every product can be passed on
directly to outgoing goods. One parts container is always completely emptied before
the second is started. If a container is empty, it is immediately placed on the area for
empty bins. Empty assembly group bins are placed directly in the return flow of the
supermarket after the assembly group is removed. The empty assembly group container
serves as an assembly order for the workplace for assembly group 2. The player at this
workplace starts assembling the assembly group as soon as an empty assembly group
container of the final assembly workplace is in the return flow of the supermarket.
Every finished assembly group is sorted directly into the supermarket of the final
assembly workplace. The remaining principles also correspond with those of the final
assembly workplace. Empty assembly group bins are placed in the return flow of the
supermarket directly after removal of the assembly group and serve as the assembly
order for the workplace for assembly group 1.

The milk runner supplies the workplaces with material and carries empty Kanban
bins back to the warehouse, where he inserts them into the FIFO track set up there
according to the FIFO principle. He transports Kanban containers filled in the ware-
house to the corresponding workplaces and sorts them there into the associated
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supermarket according to the FIFO principle. The picker takes the top empty Kanban
container out of the FIFO track. The Kanban is attached to the container. The part
indicated on the Kanban is taken out of the parts warehouse in the correct amount and
fed into the container. As soon as a Kanban container is full, it is assigned to the
associated workplace on a staging area by means of a colored marking.

At the final workplace, disassembly and documentation is carried out in the same
way as in the first run: Completed vehicles are chronologically recorded, disassembled,
and the individual components are brought back to the warehouse. An announcement is
made when 10 and when 20 completed vehicles are in outgoing goods. Then the in-
process inventory in the assembly stage is determined and documented.

After 20 vehicles have been completed, the round is ended. The in-process
inventory in round 2 is represented graphically after 10 and 20 vehicles are completed
and compared with the documentation of the in-process inventory from the first round.
Student observations and findings are discussed in the context of the second round as
well as in comparison with the first round. One important learning outcome for the
students at this stage is that the in-process inventory in the second round levels off at a
low level in contrast to the first round. In addition, the students experience through the
practical implementation that the problems associated with large inventories no longer
arise, and the assembly workplaces are, on the whole, working to equal capacity.

3.5 Third Round

The third round involves the digitization of the flow of information while maintaining
the Kanban method. A pick-to-light system is introduced in the warehouse, which
leads the picker through the process of filling the bins for the various assembly stations
with the help of lamps with sensory properties and with the help of an operating panel.
Furthermore, material bins equipped with RFID tags are used. The information stored
on these tags can be read by a reading head, which shows the picker the item number,
the target quantity, and the recipient of the commission via the operating panel.
Requirement messages from individual assembly stations are now conveyed elec-
tronically by pressing a button and are visible for the milk runner by means of sensory
lamps in the warehouse and at the assembly workplaces themselves.

The new processes in the game are as follows: The picker takes the top empty
Kanban container out of the FIFO track and holds it up to the RFID reader. The
information is read from the transponder and displayed on the operating panel. A lamp
lights up in front of the corresponding parts warehouse. The quantity displayed on the
operating panel must be taken out of the storage location displayed by the lamp and
filled into the selected container. As soon as one Kanban container is full, the picker
confirms this material supply order by touching the sensor lamp at the storage location
and places the filled container in a chute with a colored marking for each assembly
workplace. As soon as one parts container is empty at the assembly workplaces, it is
immediately placed on the area for empty parts bins, and the button located at the
workplace is pressed. This sends a requirement message to the milk runner in the
warehouse, signaled by the lighting up of a lamp in the warehouse. The milk runner
then goes to the workplace where the lamp is illuminated, confirms it at the assembly
workplace and takes the empty container with him. After the milk runner has placed the
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container on the FIFO track in the warehouse, he also confirms the message lamp in the
warehouse. If the message lamp goes out, there are no further requirement messages. If
it lights up again, there are one or more further requirement messages from the
assembly workplaces. In the third round, students learn that, by digitizing the existing
business game infrastructure, information can be conveyed more quickly and errors
avoided. Figure 2 shows students carrying out the digitized version of the Kanban
business game.

3.6 Further Expansion Levels

Among other things, assistance systems are introduced in the assembly process in further
expansion levels. For example, the students are tasked with carrying out a quality control
on different versions of assembled LEGO® vehicles using an image processing system.
To do so, they configure the image processing system by means of various software tools
in such a way that the assembled vehicles can be identified as accurate or defective with
the help of diverse characteristics. The first step for example is to apply a contour tool, a
border texture tool, and a color testing tool to check that the tires are assembled correctly.
This acquaints them with the strengths and weaknesses of tools and teaches them to
identify the tool that is best suited for the application. After further exercise levels, the
students identify characteristics, with which assembled vehicles can be distinguished
from one another. They then configure the image processing system with the software
tools at their disposal so that, among a selection of various vehicles provided by the
trainer, only accurately assembled vehicles are identified as correct vehicles by the sys-
tem. As in the third round, students have the important insight in the expansion level
described that digitization in conjunction with the Toyota Production System can con-
tribute to error prevention. Moreover, they test in detail how quality management pro-
cesses in manual assembly can be supported digitally in a purposeful way.

Fig. 2. Digitized Kanban business game in action

52 B. Adrian et al.



4 Evaluation of theTeachingConcept andAssessment ofResults

The digitized Kanban business game was evaluated in 2018 in two stages. First a test
group of 10 students were surveyed for technical experimental purposes after imple-
menting the business game. Then a further survey of a total of 28 students was carried
out after playing the business game as a part of regular teaching in the production
systems module. The questionnaire was structured in the same way for both surveys. It
was subdivided into the components “Organization and structure of the business
game”, “Execution of the business game”, “Learning success”, and “Overall assess-
ment of the business game”. The questionnaire contained 27 items in total in all four of
the above-mentioned areas. Of these, 20 items were Likert-scaled with five values and
four items with three values. Free text answers were queried in three items.

Figure 3 shows an excerpt of the evaluation results of items with five values for use
with the business game as part of regular teaching of the production systems module.

Fig. 3. Excerpt of the evaluation results of the digitized Kanban business game
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Items from all four areas of the questionnaire were included. In the items with five
values shown in Fig. 3, students found the business game to be clearly structured and
realistic. Both the Kanban method itself and the difference between the regular and the
digitized Kanban became clear to the students. The business game was perceived as
being supportive for the learning process, and the selected teaching format of “business
game” was found to be suitable for putting theoretical course content on the topic of
Kanban into practice.

In the items with three values, the requirement level (exactly right (100%)) and the
group size in the business game (exactly right (85.2%); too small (14.8%)) were,
among other things, considered appropriate. In the free text fields, the students posi-
tively accentuated, among other things, the business game’s well-defined structure,
practical relevance and interactivity as well as the link between theory and practice.
One negative note was that, in one case, the exercise group was too small, making
improvisation necessary. Obligatory student enrollment was suggested. In addition, one
free text answer made the critical observation that the role of vehicle disassembly and
documentation is not directly integrated into the simulation of material flow and is
therefore relatively unattractive.

5 Summary and Outlook

This article has shown, using an example from higher education instruction, how
methods from the Toyota Production System can be combined with approaches of
digital manufacturing. Students learn by playing, how technological approaches of
digital manufacturing can be combined with the established methods of the Toyota
Production System in a meaningful way. In the process, reference is made to both
columns of the Toyota Production System. On the one hand, the Jidoka principle is
taken account of – in error detection by means of image processing, for example. On
the other hand, a preliminary stage of the just-in-time principle is realized with the
introduction of the Kanban system. By digitizing the flow of information, information
can be transmitted more quickly and errors can be prevented.

By enhancing the business game with information technology components, it is
shown by example how information technology can support humans in performing
activities. The evaluation of the business game that was conducted showed that the
developed business game experienced a high level of acceptance and was perceived
to be conducive for the learning process. In future, the business game will be sup-
plemented with further topics and expansion levels in order to combine the
organizational/personnel aspects of the Toyota Production System with aspects of
digitization, thus laying the foundations for both highly productive and humane
production.
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Abstract. In the course of digitization, the availability of machinery and
equipment data is becoming an increasingly important productivity factor.
Mobile devices have the potential to provide maintenance-relevant information
at any given time, context-specific and in real time. However, currently available
industrial tablets are poorly accepted by maintenance workers. This paper shows
that mobile assistance systems created in a user centered design process with
maintenance workers included in the design process are significantly better
accepted than current commercial alternatives. The presented prototype is a first
comprehensive approach to a mobile assistance system that covers the
requirements of maintenance workers in a production setting. The paper pro-
vides details on how the prototype developed and evaluated in course of the
research holds potential to save time and thus increase productivity by obtaining
information through the system. Furthermore, it is shown that the prototype
provides a basis for useable mobile devices in an industrial context.

Keywords: Human factors � Systems engineering � Tangible HMI �
User-centered design � Mobile assistance system � Maintenance

1 Introduction

In digitized maintenance as part of industrial production, status data, relevant
information and available resources are exchanged directly between machines and
systems. This allows inspections, servicing, and maintenance to be coordinated without
human intervention [1]. The associated complexity of machines and production
facilities are changing the factors influencing high production productivity. In the
future, high productivity will depend less on the operator on the production line and
much more on the availability of production equipment. This makes maintenance a key
factor for high productivity in production [2]. Currently, relevant information for
troubleshooting are often distributed across different databases. Therefore, maintenance
workers currently need a lot of time to find causes and possible solutions to resolve
unexpected issues [3].

In the wake of Internet of Things (IoT) technologies like mobile devices, new
opportunities for increasing productivity in maintenance and challenges for creating
human-machine-interfaces arose [4]. With the use of mobile devices on the shop floor,
the maintenance engineer of tomorrow receives all relevant information, such as

© Springer Nature Switzerland AG 2020
I. L. Nunes (Ed.): AHFE 2019, AISC 959, pp. 56–64, 2020.
https://doi.org/10.1007/978-3-030-20040-4_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20040-4_6&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20040-4_6&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20040-4_6&amp;domain=pdf
https://doi.org/10.1007/978-3-030-20040-4_6


machine condition, maintenance history and repair instructions, mobile and location-
independent [5]. Initially developed for consumer use, the production environment has
different requirements for the design of the human-machine interface. Currently,
manufacturers of industrial tablets only consider industrial features, such as robust
construction, dust and splash water protection [4]. Especially for mobile devices like
tablets, tangible user interfaces (TUI), providing the haptic controls for manipulating
the graphical user interface (GUI), and in extension tangible human-machine interfaces
(tHMI), also including hardware elements for handling and operating the computing
device, are to be designed [6].

In this paper, we show the current effort in obtaining relevant information for
troubleshooting and show how this process can be made more efficient and thus more
productive in the course of digitization. For this purpose, we integrate the requirements
of the maintenance workers into the development of a mobile assistance system and
show the degree to which currently available industrial tablets meet these requirements.
By using a design science based approach, we design and evaluate a mobile assistance
system user-centeredly, focusing on the subjective quality measures for the created
artefact. Finally, we present the potential of saving time in obtaining information
through the use of the mobile assistance system and the resulting increase in
productivity.

2 State of the Art

The following section describes the basic tasks of maintenance and, based on this, a
study to determine the context of use and the requirements of maintenance workers for
a mobile assistance system. Based on these results, existing practical solutions in the
form of available industrial tablets are examined and evaluated regarding to the
requirements.

2.1 Requirements of Maintenance Workers to tHMI of Mobile Devices

Typical tasks of maintenance include servicing, repair, inspection and the improvement
of machinery and equipment [7]. While servicing and inspection are usually pre-
dictable, machine and equipment malfunctions are rarely predictable and require a
quick response to avoid production downtime. Performed tasks also include planning,
execution, functional testing, completion notification and documentation of mainte-
nance activities. This results in a set of requirements from the maintenance workers
toward a possible mobile assistance system. In the following, we will focus on the
hardware aspect of these requirements, in particular the tangible human-machine
interface (tHMI).

To analyze the requirements, a task analysis and context analysis was carried out in
companies of the automotive and automotive supply industry. Subsequently, the results
were discussed in a focus group with maintenance workers.

The aim of the task analysis is to examine the typical tasks of a maintenance
engineer while using a technical system. For this purpose, the workflows and their
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sequence, interfaces to technical systems and required user information are collected
and analysed [8]. The context analysis follows 18 guided interviews [9] with main-
tenance staff and participating observations in the maintenance process.

Results of task analysis and context analysis can be summarized as follows (for
details, cf. [10]): In order to repair a failed machine, maintenance personnel first
collects all important information, e.g. previous incidents. Currently, desktop PCs are
used to search for relevant information in various databases. In addition, maintenance
departments have an offline archive with manuals for the individual machines and
systems. As a result of the diverse information channels, maintenance personnel need
about 25% of their working time to gather all the information they need to rectify faults
[3]. Due to the location-independency of the task, there is currently little possibility to
provide necessary information mobile, context-specific and in real time.

Data analyse of the interviews shows the maintenance workers’ requirements for an
assistance system. A robust construction, i.e. protection against water, oil and drops,
intuitive handling and a tablet-like design with a display diagonal of eight to ten inches
are the non-functional requirements for a mobile assistance system. In addition, there
are the following functional requirements for the tangible HMI: ergonomic and safe
handling, operation via touchscreen and physical operating elements, easy transport,
the ability to place on flat surfaces and to attach machines and equipment during the
maintenance process [11]. As ergonomic and safe handling are listed, too, suitable
handles should be added to a mobile assistance system.

Available industrial tablets bring the characteristics of robust construction, oil- and
water-resistance to the shop floor, but these do not suffice to reach acceptance by the
maintenance engineers. The low acceptance results from the lack of consideration of
the user requirements of maintenance workers regarding to functionality and the
suitability of the tangible HMI. The following section will detail on this relation.

2.2 Analysis of Relevant Industrial Tablets

Based on the results of the requirements analysis, a systematic search identified existing
solutions and experiences from literature and practice. For this purpose, available
mobile devices were examined regarding to previously used types of handles and
evaluated in the context of a focus group in terms of their advantages and disadvan-
tages in a production use with product designers (N = 5).

The results of the analysis show that the examined industrial tablets fulfil the non-
functional requirements of the maintenance workers, but all remaining requirements for
the tangible man-machine interface remain widely unfulfilled except for the touch-
screen (cf. Table 1). Although there are standards and guidelines in the literature for the
design of ergonomic control elements on stationary systems and ergonomic handles of
hand tools [12, 13], design guidelines for mobile devices and their specific require-
ments are still missing [14]. Therefore, a user-centered engineering process was
developed and instantiated using the example of the mobile assistance system for
maintenance workers.
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3 Designing a Suitable Mobile Assistance System
for Maintenance Workers

This section first introduces the methodological approach - a user-centered process for
designing suitable tangible HMI - for developing a mobile assistance system for
maintenance workers. Subsequently, the results from the applied design process - the
function prototype as a basis for the following evaluation - are described in detail.

Table 1. Analysis of available mobile devices for use in maintenance
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3.1 User-Centered Design Process

Following a design scientific approach, the problem of missing practical approaches to
user-centered design of suitable tHMI was solved iteratively by the use of existing
knowledge with scientific rigor. Derived from the engineers’ requirements and
existing models for user-centered development in the literature, an engineering process
for designing usable tHMI was developed. This consists of the four basic elements of
user-centered development analysis, design, prototyping and evaluation. These are
iterated in the four phases ideation, conception, concretization and implementation
(Fig. 1).

In the ideation, all relevant requirements for the tHMI are analysed first and various
designs are designed using modelling clay. The concept focuses on designing a handle
shape as a basis for safe and usable handling. In the concretization, the final grip form
is created and all other requirements, such as adjustment function, are developed.
Finally, the implementation develops a working model that prototypically implements
all requirements and tests them in the field. Figure 2 shows the resulting prototypes as a
result of the instantiated engineering process.

Fig. 1. Phases of the engineering process [11]

Fig. 2. Prototypes of the instantiated engineering process [11]
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3.2 Mobile Assistance System for Maintenance Workers

The resulting functional prototype represents the first comprehensive approach to cover the
requirements of the maintenance workers in a production setting as elicited in the require-
ments analysis. Figure 3 shows the final prototype as result of the applied design process.

In addition to anthropometric variables, the iterative handle design also takes into
account comfort elements, such as the ergonomic finger indentation for the fingers, which
ensure safe handling.With a removable one-handed handle on the back for touch operation,
the mobile assistance system can be parked without tipping over on flat surfaces. A quick-
release fastener on the back is used to easily attach themobile assistance system to a toolbox
or cart for transport. For the navigation of the software interface via hardware keys, the
maintenance engineers choose a joystick instead of a control pad or thumb touchpad.

4 Evaluation

The evaluation of the developed mobile assistance system is implement in two steps.
First, the suitability of the designed tHMI in the maintenance process is investigated.
Subsequently, the changes of the maintenance process by using the mobile assistance
system and the resulting savings potential are considered.

4.1 Mobile Assistance System

The mobile assistance system was evaluated for usability in a real maintenance setting.
To compare the results with conventionally designed tangible HMI, maintenance

Operation via
Touchscreen

Operation via
Hardware-Keys

Ergonomic handles Function to
place and attach

Function for
easy Transport

Fig. 3. Final prototype of the design process
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workers (n = 20) go through the usability test twice. In a Within-Subject design, the
subjects start randomized with a standard industrial tablet or the function prototype.
After each run, the maintenance worker evaluates the tested mobile assistance system
using the questionnaires SUS [15], AttrakDiff [16] and meCUE [17].

The results of the SUS show that maintenance workers perceive the functional
model as highly suitable for use and, with M = 88.75 (SD = 7.27), significantly
(p < 0.01) better than the standard industrial tablet with M = 68.25 (SD = 11.73). The
evaluation of the AttrakDiff also results in a better evaluation of the functional pro-
totype compared to the standard industrial tablet for both the hedonic and the pragmatic
quality.

Based on the component model of the user experience of [17], the meCUE ques-
tionnaire contains four separately validated modules for product awareness, user
feelings, consequences of product use and product attractiveness. The individual val-
idation of the various modules makes it possible to use the meCUE flexible by using
the modules individually (Fig. 4).

The analysis of the meCUE questionnaire also reflect the results of the SUS. In
addition to the usefulness (M = 6.08, SD = 0.53) and the usability (M = 6.50, SD =
0.40), the maintenance workers also rate the visual aesthetics (M = 5.63, SD = 0.52)
and the status perception (M = 4.15, SD = 1.33) of the function prototype significantly
better (p < 0.01) compared to the handling of the standard industrial tablet.

The results show a much better assessment of the user-centered mobile assistance
system and the practicable applicability of the engineering process, which can also
support future developers in the design of ready-to-use tHMI.
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usefulness** usability** visual
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status** relationship*

product awareness of the meCUE questionnaire
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Fig. 4. Final prototype of the design process
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4.2 Maintenance Process

The maintenance time consists of the reaction, analysis and repair time. While a manual
message is sent to the plant operator in the initial state, the response time can be
shortened using the mobile assistance system by sending the automatic message
directly to the maintenance engineer. For the analysis of the fault, the baseline scenario
considers the search and combination of relevant information in the documentation,
which can be depending on the frequency of work with the corresponding system.
Using the mobile assistance system, action guidelines can be provided instead, which
enables a targeted analysis. The savings potential of the analysis time is estimated to be
up to 75% for the test case, but it depends heavily on the starting point of the system
documentation and the way in which the information is prepared in the action guide.
The recovery time depends on the type of fault and the underlying cause of the fault.
If additional coordination with the system supplier is required, these will continue to
depend on the availability of the respective contact person. Troubleshooting using the
resource cockpit is supported by the guideline and, if necessary, by a wiki, so that in
principle no further reconciliation is required. Overall, the reduction in maintenance
time and for the scenario under consideration in the demonstrator can be estimated at
up to 50% [3].

5 Conclusion and Future Work

With 25% of their working time, this paper addresses the substantial efforts of today’s
maintenance workers to obtain relevant information. The use of mobile assistance
systems can reduce this time, as long as the mobile devices meet the requirements of
the users and thereby be accepted. The analysis of available industrial tablets clarifies
the gap between the requirements of maintenance workers to the tangible HMI and
current designs. The user-centered design and evaluation of the functional prototype of
a mobile assistance system shows the influence of the consideration of the users in the
design of the tangible HMI on the perceived usability. Finally, the evaluation of the
mobile assistance system in the maintenance process shows a savings potential of 75%
in the search for relevant information.

Further research is required regarding the design of mobile devices for production
in the consideration of age-dependent requirements for tangible MMS. In addition,
there are a variety of other mobile technologies, e.g. glasses using Augmented Reality
(AR) whose design has potential for discussion in the context of production use. AR
glasses are still little explored and by the still high weight and unforeseeable conse-
quences for the eyes, i.e. by accommodation, currently not suitable for use over the
entire 8-h shift.
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Abstract. Manual assembly needs to be able to react fast and flexible on product
modifications at an increasing number of product variants. Cognitive assistance
systems and smart devices can increase the efficiency and quality of this product
assembly. However, both need to be validated for shop floor application in order
to secure the operator’s acceptance. Moreover, available assistance systems force
operators to a predefined assembly path and do not support dynamic deviations.
Hence, the present paper focuses on the evaluation of smart devices for assembly
workstations and the development of a cognitive assistance system for dynamic
repair processes. In a comparative study, a smartwatch, a wristband with gesture
control and a voice control are compared with an IR remote control and evaluated
using defined criteria. Furthermore, different smart devices are connected to an
assistance system, which reacts flexibly to a specific error and acts situationally to
deviations using a precedence graph.

Keywords: Smart devices � Assistance system � Assembly process �
Repair process

1 Introduction

In the increasingly globalized business, producing companies can address new markets
but also face additional competitive pressure. Both lead to a growing number of pro-
duct variants, often lower prices, shorter product life cycle times and higher product
quality as a distinguishing criteria [1]. In order to manage the high number of product
variants and to react quickly and flexibly to product modifications, the assembly is still
characterized by a high degree of manual tasks and a confidence in the experience and
expertise of the assembly operators. Nevertheless, assembly operators can be assisted
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by assistance systems to increase the efficiency and quality of product assembly.
Additionally, producing companies expect economic, technical and operator-oriented
advantages using intuitive operating concepts in combination with smart devices.
Assistance systems are often combined with camera based inspection systems [2–4], so
that not only additional information is provided for documentation but also in-line
process verification can be performed [5]. These systems ease the work of the assembly
operator on the shop floor and are particularly helpful in repair processes where the
assembly not only depends on the product variant, but also on the present error [6].

However, the effectiveness, efficiency and user-friendliness of the applied smart
devices has to be validated before the assistance systems are put into operation,
otherwise assembly operators might not accept them. Moreover, commercially avail-
able assistance systems require operators to follow the instructions exactly and do not
take any deviations from the specified assembly path into account. These deviations
occur especially during repair processes when an assembly operator detects further
failures during process performance and needs to deviate from the predetermined repair
process.

Hence, the presented paper first focuses on the evaluation of smart devices. In a
systematic evaluation study, intuitive operating concepts (a smartwatch, a wristband
with gesture control and a voice control) are compared with an infrared (IR) remote
control and evaluated in terms of industrial applicability and user-friendliness. The
smart devices are used for switching manually trough assembly instructions given by a
laser projector at a workstation. In the second part of this paper, the development of a
cognitive assistance system for dynamic repair processes is described. This system
consists of smart devices and a control unit. The control unit flexibly creates rework
plans depending on the structure given by the precedence graph of a product variant
and the specific error code. The assistance system is validated with an industrial use
case of an automotive gearbox rework process using a laser projector and camera
system.

2 State of the Art

The implementation of the evaluation study and the development of the cognitive
assistance system is based on existing research work. For this reason, the following
subchapters describe the state of the art for these topics. First, general assistance
systems for assembly tasks are presented. Afterwards, the basic data used for gener-
ating and optimizing work schedules is outlined.

2.1 Human Assistance Systems

A multitude of different human assistance systems and technologies exist that allow
adaptation to individual needs on the shop floor in plants. The information delivery and
analysis capabilities of these intelligent systems, as well as the automation of simple,
repetitive activities, can enable higher production efficiencies [7]. These include
reducing errors during process execution, increasing process and product quality,
reducing costs, increasing productivity, and shortening the time it takes to train new
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operators. In some cases, the introduction of technical systems leads to physical relief
and even substitution of human workers. Nevertheless, operators will have a central
role in future production, where they will be assisted by technical systems in carrying
out their tasks [8].

In production, human assistance systems are technical systems that support
assembly operators in their actions. By integrating sensors into these systems or net-
working them with higher-level IT systems, these systems become intelligent. They are
able to react to situations independently and can therefore be individually adapted to
the operator. In cognitive assistance systems, the perception or decision-making of the
operator is supported as the classification in Table 1 shows. On the other hand, physical
assistance systems support the execution of operator’s work [9]. The focus of this paper
is on cognitive assistance systems and especially on decision assistance systems.

2.2 Precedence Graph and Optimization

As the paper focuses on cognitive assistance in flexible working environments for
example the rework area, the information for creating a work plan have to be stored.
Part of this information is the product structure, process flow and required assembly
resources. Thus, this section shortly introduces relevant theoretical graph and opti-
mization aspects. A graph is a tool to represent relations between units as Fig. 1a
shows. According to [10] a Graph G = (V, E) is an ordered pair of sets, with E � V(2)

where V is a set of vertices and E is a set of edges. An Edge is often described by its
two connected vertices, denoted as (u, v) [11]. Edges can contain further attributes such
as weight (Fig. 1a) or even color [11, 12]. A usual way to depict a graph is using dots
for vertices and lines for the edges. Regardless the presentation method, the main
concern is to point out the information of which pairs of vertices form an edge and
which do not [13]. Matrices or lists represent relations between vertices when it comes
to storing data.

A graph with directed edges (Fig. 1b) is called a directed graph or simply a digraph
D with D = (V, A) [11]. A is a set of edges also called arcs, whereas an arc a is defined
as a = (u, v), where u is the tail (vertex) and v is the head (vertex) [11]. Graphs present

Table 1. Classification and characteristics of assistance systems [8]

Perception assistance
system

Decision assistance
system

Execution assistance
system

Characteristics Assists five human
senses (in the
industrial context:
visual, auditory, and
tactile perception are
primarily relevant)

Assists the cognitive
skills (supports mainly
the development of
skills during the
process of problem
solving and learning)

Assists the manual
work of the operator
(motion sequences
are simplified by
machines)

Embodiment Human assistance
systems

Software support of
complex decisions,
Prioritization of tasks

Exoskeleton,
Human-robot
collaboration

Classification Cognitive assistance Cognitive assistance Physical assistance
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global connections within a limited environment. However, some applications require
the consideration of particular parts of the graph. This excerpt of a graph is called a
subgraph. A subgraph is a graph that consists of the vertices and edges from the
original Graph. In Fig. 1c a subgraph of the graph depicted in Fig. 1b. Nonetheless, it
does not need to include all vertices or edges, but a subset such that G’(G) = (V’, E’)
with V’ � V and E’ � E [10]. A subgraph in a Graph G in the form S = (V, E) with
V = {v0, v1,…, vk} is called a Path in G [11]. A Path does not necessarily have to be a
subgraph of G.

To find a path in a graph G, pathfinding algorithms can be used. Pathfinding
algorithms use graph structure as well as graph properties to determine the path from a
starting point to a finishing point. Common algorithms to determine the shortest path
are Dijkstra, A*- as well as Bellman-Ford-Algorithm [14]. Since the Dijkstra algorithm
is used in development and evaluation, it is explained below.

Originally, Dijkstra is a greedy single source algorithm and relies on weighted
edges. The objective is to find the shortest path from node A to node F as seen in
Fig. 2. The algorithm visits all vertices in the one-Step range (C, B) and notes the
weights of the edge as cost. In Fig. 2b Path A to B is more cost-effective than A to C. In
the next step, the most cost-efficient vertex is selected (A, B) as illustrated in Fig. 2c.
Starting from this vertex all vertices in one-step range are visited (D) and again the
costs are recorded. The vertices visited in the second cycle are at most two steps away
from the starting point. The costs are summated. A check is performed whether the
costs are higher than the second best results from the first cycle. If that is not the case,
the second best vertex is selected from the first cycle and the algorithm starts anew. In
Fig. 2 the path (A, B, D) is more expensive than (A, C). It turns out, that path (A, C, E)
is more cost-effective than (A, B, D). The algorithm repeats until the finishing point is
reached. The output is the optimal (shortest) path from a defined start to a defined
finish. optimal (shortest) path from a defined start to a defined finish.

3 Evaluation of Smart Devices for Assembly Workstations

In the use case described in this paper, laser projection systems are used as an
exemplary assistance system providing assembly instructions to the operators at the
shop-floor. Laser projectors are mounted at the ceiling of the manufacturing hall or
above the assembly workstation. Laser assistance systems consist of one or more laser
projectors, a control software installed on a PC, power and data connections. A digital
work plan is derived out of CAD data and defined by a sequence of polygons that is
projected onto the assembly object [15]. The projection sequence thereby reflects the

Fig. 1. (a) Directed graph (b) Directed graph (c) Subgraph of left graph
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assembly process. The laser projection software installed on a computer controls the
system. Using the software GUI often requires walking between the product and the
computer. The operator loses time and the work process is interrupted. Therefore, IR
remote controls became the standard technology for the operation of laser assistance
systems. They are cost-effective and robust in industrial use. However, even using the
IR remote control still interrupts the work process. In addition, the remote control must
be kept close to the operator, especially when working on large objects. The fact that IR
remote controls must be oriented towards the laser projectors can also cause non-
ergonomic movements. An evaluation study was conducted to evaluate and test
appropriate smart devices to replace the IR control concept. The approach of the
evaluation study and the study results are reported below.

3.1 Selection of Smart Devices

A market research on smart devices was carried out using previously defined criteria
clustered into technical, commercial and user oriented categories:

• Technical criteria: degree of industrial protection, battery life, maximum reach of
wireless connection, integration support, availability of API or SDK

• Commercial criteria: price, commercial availability, professional service
• User oriented criteria: user friendliness, supported commands, feedback signals,

potential hindering of the work process, hygiene.

An assessment model was developed based on these criteria in order to benchmark
the smart devices. Thereby, three smart devices were selected for further analysis:

• A smartwatch for direct and permanent use on the wrist. The smartwatch offers
haptic and optical feedback options and is connected via WLAN.

• A bracelet gesture recognition device, which is attached to the forearm of the
operator. Electrodes in the bracelet detect the movement of individual muscles and
determine them as gestures. The bracelet is connected via Bluetooth. The bracelet
gives direct user feedback in the form of vibration patterns.

Fig. 2. Dijkstra pathfinding algorithm
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• Voice control with headphones and microphone. The speech analysis software is
installed on the system computer. The headset with microphone is connected via
Bluetooth. The system supports language feedback.

3.2 Research Methods Applied

A survey research with a case study was used for the analysis. The case study repre-
sents an assembly task using the three smart devices and the existing IR remote control.
The case study uses a shop-floor scenario and collects qualitative and quantitative data
[16]. Data was collected with one participant expectation questionnaire, one participant
questionnaire for every smart device, one final participant questionnaire and one
observation questionnaire. The participant expectation questionnaire collected socio-
demographic information as well as experience and expectations. The case study
questionnaire collected data for the perceived usability, efficiency and effectiveness of
the smart devices on an individual level. Additionally, product perception, user emo-
tions and intention of use were analyzed. Specific questions were related to visual
appearance, touch and feel, operability and intuitiveness of operability as well as
wearing comfort. A combination of the After Scenario Questionnaire (ASQ), the
System Usability Questionnaire (SUS) and the meCUE questionnaire with a 5-Likert
Scale without N/A option was applied [17–19]. Participants were observed during task
completion. The time needed for task completion as well as the number of incorrect
inputs, positive and negative comments as well as frustration statements were noted.
Potential preferences and improvement suggestions were requested in the final par-
ticipant questionnaire concluding the case study. The comparative approach allows for
the analysis and evaluation of the data including a benchmarking of the smart devices.

3.3 Test Environment and Case Study Execution

The test environment for the case study consisted of an ergonomical assembly work-
station (Fig. 3). The three smart devices were integrated into the central projection
software of the laser assistance system. The participants were given the task to com-
plete a seven-part square puzzle with the outer dimensions of 50 � 50 cm
(19.7 � 19.7 in.). The puzzle with four distinguishable colors is large and straight-
edged. The puzzle represents a two-dimensional, reproducible assembly task with a low
degree of difficulty in order to focus on the analysis of the system operation. The
corresponding digital work plan was stored in the laser projection system.

At the beginning of the case study, the participants were introduced to the smart
devices and the laser assistance system. Afterwards, the participants completed the
expectation questionnaire. The participants then independently tested the control
concepts. While performing the task, the participants were observed using the observer
questionnaire [23]. The observer also assessed the participant´s appearance during the
task in terms of sovereignty and handling. After task completion, the participants filled-
in the operating concept questionnaire. In conclusion, the participants filled in a final
questionnaire with their decision regarding one of the operating concepts.
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3.4 Result of the Case Study

In total 30 employees of four companies participated in the case study. 25 participants
completed the questionnaires (sample group n = 25). The average age of the partici-
pants was 34 years, among the participants were seven women.

Focusing on the new operating concepts, 80% of the participants were familiar with
the use of the smartwatch and therefore it represented the best-known operating con-
cept. 56% of the participants stated that they already had experience with voice control.
Before the testing, 45% of the participants opted for voice control, 35% for the
smartwatch and 20% for gesture control. Expectations of potential advantages and
disadvantages of the operating concepts were stated (Table 2).

The participants needed on average 83 s to complete the task using the gesture
control in comparison to smartwatch 61, remote control 55, voice control 60 s. Par-
ticipants made most input errors using the gesture control (average 4.41). This is also

aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa
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Workstation with laser 
projection system

Smartwatch 

Bracelet gesture recognition IR remote control 

Voice control 

Fig. 3. Test environment for the case study and the used smart devices [20]

Table 2. Advantages and disadvantages of the individual concepts

Smartwatch Gesture recognition Voice control

Advantages Familiar from using
conventional watches

Hands-free
operation

Hands-free
operation

No additional device No additional
device

Easy and intuitive
operation

Disadvantages Distracting additional apps Pressure marks Wearability
Battery duration battery duration Influenced by

ambient noises
Small display Misinterpretation Problems with

dialects
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reflected in frustration statements. Most positive statements were about the voice
control (average 0.75). The participants worked confidently with the smartwatch and
the voice control.

With the exception of the gesture control, the participants indicated for all operating
concepts that they could fulfil the task. In terms of visual perception, the participants
preferred the smartwatch. The look and feel were rated best for the voice control. With
regard to operability, the remote control, smartwatch and voice control hardly differed,
whereas the gesture control was rated significantly worse (Fig. 4). In terms of intu-
itiveness, voice control was preferred by the participants. The smartwatch was rated
highest in terms of wearing comfort.

Furthermore, the perceived effectiveness (task completion) and efficiency (required
time) were analyzed. The effectiveness of the voice control was rated 10% higher in
comparison to the IR remote control, and 12% higher in terms of efficiency. The
gesture control reached a perceived effectiveness of −47% and an efficiency of −50%
compared to the IR remote control.

The total SUS usability score confirms the results. The gesture control reached with
33.3 out of 80 possible points a significantly low value. The three other operating
concepts, remote control (51.5), smartwatch (53.5) and voice control (58.4), were
perceived good in terms of usability.

To assess the user experience, the participants evaluated the operating concepts in
terms of their usability, usefulness and positive and negative emotions. For both
operability and utility, the voice control is rated highest with 3.07 and 2.65, respec-
tively, of a maximum of 4 points. Most positive emotions were stated using the
smartwatch (1.54 points), most negative emotions by the gesture control (2.08 points).

Overall, the gesture control is on average rated worst with −1.24 points and the
voice control is rated best with a mean of 2.52 points. The smartwatch reaches 2.29 and
the remote control 1.61 points.

Visual perception Look and feel Operability Intuitiveness Wearing comfort

SmartwatchRemote control Gesture recognition Voice control

2

4

3

1

Fig. 4. Result of the evaluation according to the evaluation criteria
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Consistent with the previous results, 44% of the participants opted for voice control
in the final questionnaire and 24% opted for the existing IR remote control or the
smartwatch. As reasons for their decision for the voice control the participants indi-
cated that the voice control was reliable and allows hand-free work. Overall, voice
control is rated highest by the participants, while gesture control is rated worst.

4 Cognitive Assistance System for Dynamic Repair Processes

The use case is settled at the rework area of a transmission manufacturer where faulty
products are repaired. Because of the various (error and variant dependent) rework
plans, the process is performed at manual workplaces. In contrast to the final assembly,
this causes higher process times and lacks process security. To assure that the trans-
mission is in a salable state, repaired transmission are checked again. Due to the time
consuming rework, errors need to be detected on the spot rather than in the test bench.
To increase productivity and ease the operator’s job, cognitive assistance systems are
introduced. The following chapters describe the creation of a rework plan based on the
overall product graph. The rework plan is a subgraph of the overall graph describing all
product states.

4.1 Creation of a Graph for Rework

Since the rework relies on high flexibility and decision-making capability, qualified
operators are indispensable for its success. Hence, flexible and cognitive assistance
systems are in research focus for this area. The starting point for creating a graph for
rework plans is the bill of material (BOM) which considers multiple product levels like
assembly groups and parts [21]. In the next step, an assembly order is defined. The
resulting graph represents the product structure in the vertices whereas the edges
symbolize the process to get into a product state. In rework area, processes are sepa-
rated in three segments (disassembly, repair and assembly) as shown in Fig. 5a.

Before the cause of error is fixed, the product is disassembled to a product state
where e.g. the faulty product part is accessible. After executing the repair work, the
product is reassembled. The process is fed by process data (Fig. 5b) from the classes:

Fig. 5. (a) A standard rework plan consists of three segments (disassembly, repair and
assembly), (b) Processes defined in the edges of the product state graph
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information, execution, checking and documentation [6]. The data class information
contains data for the operator, for example a process description or projection data.
Execution data are machine-readable data which is used to parametrize an intelligent
resource with these data to fulfill a (semi)-automated process. The class checking
contains data to verify a process and product quality. After the verification, the assis-
tance system decides whether a process is finished and starts the next process or the
system remains in its current process. The last data class refers to the documentation
after a successful verification and defines which data needs to be stored. Json-files are
used to record this structure, allowing clustering data in objects [22]. In Fig. 5b an error
code flag is illustrated (EC20). This is necessary to determine the product state up to
which a product is disassembled in order to access the faulty part and perform the repair.

4.2 Derivation of an Initial Rework Plan and Its Dynamical Adaption

In the previous steps, a graph was defined that posed as the basis for a precedence
graph (Fig. 5). In most cases, many possibilities exist to reach a specific product status.
To select the most efficient path, a shortest path algorithm is applied with weights
added to the edges. Paths along assembly groups that are preferred are weighted with
lower numbers than the edges describing the handling of single parts within assembly
groups. To apply a pathfinding algorithm, a start and finish has to be determined. The
rework starts typically with a completed product, which is the initial state. The finish is
defined by flags in the graph, hereafter denoted as error codes. By entering the error
code the shortest path to the EC corresponding process for disassembly is calculated
using the Dijkstra algorithm. The error code is associated with the repair part of the
rework plan. Once the disassembly path is known the mirrored processes are selected
for the assembly path. Between both paths, the actual repair is inserted.

During a rework plan the experienced operator might detect another failure cause,
in that case he can overrule the system and insert a new error code. This changes the
way how the rework plan is composed, because a new path has to be calculated. This
path might involve going backwards in the product states (assembly) as Fig. 6 shows
for an example. Based on a product state reference graph a rework plan for the repair
case for error code 20 (EC20) was calculated. The worker decided in process step 5 to
cancel the rework plan and insert a new error code (EC30) as finish point. Before
applying the shortest pathfinding algorithm according to Dijkstra, the new starting
point has to be calculated. A process step is needed which allows to reach process step
10. The algorithm checks whether process step 10 is directly reachable from the current
process step (process step 5). If it’s not possible the algorithms takes a step back to the
previous state unless the process step is reachable. In Fig. 6, process step 10 is not
reachable from process step 5, so the system takes three steps back to process step 2.
Process step 10 is reachable from process step 2. The new paths therefore consists of
the back steps (5-4-3-2), the disassembly (7-8-10), repair (processes associated to R30)
and assembly part as well as a path back to the completed product (10-8-7-2-1).
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4.3 Structure of the Pilot Environment

The pilot environment to verify the approach consists of two workplaces equipped with
sensors and (semi-)automated resources (Fig. 7). The desk-less workplaces contains the
workpiece carrier with the transmission. At the desk-bound workplace, the handling of
assembly groups takes place and disassembled parts can be put down. The resources of
the assistance system are classified according to the data classes. It is possible to allocate
a resource to multiple data classes. A displaying system is the main information source
for the operator. It is realized as worker guidance system: a GUI which lists all processes
to carry out, a process animation and further information. It is supplemented with a laser
projection system that projects geometries on the product and indicates where parts are
to be inserted e.g. bolts. Since the processes are carried out mainly manually there are
just a few execution resources. The nut runner, poses as execution resource as well as
checking resource. It is parametrized with defined settings to tighten a bolt. It also
checks if a tightening process is within the parameters and verifies it. The camera
realizes the optical inspection and supports the completeness check. By predefining
reference images, the camera captures the live process constantly and checks if a part is
inserted or not. The tracking system is used for access control. A scale is used to verify
the disposal of a faulty parts, which are not meant to be assembled again.

Fig. 6. Recalculation process for new rework plan

Nut
runner

Displaying systemsProjection systems

Optical inspection

Tracking system

Weighing machine

Fig. 7. Assisted workplace with different intelligent resources
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5 Summary and Outlook

Qualitative and quantitative research results were presented in the area of new oper-
ating concepts for manual assembly systems using systematically identified smart
devices. A cognitive assistance system was developed and depicted supporting rework
processes that are characterized by dynamic deviations.

In a comparative study, a smartwatch, a wristband with gesture control and a voice
control were evaluated with an IR remote control. The study indicates that voice
control is the preferred smart device for laser projectors in large-scale assembly.
Furthermore, different smart devices are integrated into a cognitive assistance system.
The system reacts flexibly to a specific error code and acts situationally to deviations
using a precedence graph and optimization algorithm to adapt the rework plan.

Summarizing it can be stated that both new control concepts and cognitive assis-
tance systems increase the efficiency and quality of product assembly and repair pro-
cesses at high product variants and manual assembly. Future research work will focus
on validation of the developments in industry and an integration of further function-
alities. Furthermore, the results of the study will be integrated in the cognitive assis-
tance systems, for the example the voice control as additional smart device.
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Abstract. This paper introduces the notion of epistemic debt as an analytical
tool for understanding and managing the effects of technical ignorance in smart
manufacturing. Drawing on the concepts of technical and social debt from
software engineering, the metaphor of epistemic debt refers to the implied long-
term costs of rework (e.g., redesign, replacement, reconfiguration or systems
and/or organizational structures) caused by a lack of understanding and/or
means of knowing the internals of complex software-based manufacturing
systems essential to the value chain and core business of an organization. After
defining the concept, we identify three of its sources and propose strategies for
coping with epistemic debt in manufacturing.

Keywords: Epistemic opacity � Generative entrenchment � CPPS � Secrecy �
Collaborative robots � Machine learning

1 Introduction

With the ongoing increase of autonomy through the introduction of cyber-physical
production systems (CPPS) and machine learning (ML) in manufacturing, we observe a
deepening of the knowledge divide between workers, technical experts, and systems of
varying degrees of autonomy induced by the intractability of the operational decision
rationales of complex ML models and algorithms. Consequently, the division of tasks
between humans and CPPS endowed with artificial intelligence is likely to produce a
new kind of ignorance (or non-knowledge) affecting both workers and technical
experts, which—we believe—needs to be timely recognized and addressed as a risk for
manufacturing companies.

Drawing on the notion of technical debt from software engineering and examples
from industry projects and our own research, this paper introduces the notion of
epistemic debt as an analytical tool and qualitative measure of the degree of technical
ignorance entailed by the increased reliance on third-party software in manufacturing.
To better defined the concept and phenomenon, we identify and describe three of its
sources affecting collaborative human-robot applications: secrecy, epistemic opacity,
and generative entrenchment. While epistemic opacity refers to the intractability of
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complex computer models and algorithms in operation, secrecy refers to closed source
hardware, software, and data, the details of which remain unknown to their users.
Generative entrenchment refers to the degree to which long-lived software artifacts
determine the workings of complex automation systems, whereby the purpose,
meaning, and function of such artifacts may be forgotten over time. Each of these
categories will be substantiated with examples from the domain of collaborative
manufacturing robots. In response to these challenges, we propose some strategies for
coping with epistemic opacity in manufacturing companies, which complement
existing approaches to managing technical ignorance in organizations.

2 Epistemic Debt: Definition and Sources

The Industry 4.0 vision projects that CPPS will revolutionize the manufacturing
domain by enabling a new automation paradigm grounded in the exploitation of the
newest software and Internet-enabled smart manufacturing technologies. Within this
vision, software plays an essential role—perhaps more than it did before in automation.
Software is regarded as an enabler for new sociotechnical production ecosystems,
which comprise so-called prosumer actors, both offering and consuming different
goods and services that are important for manufacturing value chains. Yet the CPPS
paradigm starts with the shopfloor, where two work worlds—that of software and that
of industrial engineering—appear to clash. Recent studies have shown that, in practical
contexts, the promises of CPPS reach the limits imposed by the physical environment
of the factories—the most common sites of manufacturing [1, 2]. Overcoming these
physical limitations by technical means is usually deferred to a future in which machine
learning technologies will allegedly be able to compensate for that which current CPPS
cannot—precision, self-organization, various optimizations, etc.

This apparent clash of engineering cultures provides us with an opportunity to
address a series of issues pertaining to what we shall call epistemic debt in smart
manufacturing. Drawing on the concepts of technical1 and social2 debt from software
engineering, the metaphor of epistemic debt refers to the implied long-term costs of
rework (e.g., redesign, replacement, reconfiguration or systems and/or organizational
structures) caused by a lack of understanding and/or means of knowing the internals of
complex software-based manufacturing systems essential to the value chain and core
business of an organization. By analogy with financial debt, technical, social, and
epistemic debt generate costs owing to a kind of figurative “interest” which companies
need to pay for being indebted—that is for not having eliminated the causes and effects
of technical ignorance at the right time. Because of the increased reliance on software
in manufacturing, epistemic debt exists in organizations at any given time and cannot

1 Technical debt (also known as design debt or code debt) is a concept in software development that
reflects the implied cost of additional rework caused by choosing an easy solution now instead of
using a better approach that would take longer [3].

2 Social debt is analogous to technical debt in many ways: it represents the state of software
development organizations as the result of “accumulated” decisions. In the case of social debt,
decisions are about people and their interactions [4].
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be eliminated. As a result, smart manufacturing companies become vulnerable to path
dependence—for example, on expensive external experts and third party software
vendors whenever systems might need to be reconfigured, updated, upgraded or when
they fail. Under the current market pressure to further automate manufacturing pro-
cesses in an increasingly competitive global market, the epistemic debt induced by
novel software-intensive systems needs to be managed and mitigated continuously.
This calls for a mindset that fosters reflexive design thinking and constructivist learning
approaches in order to reduce technical ignorance in the company, as will be discussed
in Sect. 4 of this article. Before discussing strategies to cope with the phenomenon, it is
important to understand how epistemic debt emerges and which phenomena can be
regarded as its sources:

Secrecy—This is perhaps the most common source of epistemic debt. It refers to
the inability of the members of an organization to look into the source code and other
internal details of the software systems that are commonly used in the company. While
this is an accepted business rule protected by intellectual property laws, in the context
of manufacturing, software is also used for controlling and actuating robots and other
shopfloor technologies. Therefore, not having access to the internals of a software
component may prevent its users from leveraging its full potential and preventing
eventual undesirable effects, like software errors and defects.

Currently automation software is being at least partly written by the experts of the
company that uses the respective software. Examples for this situation are MES sys-
tems (e.g., Siemens WinCC OA) and conventional robot programming (e.g., Universal
Robots, KUKA, ABB, etc.), which often use proprietary languages. On the one hand,
this induces vendor dependencies since companies need to train experts in mastering
programming languages used in the context of that particular software alone. On the
other hand, these vendors provide guarantees that the APIs (application programmable
interfaces) used by company experts are reliable, deterministic, and will not change
dramatically from one version to another. These aspects are also ensured by a series of
software-related industry standards for the manufacturing domain.

With the current software development and maintenance methods and practices,
which invert the control over different products so as to allow vendors to update the
software at arbitrary times and for seemingly reasonable yet—for end users—often
irrelevant purposes, secrecy becomes a serious matter for the smart manufacturing
domain aswell.While, automatic software updates are still rare in operational automation
software, smartphones and tablet-like devices, which are subjected to automatic updates
and data leaks, have become commonplace at least in some branches of themanufacturing
industry. This means that, while in general, old technologies are relatively well under-
stood thanks to the experience of experts in manufacturing companies gained over many
years of use, newer Internet-enabled software technologies may induce epistemic debt
owing to ignorance with respect to what is being processed locally and in the cloud; and
how to control data leaks and automatic updates. In other words, epistemic debt emerges
seamlessly with the introduction of new software, which is being developed according to
the newest trends and practices of the software industry.

In practical terms, owing to the current trends in cloud-based computing towards
offering software as a service, industrial software is being increasingly operated in the
cloud instead of on local devices because the cloud business produces more revenues
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for software vendors and cloud-based software is easier to maintain. In this context,
new paradigms such as edge and fog computing rely on rather complex, often non-
transparent deployment schemes, both on local devices and in the cloud. This may lead
to more epistemic debt on the part of customers since end users (i.e., manufacturing
companies) have little or no control over the data and algorithms once stored and
executed in the cloud. This situation might be one of the reasons for why, in spite of the
immense hype created around the Industry 4.0 vision, most manufacturing companies
seem rather reluctant to adopt new technologies in spite of the sometimes evident
benefits they might provide. Dealing with secrecy as a source of epistemic debt is thus
not really a matter of creating awareness about a new phenomenon; for, experienced
automation and industrial engineers surely realize the impact of secrecy on the day to
day business in an operation factory. Instead, it is a matter of balancing innovation
needs with the knowledge in the company and potential risks (such as that of losing
control over one’s own software infrastructure) in the wake of the introduction of new
technologies.

Epistemic Opacity—In the philosophy of simulation, epistemic opacity refers to the
inability of a cognitive agent to know all the epistemically relevant elements of a
computational process at a given moment because “[t]he computations involved in
most simulations are so fast and so complex that no human or group of humans can in
practice reproduce or understand the processes” [5]. As Humphreys further remarks [5],
the cognitive agent faced with the issue of epistemic opacity may be an individual or a
group. Therefore, the concept is also applicable to an entire organization. While the
reference to the philosophy of simulation may seem far stretched in the smart manu-
facturing context, it must be noted that simulation plays an increasing role within the
CPPS paradigm and the Industry 4.0 vision. The latter even assigns an important
cognitive role to models of real systems, based on which designers can learn more
about the system being developed before it is actually physically created and installed
in a factory [6]. In some application contexts, such as collaborative robotics, simulation
and reality are increasingly being aligned—a practice also known as digital twinning
(or, previously, co-simulation). As it is often the case in commercial software devel-
opment, the first working prototype end up being integrated into customer products.
This is to say that, if development starts in simulation, most if not all the components
developed in the simulation environment end up being used in operational systems as
well. In other cases, it may be the explicit intention of developers that the digital twin of
a system share the same components with the operational physical system.

The epistemic debt arising from the duality of simulated vs. operational environ-
ments is perhaps best exemplified by path planning algorithms for collaborative robotic
arms, such as the Franka Emika Panda or KUKA iiwa. The planning algorithms
provided, for example, in the Open Motion Planning Library (OMPL) use different
heuristics, which perform many thousands of calculations per second (depending on the
capacities of the underlying hardware). These heuristics are neither deterministic nor
intuitive for humans because they work with discretized mash or graph like data
structures. In this mode of representation, paths represent a series of waypoints, through
which the end effector of a robotic arm is supposed to pass. In this context, the same
algorithms and code used by various robot simulators (like RViz or Gazebo) is also
used to plan real robot movements. As we will discuss in the next section, in operation
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due to heuristic path planning, collaborative robots often get stuck when carrying out
even simple motions, leaving operators with little or no clues as to why this is hap-
pening. Because not all robot users are knowledgeable of the internals of motion
planning theory and software libraries, they often do not understand why this happens.
Motion planning may thus be regarded as an epistemically opaque software function of
industrial robots and currently even mature robots warn users of the possibility of
robotic arms to choose different paths each time, which shows that robot safety and the
epistemic opacity of path planning are intrinsically linked.

Some constructive critics of the newest applications enabled by machine learning
(e.g., autonomous driving, predictive maintenance, automated diagnosis of medical
conditions, etc.) have pointed out that epistemic opacity is a major obstacle on the path
towards certifying such applications in safety-relevant contexts. This arguably also
affects the manufacturing domain. In this context, experts identified a new desirable
architectural quality of software-intensive systems relying on machine learning and/or
complex communication paradigms (e.g., peer-to-peer), called “explainability,” which
refers to the epistemic accessibility of the internals of a possibly complex trained
machine learning model or another type of (distributed) software component.
Explainability is especially relevant for Deep Learning networks comprising millions
of interconnected neurons, where the same phenomenon as in the case of complex
simulation occurs—a cognitive agent is not able to know all the details of the com-
putational process at any given time during the execution of that process. Moreover, in
the case of trained ML models, this problem is amplified by the current lack of formal
understanding of how such models make decisions. Explainability, in this context,
would require the model to elucidate its own mode of “thinking” in a tractable way, so
that the reasoning process can be completely and securely logged in order to facilitate
objective post-factum analyses. Ensuring explainable software-based decision pro-
cesses in all circumstances is a prerequisite for safety certifications.

Epistemic opacity differs fundamentally from secrecy because, in the former case,
the source code may be open. This means that, in theory, anyone can look into the code
and try to understand what is going on in certain situations. Yet with complex algo-
rithms performing thousands of computations per second, as a phenomenon, epistemic
opacity prevents users from knowing all the details of the process as it happens. One
way of dealing with this challenge in the motion planning case would be to use
precomputed paths plans between predefined locations in space, which can be thor-
oughly tested before being used in operation. However, this strategy gives rise to
another source of epistemic debt—referred to as generative entrenchment—also rele-
vant for trained machine learning models used in operational systems.

Generative Entrenchment—The term generative entrenchment has been introduced
by Wimsatt [7] in reference to a feature of a structure, a biological system, or culture as
one “that has many other things depending on it because it has played a role in
generating them” (p. 133). Other scholars (e.g., [8]) have used the notion in relation to
software, observing that developmental and evolutionary perspectives on software have
revealed processes in software creation and maintenance reminiscent of those widely
recognized to contribute to the evolution of biological and cultural organisms, orga-
nizations, and structures. Indeed, operational software today encompasses artifacts
(code, configuration files, third party components, etc.), the meaning and purpose of
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which may have already been forgotten by the teams that created them. This may occur
in the lack of proper documentation or other means of preserving the understanding or
the respective function or component. That is to say that both code and data, which
play an important role during the development and operation of a system (i.e., they are
not redundant), may—at some point—outlive their creators and slip into oblivion.
When that happens, entrenched software components are often regarded by contem-
porary developers and maintainers of a system as legacy artifacts, which nobody wants
to “touch” because of a lack of a deeper understanding of what they do. As we showed
elsewhere [9], precomputed parameters in simulation software systems have led to
erroneous results produced by a safety-relevant disaster management system in Ger-
many, which remained undetected for years.

In CPPS, software is expected to become much more abundant than in today’s
factories. This development coincides with that of what some authors refer to as
“Software 2.0” defined, for example, by Meijer as “programming using learned [ML]
models” as opposed to “Software 1.0” defined as “programming using handcrafted
algorithms” [10]. These concomitant transformations increase the risk of generative
entrenchment to contribute to epistemic debt in manufacturing companies looking to
keep the pace with Industry 4.0 and other innovation trends. Conversely, generative
entrenchment may also contribute to the reasons why some companies are reluctant to
introduce new systems in their day-to-day business. Either way, as time goes by and the
number of software systems in industrial use increases, epistemic debt due to generative
entrenchment is likely to become a more serious issue in future, especially when the first
generation of so called self-learning systems will become legacy systems themselves.
Who can guarantee that a data-driven system, the workings of which has been deter-
mined over generations by the internal features of (deep) machine learning networks or
other structures, which may not be transparent even to their creators, who—in term—
may not be available to account for anymore? The same question can be posed in
relation to simulation software, which is known to be complex and to play an increasing
role in “generative design” and digital twins. With the roll-out of more ML models as
part of Software 2.0 configurations, generative entrenchment is likely to become an
issue equally important as epistemic opacity. That is because data leaves less traces than
code since, by definition, data is not memorized by people but by machines.

3 Epistemic Debt in Action: A Hands-On Example

To exemplify the sources of epistemic debt just described, we draw on our experience
with an ongoing contract research project for an industrial customer conducted in the
Aspern Industry 4.0 pilot factory in Vienna. For this project, a collaborative robot was
used to partly automate an assembly process, which is currently being carried out
manually by workers. The goal was to assess the dynamic shared tasks approach [11]
of task allocation. The manual process consists of several joining and handling tasks.
As part of these tasks, four small bolts are screwed on a component to join it with four
smaller components. In addition, some handling tasks are required to provide the five
components, the four bolts and a screwdriver to enable the joining. A Franka Emika
Panda lightweight robot was chosen because it is easy to program, enabling even non-
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experts to configure and operate it. The robot comes with a task-oriented proprietary
programming interface called “Desk” (shown in Fig. 1). In this web-based environ-
ment, several basic motion types are provided as applications (“Apps”) that can be
combined and executed as a task. Programming the Panda robot is thus similar to
operating a smart phone or tablet.

Secrecy—The main advantage of this task-oriented programming system is its ease
of use, which comes at the cost of a closed source product. It is also part of the business
model of the robot’s producer to not provide their software as open source code, as they
offer additional and individualized apps on demand. Their standard package, which
consists of a standardized robot and its software, only provides the most basic types of
movements. The standard apps are described in the manual but only on a very
superficial level. Implementation details remain at the producer’s knowledge. This is in
fact also to the advantage of users, who are forced to learn by trial and error instead of
following the same procedure all the time. Thanks to the high usability of the robot’s
multimodal teach-in system, the producer can retain the possibility to upsell additional
closed-source apps and hardware components to interested customers, thus creating the
premises for vendor lock-in.

The epistemic inaccessibility of the robots soft- and hardware is also a challenge
concerning when it comes to changing individual positions of a task or to process the
produced data. For example, it is important for every part being manipulated by the
robot to have a precisely defined position in order to repeat a task that has been
programmed or taught to the robot. Even a small deviation can cause collisions,
imprecise end effector positions or a total task failure. To position the parts correctly,
some sort of fixture is necessary, e.g., using fitting insets on a shadow board. Problems
may occur if some part of the taught-in process changes. In this case, every position has
to be taught again, because the programmed process is not transparent to the user,

Fig. 1. The “Desk” programming interface of the Franka Emika Panda robot.
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including the taught-in positions and transitions from one motion (i.e., app) to another.
The Desk environment of the robot does not allow the extraction of the coordinates of
the taught-in points from the programming interface. In this context, more transparency
concerning the internal parameters of the robot (notably the end effector positions)
would enable a better collaboration between the robot and the human. While the
provision of more detailed information regarding the state and position of the robot
should not affect usability, users need to have access to these data when problems
occur.

This example shows how secrecy induced by closed source apps and purposeful
information hiding (i.e., end effector coordinates) may contribute to epistemic debt in a
company since users need to pay “interest” in the form of a need to repeat the same
teach-in procedure over and over again in order to automate even simple assembly
processes. To overcome these impediments, the project team decided to implement a
positioning assistance system for the robot, which uses the C++ API of the robot and
provides information on a hand-held or wearable device, such as a smartphone or smart
watch. The resulting additional development effort may be regarded as a form of
interest paid by the team caused by the vendor’s strategy to hide the position infor-
mation and other data in the off-the-shelf Franka Emika Desk environment.

Epistemic Opacity—Another example from the same project underpins the chal-
lenges caused by the intractability of the complex path planning models and algorithms
used by most robotic arms available on the market, including the Franka Emika Panda.
During development, the robot executed a previously taught-in task but stopped
immediately for no obvious reason, with the programming interface reporting an
arbitrary error and the lights of the robot changing from green to red. In this context, it
was not clear why that happened because, previously, the robot was able to reach every
position on the taught-in trajectory. With the robot arm being able to move in seven
axes, it can reach targets using a variety of possible trajectories for each of its joints.
This is an advantage when there is an obstacle in the way. However, in the previous
situation, the robot reached the limits of one of its rotation axes. Even though a path
works out in the teaching process, it can happen for the path to fail when the robot tries
it autonomously. When that happens, the robot arm needs to be placed in a balanced
positon or, in the worst case, the path has to be reprogrammed. One workaround to this
problem would be to set several waypoints along the path by configuring several
Cartesian move apps in sequence for the same movement.

This experience shows that epistemic opacity can cause a less efficient robot pro-
gramming and operation process. Path planning for collaborative robots and for
industrial robots is very different. No ordinary programming knowledge is necessary to
plan the path of the collaborative robot Panda. Using any of the provided motion apps
(e.g., “Joint Motion”, “Cart Motion”, “Transport” etc.) individual paths can be planned.
The path is defined by at least two points (start and destination). If there are only these
two points defined the robot will go the shortest way to reach the destination point. Yet,
for users this path is unpredictable since the robot uses heuristic path planning algo-
rithms from the Open Motion Planning Library (OMPL). Finding the optimum number
of waypoints is challenges for an operator even if one understands how heuristic path
planning works. This is because, when the heuristic executes, the operator (i.e., the
cognitive agent) cannot track all the details of the process. The intractability of the
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algorithm thus forces users into a trial and error mode of teaching the robot, which is
seemingly less efficient than one might achieve if path planning would be deterministic
(i.e., the exact same path would be computed between two given points).

Heuristic path planning algorithms thus create problems when it comes to certifying
human-robot applications in real factories. Yet, a simple solution to this issue is not in
sight because the inverse kinematic algorithms used in current motion planning
libraries attempt to solve a complex combinatorial optimization problem. Therefore
users as cognitive agents cannot know all the details of the path planning process at any
given moment of that process. Consequently, they cannot predict if and when the arm
might get stuck during operation, especially after several movements have been per-
formed. The interest arising from this problem is paid in form of restricting the use of
cobots to very simple tasks and an ineffective cooperation with humans, preventing a
more economically-effective use of the robot.

Generative Entrenchment—In the project being discussed, a generative entrench-
ment scenario may occur due to the limitations of the Franka Emika Desk environment.
Here, the different tasks (i.e., assembly sub-processes) are represented as linear chains
or workflows of configured apps, the parameters of which—however—are non-
transparent to the user. To understand what the workflow does, users need to execute
the workflow using the robot, since a simulation environment is not coupled with the
Desk environment. In this context, the Desk environment may also induce generative
entrenchment because, once implemented, working robot or human-robot processes
would be epistemically opaque to robot operators, who would need to re-program a
complete workflow in order to change its behavior. Hence, there is a risk that some
processes might be left “untouched” for a long time, only to be found unusable at some
point. In such a scenario, interest is paid in form of the effort needed to re-implement an
entire process due to its lack of transparency. Also, robot operators may be reluctant to
change workflows for a long time, although they might not be optimal, in order to
avoid “paying” that interest. Hence, some processes may become generatively
entrenched, with “new generations” of operators facing the choice of re-implementing
them completely or just leaving them untouched.

4 Strategies for Coping with Epistemic Opacity

In spite of the risks they entail, companies need to profit from new technologies, such
as Software 2.0 and machine learning. With epistemic debt being unavoidable, indi-
vidual and organizational users should learn how to minimize interest payments instead
of eliminating its sources. At times, it may also be possible to prevent increases in
epistemic debt through architectural decisions, such as choosing one system over
another as well as isolating epistemically opaque systems so as to avoid ripple effects in
case of failure or path dependencies. In this context, this section proposes some
strategies for coping with epistemic debt:

Non-Ignorant Design—In the design phase, the functions, interfaces, and design
patterns determining the architecture of a system are defined. To reduce system
complexity and conjoined risks of overconfidence, the partitioning and modularization
of processes defines potential insecure, critical or unknowable tasks. The encapsulation
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of functionality together with the specification of defined interfaces and monitoring
parameters isolates potentially critical functions. As a result, the system contains a
smaller number of critical processes, subjected to intensive monitoring, supervision or
(redundant) safeguarding. Regarding safeguarding, different approaches are employed
to design, develop and implement redundant systems (dissimilar designs). As a result,
what might be termed non-ignorant design enables the monitoring of interfaces
between modules of third parties and own modules, respectively between legacy
systems and new modules. It reduces complexity and provides a first level protection of
modules by using modular monitoring routines. Furthermore, the potentially non-
understandable system behaviour is reduced to a small number of (risky) processes.
Modularization and structured interconnection allows the use of less complex mental
models to understand the subparts and sub-problems of a complex system using a
structured learning path.

The exploration of smart manufacturing approaches through pilot applications
(pilot use cases or pilot lines) as a first level of implementation represents one way of
applying the non-ignorant design strategy in practice. Pilot lines are limited in their
functionality, their scope and their impact in terms of potential risks. They do have
defined interconnections to their surroundings and allow an observation of a system’s
performance and impact within a limited scope. A significant number of smart man-
ufacturing projects follow the approach of containing (or isolating) new, potentially
risky technologies by evaluating them in a pilot area prior to rolling them out in an
entire factory. Like in the example described above, pilot areas may be regarded as
constructivist learning environments [12], where instead of conveying information to
learners in a positivist manner (i.e., by instructors and learning materials telling learners
what to do and how to do it), learners explore solution approaches by themselves or in
cooperation with other peers in their attempt to solve the problems inherent to the
introduction of new technologies into an operational factory. These environments could
benefit from an organization similar to that of public fablabs (fabrication laboratories)
or makerspaces, which may require manufacturing companies to designate a permanent
piloting area in a factory, where employees can explore and learn about the novel
technologies that are about to be rolled out on the shopfloor.

Traceable and Tractable Operations—Focussing on the use of smart manufacturing
systems and the underlying risks of secrecy, epistemic opacity and generative
entrenchment, strategies of non-ignorant operations—that is, traceable and tractable
operations—aim to monitor actions and their impact as well as to adopt different view-
points on the processes being monitored. The monitoring of events and data storages
using log files offers a potential for systematic examination of events and effects and their
possible root causes regarding potentially secret system parts (e.g. of third parties). It may
be conducted continuously, periodically, or at defined milestones in terms of simulated
system behaviour (ex ante) or in terms of a failure analysis or a near accident (ex post).
Through different approaches (i.e., prescriptive or descriptive), the use of root-cause-
effects-analysis allows to a certain degree the reverse engineering of unknown parame-
ters, thus reducing secrecy and epistemic opacity. It also allows backtracking in case of
unexpected system behaviour, localization of critical configurations and their possible
impact as well as stepwise expansion of mental models based on single source of docu-
mented system behaviour and event analysis. Other non-ignorant operation measures,
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such as audits, reviews, assessments or so-called 2nd opinion reviews, can also be used
mainly ex ante.

Reciprocal Learning—As the expected changes in competency development due to
smart manufacturing are widely discussed, there is a need to transfer novel training
concepts into industrial use. Besides fostering of self-confidence to retain and improve
learning curves for blue-collar and white-collar employees, the following situations
represent challenges to learning in smart factories:

– Larger scope—Due to higher automation and increasingly autonomous technical
systems, the average staffing per machine decreases. Hence, the number of pro-
cesses to be mastered by the remaining employees is increased.

– Fewer learning opportunities—Due to the fact, that machines take over routine
tasks and the resulting focus of humans is put on non-routine tasks, less learning
opportunities with respect to routine processes exist for human operators [13].

– Uncertain role of human work in hybrid (human-machine) settings—Due to col-
laborative tasks with machines and algorithms, additional requirements in terms of
learning emerge (Fig. 2).

The reciprocal learning approach [14] might become necessary in hybrid (human-
machine) settings in a smart factory. This approach uses human experience and tacit
knowledge to train machine data sets (machines learn from humans) and on the other
hand, employs data-based learning that is guided by smart algorithms (humans learn
from machines). As depicted in the following figure, the latter divides the entire pool of
tasks into 3 clusters [14]: (i) tasks assigned to the human workforce, (ii) tasks assigned
to (intelligent) machines, and (iii) shared tasks assigned to both human workforce and
intelligent machines such as collaborative robots or assistance systems. Reciprocal
learning between humans and machines working on a set of shared tasks extends
traditional (positivist) training approaches (usually based on predefined training rou-
tines and learning paths) and enables human-machine-conversations. It fosters
awareness of secret or hidden features, while enabling confident actions in unexpected,
challenging, or inexplicable situations; and problem solving in unstructured, unknown,
or uncertain situations.

Fig. 2. The concept of reciprocal learning [14].
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5 Conclusion

This paper argued that epistemic opacity and technical ignorance are emerging issues in
the context of manufacturing, which need to be addressed as part of an effort to realize
the ‘smart factory’ vision. Whilst not claiming to be exhaustive, the proposed analytical
framework be used by researchers and practitioners from the smart manufacturing
domain to manage and mitigate the sources of epistemic debt in their own organiza-
tions. In this sense, we proposed strategies to prevent overconfidence in software-
intensive, Internet-enabled shopfloor technologies. In out future work, we aim to fur-
ther elaborate the proposed constructivist learning approaches to the end of enabling
researchers and end-users to cope with epistemic debt in practical smart factory set-
tings. In particular, our goal is to explore the potential and limits of the proposed
analytical framework in the Aspern Pilot Factory Industry 4.0 in Vienna together with
leading manufacturing companies from central Europe.
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Abstract. On the threshold of the 4th industrial revolution this survey is aimed
to survey technology and employees behavior interaction, due to the fact that
previous research has shown that this topic is not surveyed enough. For instance,
recent advances in ICT have allowed manufacturing enterprises to use remotely
controlled decentralized manufacturing processes and have led to development
of different types of interfaces in the framework of industry 4.0. This paper
examines data collected in 119 industrial companies. Modern technology latent
variable is described by technological dimensions such as level of automation,
level of IT application, and technological level against competitors, while
employees behavior concept is described by employees’ pro-activity/reactivity,
interpersonal relations, collectivism/individualism and decentralization. Statis-
tical examination included descriptive statistics, correlation analysis, factor and
reliability analysis. Results show that variables are appropriately described with
significant correlation between examined constructs. It could be concluded that
upgrading of technological levels forces employment of proactive people with
soft culture in industrial companies.

Keywords: IT � Automation � Technological level � Employee behavior

1 Introduction

Ever since the beginning of industrialization, technological leaps have led to paradigm
shifts so today we are in the 4th industrial revolution period. It means that on the basis
of an advanced digitalization within factories, the combination of internet technologies
and other future-oriented technologies in the field of “smart” machines and products
makes a new fundamental paradigm shift in industrial production [1].

Accordingly, in order to remain competitive in a turbulent and very competitive
environment, contemporary industrial companies are forced to search for solutions in
terms of new business models and strategies, management principles, organizational
models, processes and technological capabilities in order to satisfy their customers. In
order to achieve those employees behavior is crucial factor. Soft dimensions which are
basis to implementation of advanced digitalization and ubiquitous manufacturing until
today are rarely surveyed, together with relation to culture and similar constructs, both
input and output [2–5].
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This paper examines data collected in more than 100 Serbian industrial companies
to check in which manner the upgrading of technological levels is connected to
characteristics of employees’ behavior.

1.1 Previous Research

The upcoming and ongoing industrial revolution 4.0 is triggered by the internet, which
allows communication between humans as well as machines in Cyber-Physical-
Systems throughout large networks, the Internet of things (IoT), and the Internet of
services [6, 7]. Also, traditional single site manufacturing companies now are converted
to decentralized multi-site manufacturing networks [8]. The growing demand of cus-
tomized products in combination with decreasing product lifecycles forces further
transformation towards new organization structures, which are capable to cope with
increased complexity [6].

As the most flexible entity in cyber-physical production systems, employees are
faced with a large variety of very demanding, different jobs that are completely dif-
ferent that are previously seen [7, 9]. Therefore, new additional qualification strategies
for the current workforce are required, while employees need to become enabled to take
on more strategic, coordinating and creative activities [10]. Barnum [11] points out that
today the focus of contemporary IT technologies must be on the user, not on the
product, that means that user must be in the center rather than technology – it forces
workforce also to change. The fact is that in a contemporary manufacturing system,
effective human communication is vital, not only for its operation, but also for its
design and any further developments and changes [12].

The remote control of industrial systems today raises a growing interest and enables
an easier and cheaper way for management of complex, dispersed or dangerous sys-
tems [13], while the success of those systems depends on the group characteristics and
dynamics, the social and organizational skills and the positive and negative effects of
technology on the group’s tasks and processes characteristics [14]. Sometimes, the
technology shift causes operators to focus only on their screens, reducing interaction
between crewmembers and in those cases communication, vigilance and mutual
awareness become extremely important [15].

New context and new skills further influence different interface design in aim to
make better connection between technology and people. Today the interconnection
between machine health analytics through a machine–cyber interface at the cyber level
is possible, similarly to social networks, which means that when the cyber level
infrastructure is in place, machines can register into the network and exchange infor-
mation through cyber interfaces [16]. Also, few our previous research, such as Spa-
sojevic Brkic et al. [2, 8] and [17], have described and analyzed different aspects of
distributed remote user controlled manufacturing system that included “client” user
interface for the distributed manufacturing system as collaborative environment, shown
in Fig. 1.
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Human – machine communication channel, representing the basic architectural
pattern for remote control of complex distributed manufacturing systems, has been in
the focus of those surveys. The user interface for the remote controlling functionality
consisted of control panel for remote machine controls, communications controls, panel
to see absolute and relative positions of each axis as the feedback information from the
machine movements, and video frame to get live video feeds. Our previous research
results in the field of testing group and individual working options in distributed remote
user controlled manufacturing system show that group work consumes less time [2].
Even interface design issues point out the importance of technology and employees
behavior harmonization.

But, until now soft dimensions which are critical to implementation of ubiquitous
manufacturing are very rarely surveyed [3]. Dubey et al. [3] discuss enablers of
ubiquitous manufacturing and propose further research to examine relations between
technologies and soft, human dimensions.

This paper is aimed to give those answers through problem introduction, identifi-
cation of variables defining technology and employees’ behavior described using
previous research, followed by methodology and results on examined data which yields
to adequate conclusions.

Interface window 
menu &controls

Remote CNC 
machine controls 
panel

Remote machine
axes posi ons

Live video feed
from remote Cell

Remote Cell 
Communica on 
controls

Communica on

Channel

Remote Machine 
Control

Machine

Cell 

Fig. 1. An example of interface applied in I4.0 framework [4]
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2 Technology and Employees Behavior Variables

Khandwalla [18] long time ago has noticed that technology is defined by level of
automation, level of IT application, production program, diversity and product/service
complexity. Decades later Escanciano et al. [19] point out that it is useful to take into
account the technological level against competitors within a branch of industry, and
thus separate capital-dependent from nondependent branches. Accordingly, in today
environment actual technological dimensions that should describe technology as con-
struct have to be defined and further analyzed (namely level of automation, level of IT
application, and technological level against competitors).

Fok et al. [20] put employees’ behavior parameters into the following groups:

1. proactive/reactive culture (orientation to quality, innovation, pro-active thinking),
2. soft/hard culture (describes employees’ interpersonal relations: good, informal,

fellowship atmosphere),
3. collectivism/individualism (collective spirit and good cooperation) and
4. power decentralization/centralization (power participation and decentralization).

Kuei and Madu [21] define the following dimensions:

1. The degree of autonomy of individuals;
2. The degree of correlation between earnings and quality of work;
3. The degree of risk taking in the performance of work;
4. The level of friendly team spirit;
5. The sense of belonging to the enterprise;
6. Employee participation rate and
7. Collective spirit of employees.

Combining dimensions of employees’ behavior from previous research, the fol-
lowing dimensions appear and are will be analyzed in this paper:

1. Employees pro-activity and reactivity respectively;
2. Employees interpersonal relations;
3. Employees collectivism versus individualism and
4. Power participation and decentralization versus performing tasks by orders and

centralized power.

3 Methodology and Results

To examine interaction between technology and employees behavior, variables data
were collected, using a questionnaire formed for this purpose. Respondents were
required to mark the value of technological and employee behavior dimensions rating
at a Likert scale from 1 to 5. The survey population consists of 969 ISO 9001 certified
industrial companies. Based on the experience of other researchers such as Casadesus
et al. [22] and Simon et al. [23], in order to represent population in good manner, 250
industrial companies were chosen for the survey, including 40 large, 80 medium-sized
and 130 small companies. Distribution of the survey was conducted via e-mail.
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Responses were received from 119 industrial companies certified according to ISO
9001 management standard, which comprise more than 10% of the Serbian industrial
company population with that characteristic. There was a 47.6% response rate. Average
number of employees in companies in the sample was 370.91 with standard deviation
267.98. Answers have come from persons employed in Serbian industrial companies
with an average of 16.98 years work experience. The 41% of employees that answered
were quality department directors, 32% were directors of other technical departments,
22% employees work in quality departments or quality representatives and 5% of them
come from other managerial positions.

Descriptive statistics on examined variables is shown inTable 1,while Table 2 shows
partial correlations between examined variables, with significance level at p � 0.05.

Examined variables represent two groups of latent variables – technology and
employees’ behavior constructs. Hagenaars and McCutcheon [24] describe latent
variables/constructs (opposed to observable variables) as variables that are not directly
observed but are rather inferred (through a mathematical model) from other variables
that are observed (directly measured). Factor and reliability analysis are appropriate
methods for further examination of latent variables.

Factor analysis is used for a variety of applications as the default method of factors
extraction and very efficient data reduction method [25]. The aim of factor analysis is to
reveal any latent variables that cause the manifest variables to co-vary [25, 26].
Accordingly, factor analysis could be seen as the fundamental tool in multivariate

Table 1. Descriptive statistics on examined variables

Mean Min Max SD

LA 2.97568 1.000000 5.00000 1.29096
IS 3.50455 1.000000 5.00000 1.14238
TL 3.18182 1.000000 5.00000 1.09362
PR 3.50000 1.000000 5.00000 1.15536
IR 2.40909 1.000000 5.00000 1.28002
CI 2.46364 1.000000 5.00000 1.21668
DE 3.46847 1.000000 5.00000 1.13474

Table 2. Partial correlations between examined variables (significant at p � 0.05 level)

PR IR CI DE

LA 0.11 0.5 0.5 0.44
IS 0.06 0.5 0.2 0.29
TL 0.24 0.5 0.4 0.45
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statistic to summarize several (continuous) measurements through a small number of
(continuous) latent traits very good method of checking dimensionality [27].

When variables developed from summated scales are used as predictor components
in objective models, reliability of the scale becomes important. Since summated scales
are an assembly of interrelated items designed to measure underlying constructs, it is
necessary to check Cronbach’s alpha coefficient [28, 29]. Cronbach’s alpha is a
measure of internal consistency or a measure of the scale reliability and it is calculated
as a function of the number of test items and the average inter-correlation among the
items [28, 29].

The data in Table 3 show that there is adequate reliability of the scale. Factor
analysis data (Table 4) show adequate values.

Table 3. Analysis of reliability for variable technology

Techology 
variable 

Mean
value after 
deletion

Variance 
after 
deletion

Standard 
deviation 
after 
deletion

α after 
deletion

x =9.97
SD=3.33 
Cronbach

α =0.634 
Stand.

α =0.640
LA 9.498991 5.924154 2.433959 0.426100 Cronbach

α =0.634 
Stand.

α =0.640

IS 8.946697 7.959112 2.821190 0.618706
TL 9.281560 6.953778 2.637002 0.477513

Table 4. Exploratory factor analysis by the principal components method for technology
variable

Variable 
 technology 

Factor
1  

“Eigen” value
1.914273  

Communalities 
Rotation: without rotation 

LA 0.815296 From R2

factor 1 

LA 0.664708 0.351132

IS 0.317993 0.115347

TL 0.634468 0.333989

IS 0.563908

TL 0.796535

Explained 
variance 1.914273

Percent in
total 0.545073
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Data in Table 5 show that the reliability of the scale can be significantly increased
with 0.366 by ejection of the power decentralization dimension. In Table 6, it is
noticeable that the remaining factors have an adequate loading value, Eigenvalues and
communalities.

Since technology and employees variables are subjected as constructs, further
correlation analysis could describe their interaction. There exists significant correlation
that is described by correlation coefficient that has value 0.402, with p level equal
0.003.

Table 5. Analysis of reliability for variable behavior of employees

Employee
behavior 
variable 

Mean
value after 
deletion

Variance 
after 
deletion

Standard 
deviation 
after 
deletion

after 
deletion

x
=11.82 

SD=2.81 
Cronbach

=0.366 
Stand.

=0.353 

PR 8.327272 5.670165 2.381211 0.098882 After  DE
delectations

Cronbach
=0.567 

Stand.
=0.549 

IR 9.418181 4.370578 2.090593 0.079110
CI 9.363636 4.304132 2.074640 0.031970
DE 8.372727 7.001983 2.646126 0.332536

Table 6. Exploratory factor analysis by the principal components method for employees
behavior variable

Employees
variable 

Factor 1 Eigen
value 

1.778144 

Communalities 
Rotation: without rotation 

PR 0.739121
IR 0.539898 From R2

Factor 1 

PR 0.781948 0.596770
IR 0.583408 0.297173
CI 0.617588 0.351490

CI 0.613083
Explained 

variance
1.778144

Percent in 
total

0.592715

„“
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4 Conclusion

This paper examines data collected in Serbian industrial companies to check in which
manner the upgrading of technological levels in industry 4.0 context is connected to
characteristics of employees’ behavior. It is based on data collected in 119 Serbian
industrial companies. Modern technology latent variable is described by technological
dimensions such as level of automation, level of IT application, and technological level
against competitors, while employees behavior concept is described by employees’
proclivity/reactivity, interpersonal relations, collectivism/individualism and power
participation and decentralization. Statistical examination included descriptive statis-
tics, correlation analysis, factor and reliability analysis and results show that latent
variables are appropriately described and that there is significant correlation between
technology and employees behavior constructs.

Since Serbia is not industrially advanced country, in other industrially more
advanced countries even stronger correlation could be expected.

It could be concluded that upgrading of technological levels forces employment of
proactive people with soft culture (good, informal, community atmosphere and col-
lective spirit) in industrial companies and the proposal for further research is to check
results obtained herein in other industrial contexts and countries in the future.

Acknowledgements. This work is supported by grant TR35017, Serbian Ministry of Education,
Science and Technological Development (MESTD).

Table 7. Nomenclature

Abv. Meaning

ICT Internet computer technology
IT Informational technologies
IoT Internet of Things
LA Level of automation
IS Information System
TL Technological Level
PR Proclivity
IR Interpersonal relations
CI Collectivity/individuality
DE Decentralization
SD Standard deviation
�x Sample mean
p Level of significance
R2 Coefficient of determination
a Cronbach alpha
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Abstract. Holistic approaches for designing and developing enterprises and
production systems are well-proven for years. They are still crucial when dig-
italization is introduced. Digitalization brings new opportunities regarding the
collection, transfer, processing, providing and usage of data. An integrated
application of these new opportunities for handling data can support holistic
approaches and leads to what is defined as Industry 4.0, Industrial Internet of
Things or Smart/Advanced Manufacturing. This contribution emphasizes on
describing three basic elements of holistic approaches for managing productivity
in production companies: Deriving goals for all management levels, designing
work for reaching defined goals and continuous improvement for considering
further potentials. The opportunities of digitalization for supporting each of
these elements are elaborated in detail. Finally, a holistic implementation of
digitalization by the help of a stepwise approach is described which can be
supported by a detailed checklist.

Keywords: Holistic management � Productivity �Digitalization � Industry 4.0 �
Industrial Internet of Things � Smart manufacturing

1 Opportunities of Digitalization for Holistic Approaches

Holistic approaches are characterized by considering more than several details of a
system: They are based on considering ideally all parts of a system with all depen-
dencies and interdependencies between them. This leads to an integrated view which
makes holistic approaches successful. Consequently, the more information about a
system, its parts, their characteristics and state are available, the more precisely any
derivable conclusion or decision will be. This leads to a trade-off between the effort for
collecting and updating more information about a system and the benefit generated
regarding a more precise conclusion or decision base. This trade-off has to be solved
according to the requirements of each application/use case.
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Since the character of digitalization is to make information easier accessible and to
enable the handling of a huge amount of information within little time and with high
precision, it becomes clear that digitalization can help gaining more and more precise
information about whole systems. This decreases the effort for getting the same amount
of information about a system while getting conclusions of the same precision. Con-
versely, the same effort for getting information about a system leads to more and more
precise information and as a result to more precise conclusions. Consequently, there are
large opportunities to be expected from introducing digitalization into a system.
However, it has to be kept in mind that the complexity of today’s systems may not be
fully covered even by highly developed digitalization technologies. But still it seems
worthwhile to deal with the chances given in regard of the opportunities aforementioned.

2 Productivity and Its Management

Productivity describes the ratio between the output and the input of a business process
[1]. It is applicable to any kind of business process: direct as well as indirect processes
and for all processes along the value chain. Independently from the kind of process, its
influencing factors can be clustered into three groups: factors influencing the output,
factors influencing the input and factors influencing both [2]. For production companies
these three factor groups are illustrated in Fig. 1 including examples. Thus, produc-
tivity depends on many parameters which can be influenced specifically. For increasing
productivity, parameters influencing the output have to be adjusted to increase the
output, parameters influencing the input have to be adjusted to decrease the input and
those which are capable for influencing both have to be adjusted depending on the
individual circumstances of each company and each application/use case. Due to this,
there are many opportunities for choosing parameters for influencing productivity. In
addition to that, each parameter generally can be adjusted in many ways and by
different activities.

Fig. 1. Examples of influencing factors on productivity [2].
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All activities aiming on adjusting parameters for influencing productivity –

including systematical planning, steering, realizing and controlling – are subject of
productivity management [3]. Productivity management is basically designed as a
control loop (see Fig. 2). It starts at the systematical productivity planning, which is
subdivided into strategical and operative planning. Strategical productivity planning
focuses on decisions affecting a whole company and determines long-term productivity
goals. Operative productivity planning concretizes the determined goals of the strate-
gical planning by deriving target values for specific parameters on a short- and mid-
term basis, which will be used for productivity steering activities as the second step of
the productivity management loop. Afterwards, activities are executed for realizing
productivity measures, respectively for reaching the target values within the affected
departments of a company. Finally, productivity controlling compares targeted and
reached values of the relevant parameters for handing over the result to the productivity
planning and thus closing the control loop. This enables the productivity planning to
recognize potentials for further improving measures, to implement corrective measures
and to adjust goals.

3 Holistic Productivity Management

3.1 Defining Goals

Since productivity management is designed as a control loop (see Fig. 2), it is essential
to define goals to which the management activities aim on. As described before, these
goals have to be concretized by target values for parameters (see Fig. 1) influencing
productivity.

Defining goals which meet the claim to fit into holistic approaches requires to start
on a normative management level. This is where companies define major decisions like
their vision, purpose and mission [4]. Based on this, strategic goals have to be derived
for the strategic management level. They are long-ranging and focus on the long-term
development of a company. Thus, strategic goals are the basis for strategic productivity

Fig. 2. Control loop of productivity management [3].
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planning and allow deriving goals for the operative management level. These goals are
concretized target values for selected productivity-influencing factors and focus on the
short- and medium-term development of a company. Thus, on the operative manage-
ment level the operative productivity planning can be executed to prepare steering and
realizing productivity goals. In this way, goals for the operative productivity man-
agement are derived and concretized step by step down from the normative to the
operative management level (see Fig. 3).

On the operative level it has to be taken into account if the influencing of a
parameter aims on changing the process’ input or the process’ output (see Fig. 1).
Additionally, it has to be considered if this shall happen by a quantitative or a quali-
tative improvement of productivity. A quantitative improvement is given if the amount
of input factors decreases or the amount of output produced increases. A qualitative
improvement is given if the amounts are unchanged, but the output achieves a higher
level of quality or the input needs a lower level of quality [5]. This is important since
the selection of adequate measures for improving productivity mostly depends on
quantitative as well as qualitative influences. Due to this, goals for increasing pro-
ductivity can be differentiated generally according to four types:

• Qualitative Output (up/increase)
• Quantitative Output (up/increase)
• Qualitative Input (down/decrease)
• Quantitative Input (down/decrease)

Fig. 3. Deriving goals from the normative to the operative management level and placement of
the productivity management loop within the management levels.
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3.2 Designing Work

Reaching defined goals and the derived target values for certain parameters requires
adequate designing of all parts of a company’s value creation process. Nevertheless,
this contribution focuses on manually executed parts within the value creation process:
human work. Due to this, the automation of processes (e.g. for increasing productivity
or compensating a lack of workforce) is not considered in this paper.

Human work is usually designed by industrial engineers and ergonomics experts.
To do so, basically three strongly interdependent design aspects are considered:
technical aspects, organizational aspects and human aspects. A common approach for
designing work and workplaces – derived from safety engineering – is to start adapting
technology to the needs of human workers. Afterwards, organizational aspects are
adapted in the same way to the human worker’s needs. Finally, human workers are
equipped and taught how to execute their work at the new or new designed workplace.

The way human workers perform their work tasks strongly impacts their produc-
tivity. In this context, the chosen work method usually impacts productivity stronger
than the level of performance it is carried out with [6]. Thus, the most effective and
efficient method has to be elaborated and defined by means of a standard. These
standardized work processes ensure a high productivity and can work as a guideline for
employees – especially for those, who are new to the described work task.

This procedure can be applied to any type of work. It is applicable for energetic
work, which requires human workers to apply their muscles and physical strength, as
well as for informatoric work, which requires human workers to perceive information,
mentally process them and link them to conclusions (which are new information).
Since any kind of work is composed of the afore described types of work [7] (see
Fig. 4), also any kind of work can be designed within technical, organizational and
human aspects.

Fig. 4. Kinds of work and their composition out of energetic and informatoric types of work [7].
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3.3 Continuous Improvement

When goals are defined and work is designed (or redesigned) for reaching those goals,
there is usually still potential leftover. This is due to several reasons. The main reasons
are: (1) The method firstly elaborated and standardized might be suboptimal. A better
method is often found based on the experience gained during the application of the
standard, respectively the standardized work process. (2) The circumstances of the
work system might have changed. This can affect all parts of a work system from input
specifications over work equipment to environmental effects and required output.
(3) New opportunities might have been developed which naturally could not have been
considered while the process was standardized for the first time. This can affect
materials, equipment, technologies etc. Digitalization is one of these developments and
has increasingly created new opportunities in the last few years.

This potential should be considered by the help of continuous improvement pro-
cesses. They aim on the same goals derived from the normative level and support
approaching them stepwise. This requires (1) a broad knowledge of the normative goals
within a company and its departments, (2) an implementation of continuous
improvement processes in all these departments and (3) the continuous adaptation of
already defined standards. Furthermore, continuous improvement should be anchored
within the company’s corporate culture.

4 Opportunities of Digitalization for Holistic Productivity
Management

4.1 Digital Supported Data Handling

Digitalization affects fundamentally the way data and information are handled. It
requires all kind of information that has to be available either to be digitized or to be
collected already digitally. This is the first of five steps for data handling and allows the
non-physical data to be transfered via digital networks and thus to be available very
quickly – in principle – everywhere within a company or around the world (so-called
real-time data). This high availability of data opens up huge opportunities for pro-
cessing them in order to support all kind of activities and decisions. Additionally,
information can be provided via different kinds of displays according to current needs –
for example, in assembly areas according to the current progress within the work
process. Finally, data can be used e.g. for implementing safe human-robot-
collaboration. These five steps (collection, transfer, processing, providing and usage
of data) are illustrated and complemented by examples in Fig. 5.
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Since digitalization automates large parts of the handling of data and thus accel-
erates the involved processes, it is important to ensure the effectiveness of each process
that shall be supported digitally. This requires processes which are designed according
to the principles of lean management, e.g. the 5S methodology, the elimination of
waste (muda) and the elimination of information barriers. It is strongly recommended
to gain any potential for improvement within a process prior to using digitalization for
its further improvement.

4.2 Data Supported Defining of Goals

Digitalization and the consequently improved availability of data can support the
definition of goals in two major ways: When goals are derived from the normative to
the operative management level and when already existing goals need to be adjusted.

The derivation of goals from higher levels is basically supported by more and more
precise data about the actual state of the company (e.g. highly aggregated real-time key
figures) and about development tendencies as well as expected changes in its envi-
ronment (e.g. market demands, availability of workforce etc.).

Regarding already existing goals which are operationalized by target values digi-
talization supports the adjustment within the control loop on the operative management
level. Therefore, productivity controlling (see Fig. 2) takes advantage of the improved
availability und quality of data for determining the currently reached state of the
parameters for which target values were defined. This leads to a more precise detection
of the difference between reached and targeted values. Additionally, the improved data
availability can support the investigation of reasons why target values could not be
reached (regardless of whether they were over- or under-fulfilled). Both information –

the current value as well as the reason for it – support the productivity planning step
within the control loop (see Fig. 2).

Fig. 5. Steps of digitalized data handling with examples for each [7].
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4.3 Data Supported Designing of Work

Digitalization and the consequently improved availability of data can support the
design of work by enabling more individualization – regarding the variety of products,
processes and human workers.

The variety of products is supported by an improved management of product
specifications and its presentation/illustration according to each work task. Especially
work instructions and bills of materials which are always up to date, easily available
and presented according to the current work progress facilitate human work and thus
increase productivity.

The variety of processes is supported by an enhanced production planning which
analyzes different possible production sequences for each customer order and selects
the most suitable sequence for each order according to current needs and capacities.
This can support even work load at different work places (when work is executed at all
workplaces) as well as uneven workload at different workplaces (when work is exe-
cuted only at some workplaces – maybe due to workplace-specific shift planning or due
to a lack of workforce).

The variety of human workers is supported by more individualized design of
workplaces (e.g. height of a worktable or individual preferences in workplace illumi-
nation) or work instructions (e.g. adapted to individual experiences). Additionally, job
rotation can get more ergonomic by being set up based on ergonomics assessment
methods and individual characteristics of each worker [8].

4.4 Data Supported Continuous Improvement

Digitalization and the consequently improved availability of data can support contin-
uous improvements of a process. Thus, more data and key figures can be collected and
tracked to get evidence for improvement measures. Additionally, these data can get
analyzed by the help of correlations and other statistical methods and approaches that
can extract “hidden” information out of large amounts of data (e.g. big data analysis).
This helps to find the right starting points for improvement measures and allows quick
feedback on conducted improvements to adjust these measures if necessary.

Therefore, digitalization supports continuous improvement measures by (1) deep-
ening knowledge and experiences about work processes, (2) adapting these experiences
quickly when circumstances of a work system change and (3) targeted implementing of
new opportunities into an existing system.

5 Holistic Implementation of Digitalization

Process models for the implementation of digitalization can be found variously in the
literature [e.g. 9–12] and focus on different approaches. Since companies show an
individual degree of digitalization, which results from the already existing use of different
information technologies, it is suggested to evaluate the current infrastructure of the
company in scope before conducting further activities. The implementation-approach
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presented here explicitly takes the perspective of productivity into consideration, inte-
grating the elements of holistic productivity management presented before.

As discussed earlier, processes based on set standards are a prerequisite for a
functioning lean management and successful digitalization. In this context, they
undergo a steady improvement. Based on continuous improvement and its anchoring in
the mindset of the staff, a holistic process orientation can be achieved by using digi-
talization. The achievable additional added value from the application of digitalization,
which goes beyond traditional lean management, seems to be of central importance
from the point of view of business process management. However, one should keep in
mind that many companies still have potential to increase productivity through “tra-
ditional” methods of lean management that should be fully employed before the use of
digitalization.

For a structured implementation of digitalization in a company, a procedural model
is presented in Fig. 6. It is designed in several stages and depicts the entire process
from determination of suitable company-specific approaches of digitalization to a
holistic implementation of these approaches.

The starting point (1a) is the idea that the use of digitalization affects both business
models and business processes. Thus, as a higher-level measure, companies first have
to review their existing business models and the associated corporate strategy and, if
necessary, adjust them before adjustments can be made in subordinate processes. It is
therefore necessary to examine whether products and operational processes can or
should be optimized or redesigned by means of digitalization. Approaches to do so
need to be defined in the next step (1b).

The latter can be supported by using a framework introduced by Weber et al. [5]
which has been filled with many examples [13–15]. This determination of specific
digitalization measures should represent a selection of the most concrete technologies

Fig. 6. Holistic procedural model for implementing digitalization
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that can be introduced in practice and used in operational processes. In this regard it is
important that potential digitalization measures promise advantages for business pro-
cesses. Especially in this step, the mentioned framework can be used to find suitable
technologies. The selection of technologies and their integration into a company should
ideally be integrated into a holistic concept, e.g. the use of digitalization must support
strategic goals of the company in scope. Thus, it has to be considered both for business
models and for the processes necessary for their implementation.

Afterwards, the selected strategical options for the use of digitalization, in particular
for processes, have to be successively broken down to the operational level and con-
cretized in terms of a structured implementation (2a). This needs to be done for each
digitalization technology selected in (1b). The procedure in the model is based on the
assumption that a holistic approach to digitalization must apply both to individual
workplaces and to an entire production system and thus goes beyond the mere con-
sideration of technical aspects. This implies that digitalization is changing work con-
tent, processes and environments, and that, in addition to technology, business, human
factors and ergonomics implications must be considered.

Due to these interdisciplinary requirements, questions about the implementation of
digitalization need to be discussed and answered (2b), ideally between members of a
cross-departmental team. It is recommended that a group of representatives of different
divisions is assigned to take responsibility for the success of implementing a specific
part of digitalization in the context regarded. It may also be advisable to use external
specialists if know-how of a company should be supplemented by non-company
competences and experiences.

For supporting all these steps, a detailed checklist has been developed [16, 17].
Steps 1a and 1b are covered by orientation questions regarding circumstances and
tendencies of the company’s customer markets as well as the company’s current
process organization and state of digitalization. Steps 2a and 2b are covered by
questions regarding eleven fields of action. These are: Work design, work organization,
health and safety at work, qualification and qualification measures, operation and
working hours, wage, privacy, data security, employee participation, external support
as well as profitability and success.

6 Summary

Even though holistic approaches are well-proven for years, they still can take advan-
tage of digitalization. This is due to the fact that digitalization supports the main
character of holistic approaches: considering ideally all parts of a system and their state.

This applies also for the digitalization’s support for holistic productivity manage-
ment. The main elements of holistic productivity management are supported by
enhanced and facilitated handling of data – from collection and transfer to processing,
providing and usage: (1) deriving goals for all management levels – regarding the
derivation of goals from the normative to the operative management level as well as the
adjustment of existing goals on each level, (2) designing work for reaching defined
goals by supporting the handling of variety in products, processes and human workers,
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and (3) continuous improvement for considering further potentials by deepening
knowledge, quickly adapting knowledge to changes and targeted implementation of
new opportunities.

This underlines the importance of a successful implementation of digitalization for
companies and their further development. For supporting this, a holistic implementa-
tion approach for digitalization is presented. It consists of four steps from gaining first
experiences with digitalization to implementation of digitalization measures. All steps
are supported by a detailed checklist which covers three fields of orientation as well as
eleven fields of action.

Acknowledgements. The presented results were elaborated in the research project “TransWork
– Transformation of Labor by Digitalization”, which is funded by the German Federal Ministry
of Education and Research (BMBF) within the “Innovations for Tomorrow’s Production, Ser-
vices, and Work” Program (funding number 02L15A164) and implemented by the Project
Management Agency Karlsruhe (PTKA). The authors are responsible for the content of this
publication.

References

1. Wöhe, G.: Einführung in die Allgemeine Betriebswirtschaftslehre, 21st edn. Vahlen,
München (2002)

2. Nebl, T.: Produktivitätsmanagement: theoretische Grundlagen, methodische Instrumen-
tarien, Analyseergebnisse und Praxiserfahrungen zur Produktivitätssteigerung in pro-
duzierenden Unternehmen. Carl Hanser, München (2002)

3. Dorner, M.: Das Produktivitätsmanagement des Industrial Engineering unter besonderer
Berücksichtigung der Arbeitsproduktivität und der indirekten Bereiche, Dissertation an der
Fakultät für Maschinenbau, Karlsruher Institut für Technologie (KIT), Pforzheim (2014)

4. Bergmann, R., Bungert, M.: Strategische Unternehmensführung. Springer, Berlin, Heidel-
berg (2012)

5. Weber, M.A., Jeske, T., Lennings, F., Stowasser, S.: Framework for the systematical design
of productivity strategies. In: Trzcielinski, S. (ed.) Advances in Ergonomics of Manufac-
turing: Managing the Enterprise of the Future, pp. 141–152. Springer, Berlin (2017)

6. Bokranz, R., Landau, K.: Produktivitätsmanagement von Arbeitssystemen. Schäffer-
Poeschel, Stuttgart (2006)

7. Schlick, C., Bruder, R., Luczak, H.: Arbeitswissenschaft. Springer, Heidelberg (2010)
8. Jeske, T., Brandl, C., Meyer, F., Schlick, C.M.: Personaleinsatzplanung unter Berücksich-

tigung von Personenmerkmalen. In: Gesellschaft für Arbeitswissenschaft e.V. (ed.)
Gestaltung der Arbeitswelt der Zukunft – 60. Kongress der Gesellschaft für Arbeitswis-
senschaft. GfA-Press, Dortmund, pp. 327–329 (2014)

9. Appelfeller, W., Feldmann, C.: Die digitale Transformation des Unternehmens. Systema-
tischer Leitfaden mit zehn Elementen zur Strukturierung und Reifegradmessung. Springer
Gabler, Berlin (2018)

10. Fleischmann, A., Oppl, S., Schmidt, W., Stary, C.: Ganzheitliche Digitalisierung von
Prozessen. Perspektivenwechsel, Design Thinking, Wertegeleitete Interaktion. Springer
Vieweg, Wiesbaden (2018)

11. Schallmo, D.R.A.: Jetzt digital transformieren. So gelingt die erfolgreiche Digitale
Transformation Ihres Geschäftsmodells. Springer Gabler, Wiesbaden (2016)

114 T. Jeske et al.



12. Weinreich, U.: Lean Digitization. Digitale Transformation durch agiles Management.
Springer Gabler, Berlin, Heidelberg (2016)

13. Weber, M.A., Jeske, T., Lennings, F.: Ansätze zur Gestaltung von Produktivitätsstrategien in
vernetzten Arbeitssystemen. In: Gesellschaft für Arbeitswissenschaft e.V. (ed.) Soziotech-
nische Gestaltung des digitalen Wandels – kreativ, innovativ, sinnhaft – 63. Kongress der
Gesellschaft für Arbeitswissenschaft. GfA-Press, Dortmund (2017)

14. Jeske, T., Weber, M.A., Klues, J., Lennings, F.: Strukturierung und Analyse von
Praxisbeispielen zur Nutzung der Digitalisierung für das Produktivitätsmanagement.
Z. Arb. Wiss. 72, pp. 190–199 (2018)

15. Lennings, F., Jeske, T., Meyer, K.: Konzept zur Auswahl und ganzheitlichen Planung von
Digitalisierungsmaßnahmen. In: Gesellschaft für Arbeitswissenschaft e.V. (Hrsg) Arbeit
interdisziplinär analysieren - bewerten - gestalten – 65. Kongress der Gesellschaft für
Arbeitswissenschaft. GfA-Press, Dortmund (2019)

16. Weber, M.A., Terstegen, S., Lennings, F.: ifaa-Checkliste: “Digitalisierung & Industrie 4.0
in der Praxis”. Betriebspraxis & Arbeitsforschung (232), p. 57 (2018)

17. Weber, M.A., Terstegen, S., Lennings, F., Institut für angewandte Arbeitswissenschaft (ed.):
Checkliste Digitalisierung & Industrie 4.0 in der Praxis. Geschäftsstrategie und Prozesse
ganzheitlich gestalten. ifaa, Düsseldorf (2017). www.arbeitswissenschaft.net/checkliste-
digitalisierung

Holistic Productivity Management Using Digitalization 115

http://www.arbeitswissenschaft.net/checkliste-digitalisierung
http://www.arbeitswissenschaft.net/checkliste-digitalisierung


Enabling Smart Workplaces by Implementing
an Adaptive Software Framework

Peter Burggräf1,2(&), Achim Kampker3, Kai Kreisköther3,
Tobias Adlon1, Aaron Riegauf3, Benjamin Dorn3, Patricia Casla4,

Angelo Marguglio5, and Giuseppe Donvito6

1 Laboratory for Machine Tools and Production Engineering (WZL) of
RWTH Aachen University, Campus-Boulevard 30, 52074 Aachen, Germany

{P.Burggraef,T.Adlon}@wzl.rwth-aachen.de
2 Chair of International Production Engineering and Management of

University of Siegen, Paul-Bonatz-Straße 9 - 11, 57076 Siegen, Germany
Peter.Burggraef@Uni-Siegen.de

3 Chair of Production Engineering of E-Mobility Components (PEM) of
RWTH Aachen University, Campus-Boulevard 30, 52074 Aachen, Germany

{A.Kampker,K.Kreiskoether,A.Riegauf,

B.Dorn}@pem.rwth-aachen.de
4 Fundación Tekniker, Calle Iñaki Goenaga 5, 20600 Eibar, Gipuzkoa, Spain

Patricia.Casla@tekniker.es
5 Engineering Ingegneria Informatica S.p.A,

Piazzale dell’Agricoltura 24, 00144 Rome, Italy
Angelo.Marguglio@eng.it

6 ILLOGIC S.r.l., Corso Stati Uniti 57, 10144 Turin, Italy
Donvito@illogic.xyz

Abstract. Today’s requirements and challenges on production systems have
led to an increasing importance of flexible assembly processes. At the same
time, arising technologies in the context of Industry 4.0 offer the opportunity
to tap previously unknown potentials. These provide both opportunities and
risks for the most flexible and important resource in the production: the
workers. Within the EU research project A4BLUE, Smart Workplaces are
developed in order to raise productivity and quality, while sustaining and
enhancing worker satisfaction. Enabled through both a software framework for
adaptation management and contextual worker assistance as well as hardware
solutions (e.g. automation mechanisms such as smart tools or co-operative
robots) for physical support, the workplaces adapt to the workers’ specific
characteristics considering both process and environmental variability. The
presented research work provides an overview about the Frameworks’ soft-
ware components and the application to a use case at the RWTH Aachen
University.

Keywords: Smart Manufacturing � Smart Workplaces � Smart assembly �
Worker assistance � Adaptive Automation � Software reference architecture

© Springer Nature Switzerland AG 2020
I. L. Nunes (Ed.): AHFE 2019, AISC 959, pp. 116–127, 2020.
https://doi.org/10.1007/978-3-030-20040-4_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20040-4_11&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20040-4_11&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20040-4_11&amp;domain=pdf
https://doi.org/10.1007/978-3-030-20040-4_11


1 Introduction

In course of advancing and gradually establishing Industry 4.0 technologies, nearly
every industrial sector is affected or being transformed somehow. Those technologies
such as Virtual Reality (VR), Augmented Reality (AR) or Collaborative Robots, can be
both enablers and catalysts for the transformation towards Smart Manufacturing. Smart
Manufacturing can provide a company’s crucial competitive edge by shortening times
for production, implementation and information processing, thus allowing faster
reactions to continuously changing markets [1].

Nevertheless, the conversion to Smart Manufacturing leads to a certain amount of
investment costs. In order to optimize efficiency in the manufacturing ecosystem, it is
crucial that all resources are used to their full potential. This is particularly significant
on the shop floor level, where humans directly interact with automated systems.
Consequently, Smart Workplaces – the shop floor level subdivision of Smart Manu-
facturing – need to ensure the accurate application of the individual strengths of both
humans and automation mechanisms.

Collaboration of humans and robots for example allows the usage of the precision,
the ability of repeatability as well as the physical strength of robots combined with the
humans’ flexibility and capability to react to unpredictable changes. Therefore, Smart
Workplaces do not primarily aim either to replace the shop floor workers (blue collar
workers) with automated systems or to monitor and control the workers. Instead, the
purpose of Smart Workplaces is to enable a more efficient use of the workers’ strengths
by assisting them with the targeted use of hardware support and real-time data pro-
cessing. This will enhance the process of physical task execution with an increasing
part of coordinating tasks and distributed decision making [2].

To enable Smart Workplaces, real time collection, analysis and distribution of
digital information between and within the manufacturing ecosystem are required [1].
With a digital image of the production processes, adaptation measures can be executed
automatically, information can be displayed to the workers and the current process
efficiency can be evaluated. To manage the large amount of data generated on the shop
floor, the use of key performance indicators (KPIs) could be an appropriate approach
[3]. KPIs, such as process time or rework rate, are used by automated systems and can
be either directly displayed to the worker or indirectly as recommendations or notifi-
cations after further analysis.

In any case, it has to be ensured that these KPIs are available in an appropriate level
of detail depending on the respective addressee. This means, the workers need to be
provided with the required information at the right time. Furthermore, the visualization
has to be configured individually with regard to the workers’ preferences and experi-
ence [4]. By doing so, experienced workers are provided with different types and
information details than less experienced ones.

In a Smart Workplace, the workers are given the opportunity to check work per-
formance by receiving individual feedback on tasks and potential errors. Having the
feeling of being an irreplaceable resource in the manufacturing ecosystem and provided
with the possibility of a high self-reliance degree, the workers are motivated to achieve
a continuous improvement of themselves as well as of the processes [5]. It is assumed,
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that having committed shop floor workers, improvement in business KPIs, such as
productivity or quality, will take place.

Physical world and virtual world need to be connected to enable a Smart Work-
place. Therefore, a digital infrastructure for the processing and provision of data is
needed, which is aligned to worker support. For those reasons, dedicated information
and communication technology tools and methodologies have been developed within
the EU research project A4BLUE (Adaptive Automation in Assembly For BLUE collar
workers satisfaction in Evolvable context), realizing the so called A4BLUE Adaptive
Framework.

2 Software Framework for Adaptive Assembly

The A4BLUE Adaptive Framework provides an open, secure, configurable, scalable
and interoperable adaptation management and assistance toolkit. This allows to adjust
workplace characteristics according to context information, such as dynamic produc-
tion processes, environment changes and varying workers’ characteristics. The
Framework’s concept includes elements of three existing Industry 4.0 reference
architectures: Reference Architectural Model Industrie 4.0 (RAMI 4.0) [6], Industrial
Internet Reference Architecture (IIRA) [7] and FIWARE Smart Industry Reference
Architecture [8].

The main principles of the Framework’s design are integration, virtualization,
adaptation management, context aware worker assistance and monitoring. Three high-
level functional domains (Shop Floor, Enterprise and Business) group those principles
into a logical three-fold breakdown structure containing different components as out-
lined in Fig. 1.

Business Domain

Automation 
Configuration 

Evaluation

Worker Satisfaction 
Management

Collaborative 
Knowledge Platform

Decision Support 
System Monitoring

Enterprise Domain

Collaborative Asset 
Manager Event Manager

VR/AR based 
Training and 

Guidance

Shopfloor Domain

Mediation Services Device ManagersAutomation 
Mechanisms

Multichannel 
Interaction Active Safety

Fig. 1. Domains and components of the A4BLUE Adaptive Framework
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The domains define a coarse mapping of system elements either to the factory –

Shop Floor Domain - or to the broader field of corporate IT - Enterprise or Business
Domain. This structure empowers the direct connection of cyber-physical systems with
humans in the different areas of the production ecosystem.

The Shop Floor Domain is the bottom layer of the Framework and populated by
any kind of device that is connected to the physical world on one side and to the virtual
world on the other. Therefore, this domain includes functionalities supporting auto-
mated control and adaptation of physical production processes as well as the main
human-machine interactions. The domain consists of the software components shortly
described in Table 1.

The Enterprise Domain is the middle layer and represents the core part of the
A4BLUE Adaptive Framework. To this end, this domain consists of several compo-
nents in charge of managing the logic for adaptation management and the provision of
assistance services using an Event Driven Architecture. The domain consists of the
software components briefly described in Table 2.

Table 1. Components of the Shop Floor Domain

Shop Floor Domain

Mediation
Services

The Mediation Services enable the integration of existing enterprise
level legacy systems (e.g. Manufacturing Execution Systems) into the
Framework

Automation
Mechanisms

The Automation Mechanisms component includes physical automation
technology such Collaborative Robots or Smart Tools

Device Managers The Device Managers support a plug and produce approach by enabling
discovery and integration of external automation mechanisms using
existing and common standards (i.e. OPC UA)

Multichannel
Interaction

The Multichannel Interaction component enables the workers to interact
with the automation mechanisms in an intuitive way through verbal
(e.g. voice commands or natural speaking) and non-verbal (e.g.
gestures) channels, as well as to receive appropriate feedback through
visual (e.g. graphical user interfaces, lights) or auditory (e.g. voice
messages, sounds) channels

Active Safety The Active Safety component adapts the behavior of automation
mechanisms considering the workers activity
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The A4BLUE Business Domain is the upper layer, in charge of supporting the
strategic decision-making process by targeting both, blue and white-collar workers. All
components in this domain aim to extract and take benefits from the information basis
of the production’s running automation and adaptation processes. The domain consists
of the software components shortly described in Table 3.

Table 2. Components of the Enterprise Domain

Enterprise Domain

Collaborative Asset
Manager

The Collaborative Asset Manager provides virtualization
capabilities by managing the semantic virtual asset model as a
knowledge base of the ecosystem. It includes reasoning
capabilities and contains static representations of both tangible
assets (physical assets) and intangible assets (non-physical
assets) as well as dynamic context representations

Event Manager The Event Manager continuously captures and analyzes relevant
events from the shop floor as well as the legacy system. It reacts
to an event, by triggering the required adaptation or assistance
actions or by enabling the information flow among the different
components of the Framework

VR/AR Based Training
and Guidance

The Virtual and Augmented Reality component provides off-
and on- the job training and guidance for the operator.
Furthermore, VR/AR interaction devices allow capturing events
and data, which are used for real-time context aware reasoning
in collaboration with other components of the Framework

Table 3. Components of the Business Domain

Business Domain

Collaborative Knowledge
Platform

The Collaborative Knowledge Platform transfers knowledge,
especially implicit and informal knowledge, from skilled to less
experienced workers as well as to various departments of an
organization

Decision Support System The Decision Support System supports operators on relevant
decisions (e.g. for assembly, maintenance or inspection
operations) by providing insights on processed data

Monitoring The Monitoring component enables the collection and
calculation of KPIs for the assessment of production processes
and performances

Automation
Configuration Evaluation

The Automation Configuration Evaluation component allows the
assessment of different levels of automation from a socio-
technical as well as from an economical perspective to identify
the most efficient Level of Automation

Worker Satisfaction
Measurement

The Worker Satisfaction Measurement component assesses the
workers satisfaction quantitatively in relation to human-
automation systems and work environment characteristics
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As outlined in the component’s descriptions, every component is designed to serve
a specific purpose, which differs from each other significantly. Some components
enable the connection of the A4BLUE Adaptive Framework to the existing software
and hardware infrastructure as well as the seamless connection of new equipment.
Others are designed to manage processes and derive knowledge from information
exchanged within the Framework. Finally, the actual analysis of data and information is
performed to support several decision making processes.

Therefore, some of the components are operating in the background most of the
time, invisible for the end user, or are seldom used for general configuration activities
such as the integration of new automation mechanisms. Others have a perpetual
interface to the end user for the continuous processing of input and output data in order
to enable the direct worker support at the workplace.

3 Adaptive Framework Application to an Assembly Use Case

In order to test and evaluate the hardware and the software developments, two industrial
as well as two laboratory use cases were set up within the A4BLUE project. The use
cases’ purpose is to validate the technical feasibility and functionality as well as to
obtain objective feedback on the socio economic impact of the A4BLUE solutions.

One of these use cases is set in the Ramp-Up Factory of RWTH Aachen University,
which has been developed in cooperation with shop floor experts of the factory. Within
this use case the assembly processes of a rear light and a brake module of an electric
vehicle are performed in a representative working environment. Both processes are
conducted by a shop floor worker, while organizational, quality and steering operations
are undertaken by a production supervisor. For the use case implementation a set of
components of the A4BLUE Adaptive Framework has been selected with regard to
process and production side framework conditions. Within this chapter only an extract
of the overall use case is described. It provides the current status of the concept, while
the technical implementation is still in progress. The entire implementation includes
additional components and hardware solutions such as the Automation Configuration
Evaluation or an autonomous tool trolley.

3.1 Main Components of the Adaptive Framework Applied to the
Use Case

To empower the Smart Workplace within the use case, data needs to be processed
according to the three steps of the data value chain: data collection, data interpretation
and visualization [9].

Subsequently only those components, that interact directly or indirectly in regular
operation with the shop floor worker as well as with the production supervisor are
described in detail. Nevertheless, further components of the Framework such as the
Event Manager or the Collaborative Asset Manager are mandatory to assure the
workplaces adaptability capabilities. Within the use case three components are mainly
necessary for the interaction among workplace and workers. These components are
VR/AR based Training and Guidance, Monitoring and Decision Support System (DSS).
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The first step (data collection) is realized with the VR/AR based Training and
Guidance component. To connect this component to the physical world, the worker
wears Augmented Reality glasses (Microsoft® HoloLensTM). Via the device, it is
possible to collect data and information from the assembly process by triggering certain
actions that are proceeded as events. A back-end server application acts as a bridge
between the device and the A4BLUE Adaptive Framework, where the Event Manager
and the Collaborative Asset Manager provide the capabilities to exchange and process
data. With this link, data (e.g. 3D-models, assembly instruction or statistics) are made
available dynamically and contextually to the worker. Additionally, actions triggered
by the worker (e.g. gestures or voice commands) or by external impulses (e.g. markers
or a task completion event from a given work order) are captured and sent back to the
Framework for further elaboration. The front-end modules are outlined in Fig. 2.

The modules are classified according to the categories Scene, Input and Spatial
Mapping. Modules within Scene enable the static and dynamic visualizations of all
necessary objects to create the virtual elements. The category Input contains modules
for the capture, the interpretation and the management of actions via different channels.
The modules of Spatial Mapping ensure correct position and size of virtual objects as
well as the processing of external impulses with markers. Table 4 provides an overview
of the modules.

The Monitoring and the DSS component are implemented within the second step of
the data value chain (data interpretation), on basis of the Open Source Knowage Suite1.
The purpose of the Monitoring component is to make processes and information from
the production ecosystem understandable and manageable. Within this component,
KPIs are calculated by using data from the production processes managed within the
Framework in order create a concise representation of certain parts of the ecosystem.
For example, if the worker classifies a part as scrap, further information about the
quality issue can be captured with the device. This way the bare identification is
enriched with additional contextual information to foster the understanding of decision
makers to be alerted.

Scene

CursorManager

SceneManager

Input

InputManager

GazeManager

GestureManager

VoiceCommandManager

InteractionManager

Spatial Mapping

AnchorManager

MarkerManager

TaskManager

Fig. 2. Categories and modules of the front-end application

1 https://www.knowage-suite.com/.
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KPIs calculated in the Monitoring module are used for further analytic steps by
being stored in the A4BLUE Adaptive Framework and processed by the DSS com-
ponent, which is shown in Fig. 3. Input for the DSS are both historical production data
and events having their root cause in the use cases assembly ecosystem. Data and
information are displayed to the production supervisor through a web-based graphical
user interface allowing the user to access relevant information for the support of
decision making (DSS Dashboard).

In the background, the Event Manager processes events related to specific inter-
ventions, such as collaboration, maintenance or inspection intervention requests. These
results are adapted by the DSS Event Adapter to translate them into notifications and to
identify the correct receiver as well as the appropriate notification channel. The DSS
Notification Management implements the business logic to notify the target user via an
interaction device by selecting the most appropriate notification channel (e.g. graphical
user interface, push notification, email).

Visualization, the third step of the considered data value chain, therefore is partly
covered by the DSS components’ Dashboard as described above. Furthermore, the AR
device is used for the visualization as well. This involves the component VR/AR based

Table 4. Modules of the front-end application

Scene

CursorManager Handles cursor type and position in a scene. The cursor can be visualized
in different forms for different interaction states

SceneManager Manages consistency check, loading and unloading of all 3D objects in a
scene

TaskManager Evaluates user operations against a given work order (or task list)

Input

InputManager Collects all input actions (gaze, gesture, voice commands) and raises
events/callbacks

GazeManager Raycasts the 3D scene at the position the user is looking at and triggers
events when capturing interactive objects

GestureManager Adapter that interprets and translates a subset of gestures as input events
VoiceCommand
Manager

Adapter for interpretation and translation of a subset of voice commands
in input events

Interaction
Manager

Guides the camera by using head tracking, manages the animation timing
of interactive objects and translates input actions in possible events and
commands

Spatial Mapping

AnchorManager Retrieves, clears and stores anchors (the location of physical objects in the
real world) locally on the device, linking and updating an associated real
transformation matrix on the scene graph

MarkerManager Recognizes an AR marker (e.g. QR-code) in the scene, triggers an event
when the marker is on line of sight and identifies if the marker is a new
one or already registered
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Training and Guidance again, which enables the display of notifications directly to the
worker on the shop floor. In addition to event driven notifications the component is
used to display assembly instructions with a varying level of detail depending on
workers’ characteristics and experiences, both stored and managed in the A4BLUE
Adaptive Framework.

3.2 Exemplary User Story

Subsequently, a representative user story is described in order to outline how the
information flow between workplace, worker and production supervisor is supposed to
be managed for both assembly processes. The user story is visualized in Fig. 4 and
shows how the worker is supported in the case of rework. This user story represents a
small extract of the use cases overall capabilities under consideration of the A4BLUE
solutions.

Firstly, the use case is configured by connecting the Automation Mechanisms to be
used via the Devices Managers. Additionally, a complete digital image of the assembly
ecosystem is generated by the production supervisor using the Collaborative Asset
Manager. This image includes a semantic representation of all the tangible (e.g. tools,
equipment, personnel, etc.) and intangible assets (e.g. processes, knowledge, etc.)
involved in the use case to provide it throughout the Framework. In case of changes or
modifications of the use case, the representation can be adapted via the Collaborative
Asset Manager.

In regular shop floor operation, the worker initiates the assembly process manually,
by looking at a marker, making a voice command or a gesture being captured by the
AR device. This way the data and information generated in the assembly procedure is
assigned to the specific process and can be stored as well as retrieved from the

Collaborative Asset Manager (CAM) –
Enterprise Domain

Event Manager –
Enterprise Domain

Decision Support System (DSS) –
Business Domain

Interaction Device –
Shop Floor Domain

History 
information

Notification 
information

DSS Processing 
Services

DSS Event 
Adapter

DSS Dashboard
Notification 
Management 

Services

Processed 
information

Notification 
information

Notification
event

Notification
information

Fig. 3. Decision Support System (DSS) high-level decomposition
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Framework for further processing. The process initiation is executed manually, since
the use case is designed without the involvement of a legacy system, such as a pro-
duction planning and control system. If a legacy system is used, the process initiation
can be executed by the system automatically. To close an operation within the
assembly process the worker again uses a marker, makes a voice command or a
gesture. The assembly process itself, which includes an optical and functional
inspection of the assembly object, is closed automatically by the system after the last
operation. After closure, a query is displayed to the worker whether rework on the
product is required. The query is answered by the worker throughout a voice command
or a gesture. If rework is required, the worker is requested to give further information
about this specific quality issue via predefined comments. Within the Monitoring
component, the rework rate, the percentage of defective products in the total number of

Regular Operation

Configuration

Automation 
Mechanisms

Implementation of 
AR device

Device Managers

Connection of AR 
device to the 
framework

Collaborative Asset 
Manager

Setup of all 
ecosystem 
resources

VR/AR based Training 
and Guidance

Monitoring DSS

Initiation and 
closure of assembly 

process

Display of rework 
query

Request to enter 
predefined comments 

about rework issue

Rework 
required

No rework
required

Update of rework 
rate

Analysis whether 
rework increases 

systematically

Systematic 
increase

No systematic 
increase

Display information 
about possible 

rework measures

Send alert to 
production 
supervisor

End

Fig. 4. Exemplary information process flow of an assembly rework process (simplified diagram)
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products produced, is recalculated. Subsequently, the DSS analyses whether there has
been a systematic increase of rework over the last processes.

If a systematic increase is identified, an alert notification (email or push notifica-
tion) is displayed on the production supervisors smartphone to inform him to inspect
the issue at the assembly object in person. Beforehand, the supervisor can retrieve the
information about the issue entered by the worker that is provided by the DSS. If no
systematic increase in rework was concluded, possible solutions for rework measures
are provided to the worker. Afterwards the initiation of the next assembly process can
be executed.

4 Conclusion

In the presented research work, concept and implementation of a digital infrastructure,
the A4BLUE Adaptive Framework is presented. This Framework is the basis for the
realization of Smart Workplaces as part of Smart Manufacturing. By connecting
physical and virtual world, it enables the adaption of workplaces to the workers’
specific profile. Additionally this empowers process as well as environmental vari-
ability. The goal is to combine the strengths of humans and automation mechanisms to
achieve an increase in efficiency and to sustain worker satisfaction.

The A4BLUE Adaptive Framework contains a set of software components that are
structured in three domains: Shop Floor, Enterprise and Business Domain. Each
component is designed for a different purpose. Some components manage processes
and databases, derive knowledge, trigger actions or analyze data, altogether realizing a
Smart Workplace.

The Framework is implemented, amongst others, in an assembly use case at the
Ramp-Up Factory at RWTH Aachen University. The use case provides an exemplary
Smart Workplace in a real production environment using for example Augmented
Reality, monitoring via key performance indicators and a system for decision support.
Furthermore, hardware solutions and automation mechanisms can be connected to the
Framework, while a complete digital image of the assembly ecosystem is managed and
provided within the Framework.

As next steps the technical implementation will be finalized. Following experiments
will be conducted to assess economic efficiency as well as worker satisfaction of the
A4BLUE Adaptive Framework. To create a quantitative performance reference, the
experiments in the first instance are conducted to a conventional workplace. Afterwards
they are repeated with the implemented Framework. The results are expected to proof
the potential of Smart Workplaces. Therefore, key performance indicators are used,
being significant for a company’s short- and long-term success, with a focus on eco-
nomic efficiency as well as worker satisfaction.
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Abstract. Analysing manual work is an important task in industrial companies
with high labour costs and labour intensive work processes. Industrial Engineer
s can use the results of these analyses to identify potentials and improve pro-
ductivity to maintain and improve competitiveness. To obtain goal-oriented
results the processes need to be analysed in detail. One method that yields
detailed information is the MTM-1-method. However, it requires a lot of effort
and special knowledge. This presents a big hurdle, especially for companies
with small production quantity. One option to reduce the effort and the required
knowledge is using motion capture technology. This technology is capable to
record human motions and to translate them into data that can be processed
digitally. Known representatives are 3D cameras and motion capture suits. They
track positions and postures of the human body, thus allowing conclusions about
human movements. This paper presents an approach to detect body motions in
accordance to MTM-1 using motion capture data from 3D cameras. The
detected motions are then analysed with respect to productivity to show
improvement potential.

Keywords: Motion capture � Labour productivity � Body motions

1 Introduction

Production Costs are one of the key aspects for manufacturing companies when facing
national or international competition. One major portion of these costs are labour costs,
especially if the production requires a high amount of manual processes and the wages
are high. The most important key indicator to control these costs is labour productivity.
Analysing labour productivity allows the identification of improvement potentials, thus
helpings in choosing appropriate measures to increase productivity.

In general, productivity is the ratio between output and input of a system. The
output in manufacturing areas usually consists of produced goods while the input
consists of necessary resources to create the output. The main resources in most
companies are human and mechanical work. Labour productivity is therefore the
relation between produced goods and staff working time [1, 2]. As the output of a
manufacturing company is usually determined by the market, the working time is
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analysed in detail to control and improve labour productivity. One established method
to analyse working time in detail is the MTM-1-method [3, 4]. It yields reliable times
for analysed processes and creates a foundation for a target-oriented improvement
process.

2 Assessment of Manual Working Time

2.1 Recording Working Time Using the MTM-1 Method

The MTM-1 method divides work processes into basic motions. It thus describes work
in a very detailed way. Afterwards, influencing factors are determined for every
motion. With that information, the MTM-1-time can be derived [3, 4].

MTM-1 Motions. There are 25 different basic motions. They can be divided into
Basic Motions, Visual Functions, and Body Motions [4]. Figure 1 shows an overview
of these motions.

In large-scale production, Body Motions usually do not play a crucial role, espe-
cially for assembly lines. In the case of single and small series production as well as
logistics processes however, Body Motions like movements between workstations
become more relevant.

Influencing Factors. MTM-1 defines specific influencing factors for each Motion
type, which the user must select to determine times. Below are the factors of the MTM-
1 Motion ‘Walk’ [3, 4].

Number of Paces describes the distance travelled during the Motion and has a
major impact on the required time. In general, Motion Length plays an important role
for many Motion types within the MTM-1 method.

The second influencing factor is Type of Walk. ‘Walk’ has two Types: With, and
without obstruction. An example for an obstruction is uneven or slippery ground.

Fig. 1. Overview of the MTM-1 motions
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MTM-1 Coding. The influencing factors can be coded to ensure a short and clear
documentation. Figure 2 shows an example for the movement ‘Walk’. In this case, ‘W’
stands for the Motion type ‘Walk’, followed by the Number of Paces and the Motion
Case. Here, ‘PO’ stands for pace obstructed.

Deriving MTM-1 Times. One can now use the determined influencing factors to
derive the required time for the Motion. In the MTM-1 method, these predetermined
times are documented on data cards. The times are average values that skilled workers
can execute without fatigue over a long period of time [4]. The user executes this
procedure for all steps of the work process and thereby determines the overall time.

Advantages and Disadvantages. The MTM-1 method has several advantages: Firstly,
it is very detailed, as it breaks the processes down into basic motions. By determining
influencing factors, it also yields logical starting points for improvement processes.
Additionally, it allows for a comparison with actual process times.

However, there are two disadvantages: The high level of detail prevents a com-
parable, practicable recording of actual times with existing methods [5]. Furthermore,
the method requires expert knowledge, and induces relatively high effort. Those facts
are preventing the application in small and medium-sized companies.

2.2 Analysing Working Time by Identifying Wastes

One widely used approach to analyse manual working time is the division of processes
into value-adding and non-value-adding processes. In particular, Lean Management
with its methods for avoiding non-value-adding processes has made its way into many
companies [6]. A common classification divides work processes into value adding
processes (e.g. welding or assembly processes), non-value adding but necessary pro-
cesses (e.g. the preparation of welding edges before welding), and non-value adding
processes (e.g. waiting, searching) [6, 7].

Liker defines seven types of waste to help users identify non-value adding process
steps and categorize typical problems [7]:

– high inventory,
– unnecessary movement,
– rejects and rework,
– waiting times,
– overproduction,
– unnecessary transport, and
– wrong technology/errors during processing.

Fig. 2. Coding example for the MTM-1 motion walk
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These definitions to identify non-value adding activities is applicable for all manual
work processes. In addition, the method is easy to understand. The method is usually
used in the evaluation of actual times. However, in general it is also suitable for
analysing the times generated by the MTM-1 method.

3 Motion Capture with 3D Cameras

Motion Capturing technologies can detect and track human motions, which can then be
processed digitally [8, 9]. There are different technological approaches, such as optical,
electromechanical, electromagnetic or acoustic [9]. Popular examples are 3D cameras,
such as the Microsoft Kinect or the Intel RealSense, and Motion Capturing suits like
the XSens suit or the AXS suit.

In case of 3D cameras, which belong to the optical systems, a transmitter emits an
optical signal, usually infrared waves. Observed objects then reflect it and a receiver
record them [9]. The Microsoft Kinect, which is used in this presentation, belongs to
the non-marker-based 3D cameras. This means that it utilizes the natural reflection of
the body. This way, the observed person does not have to wear any potentially dis-
turbing devices.

The Kinect determines the distance between itself and reflecting objects via the
time-of-flight of the infrared wave [10], creating a partial 3D model of the observed
area. The Kinect then compares this model with a database to detect people and their
postures. If it detects persons, it determines the position of 25 body joints per person
(see Fig. 3) [11]. Additionally, it is capable of recording a regular video of the process.

Fig. 3. Body joints tracked by the Kinect
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Though other Motion Capture technologies work in different ways, most of them
yield similar results. The AXS suit for example uses Inertial Measurement Units to
record angles and accelerations and then calculates the position of the observed person
and its posture [12]. This way, it also determines the positions of certain body joints.

4 Experimental Set-Up

To demonstrate the approach, an exemplary assembly task was recorded. In this task,
the worker assembled gearboxes for 20 min. The gearboxes consist of two housing
parts and 16 further individual parts that the worker assembled at three different
workstations. Figure 4a shows the layout of the workstation. The worker assembled
eight gearboxes in 14 min and 48 s.

5 Pre-processing the Motion Capture Data

5.1 Data Sorting and Transformation

The usability of the recorded data to determine reliable times heavily depends on data
quality. Objects may obscure the line of sight between the camera and the worker.
Then, either it does not detect the joints or it calculates faulty coordinates. Furthermore,
even with an unobstructed view, it does not always interpret the 3D data correctly.
Therefore, the first step is to sort out incorrectly generated data. This can happen
automatically, for example via detecting extreme or inconsistent values, or manually by
examining all points using the video recording [5].

The next step is the data transformation, which transforms the coordinates into a
coordinate system that can be assessed in a standardized and understandable way.
Depending on the observed work system, the user might have to tilt the Kinect to
record the worker during all work steps. For example, when material boxes or shelves

Fig. 4. Experimental set-up – layout and motion capture data
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prevent the positioning directly in front of the worker. The Kinect angle is then used to
transform the data into a coordinate system, where x and y span the horizontal plane
and z points upwards. Additionally, the user can turn the coordinate system to match it
to existing layouts (e.g. Fig 4a). The result can be visualized in a top view diagram (see
Fig. 4b). Here every point represents the coordinates of one recording during the
process.

5.2 Calculation of Motion Parameters

The next step to prepare the Body Motion recognition is the calculation of relevant
Motion Parameters. These Parameters describe important variables such as joint
velocity to identify Motions later on. For example, the identification of the Motion
‘Walk’ requires the Parameters: horizontal distance covered of the joint ‘Spine, Base’
between two recordings and its horizontal velocity. Formulas 1–3 show exemplary
Parameters and their calculation. Other relevant Parameters are calculated analogically.

dj;a;b ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxj;b � xj;aÞ2 þðyj;b � yj;aÞ2 þðzj;b � zj;aÞ2

q
: ð1Þ

dh;j;a;b ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxj;b � xj;aÞ2 þðyj;b � yj;aÞ2

q
: ð2Þ

vh;j;a ¼ dh;j;a�1;a

ta � ta�1
: ð3Þ

dj,a,b: distance of joint j between recording a and b [m]
dh,j,a,b: horizontal distance of joint j between recording a and b [m]
vh,j,a: horizontal velocity of joint j at recording a [m/s]
xj,a: x-coordinate of joint j at recording a [m]
yj,a: y-coordinate of joint j at recording a [m]
zj,a: z-coordinate of joint j at recording a [m]
ta: time of recording a [s].

6 Recognition of Body Motions

6.1 Definition of Worker States

The first step in recognising Body Motions is the definition of possible states of the
worker. The purpose is to be capable to assign a state type to each timeframe of the
recording. The definition follows the basic principle that the worker either performs a
Motion or does not move. Figure 5 shows the worker states of the developed approach.
To ensure a reliable recognition, it only covers Motions that can be derived by
assessing the Motion Capture data of the trunk and the head. These body parts have a
relatively high tracking quality when using 3D cameras like the Kinect [5].
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The Motions (see Fig. 5) were defined in accordance to MTM-1. This includes the
Motions ‘Bend’, ‘Sit’, ‘Walk’, Sidestep’, and ‘Turn Body’. One difference is the
combination of the Motions ‘Stoop’ and ‘Kneel’. The body postures in these move-
ments is very similar and therefore difficult to distinguish. Additionally, all ‘Arise’
Motions have been integrated into their respective Motions, since they follow the same
sequence of postures, with the distinction of the reversed sequence. Furthermore, ‘Foot
Motion’ and ‘Leg Motion’ are not included due to the relatively low tracking quality of
the legs.

6.2 General Approach to Recognise Worker States

The Recognition of Worker States is based on the differentiation between Standstills
and Body Motions. Firstly, it identifies Motions by finding characteristic Parameter
Sequences in the Motion Capturing data [5]. For example, a temporarily increased
velocity of the hip is characteristic for the Body Motion ‘Walk’. Afterwards, it logically
infers the remaining time segments as Standstills. Figure 6 visualizes this approach.

Identification of Motions. The identification through characteristic parameter
sequences follows three steps (see Fig. 7) [5]:

Fig. 5. Recognised worker states

Fig. 6. General approach of the state recognition
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1. Motion Localization: The Localization scans the data for characteristic values or
curves that represent specific Motion Types. For example, an increased speed of the
joint ‘Spine, Base’ characterises the ‘Walk’ Motion. The Localization therefore
scans for sequences in which this velocity has a high value.

2. Determination of start and end point: In addition to the localized time sequences,
the complete Motion usually includes more than the localized recordings. For
example, the velocity at the beginning of a Motion only gradually increases to the
value that the Localization uses.

3. Motion Verification: Verification of the Motion completes the Identification pro-
cess. It checks whether a Motion has actually taken place during the specific time
segment. In the case of ‘Walk’, it is done by checking the distance travelled
between the start and the end point of the Motion. If the distance falls below a
minimum value, the Motion has been falsely identified.

Following the Motion identification, the remaining time sequences are marked as
Standstill times.

6.3 Identification of Body Motions

The previous explanations describe the identification process for the Body Motion
‘Walk’. Table 1 shows an overview of the complete Identification Parameters for all
Body Motions. One can for instance see that the identification of the Motion ‘Sidestep’
uses the same Parameters as the Motion ‘Walk’. This is because the movements are
very similar and only differ by the Motion direction.

Fig. 7. Motion identification for the Motion ‘Walk’
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7 Analysis of the Recognized Body Motions

7.1 Determination of MTM-1 Times

The Analysis firstly aims to assign MTM-1 Motions to the recognized Motions and to
determine the influencing factors. Thus, the first step is matching MTM-1 Motions to
the recognized ones. Figure 8 provides an overview of the corresponding Motions.

One can see that during the state ‘Standstill’ the worker can perform the Motions
‘Foot Motion’ and ‘Leg Motion’ as well as Basic Motions and Visual Functions. These

Table 1. Body motion identification parameters

Body
motion

Identification parameters
Motion
localization

Determination of start and
end point

Motion verification

Stoop/Kneel Vertical velocity
of head

Vertical distance of head
from start to end

Vertical angle of thighs,
vertical angle of lower legsBend

Sit
Walk Horizontal

velocity of spine,
base

Horizontal distance of spine,
base from start to end

Horizontal angle between
motion direction and hipSidestep

Turn body Angular speed of
Shoulders

Change of horizontal angle of Shoulders from start to end

Fig. 8. Comparison of MTM-1 motions and recognised worker states
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Motions are not in the scope of the Body Motion recognition. Furthermore, the Motion
‘Stoop/Kneel’ corresponds to several MTM-1 Motions. The distinction between these
Motions is not included here, but can be integrated if the data quality of the legs is high.
In this case, the correct MTM-1 Motion was chosen manually. Although the recog-
nition does not define different upwards and downwards Motions, it still recognizes the
direction during the identification by observing the sign of the covered vertical distance
(see Table 1).

The next step is the determination of the influencing factors for the identified
MTM-1 Motions. Table 2 shows the influencing factors and specifies, whether they can
be determined automatically by analysing the Motion Capture Data.

For the MTM-1 Motion ‘Sidestep’, the factor Motion Length can be assessed by
calculating the travelled distance of the hip. The Motion Case on the other hand
indicates if the person moved one or both legs. This information can be derived if the
data quality is high. In this example, it was chosen manually.

This applies accordingly to the Motion Case of ‘Turn Body’ and the Number of
Paces of ‘Walk’ as well. In the case of Walk however, it is possible to determine the
number of paces by assessing the Motion Length [4].

One can see that it is possible to derive MTM-1 times with relatively small effort
for Body Motions. This effort would be even smaller, if a high tracking quality could be
guaranteed.

7.2 Identifying Productivity Potential

After determining the MTM-1 Motions and their influencing factors, the analysis uses
this information to identify productivity improvement potential. It differentiates
between two kinds of potential: speed loss and layout waste.

It determines speed loss by comparing the actual time of the detected Motion with
the MTM-1 time (see Formula 4). A positive value reflects a work speed lower than

Table 2. Deducible influencing factors of the MTM-1 motions

MTM-1 motion Influencing
factors

Deducible from
motion capture data

Sidestep Motion length Yes
Motion case Yes (if data quality

is high)
Turn body Motion case Yes (if data quality

is high)
Walk Number of

paces
Yes (if data quality
is high)

Type of walk No
Bend, Arise from Bend, Stoop, Arise from Stoop,
Kneel on One Knee, Arise from Kneel on One Knee,
Kneel on Both Knees, Arise from Kneel on Both
Knees, Sit, Stand

None
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MTM-1, while a negative value represents a higher speed. The relative speed of a
Motion is relatively comprehensible and describes the ratio between the MTM-1 time
and the actual time (see Formula 5). For example, a relative speed of 50% means that
the actual time is twice as long as the MTM-1 time. Thus, it is similar to the perfor-
mance defined by the MTM-1 method [4]. Formulas 6 and 7 demonstrate how the
overall speed loss and relative speed of a process are calculated. Table 3 shows the
calculated speed losses for all process steps in the shown example.

Layout wastes result from unfavourable layout design. They appear when the
worker travels a longer distance than is theoretically necessary. Thus, mainly ‘Walk’
Motions produce layout wastes. There are multiple ways to determine a necessary
minimum distance [5]. This Analysis follows the assumption that all distances can be
reduced to the distance of the shortest ‘Walk’ Motion. In the recorded example, the
‘Walk’ Motion between workstation three and one had the shortest distance (see
Fig. 4b). The worker used three Paces to travel the said distance. Thus, the analysis
assumes that the worker can execute all ‘Walk’ Motions in three Paces. The layout
waste of each ‘Walk’ Motion then is the difference between the MTM-1 time of that
Motion and the MTM-1 for walking three Paces (see Table 3). The overall layout waste
can be calculated analogically using Formula 7.

sln ¼ tn � tMTM;n: ð4Þ

sreln ¼ tMTM;n

tn
: ð5Þ

slp ¼
X

sln: ð6Þ

srelp ¼ tMTM;p

tp
¼ tp � slp

tp
: ð7Þ

sln: speed loss of Motion n [s]
slp: speed loss of process p [s]
sreln: relative speed of Motion n [-]
srelp: relative speed of process p [-]
tn: actual time of Motion n [s]
tp: actual time process p [s]
tMTM,n: MTM-1 time of Motion n [s]
tMTM,p: MTM-1 time of process p [s]

Table 3 shows the result of the Analysis of the Body Motion. One can see that the
overall speed loss is negative, which means that the worker executed the Motions faster
than the MTM-1 times. A possible reason is the fact that the worker only assembled
gearboxes for a short period of time, in which he might have moved faster than what is
sustainable over a longer period. Furthermore, there is limited layout waste. This is
because the experimental set-up used an optimised layout that was designed to reduce
walking times.
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8 Summary

This article presents an approach to recognize Body Motions using 3D cameras.
Furthermore, it determines corresponding MTM-1 Motions and times. It identifies
speed losses and layout waste, thus uncovering improvement potential. In addition to
the benefits of the classical MTM-1 method, the approach has the following
advantages:

• Assessment of actual times: The presented method allows recording actual times
and comparing them with MTM-1 times.

• Identification of productivity potential: By assessing speed loss and layout waste, it
presents the user with logical starting points for an improvement process.

• Semi-Automated: By using Motion Capture data from the Microsoft Kinect, most
method steps can be automated, resulting in a relatively low method effort.

Table 3. Result of the body motion recognition and analysis

Recognised body
motion

Location MTM-1
motion

Actual
time [s]

MTM-1
time [s]

Speed
loss [s]

Layout
waste [s]

Standstill WS1 - *34.2 - - -
Turn body WS1 Turn body

(TBC 1)
0.6 0.7 −0.1 0.0

Walk WS1 !
WS2

Walk (W3P) 1.8 1.6 0.2 0.0

Sit (downwards) WS2 Sit (SIT) 0.9 1.2 −0.3 0.0
Standstill WS2 - *35.7 - - -
Sit (upwards) WS2 Stand (STD) 0.7 1.6 −0.9 0.0
Turn body WS2 Turn body

(TBC 1)
0.7 0.7 0.0 0.0

Walk WS2 !
WS3

Walk (W4P) 2.1 2.2 −0.1 0.6

Standstill WS3 *29.7 - - -
Turn body WS3 Turn body

(TBC 1)
0.7 0.7 0.0 0.0

Stoop/Kneel
(downwards)

WS3 Stoop (S) 1.0 1.0 0.0 0.0

Stoop/Kneel
(upwards)

WS3 Arise from
stoop (AS)

0.8 1.1 −0.3 0.0

Turn body WS3 Turn body
(TBC 1)

0.7 0.7 0.0 0.0

Walk WS3 !
WS1

Walk (W3P) 2.0 1.6 0.4 0.0

Sum (body motions) 12.0 13.1 −1.1 0.6
Percentage [%] 100.0 109.2 −9.2 5.0
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Some aspects allow further development. The methodology requires a reliable data
quality. The Microsoft Kinect only partly fulfils that requirement. The general approach
however does not require the Kinect as the Motion Capture Technology. Thus, the used
calculations and values need to be adapted to other technologies. Another possible
improvement is the integration of existing ergonomic assessments like the EAWS [12].
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Abstract. This paper describes the research hypothesis that motion data can be
utilized to derive MTM analyses. As a first step, manual assembly tasks are
recorded with motion capture systems to generate motion data. These motion
data are used as a training data set for an end-to-end deep learning architecture
for motion classification. The result of this classification is the assignment of
data sequences to corresponding basic motions of MTM-1. The paper also
describes the prerequisites for an automatic generation of MTM analyses by
considering an adaptation of the original MTM methodology to fit for an
automatic approach, the acquisition of motion capture data and the automatic
annotation of motion data.

Keywords: Motion capture �Motion recognition �Methods-time measurement �
Neuronal networks � Geometric deep learning

1 Motivation

The global market situation leads to increasing challenges for manufacturing compa-
nies. To maintain or to regain competiveness within their competence areas, globally
acting companies need to optimize production processes continuously. This in par-
ticular applies to manual work as it is often associated with high labor costs and high
potential for further economic improvements [1]. Particularly in high-wage countries
such as Germany, the existing potential therefore must be used extensively [2]. A high
percentage of manual labor occurs in assembly tasks [1]. Assembly workstations show
an increasing planning frequency due to short product life cycles as well as an
increasing planning effort due to complex products and processes [3]. Thus, a planning
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support for the design of manual workstations is needed to minimize the planning effort
on the one hand and increase the planning quality on the other hand.

Following the vision of Industry 4.0, these challenges of cyber-physical systems
and the digital transformation could be resolved through a modern concept of machine
learning. We propose to use convolutional neural networks (CNNs) adapted to graphs,
representing the skeletal graph model, as an alternative approach for human pose
estimation in real-time to derive MTM codes. The main objective of this publication is
to provide the potentials, advantages, and open questions of this concept.

1.1 Production Planning

There are several tools and approaches for production planning. One approach focuses
on the application of integrated modules in enterprise resource planning (ERP) software
like SAP or Sage. To gain accurate planning data, e. g. in the fields of planning of
machine utilization, price calculation, capacity planning, scheduling, capacity analysis
and personnel planning there is a need for extensive and current time data [4]. How-
ever, valid time data in terms of extent and level of detail are often not available in
production companies [5]. Surveys concerning the application of industrial data science
show that despite of an increasing data volume in companies there still is a general lack
of requisite data for precisely focused analyses [6–9]. This trend is present in enter-
prises across all sectors and company sizes but it especially relates to time data
regarding small and medium-sized companies (SME) [10]. Even though time man-
agement is of high importance for work system design, it does not have an equivalent
prioritization within SME due to the high effort involved in acquiring time data.

1.2 Acquisition of Time Data

There are two commonly used methods to gather time data: Recording and processing
of actual times (e. g. REFA) and assessing target times by predetermined motion time
systems (e. g. Methods-Time Measurement (MTM)). For the measurement of working
times according to REFA, work activities are measured with a chronograph or another
timing device. In addition, a trained REFA expert has to assess the performance level of
the observed employee. To derive the target times this factor needs to be allocated with
the actual time. In order to achieve reliable target times, the expert needs to capture
several work processes to ensure sufficient data accuracy. The effort for REFA time
studies is high. It consists of the preparation including distributing the work content
into work cycle elements, determining the extant and timing of the time studies,
informing all participants and defining the influence factors and others [11, 12]. The
actual time recording requires the person performing the studies to be present at the
work process for the entire duration of all cycles.

Predetermined motion time systems follow the approach that small units of basic
motions compose a motion sequence. Each basic motion is assigned to a time value,
which are summed up to generate the overall target time. The time values for a motion
sequence result from the combination of a basic motion and the corresponding
influencing factors. In comparison to time studies according to REFA, there is no need
for subjective assignments of the performance level. Furthermore, there is no need to
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analyze several process cycles. Beyond that, the detailed planning of the work process
offers the possibility of deriving process optimizations. A well-established predeter-
mined motion time system in Germany and other industrial states is MTM [13].
For MTM time studies, there is only the need to observe one cycle of work content.
Subsequently, up to 200 times of the observation time is required to perform the
analysis, depending on the MTM method level [14]. The duration of the analysis
depends on the experience of the employee and requires extensive training in MTM.
The same counts for REFA time studies. Both approaches, time recording in accor-
dance to REFA and predetermined motion time systems in accordance to MTM-1 have
a high expenditure of time for analysis and evaluation in common.

This leads to the point that there is a global need for a tool to accelerate and
simplify time studies. The approach presented in this paper bases on recent studies and
developments in the area of motion capture as well as machine learning. The following
chapters will provide a proof of concept, concerning the generation of motion data by
means of infrared-based motion capture systems and the automatic classification of
different basic motions in assembly to derive MTM codes. Taking into account the
presented aim, time analyses in accordance to MTM are more suitable than REFA
methods. MTM offers the possibility to derive weaknesses in work processes more
directly and concise. Moreover, the use of standard basic motions is an enabler to
detect different motion sequences automatically by identifying typical characteristics of
each motion sequence. Therefore, MTM serves a foundation to perform time studies
automatically by identifying time data and process modules.

2 Investigation Domain and Data Generation

To reach the mentioned aim there is the necessity to collect motion data from manual
assembly tasks. Therefore, Sect. 2.1 describes the setup of a work system for motion
captures in a test environment of the Institute of Production Systems. Beside the setup
of the workplace, further prerequisites of the actual motion capturing for the work tasks
and motions are presented in Sect. 2.2 in detail.

2.1 Experimental Setup

Different replications of industrial assembly workstations need to be recreated. These
workstations have to represent a certain variety of work tasks so that capturing of
various motion paths and motion forms is possible. Considering the aim of an auto-
matic identification of MTM codes with motion data based on deep learning approa-
ches, modeling expressive and generalizable CNN architectures is a significant issue.
One challenge in this context is to prevent overfitting, for example. Overfitting appears
if an analysis corresponds too close to a certain data set with the consequence that
additional data cannot be predicted reliably [15]. The replications must fulfill the
requirements of a wide variety of work tasks to not only fit to the assembly task in a
given setup but apply on any manual work tasks. The replications pursue the goal to
generate motion data in industry-like work systems and assembly tasks in a laboratory
environment. The design of the workstations need to relate to real workstations
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accurately. This includes the work content, the workplace design, operating material
and equipment. By replicating real workplaces, it is possible to adjust system settings
and represent various work tasks in any assembly workplaces holistically. In order to
maintain the naturalness of the movements on the replication, the equipment, tools,
material and environment must be as close as possible to real workplaces. Hence, the
replications are equipped with professional tools and supplies as far as possible and
economically reasonable. These replications represent an assembly environment that
gears towards current and future-oriented industrial standards. The aim is to cover all
basic motions according to MTM-1 and their corresponding forms in the smallest
possible number of different workplaces or modifications of a workplace. In a first
setup for initial motion captures, a standard worktable system has been installed (s.
Fig. 1). For cost reasons, the provision of parts for the workpiece carriers was
implemented by means of cardboard engineering and wooden constructions, which do
not have any impact on the test person’s motion sequences. The use of flexibly
applicable equipment allows for installing an almost unrestricted universal work sys-
tem, capable of capturing all necessary motion patterns.

The assembly object (s. Fig. 1 – right) is a two-stage gearbox, which is used within
the scope of various seminars and lectures at the Institute for Production Systems. This
assembly object meets the need for tracking assembly motion patterns very well as
there is a wide range of required assembly tasks. The assembly includes joining
operations with and without tools, screwing operations, handling of light and heavy
parts, low and high tolerances for marker points and the handling of mixed lying and
separated material.

Fig. 1. Workplace setup for motion recordings of an assembly task (left) and the assembly
object (right)
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2.2 Generation of Motion Data

An essential step to derive MTM analyses of a given work task is to generate motion
data that fit several prerequisites. Taking into account the goal of a detailed detection
and annotation of transaction data using machine learning methods, it is necessary to
obtain high-quality data for learning and for evaluating the classification results. In
order to capture motion data extensively, a sequence of assembly task sequences
representing a majority of possible motions needed to be defined. The workplace setup
shown in Sect. 2.1 is based on various motion sequences and highly flexible. Thus, the
setup effort for different types of systems can be reduced to a minimum, even though a
universal workstation to cover various motion patterns and motion tasks is more
complex.

The interpretation of captured motions depends on the classification task and the
classes to be identified. In the given case, these classes are specified by MTM. The
chosen approach follows the classification according to the basic movements as
reported by MTM-1. Thus, a high method level is mapped. This offers the possibility,
based on the results of this work, to derive classifications for lower method levels such
as MTM-UAS or MTM-MEK as a combination of different MTM-1 codes. The MTM-1
data card thus forms the basis for deriving the motion sequences to be identified and
classified by a machine learning algorithm. Restricted to the upper limbs, the basic
motions are reach, grasp, move, position and release. For each of these motion
sequences, there are different characteristics that influence the appearance of the motion
to be distinguished which are shown in Table 1.

All basic motions and influencing factors mentioned in Table 1 need to be mapped
in the given workplace setup to ensure the data set, to cover all information needed for
the automatic allocation of MTM codes.

Table 1. Basic motions for the upper limbs and their influencing factors

Basic motion Influencing factors

Reach Motion length
Motion case
Motion path

Grasp Type of gripping
Move Motion length

Motion case
Motion path

Position Class of fit
Case of symmetry
Handling

Release Type of release
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In addition to the influencing factors given by MTM, there are further factors to be
considered like the direction of a basic motion, which is unimportant for a manual
MTM analysis but significant for an automated analysis. Considering all influencing
factors means that each possible combination of two or more factors has to be recorded,
as the dependencies of various factors are not clear beforehand. This leads to a vast
amount of required motion capture data which is not feasible to record. As an example,
the direction of a basic motion in motion data is the vector of two coordinates of one
marker point over a given period. The number of possible vectors for motions like
reach or move is infinite and therefore cannot be considered completely. Even reducing
the number of directions (left, right, up, down, forward and backward) leads to
numerous possibilities in combination with influencing factors (e. g. degree of control).
It is not possible to consider all these combinations with motion captures economically.
Moreover, the presented influencing factors solely relate to the motion itself as well as
the objects involved. Equally significant are the influences on motions that the exe-
cuting person is responsible for. These influencing factors include the person’s
anthropometry, agility, handedness, constitution, physique, sex, skill, experience and
routine for a given task. In order to record motion captures, the group of test persons
must be selected in a balanced manner according to these criteria.

With regard to the influencing factors, a simulation of human motions within a
workplace can derive the high number of data sets necessary to achieve a significant set
of motion data for training the algorithm. This way it has to be ensured that the
extremes for all basic motions and influencing factors, e. g. minimum and maximum
reaching distances, are captured. These captures provide the framework for a simula-
tion to interpolate further motion sets in between. Thus, the execution of motion
captures is limited to a manageable scope.

An optical, marker-bound, infrared-based motion capture system provides high
quality data and therefore serves as a benchmark for the acquisition of training data
sets. The used motion capture system is Qualisys with twelve cameras that capture
motions with a framerate of 125 Hz. With this configuration, it is capable to capture
even very fast or subtle motions. Under real conditions in an industrial environment,
such a setup is difficult to implement because of existing limitations of the workplace.
Optical systems with several cameras need to be installed. Masking and dazzling
surfaces must be avoided in order to generate high data quality. Therefore, after
training the machine-learning algorithm, other motion capture systems based on inertial
sensors (e.g. Xsens) or markerless optical motion capture system (e.g. Kinect) may be
utilized as well. A main prerequisite is to provide the data in a given form with
coordinates according to the given marker structure in Fig. 2. The data sets consist
of different rows with X-, Y- and Z-coordinates of every marker point. Each row is
linked with a timestamp and a label for the valid MTM code. To ensure the algorithm
to work properly on different motion capture systems there needs to be a standardized
nomination of the marker points, same units and the same coordinate system. In this
case, a world coordinate system is used which is automatically specified by Qualisys
software.
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Initial motion captures have been taken already and the data sets have been labeled
according to MTM-1 with the help of video recordings of the assembly processes. The
evaluation of the video data with regards to an automatic annotation of MTM-1 codes
leads to the conclusion that the methodology of analysis differs from original MTM
analyses. The analysis of video or motion data is restricted to the individual operative
work method, whereas MTM is designed for the assessment of a generic work method.
This results in a different view of motions and influencing factors. Therefore, the MTM
methodology needs to be adapted which is shown in Sect. 3.

3 Adaptation of MTM Methodology

A major difference between an automated MTM analysis and the original manual
analysis is the ability of a human to assess the context of the work task, whereas an
algorithm can only draw conclusions from the available motion data. For an automatic
generation of MTM-1 codes from motion data, those subjective assessments of the
original classification procedure according to MTM must be substituted by objectively
ascertainable criteria. The environment, especially for non-optical motion tracking
systems, cannot be tracked. The generation of various MTM codes requires to asses
subjectively ascertainable environmental factors, though. Therefore, for these MTM
codes there is the necessity to derive characteristics not directly linked with the motion
but the environment within the information of motion data and its components. These
components consist of coordinates linked with a body segment and a time stamp. Thus,
other motions beside the explicitly involved body segments (e. g. head movements to
readjust the field of view to indicate the given degree of control for a motion) need to
be identified and associated to characterize a certain motion and its linked influence
factors. This means that motion patterns of the whole body need to be analyzed and
connected in high detail. By observing multiple assembly tasks, the characteristics for
each class need to be pointed out. The observations require experienced assembly
workers as well as various assembly tasks in order to highlight universal features.

Fig. 2. Tracked marker points for basic motions of the upper limbs
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Considering that a motion capture cannot detect a given work method and hardly can
differentiate in advance which body segment to be dominating for MTM analyses,
parallel motions of several body segments need to be recorded. Thus, potentially there
are various MTM codes for each time stamp to be derived. Because of the charac-
teristics identification and the parallel MTM code derivation, the MTM data card has to
be customized or extended for this purpose.

4 Classification Using Graph CNN

Based on the executed motion captures and the adaptation of the MTM methodology
for the determination of the MTM codes, a classification of the data into the classes
according to the MTM-1 subdivision is performed. Therefore, the mentioned adaption
of the MTM methodology with a customized MTM data card is essential to hand over
characteristics to be taken into account by the algorithm. Thus, a high quality of the
forecasts can be expected. The classification operates in two stages. The first stage
serves to identify the basic motions whereas the second stage is responsible for the
influencing factors for each basic motion. The determination of MTM codes requires
the detection of motions of the body and hands, possibly also additional technical aids
(e.g. screwdriver). These different entities form a complex actuator network are rep-
resentable by graph based data structures. Therefore, the objective is to adapt the
generalization of CNNs on non-Euclidean domains (e.g. graphs) to the classification of
graphs with respect to MTM codes. Recent works in this field were brought together
under the umbrella term geometric deep learning [16] and came up with a set of
methods that aim to expand the convolution operator in deep neural networks to handle
irregularly structured input data. Fey et al. [17] introduced SplineCNN with continuous
kernel functions based on B-splines, which make it possible to directly learn from the
geometric structure of graphs. A new graph convolutional neuronal network (graph
CNN)-supported concept for the tracking of MTM-1 sequences is to be developed,
taking into account current results in geometric deep learning research.

Corresponding graph-based CNNs, for which initial preliminary work has already
been done, represent a promising starting point and also guarantee fast inference about
the use of GPU optimization techniques [18]. Recent research results represent a very
promising starting point and also ensure quick information about the use of GPU
optimization techniques [17]. During the analysis and development, it will be examined
whether the tracking of common graph representations by means of recurrent graph
CNNs exceeds the results of classical methods such as the extended Kalman Filter.
Further it will be examined whether one of the two approaches or a combination of
both is better suited to solve the concrete problem. Quality criteria among others are the
usability in real time as well as the sufficient accuracy for the classification of MTM-1
codes. A challenge in the identification and classification of MTM codes from gestures
lies in the detection of more complex motion patterns, which can be described by sub-
motions. Therefore, a hierarchical classifier based on Graph-CNNs and coarsening
layers for encoder-decoder architectures seems promising, from which coarse and fine
as well as environmental and secondary features shall be extracted.
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5 Conclusion and Outlook

This paper shows that there is a strong demand to support the planning processes of
manual work systems to increase productivity and improve global competitiveness,
especially for high-wage countries. In particular, time management provides the
opportunity to generate knowledge about processes and therefore is an important tool
to organize and structure internal processes. The high cost and time intensity to gen-
erate time analyses lead to incomplete or missing time management and time data. It is
shown that there is the possibility to identify MTM sequences automatically and to
derive complete MTM-1 analyses. The given methodology needs to be adapted so that
the subjective assessment of the working environment and the processes is substituted
by objective characteristics. The paper states that there are possibilities to take different
body segments into account to define characteristics that lead to a clear allocation of
coordinates of body segments over time to MTM motion sequences. Thus, the use of
motion capture systems leads to the fact that the basis for automated determinations
of MTM motion sequences is given. Recent studies have already shown that the state of
the art in motion capture technologies is accurate enough to detect even subtle motions
[19–21]. A promising approach to process the given motion data is provided by graph
CNN. By means of geometric deep learning approaches, it is possible to identify
different motion patterns independently of a strictly restricted and specified area of
activities.

Further studies will complete the presented results by extending the motion capture
of work tasks and therefore creating a wider basis of motion data for training the
neuronal network. This leads to guarantee a high quality of forecasts, which are essential
to use time data for purposes like workforce planning or defining fee structures.
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Abstract. There is a desire for an integrated tool to measure the impact of
military clothing and equipment on mobility, lethality and survivability. This
study was a first step to develop such a test platform. Twenty Soldiers executed
the test in three levels of encumbrance. Mobility was measured via obstacle
completion timing. Lethality tasks included static and dynamic shooting
engagements, with traditional marksmanship measures and cognitive decision-
making. Quantification of body exposure and exposure to threat time comprised
survivability measures. Preliminary results indicated that as encumbrance
increased, mobility, lethality and survivability were altered. Obstacle
completion times increased, marksmanship precision and vertical stability dur-
ing the static elements improved, and shooting efficiency and threat elimination
during the dynamic elements decreased. By expanding on this methodology, we
create additional capabilities for the US Army and our international partners.
Lessons learned from this study will allow for improvements to the test platform
as it is developed.

Keywords: Clothing and Individual Equipment (CIE) �
Human-systems integration � Human factors � Military �
Combat obstacle course � Lethality � Mobility � Survivability � Marksmanship

1 Introduction

In 2017, the US Army announced their modernization priorities as a means of main-
taining their military strength. Six specific areas were targeted for focus improvement
and development, with the first five being specific technologies or end products. The
sixth was “Soldier Lethality” or Soldier’s ability to shoot, move, communicate, protect
and sustain by improving human performance and decision making [1]. In an effort to
support this priority area for those trying to make clothing and individual equipment
(CIE) acquisition and development decisions, there is a desire for an integrated or
holistic objective tool to measure Soldier performance, specifically mobility, lethality
and survivability incorporating underlying measures of human factors, biomechanics
and cognition.
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Defense research organizations from Australia, Canada, Singapore and the United
States use the Load Effects Assessment Program (LEAP), a military mission obstacle
course originally developed by the US Marine Corps, to assess the impact of CIE on
dismounted warfighter performance and specifically, mobility. The standardized LEAP
test platform includes a 10-station obstacle course, in addition to static simulated rifle
firing, vertical jump and weight transfer activities. Previous studies investigating
completion times for military task-oriented obstacles (i.e., jumping, running, crawling,
climbing) and obstacles courses have been able to differentiate CIE designs and con-
figurations [2–4]. In the last 5 years, a number of studies have been completed using
similar versions of the LEAP obstacle course. That testing has shown that course
performance is affected by differences in CIE [5–7]. The LEAP course has also shown
to be sensitive to changes in gross weight [8] and in percent body weight carried [9].

Additionally, previous marksmanship performance research had shown sensitivity
to CIE encumbrance when using live fire [10–13]. Multiple studies have shown that
weapons simulator/training systems are predictive of live-fire qualification scores [14–
18]. Moreover, simulated marksmanship has also shown to be sensitive to CIE
encumbrance level comparisons [19, 20] and allows testers to assess compatibility and
performance degradations in an easy, quick, low cost, and safe manner [21]. The
simulated marksmanship tasks have used static and on-the-move shooting at single and
multiple targets (varied heights and locations) to demonstrate these differences in
performance when wearing CIE products [22]. They have also integrated basic cog-
nitive decision-making elements (go-no-go tasks), but with only high-level mobility
differences seen across CIE encumbrance levels [23].

By integrating these mobility and marksmanship methodologies, with additional
developmental methodologies in the areas of cognitive decision-making and surviv-
ability metrics, the LEAP Mobility, Lethality and Survivability (LEAP-MLS) was
conceived. This research provides an initial proof of concept of this developmental test
platform. This study is a first step in developing a methodology that incorporates
objective measures of performance and is sensitive to changes in Soldier-system
equipment, thus helping to inform the Soldier performance trade space during product
development and acquisition, using a single, standardized and controlled event.

2 Methods

2.1 Study Participants

Twenty active duty Soldier volunteers executed the course in three levels of CIE
encumbrance, in a repeated measures design of experiments. All participants were
active duty Army personnel, with a majority (all but three) having an infantry military
occupational specialty. The test participants had a mean age of 24.85 ± 5.11 years.
Their years in service ranged from less than a year to over thirteen, with a mean of
4.5 ± 3.48 years. Five had combat deployment experience. The test participants had a
mean weight of 189.15 ± 27.27 lbs and mean height of 69.68 ± 1.96 inches.
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2.2 Test Configurations

All twenty participants executed the course in three configuration that represented three
levels of CIE encumbrance: unloaded, minimal-encumbrance, and maximal-
encumbrance. The baseline or natural unloaded body included the participant, their
duty uniform (e.g., Army Combat Uniform, duty boots, undergarments), a helmet (i.e.,
Advanced Combat Helmet) (worn for safety), and a surrogate (training aid) M4 weapon
(with sensor and optics). The minimal-encumbrance configuration included all the
components of the Unloaded in addition to body armor. The body armor was one of
two fielded or soon to be fielded systems based on fit and availability, to include their
identified baseline kit for the rifleman duty position. This included magazines, gre-
nades, water, and a first aid kit, weighing approximately 23 kg. The maximal-
encumbrance configuration included the components of the minimal configuration kit
and additional items that are associated with the Grenadier duty position, such as
additional 40 mm grenade, with a weight of approximately 25–30 kg. Although this kit
is not much heavier than the minimal-encumbrance, it has the maximum amount of
bulk around the torso of the body that a dismounted Soldier could experience when
wearing body armor (approximately 17 cm as measured at waist circumference [24]).

2.3 Test Procedures

A repeated measures test design was used for this evaluation, where the participants ran
through the scenario one time in each test configuration (three times total, randomized
and counterbalanced). The participants were instructed to transverse the course as
quickly as possible, while maintaining tactical discipline in their movements and
accuracy during threat engagements. Practice of movements was provided during
training, focusing on the difficult obstacles and incorporated shooting tasks. When
testing commenced, the participant was dressed with the proper equipment and zeroed
two weapon simulators in the prone position, one at a 5 m distance (target set to simulate
75-m) for use during the obstacle course portion of the test. The other was zeroed at
6.67-m (target set to simulate 200 m) for use during the static shooting task.

The scenario begins with the static shooting tasks. Participants were instructed to
shoot three trials of five shots at a 100-m simulated distance (15 shots) and a 200-m
simulated distance (15 shots), with a priority on accuracy over speed. This was com-
pleted for two firing position (i.e., standing unsupported and prone unsupported, order
randomized). Upon completion of the static shooting, the participants commenced the
integrated LEAP-MLS obstacle course (Fig. 1). The course contains standard obstacles
for assessment of mobility, and fourteen dynamic (on-the-move) shooting engagements
for assessment of lethality, including cognitive decision making (go/no go) and threat
discrimination measures. At five locations, videos were captured to quantify bodily
exposure and time of exposure to threats during engagements (survivability metrics).
Finally, participants completed a post-static marksmanship session (firing position
order same as pre-LEAP).
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Fig. 1. Diagram of the LEAP-MLS test platform layout, starting in the lower left with the static
shooting. The soldiers depicted in red indicate the survivability assessment points.
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2.4 Test Apparatus

The LEAP-MLS course was set up according to the diagram above (Fig. 1). Each
component and associated equipment will be discussed in further detail below.

Mobility Tasks. The standard LEAP obstacle course consists of a tunnel/hatch, sprint,
ladder and stair climb, agility run, casualty drag, windows, bounding rush, balance
beam, low/supine/high crawl, and walls. These obstacles replicate activities Soldiers
would execute in a dismounted combat deployment.

Lethality Tasks. All of the lethality tasks utilized the FN Expert marksmanship simu-
lator system in combination with aM4 training aide with an integrated CO2 recoil system
(LaserShot, Stafford, TX). The FN Expert Weapon Simulator consists of an optical unit
and software package loaded on a computer. The optical unit was mounted on the
Picatinny rail system of the M4 training aid, and emits an eye-safe infrared (IR) light
emitting diode (LED) beam. Paper ring targets, incorporating FNExpert specific diamond
grade reflector rings, were used in the marksmanship activities throughout the scenario.
The integrated lethality marksmanship tasks were set up throughout the course. The three
major types of shooting incorporated into this event include shooting on themove (SOM),
target discrimination tasks (TDT), and go/no go (GNG) reaction time tasks.

Static Tasks. The targets used in the static event were scaled to represent 100-meters
(m) and 200-meters when placed at an actual distance of 6.67-m, and were placed at a
height of 1-meters and 1.57-m on the same vertical plane.

SOM Tasks. The targets utilized for dynamic portion of the course were all scaled to
represent 75-m at an actual distance of 5-m. Most targets were mounted at 1-m height.
For those targets engaged while the participant was moving (sprint and agility run), a
shooting line approximately 5- to 10-m from the target was provided. Targets requiring
shooting in the prone posture (end of tunnel and crawl) were placed .5-m high.

TDTTasks. Amanual target tracker was used to help determinewhich TDT targets were
engaged and number of actual shots executed during the post processing of the marks-
manship data. The TDT utilized a camouflage patterned target set, with two camouflage
patterns designated as enemy (or threat) and friendly (or non-threat), and a gradation of the
two for partial threats and partial non-threats. The test had eight sets of targets, with orders
selected in a randomized and partially counterbalanced manner for order exposure across
the course. Each set had one 100% threat camouflage, one 100% non-threat camouflage,
and one of the eight various mixed partial threat/non-threat patterns.

GNG Tasks. The GNG tasks included six pop-up targets placed at a height of 0.5-m
and a 5-m distance from the bounding rush sand bags, but scaled to represent 75-m.
The same camouflage pattered targets were utilized for this task, but in isolation. Two
of the six targets used the two 100% threat or non-threat camouflage patterns, two
displayed the 75% partial threat and non-threat patterns, and one showed the 51%
partial threat, with randomized exposure order.

Survivability Tasks. Survivability was assessed after the stairs, at the windows, and at
the walls. Each of these points had a TDT engagement. Video footage captured from the

Preliminary Development 157



threat’s perspective (i.e., camera attached to the target facing outward)was used to capture
the participant’s bodily exposure and exposure time prior to threat engagement.

2.5 Data Measures

Mobility Measures. Mobility was measured by timing data during completion of the
various obstacles. Overall completion time (time to complete all eleven obstacles) was
the primary metric. In addition, time to complete each individual obstacle was also
utilized in order to determine which types of movements were compromised when
adding various equipment items to the Soldier’s load. Inertial measurement unit data
was also collected and will be utilized for a more in depth analysis of movement quality.

Lethality Measures. The static shooting task provides information on lethality out-
comes in a low stress environment where shooting accuracy is prioritized over speed
(untimed), whereas the integrated dynamic marksmanship tasks focused on balancing
speed of completion with shooting accuracy. Traditional lethality measures of accuracy
(distance from shot to target center), precision (shot group dispersion), probability of
hit (percentage of hits), and probability of lethal hit (percentage of hits at center of
mass) were utilized across all shooting tasks. In addition, measures based on the
weapon handling, stability and time spent aiming during the period prior to engagement
were also utilized for analysis across all shooting tasks (i.e., aiming time, trigger
control, vertical and horizontal barrel stability, and barrel rotation).

Additional marksmanship mobility measures were assessed only during the
dynamic task, to include target acquisition time (move, detect and position), engage-
ment time (aim, shoot, adjust, shoot, etc.), total trial time, and shooting efficiency
(number of hits per second). Cognitive measures were assessed for the TDT and GNG
tasks utilizing signal detection theory [25, 26]. Reaction time from signal presentation
to threat engagement can also be calculated for the GNG task.

Survivability Measures. Survivability was assessed via threat elimination, bodily
exposure amount, and exposure time. Threat elimination was calculated based on all
target engagements during the dynamic portion of the session. Each target was desig-
nated a threat, partial threat, or non-threat based on the camouflage presented. For every
target that was presented and engaged correctly, the threat was graded as correctly
eliminated (i.e., 1). When a target was not engaged (i.e., no shots were fired), then threat
was graded as not eliminated (i.e., 0). The probability of threat elimination was then
calculated based on total correct sets of engagements divided by total target sets dis-
played. Additional refined measure of threat elimination entails identifying critical areas
on the body/target that would incapacitate the threat upon engagement and only
counting the threat as eliminated when the shots fired have hit those identified zones.

Bodily exposure amount was measured by the amount of body not concealed
behind the obstacle structure. Video footage from the vantage point of the threat was
analyzed to capture the amount of the Soldier’s body exposed in pixels up until
engagement. Additional refined measure of bodily exposure amount will include
critical body parts exposed as opposed to any body part.
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Bodily exposure timewas measured in two manners. First, total exposure time from first
exposure to threat throughengagement (timeoffirst shot)was captured. Second, the time from
last exposure to engagement was captured. The reason for two measures was due to the
various manners in which Soldiers can approach and engage threats while maintaining
concealment. SomeSoldiers look, assess, and engage immediately,whileothers look, conceal
their bodies while assessing, and then re-expose themselves in order to engage the threat.

3 Results

The results reported here are preliminary findings and will only review the high-level
measures across each area of the assessment. The statistical analysis was conducted to
primarily investigate sensitivity to configuration (unloaded, min-encumbrance, max-
encumbrance), while also investigating shooting posture (standing, prone) and fatigue
(pre, post), as appropriate depending on the dependent variable.Within-subjects repeated
measures analysis of variance (ANOVAs) were utilized to analyze each dependent
variable. Tests of multiple comparisons were conducted using the Tukey Honestly Sig-
nificant Differences (HSD). Confidence intervals were set at 95% (alpha = .05). Further
detailed analysis is still required for a comprehensive understanding of this tool.

3.1 Mobility

Repeated measure ANOVA tests were conducted for each dependent mobility timing
variable to compare performance across the three configurations. For this report, only
the overall course completion time results will be presented. Overall course completion
time was significantly different across configuration, F(2, 26.82) = 23.7, p < .0001.
Post hoc analysis indicated that the unloaded configuration (M = 322.4 s, SD = 39.9)
was significantly faster than both the min-encumbrance (M = 409.3 s, SD = 68.9) or
max-encumbrance (M = 406.9 s, SD = 60.2) configuration as seen in Fig. 2. However,
the two encumbrance conditions had comparable completion times.
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Fig. 2. Mobility as measured by overall course completion times across CIE (error bars
represent Standard Error)

Preliminary Development 159



3.2 Lethality

Static Marksmanship. All static marksmanship measures were evaluated in this
analysis, and only dependent variables that revealed a main effect of configuration will
be reported here. A main effect of configuration was found for Precision, F(2,
38.02) = 4.52, p = .017, and Vertical Stability, F(2, 38) = 4.24, p = .022. Post hoc
analysis indicates that the unloaded configuration (M = 161.5 mm, SD = 139.9) pro-
duced less precise shot groups as compared to the min-encumbrance (M = 146.8 mm,
SD = 128.3) or max-encumbrance (M = 144.6 mm, SD = 128.0) configuration. In
addition, the unloaded configuration (M = 174.5 mm, SD = 179.6) had significantly
more vertical movement during aiming than the min-encumbrance (M = 152.7 mm,
SD = 158.9) or max-encumbrance (M = 156.3 mm, SD = 159) configuration, as seen
in Fig. 3.

Integrated Dynamic Marksmanship. The Soldiers were instructed to traverse the
course in a tactical manner, with a focus on speed while maintaining tactical move-
ments and eliminating all threats along the route. With this in mind, shooting efficiency
(hits/second) was focused on for this initial analysis. A main effect of configuration was
revealed for shooting efficiency, F(2, 38) = 4.24, p = .0218. The unloaded configu-
ration (M = .11 hits/s, SD = .03) was significantly more efficient (greater hits per
second on the course) than the max-encumbrance (M = .086 hit/s, SD = .04) or min-
encumbrance configuration (M = .08 hit/s, SD = .05) as seen in Fig. 4.
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Fig. 3. Differences in Lethality as measured by mean Precision and Vertical Stability across CIE
configuration (error bars represent Standard Error)
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3.3 Survivability

These initial results of survivability will only report the basic threat elimination
measure based on correct threat engagement. The other measures of survivability (i.e.,
bodily exposure and exposure time) are still undergoing post-processing and analysis.

Analysis of threat elimination revealed amain effect of configuration,F(2,34) = 3.98,
p = .028. When wearing the max-encumbrance configuration (M = .66, SD = .16),
Soldiers had a significantly more difficult time identifying and eliminating all of the
threats that were displayed as compared to the min-encumbrance condition (M = .77,
SD = .11) as seen in Fig. 5.
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Fig. 4. Differences in Lethality as measured by mean Shooting Efficiency across configuration
(error bars represent Standard Error).
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Fig. 5. Differences in Survivability as measured by threat elimination across configuration (error
bars represent Standard Error)
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4 Discussion

This research is the first proof of concept of an integrated mobility, lethality and
survivability test platform for CIE related product evaluation. Although other methods
have successfully looked at each individual element in isolation, this test platform
provides an opportunity to consider the tradeoffs between these areas in a single
assessment. Other research had begun to quantify behavior adaptations (taking cover)
in the training environment when facing high or low fidelity simulated threats [27], but
this is the first methodology for CIE testing that identifies and quantifies survivability (a
critical aspect of lethality) through measurements of threat elimination and bodily
exposure to threats when taking cover and engaging targets. Further research is war-
ranted in order to add the appropriate protection level of worn equipment to the
survivability scoring model within this test platform. The initial high-level results in the
three categories of mobility, lethality and survivability have provided indications that
this novel test platform is a good enhancement for integrated performance testing
during CIE related product evaluations.

This initial research has provided great lessons learned for further development of
the integrated test platform. Some high level benefits include the flexibility of the
simulator system, the novel measures of survivability, and the integrated look at
metrics for CIE assessment. Additionally, the platform is relatively inexpensive, is easy
to set up and is mobile. The initial findings prove that the traditional LEAP system can
be enhanced with supplemental operationally relevant tasks that focus on lethality
without losing the system’s original design intentions of being a comprehensive and
sensitive mobility test for CIE product assessments. Further detailed analysis will
provide additional information on the areas of enhancement and their value for future
CIE product assessments. Future analysis efforts will also work towards a combined
weighted index measure for each component area (i.e., mobility, lethality, and sur-
vivability) for ease of use and standardization of performance interpretation during CIE
product tradeoff assessments.

Some limitations experienced during this initial research include some equipment-
based issues. The minimal recoil and muzzle rise of the weapon surrogate as well as the
lack of external environmental stressors (i.e., gunfire noise, wind adjustments, etc.)
experienced during live-fire can influence the psychological physical performance
during the shooting engagements. Also, some of our equipment (i.e., eye tracking
glasses and cameras) had unanticipated technical difficulties during testing. Eye
tracking could not be used with the close-combat optical sight on the weapon due to the
focal point shift of the pupils to the sights rather than the target. Iron sights were
attempted during the training period, but the shooting tasks were too difficult without
the sights, and performance was falsely degraded due to the weapon configuration
rather than the CIE configuration being evaluated. The difficulty level of the cognitive
measures (camouflage-based threat images in the TDT and GNG tasks) and their
location within the LEAP obstacles should be assessed further in order to determine the
appropriate size and display required to capture the decision-making processes with
minimal potential learning effects and acuity issues. Additionally, the eye tracking
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devices used was not field grade and overheated after one set of runs (approximately 20
participant completions).

Multiple military research and acquisition groups, within the US and internation-
ally, use LEAP as a standardized assessment of mobility. By expanding on this test
platform to create this alternative methodology, we create additional capabilities for the
US Army and our international partners. Lessons learned from this study will allow for
improvements to the test platform as it is developed.
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Abstract. Clinical patient evaluations are important in determining motor
performance. Commonly, these evaluations are performed by physiotherapists
and include the pain assessment, range of motion, muscle strength and func-
tionality. Recent studies have shown to be effective in quantifying the patients
and the healthy subjects’ motor performance. Several telerehabilitation assess-
ments may be conducted with or without devices in order to aid in diagnosis, to
determine treatment goals and to evaluate treatment outcomes. On the other
hand, the clinical assessment is thought to be highly variable affecting the
reliability. This work presents several reflections about the differences between
the assessments performed by physiotherapists and the evaluation carried out by
a web-based telerehabilitation platform. We analyze the human factors that
could have affected the assessments performed by physiotherapists.

Keywords: Web platform � Telerehabilitation � Human errors detection �
Movement assessment

1 Introduction

The validation of movements is a clinical challenge considering that each person moves
differently and presents some variability in the patterns of movement and the evaluation
of an individual. This complexity is maintained when the process is made by computer
systems such as telerehabilitation platforms. This work presents a brief review of
human movement assessments, movement assessment devices and human errors
assessment.
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This manuscript allowed us to determine some of the relevant aspects that could lead
to the error in the evaluation of the movement observed in our laboratory. Among these,
we indicate those related to the physiotherapist, the subject/patient and the environment.
Finally, we present some examples of reliability and validity measurements.

2 Human Movement Assessments

Human movement offers a way of interaction with the world and is essential to consider
the ability of a person to participate in society. The interest in knowing its character-
istics goes back to the history of humanity. The evaluation of the human movement has
had several stages related to the development of technology and the understanding of
the movement as a whole. Thus, we went from monoplane isolated evaluations of a
joint to integrated evaluations of multiple body segments in different planes within a
kinetic chain [1–3]. It also went from simple observations (clinical and imaging) to
automated computer analysis systems of movement (Optotrak, Vicon, …). Currently,
the movement is considered one of the pillars in the maintenance of health and the
quality of life of people [4, 5], so that their optimal recovery is very important.

From a clinical point of view, the physiotherapist is the professional responsible for
evaluating the movement [6]. Among the parameters that are generally evaluated are:
pain, range of motion (ROM), strength, coordination, posture and functionality. Several
studies have documented the values considered normal in healthy people and in
patients. However, these values are the result of the averages obtained in a group of
subjects and may not necessarily be the objective to be achieved [7]. This is because
each person moves differently and a variability degree in the movement patterns is
“normal” at the same time [8, 9]. Due to the multi-factorial nature and intrinsic vari-
ability of human movement, the ideal or “normal” concept of moving probably does
not exist. Another aspect to take into account is that the evaluations does not consider
the multifactorial pathological conditions or the functional recovery capacity of each
patient, focusing only on specific parts related to explaining the clinical phenomenon
and/or the function [10]. Finally, certain evaluations are carried out under strict (ana-
lytical) protocols, while others are carried out in a natural (spontaneous) (functional)
manner.

In current clinical practice, movement is evaluated in a personalized manner and a
specific individualized plan is developed by the physiotherapist to maximize functional
capacity. Lately, the development of technology let us use devices that allow the
evaluation of movement in real time and even to develop telerehabilitation “TR”
programs that evaluate and control treatment sessions [11, 12]. The use of new tech-
nologies should not marginalize this individualized evaluation, so the development of
personalized real-time motion assessment platforms is a challenge. Starting from the
difficulty that the assessment itself (multi-factorial nature, the variability of the
movement, analytical or functional), it must also look for low-cost movement capture
systems to be accessible to a large part of the population.

For the development of evaluation programs through TR platforms it is necessary to
establish the limits that will be considered “normal”. Two possibilities have been
reported, one considerate as reference the correct movement executed by physiotherapist
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[11], and the other the average of a series of tests performed freely by healthy people [13].
These two studies were conducted using a low-cost camera (Kinect) to evaluate hip
movement. In the first study the ROM, the unipodal balance and a squat movement
executed with the lower left and right limb were evaluated. The second study evaluated
ROM, coordination and compensation. The results of the two studies showed a good
consistency (90%) comparing, either the therapist’s performance or the subjects with the
movement capture system.

Although there is still no consensus about the parameters that should be evaluated
through TR platforms and regardless of whether the evaluation is analytical or func-
tional, it is important to quantify the coordination and the compensation of the
movement. The compensatory presence of movements is associated with movement
deficits. The coordination evaluation is important since the coordinative strategies of
the movement can be modified at any time, by execution of the movement itself
(fatigue, error in the execution) or by pain [14–18]. These changes in the coordinative
strategies of the movement may persist, creating erroneous patterns of movement and
subsequently interfering with the ability to participate in other physical activities [19,
20]. Patients often use compensatory strategies to facilitate movements [21]. Com-
pensatory movements limit the functional improvements of the therapy of the affected
limb and can cause pain. This is the reason why a TR system should capture, limit and
quantify the compensations. Compensatory movements assimilated by patients create
altered movement patterns that could limit the proper use of the injured limb in the
activities of daily life [22, 23].

The development of a series of platforms and devices for clinical evaluation is
promising, as long as it is monitored by a specialist for the patients’ treatment
(physiotherapist). Eliminates the presence of the patient in a center or a laboratory,
presents the results immediately and is a reliable and valid clinical tool.

3 Movement Assessment Devices

Advances in computer software, biosensors and communication technology allow
health professionals to manage several applications based on TR. Applications are
feasible to assess and to treat musculoskeletal disorders. They have started to be
employed as a complement to the clinical practice in physiotherapy [24, 25]. Physio-
therapist services are integrated to the regular clinical practice. Therefore, they are
based on valid and reliable objective evaluations [26]. Validity and reliability are
essential clinical components to achieve an objective evaluation, to monitor progress
and to guide an appropriate implementation of the intervention [27]. Nevertheless, poor
validity and reliability have negative influences on the outcomes that could be mis-
leading to determine the effectiveness of the results of the TR based intervention [28].

A prerequisite in the current clinical practice is testing the new technology by
comparing it with the conventional face-to-face evaluation. If the difference in the
comparison is small and clinically insignificant, the TR can be used as an alternative
modality [29]. Thus, several studies have been carried out to evaluate the validity and
reliability of TR platforms quantifying parameters such as ROM; the posture; the
strength, the resistance and control; the pain, the swelling and scarring; the march and
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the balance. The results of these studies show that physiotherapy evaluations through
the TR are technically feasible. They can measure parameters such as pain, swelling,
ROM, muscle strength, balance and gait. In addition, the functional results show good
concurrent general validity [30].

A recent experience in our laboratory confirms the validity and reliability of a TR
platform to assess ROM, coordination and compensation. The capture of the movement
was made by a Kinect camera [11, 13, 31]. Seven subjects with four different rehabil-
itation movements (hip abduction, hip and knee flexion, hip extension, and frontward-
sideway-backward step sequence) were consider for our study. They followed a script
unknown to the therapists and different from one participant to another. The only
similarity between the scripts was the fact that they were composed of six accurate
executions, two movements with an incorrect ROM, and three movements with com-
pensation errors. The movements were executed eleven times each (one of them was
used as reference). The trials were assessed in terms of ROM and compensatory
movements. The results showed that the algorithm matched at 88% with the assessment
made by the physiotherapists. Also, there was some difference of congruence between
the human assessment and the machine assessment according to the type of exercise.
The accuracy rate can reach 92.5% for the frontward-sideway-backward sequence and
hip abduction [13]. However, this study showed greater variability in the error detection
by physiotherapists evaluating hip movements at the same time that a movement
analysis system. In the next section, the factors that probably have exercised the
influence in the variability related with the error detection in the movement evaluation
(see the next section).

Based on the recognition that each person moves differently and that there is certain
variability in movement patterns, the evaluation of an individual is a clinical challenge.
Traditionally, there is great variability in the initial evaluation of a patient, but regis-
tering a great variability in the final evaluation has been seen as undesirable [32].
Generally, high variability in movement and evaluation is observed for the performance
of functional tasks such as activities of daily living, occupational and sports skills. In
contrast, a low variability is observed in the execution of particular isolated move-
ments. In either case, too much variability can be indicative of an alteration in the
movement [8].

The ranges of variability in measurements are different between healthy subjects
and patients. However, these ranges have a certain consistency among the populations.
Too much variability between consecutive repetitions within the same environment in
healthy people may indicate a less optimal interaction between the therapist, the patient
and the environment [9, 33]. In the case of patients, the ranges of variability may be
affected by pain, the deficits of movement and fatigue [34–37]. The variability of
human movement could be subject to the conditions and the environment in which the
movement is made. Thus, a spontaneous movement will have more variability than a
controlled movement. In the same way, an unstable environment would increase the
variability. In addition, in the clinical evaluation process, the patient is often asked to
perform some repetitions of the same movement. No repetition will be exactly the same
as the previous one, so it is advisable not to make clinical interpretations based on a
single repetition of a specific task [6–38].
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In this context, the validity and reliability of the clinical evaluation requires the
expertise of the therapist, the ability to understand the movement to be performed by
the patient and the control of the environment. Regardless the methodology used
during the assessment, the clinical interpretation according to the individual in a
multidimensional context remains essential [39]. Funded on this clinical interpretation,
a certain preferred movement patterns can then be considered as biomechanically more
or less advantageous for a particular person, at a given time.

4 Assessment Human Errors

According to a conceptual model of human performance, the patterns or sequences of
movements are governed by generalized motor programs (GMPs). Each of them has at
least an unchanging temporal organization of certain motor parameters (e.g. distance,
speed, …) [40]. However, a GMP can vary depending on the subject’s selection of
these motor parameters [41]. From here, that observing a movement pattern is extre-
mely complex due to the interaction of several factors related to the person himself
(limitations of the organization), the task that is being carried out (task limitations), and
the environment or context in which it is done (environment, restrictions). In turn, the
movement coordination strategies and the resulting movement patterns are influenced
by multiple dynamic and interactive factors. For these reasons, it is known that a large
number of measurement errors is derived from the evaluation of movement patterns.

It must be understood that the change in a variable, in this case typical of human
movement, can be attributed to three sources of variance: the true variance, the error
variance and the foreign variance. These sources show the degree of internal validity of
a measurement. In the case of experimental studies, internal validity refers to the
researcher’s certainty that the changes observed in the dependent variable are due to the
independent variant effect [42].

The true variance refers to the change that occurs in a variable as a consequence of
an intervention [42]. Let us suppose that a physiotherapist is interested in knowing if an
intervention based on TR is more effective than a conventional intervention, to expand
the ROM in patients with a hip arthroplasty. Patients are randomly assigned to two
groups: A1 (intervention TR) and A2 (conventional intervention). It is defined at
random which group receives A1 and which A2. If after treatment, the average of A1 is
greater than the average of A2, this difference in intervention A1 can be considered as
the true or systematic variance of the ROM.

On the other hand, the error variance refers to the inconsistent variation in the
values of the measurement of the study variable. According to Hyllegard et al. [43], the
error variance is a variation that occurs naturally and inexplicably and that is always
present in the measurements. As mentioned above, when analyzing free-running daily
life movements, the variation in the subject is very high because there is a high
interaction with the environment that shows very changing situations. This error
variance can be reduced if this situation is minimized and the subject’s actions are
restricted in time and space.

Even when the researcher thinks that all possible variables have been controlled in
the best way, there will always be an error variance. In practical terms, the variance of
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error is considered as the variation between the scores of the subjects. For Kerlinger
and Lee [42], this variance can be reduced by using samples that are more homoge-
neous with each other, and using measurement instruments that have high reliability.

Finally, the foreign variance is related to other sources of external variation that
have not been included in the study and which should usually be known and controlled.
These sources of foreign variance can be given in the first place with regard to the
errors of the instrument. For example, a system of TR that adds 20° to each mea-
surement of the ROM is a source of strange variance. This instrument of measurement
improperly calibrated, would systematically add 20° to the measurements of the
movement that is carried out. So, the readings of this measurement would always be
20° higher than they really are. If the sources of strange variance are present in all
measurement methods, then the results will possibly overestimate or consistently
underestimate the true values of the variable of interest [43].

Second, sources of foreign variance can also be found with respect to human errors.
The measurements will not be reliable, in terms of consistency and precision, when the
assessments are performed by an evaluator who has problems of interaction with digital
technology, who has poor clinical experience or knowledge about the motion kinematic
characteristics. In this way, the assessment errors are specific to the human or the
interaction with the system. Regarding the human errors that can occur in a conventional
clinical assessment, a preliminary study conducted by our laboratory found great error
detection variability by physiotherapists when a real-time assessment is carried out,
executing movements spontaneously and without script. On the one hand, this could be
explained through the three aforementioned components, therapist, subject/patient and
environment. At the subject/patient level, they did not receive enough information about
the movement to be executed. As for the physiotherapists, they did not have a well-
structured formal training on what they had to evaluate. Finally, neither the physio-
therapists nor the participants knew the environment in which the experiment would be
developed (laboratory with cameras recording the movement in real-time). Although the
motor system performs actions highly stereotyped, there is evidence available showing
that information lack affects decision making [44]. This explains the possibility of
making mistakes during the execution or assessment of a motor action. Unawareness of
the environment in which a particular action takes place also alters motor performance
[45, 46]. In addition, it is well known that human behavior is susceptible to being
modified when we are in front of a camera. In some cases, it helps to retrieve corrective
information in memory, but in others it is presumed to increase the psychophysiological
response of the subject during an assessment [47].

On the other hand, the TR platform assessment was carried out in real-time. Real-
time assessment implies that all users (health professionals and patients) participate can
exchange information instantly. This simultaneous interaction could induce errors by
distraction during the assessment. Assuming there is a doubt in the score, the move-
ment could be repeated, but as we pointed out earlier, no movement is similar to
another.

There are other aspects related to the execution of the movement itself, such as if
the movement was spontaneous or controlled and how many body segments participate
in it. With respect to spontaneous movement, it presents more variability than con-
trolled movements. In the case of the body segments evaluated, our study analyzed the
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trunk compensatory movements and extremities, implying a double task for the ther-
apist. In this case the evaluator had to observe the movement of the involved limb and
the compensation that this movement could induce. A dual-task assessment could
induce errors, especially when the physiotherapist has no expertise in the assessment.

After revealed several aspects that could induce errors in this study, clearly the
control of all these aspects would reduce errors in the measurements. Video recordings
are necessaries in new studies in order to verify the TR system validity. These
recordings would allow to evaluate the same movement several times, this would
probably help to determine what was the cause of the error and also allow the phys-
iotherapists to perform a movement re-evaluation. In the case of assessment errors as a
result the interaction system-human, some psychological mechanisms that lead to
errors have been documented. These are the elements related to the cognitive function
(attention, memory, knowledge of the process), the characteristics of the person and
their interaction [48]. Other means include human error modes, the interaction means
between humans and automation. In addition, it has been shown that usability prob-
lems, related to the design problems of the interface, are closely associated with the
appearance of specific types of errors [49]. Therefore, knowing these mechanisms is
fundamental for the analysis of human errors and human reliability in the human-
system interface. Hence, there is a growing interest in the effects of computer-based
digital technology on the reliability of the evaluator/operator. In either case, reliability
is a critical point of any assessment. Reliability refers to the consistency or repeatability
of measurements [50], and is clearly an essential knowledge to help the physiotherapist
decide if there is a particular capacity. given time.

5 Reliability and Validity

Themeasurement reliability can also be verified by the intra-evaluator and inter-evaluator
variability. In these cases, the objective is to know how the evaluations of the same
evaluator and between the evaluators, are consistent. For to improve the measurement
consistency, it is necessary to design protocols with standardized measurement proce-
dures previously selected by evaluators. In addition, an inferential statistical check is
required to know the error level measurement. The statistic used with a certain frequency
is the intraclass correlation coefficient (ICC). The ICC indicates themeasurement stability
and provides information about the distortion (error) level that has the measurements of
the same variable. The correlation coefficient scores vary from 0 to 1, where 0 is an
indication that the results of the comparative measurements are unstable and relatively
unpredictable (inconsistent),while a value of 1 or nearmay suggest that themeasurements
are stable and relatively predictable. Reliability is generally population-specific, so
caution is recommended when making comparisons between studies.

The validity is another essential psychometric property in evaluations. This validity
is related to the measurement accuracy [42]. A frequent way to report the assessment
accuracy is to evaluate the errors that occur in a measurement. This is obtained by
comparing the errors of the instrument/method with another standard or reference
instrument. The expected result is that the difference in the errors between the instru-
ments is the minimum possible or is within tolerable theoretical or clinical ranges.
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A method that provides useful and easily interpretable information about mea-
surement errors is the determination of mean absolute percentage errors (MAPE). This
average error is obtained comparing an instrument/method with another instrument
recognized by the scientific community as the gold standard for its robust psychometric
properties. At the same time the MAPEs can be contrasted with the reference values
according to the standard of the Consumer Technology Association (CTA) of the
American National Standards Institute (ANSI) (Physical Activity Monitoring for Fit-
ness Wearables: Step Counting, 2016) [51]. For example, in the case of portable
devices monitoring physical activity, Xie et al. [52] have reported that these devices
have a fairly high measurement accuracy with respect to the steps number and the
distance traveled, with a MAPE of approximately 0.10%, which is within the limits of
the value suggested by the CTA (<10%).

In the case of TR technology, these limits of tolerable errors are not yet available.
Although validity and reliability are generally perceived as desirable, there is no exact
definition of the validity level and consistency required to achieve clinical accept-
ability. However, statistically significant levels of reliability may not translate into
clinically acceptable levels [50].

According to our clinical experience, during the assessments that involve the
interaction between two or more evaluators, some errors may arise in the data col-
lection. Between frequently errors are the reading and word, auditory, registry, as well
as errors in identifying the parameters to evaluate. The reading and word error can be
committed when the evaluator measures and transmits the values incorrectly to the
second evaluator. On the other hand, the auditory error is committed by the latter even
when registering the values by writing the numbers clearly. The registration error is
attributed to the evaluator who measures when he has not correctly performed the
evaluation. Finally, the errors in identifying the parameters to be evaluated are com-
mented when a priori certain points have not been defined, such as the performance of
an analytical or global evaluation, focusing on aspects of the movement control (timing
of movement), the compensations, fatigue, coordination, fluency, speed, etc.

The ICC analysis can also be useful to evaluate the validity of an assessment tool.
The ICC can be accompanied by Bland-Altman graphical and technical error statistics
methods. Let’s see an example of how a validity analysis could be proposed with these
integrated methods. Imagine that you want to test the validity of an observational
assessment method for shoulder movements (MOASM). The validity of the MOASM
was determined by intraclass correlation coefficient (ICC), Bland-Altman graphical and
technical error statistics methods. The ICC was calculated between the ROM using the
Kinect® method and that obtained using the MOASM. These ICC values were later
complemented with Bland-Altman graphical statistics. A one-sample t-test was used to
determinate the grade of agreement between the difference generated by 2 methods of
measurement and the acceptable referential value the 0.5 grade. The limits of agree-
ment were sufficiently narrow to allow for the bedside method (i.e. MOASM) to
replace the reference method when encompass 95% of all measured values. A multiple
regression analysis using the Enter method was performed to determine the moderating
effect of the mean of bedside and reference methods over the difference generated by
these 2 methods. The technical error of the reading made with both methods was also
calculated as follow, square root of 1=2n � P

Xi� yið Þ2½ �, where Xi and yi are the
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ROM values obtained with each method in each subject, «i» represent each subject
(i = 1, 2, 3… n) and «n» is the total number of subjects. Finally, to assess the dif-
ferences between movements (non-spontaneously “scripted” and spontaneously “un-
scripted” of technical error, paired-sample t student test was used. The level of
statistical significance for data was defined at a = 0.05, and the 95% confidence
intervals (CI 95%) are presented [29, 53].

6 Conclusions

The review of the literature and our experience in the development of a series the
exercises adapted for a TR platform shows that errors assessments can occur at the
level of the therapist, the subject/patient and the environment. Other factors related to
the execution of the movement itself (type: spontaneous or controlled, number of body
segments involved) could also induce errors in the assessment. Among the aspects that
could be controlled to limit measurement errors are: (1) informing subjects about the
task they should do; (2) providing a well-structured training to physiotherapists on the
evaluation to be performed; (3) recognizing and becoming familiar with the environ-
ment where the evaluation will take place; (4) limiting the simultaneous interactions
between the subjects; (5) avoiding the evaluation of a dual-task (especially to the
inexperienced physiotherapists); and (6) making video recordings to evaluate sponta-
neous movements in real time.
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Abstract. RehabVisual allows for the monitoring of the entire clinical inter-
action with a patient, integrating evaluation and intervention, through the
reaction to a set of visual stimulation videos. These functionalities allow for a
standardization of the evaluations; the monitorization of the baby’s abilities over
time, as well as the analysis of their evolution; and the creation of a more
systematic, protocolized visual stimulation interaction. The use of the platform
was tested, through the application of a variety of usability tests, which were
performed by occupational therapists at D. Estefânia Hospital and Rehabilitation
Medicine Center of Alcoitão. The efficiency of the tool, in a population of six
infants younger than 18 months of age, displaying clear developmental alter-
ations due to preterm birth, was also evaluated during occupational therapy.
Throughout the therapy program, the occupational therapist selected, for each
baby, specific stimuli that were in line with that baby’s behaviour in previous
sessions. After using the platform for a while, all feedback from therapists was
highly positive. In addition, the possibility to use it throughout the whole
paediatrics service was thoroughly appreciated.

Keywords: Rehabilitation � Visuomotor skills � Pediatrics

1 Introduction

Agood view is essential for the overall development of the baby, so it is necessary to have
attention from birth especially to the risk groups as is the case of premature infants [1].
Complications associated with premature infants are related to the immaturity of organ
systems for life in an extrauterine environment, and the lower the gestational age the
greater the risk of the baby developing complications [2]. In these cases, it is necessary to
perform more ophthalmologic examinations early in the first year of life [1].

© Springer Nature Switzerland AG 2020
I. L. Nunes (Ed.): AHFE 2019, AISC 959, pp. 177–184, 2020.
https://doi.org/10.1007/978-3-030-20040-4_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20040-4_16&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20040-4_16&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20040-4_16&amp;domain=pdf
https://doi.org/10.1007/978-3-030-20040-4_16


Visual assessment comprises two strands the evaluation of visual function that
allows evaluating the functioning of the eyes and the visual system and the evaluation
of the functional vision that evaluates the way the baby uses the vision in performing
tasks, the level of focus of objects, visual attention and visuomotor coordination [3, 4].

Early visual stimulation is very important for infants with developmental alterations
since it allows to improve the fixation, follow-up and oculomotor coordination
capacity. This recovery is justified by the fact that during the first year of life some
maturation processes still occur. This period is called cerebral plasticity and allows the
adaptation and modification of the brain according to the stimuli present [3].

The RehabVisual platform intends to make the stimulation process of visuomotor
competences more Individualized and specific to the needs of each baby. Additionally,
it offers an evaluation component that allows evaluating the initial state of visual
reaction as well as its evolution during the treatment [5].

The objective of this article is to describe the process of applying the Rehabvisual
platform to a population of six premature infants aged up to 18 months with devel-
opmental alterations. It is also intended to describe the usability tests applied to the
occupational therapists, which allowed verifying whether the solution developed is in
accordance with their needs.

2 Materials and Methods

2.1 Platform

The Rehabvisual platform intends to monitor the entire clinical process of the baby,
both in the evaluation components as well as in the intervention programs that allow to
complement the therapy sessions.

It was designed taking into consideration five types of users: Administrator,
physicians, technicians, occupational therapists and caregivers, who are the people
accompanying babies in appointments and therapy sessions [5].

After registering the baby on the platform, it is possible to add ophthalmologic and
behavioral assessments by physical/technicians ophthalmologists.

At the start of occupational therapies, the platform includes an initial assessment
that allows analyzing the baby’s initial condition and it’s suitable for monitoring the
development of the baby throughout the therapy sessions. Rehabvisual encompasses an
intervention program consisting on a wide range of videos with different levels of
complexity, making it adapted to the needs of each baby. At the end of each treatment
session, the therapist makes an evaluation that allows the recording of the visualized
videos and where the follow up and fixation capacities of the baby are analyzed.

The parameters included in the various assessments were defined by the profes-
sionals in order to allow register of the evaluated parameters.

The assessments made to the functional vision and Intervention Programme are
based on the behavioral analysis of the baby when a stimulus is presented, these changes
can be translated on indicators such as looking, smiling or balancing. In these assess-
ments, an evaluation scale was adopted, consisting of the following parameters:
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1. Never - (0%)
2. Rarely - (25%)
3. Occasionally - (50%)
4. Often - (75%)
5. Always - (100%).

This scale allows you to make the Faster and standardized evaluation process for
the entire service.

In all assessments there is also the possibility of inserting comments that allow the
user to add relevant information to the baby’s condition.

All the assessments can be consulted by all health professionals registered on the
platform, which allows greater communication between ophthalmologists and occu-
pational therapists. This process allows you to make a more specific treatment of the
baby and a better monitorization of its development.

2.2 Protocol of Visual Stimulation

The Visual stimulation videos are intended for the intervention program implemented
in the therapy sessions and the functional evaluation performed by occupational
therapists. The functional evaluation aims to analyze the baby in a general way, in all
existing categories of the intervention program, identifying which are the areas of the
intervention program in which the baby needs greater follow-up.

The objectives of the stimulation program developed are: to define the largest
possible number of choices, in order to make it more complete and thus achieving a
more specific and individualized treatment for each baby; contain videos with different
levels of complexity in order to encourage the cognitive development of the baby [1].
The developed protocols are based on the following parameters [1, 5]:

• Figures: Taking into account the established age range, the geometric shapes
defined were quadrangular, triangular and circular and a mixed pattern was also,
which is the junction of the three defined geometric figures.

• Dimension:The dimensions chosenwere those referring toTeller cards,which have a size
of 12 � 12 cm. Itwas thus considered an initial size of 12 cm in thefigures, and as the the
video progresses the dimension of the figures decreases to 8 cm and finally to 4 cm.

• Color: In this age range the considered colors are red (RGB: 196/0/0), yellow (RGB:
235/230/0), blue (RGB: 5/57/205), green (RGB: 0/153/0) and black and white.

• Movement: Static and moving figures were considered. Regarding the static figures,
videos of simple figures (in which only a single picture is presented) and videos
with standard were defined. Regarding the movement, the horizontal, vertical,
diagonal and circular movement was considered.

• Contrast: In order to increase the contrast in the figure, black and white back-
grounds were considered.

Regarding the intervention program, the videos are divided into three categories:
Simple videos: They consist of a set of static figures positioned in the center of the

screen (Fig. 1). There are 20 hypotheses of stimulation videos in this category, since
there are 4 different types of figures (circles, triangles, squares and mixed pattern) and
5 different colors (red, yellow, blue, green and black and white).
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In order to increase the degree of complexity of stimuli, stimuli with patterns were
included. These standards are based on the three geometrical figures considered and
also the mixed pattern.

Three levels of complexity were defined: medium, high and very high (Fig. 2).
With increasing complexity there is an increase in the number of figures and a decrease
in the spacing between them.

There are 60 hypotheses of stimulation videos in this category, and each level of
complexity includes 20 videos that correspond to different types of figures (circles,
triangles, squares and mixed pattern) and 5 different colors (red, yellow, blue, green
and black and white).

Stimulation through movement figures, allows to develop the relative perception of
objects and their spatial disposition. It was for this reason that a set of stimuli that add
movement (horizontal, vertical, diagonal e circular) to the simple geometric figures,
circular, quadrangular, triangular and mixed pattern (Fig. 3) were defined. Three dis-
tinct levels of difficulty were defined, through the change of movement speed of the
figures: slow, medium and fast speed.

Fig. 1. Example of simple stimulation videos.

Fig. 2. Example of pattern stimulation videos.

Fig. 3. Example of movement stimulation videos.
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2.3 Platform Validation

Usability Tests. The System Usability test was applied to verify if the application
developed was in compliance with the needs defined by the users. This questionnaire
consists of 10 questions, which are punctuated by participants through a scale of 1 to 5
according to their level of agreement:

1. I think I’d like to use this system often.
2. The system is unnecessarily complex.
3. I think the system is easy to use.
4. I think I need help from a technician to be able to use the system.
5. I thought the various functions of this system were well integrated.
6. I thought there were a lot of inconsistencies in the system.
7. I imagine most people can learn to use the system quickly.
8. I found the system very complicated to use.
9. I felt very confident using the system.

10. I need to learn many things before using the system.

The choice of this questionnaire was made due to the fact that is simple, versatile
and contains a small number of questions, this last factor is extremely important since
the participants did not have much time available to respond to the usability tests.

Participants. The test was performed by nine occupational therapists, four from the
physical Medicine and Rehabilitation Service of Hospital D. Estefânia and the
remaining five from the Center for Medicine and Rehabilitation of Alcoitão. Only two
of the HDE service participants had already been in contact with the platform during
therapy sessions with the baby test group with development changes and less than
18 months, having already suggested some suggestions for changes during the devel-
opment phase of the platform.

Test Protocol. The test session is of an individual character and is initiated with a brief
introduction of the platform, then it is requested the user to perform the tasks indicated
in the protocol. The protocol includes the various tasks performed by occupational
therapists since the patient’s registration, until the insertion of functional assessments
and intervention sessions, where it is also requested to consult and edit previously
submitted assessments.

2.4 Use of the Platform in the Therapy Sessions

The platform was also included in the occupational therapy sessions of six babies up to
18 months of age with developmental changes resulting from preterm birth, performed
by two occupational therapists included in the validation of the platform (Table 1).
Informed consent was requested to all parents, and after their authorization, the use of
the platform was initiated in the occupational therapy sessions.
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The platform was complemented by the therapy sessions already attended at the
physical Medicine and Rehabilitation Service of Hospital D. Estefânia, and the number
of sessions in which it was applied, which depended on the number of weekly therapy
sessions of each baby.

During the visualization of the video the child was seated on the therapist’s lap.

3 Results

3.1 Usability Test

Knowing that in the SUS questionnaire half of the statements are of a positive nature
and the remaining negative ones, it is necessary to convert them into a single result, as
well: in the questions associated with the odd number (positive questions) the answer is
subtracted by the value of 1 and in the questions associated with the even number
(negative questions) the answer is subtracted by the value of 5. The values are then
summed, and this result is multiplied by the value 2.5 in order to generate the SUS
score, which is between 0 and 100 [6]. The average SUS score is 68, which corre-
sponds to the 50th percentile. This score is affected by the complexity of the system and
the tasks that the user has to perform [7].

A color map was used in Table 2 in order to more easily identify the positive
responses so in the case of the assertions of positive character the values 4 and 5 are
marked green, the 3 is identified in yellow and 1 and 2 in orange. In the case of
negative responses, the representation is assigned inversely, as such the green color is
assigned to the scores of 1 and 2, the yellow color is assigned to 3 and the orange color
to scores of 4 and 5 [6].

From the analysis of the Table 2 it is concluded that the assessment made by users
is generally positive, and only two users (participant 1 and 3) rated the platform
negatively (SUS value less than 68). It should be noted that only participant 3 shows a
very negative result (SUS value less than 51). Of all the participants with positive
results, two classify the platform as good (SUS value higher than 68 and less than 80.3)
and the remainder as excellent (SUS value exceeding 80.3) [8]. The two partici-
pants with a SUS rating of less than 68, during the test both stated that they do not
often use the computer which may have compromised the answers given in the
questionnaire.

Table 1. Description of participants sample.

Participants Age (months) Prematurity Session number

1 8/6 31 weeks 8
2 14/10 26 weeks + 1 day 9
3 9/6 29 weeks + 6 days 5
4 6/2 24 weeks + 4 days 5
5 7/4 26 weeks + 4 days 4
6 7/4 26 weeks + 4 days 4
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3.2 Therapy Sessions

Through the observation of the cases studied, it is concluded that infants in the age
group considered, can see, on average, three videos per session before they begin
showing signs of fatigue.

Throughout the sessions, all infants progressed at the level of difficulty of the
videos. The choice of stimuli to be used in each session was performed taking into
account the analysis of the occupational therapist of the baby’s behavior in the previous
session and during the visualized stimuli throughout the session. This process allows to
have a personalized treatment for the needs of each baby, that is, the choice of stimuli is
made taking into account the evaluation of the acquisition of competencies by babies
and not according to their diagnosis.

It was also verified that since within each category of videos (simple, with pattern
and movement) there is a vast set of choices that allows within the same level of
difficulty, the therapist can define a treatment with different videos which decreases
signs of habituation that can lead to lack of interest.

It is also concluded that the intervention protocol allows the creation of a common
methodology for the entire service and assessments of the sessions allow, in a fast and
easy way, to have access to the protocol used and the behavior of infants in each of the
sessions (which facilitates the analysis of the development of the baby), and allows a
treatment adapted to the patients responses, being the premise in common to all ses-
sions to include videos with less complexity followed by more demanding videos in
order to stimulate the baby and not to show signs of habituation.

Regarding the effectiveness of the therapy, with a reduced number of therapy
sessions it is not possible to draw conclusions from the development of the babies.
However, it was observed that the ability to fix never presents a lower assessment of the
ability to pursue and that throughout the sessions most infants were able to experience
all the categories of videos. A test with a larger number of sessions would also allow

Table 2. SUS results.

Participant 2 4 1 5 1 5 2 5 1 4 1 92,5
Participant 3 2 3 3 3 3 2 2 3 2 4 42,5
Participant 4 5 1 5 2 5 2 4 1 4 2 87,5
Participant 5 4 2 4 2 4 2 5 1 4 4 75
Participant 6 4 2 4 2 5 1 4 1 4 1 85
Participant 7 3 1 5 2 4 3 4 1 3 4 70
Participant 8 3 2 5 2 4 1 5 1 4 2 82,5
Participant 9 5 1 5 4 5 1 4 1 4 1 87,5

SUS mean score 75,6

Confidence interval (95%) 12,63 

Participant/affirmation 1 2 3 4 5 6 7 8 9 10 SUS 
results 

Participant 1 4 4 3 4 5 1 3 3 3 3 57,5 
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infants to experience all subcategories included in the category of patterns (medium,
high and very high complexity) and in the category of movements (horizontal, vertical,
diagonal), which not possible to do with all participants.

4 Conclusion

After the application of RehabVisual, it is concluded that it allows to create an indi-
vidualized and specific treatment to the needs of each baby, due to the wide range of
stimuli present for use in therapies and also by the fact that in a single platform the
health professional has access to the clinical record and records of all assessments
carried out by the child, which also allows monitoring over time. It also allows for
greater cooperation between the ophthalmology service and the physical medicine and
rehabilitation service, because the assessments introduced can be viewed by the other
authorized users.

It provides standardized evaluations that optimizes fill time, improves interpretation
of results and provides a common method for the entire service.

At the level of therapy sessions, the tool is quite versatile since new stimuli can be
easily introduced more adapted to the needs of the infants and their ages, making the
treatment more individualized and specific to the population in question.
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Abstract. This paper presents the T2P model, which is a model of team con-
texts modified and extended from the previous model. T2P stands for Team,
Task, and Place—the major elements of team contexts. This model describes
and characterizes a team context with the attributes of these elements and the
relationship among them. This paper also presents the criteria to assess the
similarity between different team contexts and shows a few experimental results
to support the validity of these criteria and the descriptive power of the model.

Keywords: Meso-cognition � Team context � Similarity measurement �
Experimental design

1 Introduction

Human behavior has a great impact on the resilience of socio-technical systems;
however, it has both positive and negative contributions. This makes it necessary to
better understand practitioners’ naturalistic cognitive behavior to make socio-technical
systems safer and more resilient [1]. There are, however, many constraints and diffi-
culties in conducting macro-cognitive studies [2]. For example, it is difficult for both
academia and industry to find collaborators for macro-cognitive studies. Even if we do
manage to find a collaborator, it is still difficult to obtain sufficient data through field
observations, or to repeatedly design and conduct experiments considering various real-
world conditions, and recruit several participants from practitioners. Another problem
in macro-cognitive studies is the reliability of the knowledge obtained from a specific
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domain and context, because human behavior is heavily context dependent. Therefore,
it is difficult to generalize and extend the knowledge to other domains.

The meso-cognitive approach is a way to cope with these problems [2]. In this
approach, we aim to design and use laboratory experiments that are similar to the actual
working environments in essence, but are easy to conduct with non-practitioners. This
approach is expected to help obtain useful data and knowledge from laboratory
experiments relatively easily and intends to compensate for the limited and less reliable
data obtained from macro-cognitive studies. In order to design similar experimental
contexts, it is necessary to measure and evaluate the degree of similarity between
different contexts. Such a measurement is also expected to provide a basis and criteria
for the generalization of the knowledge obtained in different domains and contexts. For
that purpose, a framework to formalize team context was proposed in our previous
study [2, 3]. However, this framework is still conceptual and has not provided detailed
criteria and measurement of context similarities.

This paper presents the T2P model that is modified and extended from the previous
framework and provides the criteria to assess the similarity between different team
contexts. It also shows a few experimental results to support the validity of these
criteria and the descriptive power of the model.

In the next section, we explain the T2P model and propose the “prescriptive”
similarity defined by the context features from the T2P. In Sect. 3, we explain three
experimental contexts with different prescriptive similarities. We conducted laboratory
experiments with these contexts and gathered various cognitive and behavioral data.
The analysis of the data and the comparison with the prescriptive similarities are
explained in Sect. 4 followed by conclusions in Sect. 5.

2 T2P Model and Prescriptive Similarity

The previous context-modeling framework consisted of seven major elements: human,
task, device, resource, expertise, authority, and place [2, 3]. The structure of context is
described by these elements and the relationships among them. In this paper, we introduce
several extensions and elaborations to the previous model. Then, various criteria to assess
context similarity are defined, which refers to prescriptive similarity in this paper.

2.1 T2P Model

The seven major elements in the previous model were listed based on an organizational
structure model. Thus, it is not necessarily well suited for describing a team context.
We, therefore, redesigned and simplified the context elements by deleting “device,”
“resource,” “expertise,” and “authority” from the major elements for the following
reasons. Device and resource are both used for tasks and thus should be placed as task
elements. Expertise and authority should be defined and described as human-tasks or
human-human relations, not as elements. As a result, Team, Task, and Place remain as
the major elements of the team contexts model.

We developed sub-elements of each major element. Team consists of members.
Members correspond with humans in the previous framework. Task consists of a target
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system, devices, and resources. We define Task as “operation or interventions on a
target system to achieve its desired state” [3]. A target system is defined for each
specific context, such as airplanes for air traffic control, a patient for a surgical oper-
ation, etc. A target system usually has many variables, such as the position, velocity,
and altitude of an airplane. Device and resource are physical tangible materials.
Resource indicates consumable materials. Place consists of areas and sections, which
are divisions of working space for its use.

Table 1 shows model elements and examples of their attributes. Table 2 shows exam-
ples of the relationships between model elements that can be defined by the T2P model.

2.2 Prescriptive Similarity

Based on the T2P model, we considered how to assess the similarity between different
contexts. Table 3 shows 36 criteria selected to evaluate the degree of the context
similarity. Those criteria related to tasks are the extension of the task components
proposed by Liu et al. [4]. Some criteria are defined and can be measured by using the
attribute values of the model elements. Others can be measured by nominal, ordinal,
interval, and proportional scales. For example, team size is defined as the number of
members in a team. Goal clarity can be quantified by, for example, the Likert scale.
While similarity in cognitive and behavioral data obtained in the experiment refers to

Table 1. Major elements, sub-elements, and attributes of the T2P model

Major
elements

Sub-elements Attributes

Team Member Age, sex, etc.

Task Target Variable Capability of quantification, objective, priority, desired value, perceived
sense, possibility of false perception, active change, non-routine events,
etc.

Device –

Resource Limitation
Place Area Size, etc.

Table 2. Relationships between sub-elements in the T2P model

Team Task Place
Member Target/variable Device Resource Area

Team Member Acquaintance, direct
communication, indirect
communication, chain of
command

Assignment, capability Existence

Task Target/variable Correlation Assignment Assignment Existence
Device – –

Resource –

Place Area Distance,
time to
access
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the descriptive similarity, the prescribed criteria, based on the model, refer to the
prescriptive similarity in this study.

3 Experiment

We prepared three experimental tasks: the marshmallow challenge (Task M), the
breakfast task (Task B), and the marshmallow challenge with orders (Task MO).
Task MO has prescriptive similarities with both the other two tasks. Task M is a well-
known team exercise to build a free-standing tower using dry spaghetti, tapes, and
strings with a marshmallow on top. Task B is to cook light meals as ordered according
to the recipe provided. There are four kinds of menus: coffee, steamed cake, biscuit
with marshmallow, and dessert mousse. The marshmallow challenge with orders is to
build ordered, free-standing towers using dried noodles, tapes, and strings. The height
of the towers is 5 cm, 10 cm, 20 cm, and 30 cm.

Using these three experimental tasks and contexts, we conducted experiments with
10 three-person teams and gathered cognitive and behavioral data for comparison under
different contexts (Fig. 1).

Table 3. Criteria to evaluate the degree of context similarity

Related major elements Criteria

Team Size, existence of leader, communicability, acquaintance, depth of
hierarchy, commandability

Task Goal Clarity, quantity, conflict, change
Input Clarity, quantity, diversity, inaccuracy, active change, redundancy,

non-routine events
Operation Clarity, quantity of paths, quantity of actions/steps, repetitiveness,

types of actions, activeness, risk, spatial accuracy, temporal accuracy
Time Duration, waiting time
Device Quantity
Resource Quantity, limitation
Role Assignment

Place Indoor/outdoor, size, quantity of areas, flexibility

Fig. 1. The marshmallow challenge, the breakfast task, and the marshmallow challenge with
orders
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3.1 Formalization of Experimental Contexts

We formalized three experimental contexts employing the T2P model. As an example
of the formalization, attributes of target systems and Member-Target assignment
relationships are shown in Table 4 and Fig. 2, respectively.

Table 4. Formalization of Target system

Formalization
Task = {Target1, Target2, …}
Target = {Variable1, Variable2, …}
Variable = {capability of quantification, objective, priority, desired value, perceived sense,
possibility of false perception, active change, non-routine events}
- capability of quantification = quantity, quality
- objective = objective, peripheral
- priority of objective variable = 1, 2, 3, …, NA
- desired value = w, w/o
- sense to percept = {touch, taste, hear, see, smell}
- possibility of false perception = w, w/o
- active change = w, w/o
- non-routine events = w, w/o

Instances
The marshmallow challenge = {Tower}
- Tower = {height, free-standing, marshmallow}

height = {quantity, objective, 2, w/o, (see), w, w/o, w/o}
free-standing = {quantity, objective, 1, w, (see, touch), w, w, w/o} 
marshmallow = {quantity, objective, 1, w, (see), w/o, w/o, w/o}

The breakfast task = {Customer, Food}
- Customer = {offered items}

offered items = {quantity, objective, 1, w, (see), w/o, w/o, w/o} 
- Food = {progress} 

progress = {quality, peripheral, NA, w, (see), w/o, w/o, w/o}
The marshmallow challenge with orders = {Customer, Tower}
- Customer = {offered items}

offered items = {quantity, objective, 1, w, (see), w/o, w/o, w/o} 
- Tower = {height, free-standing} 

height = {quantity, peripheral, NA, w, (see), w, w/o, w/o} 
free-standing = {quantity, peripheral, NA, w, (see, touch), w, w, w/o}
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The criteria are quantified and calculated mainly based on the formalized contexts.
Table 5 shows several examples of the prescriptive similarity criteria.

3.2 Experimental Method

Three experimental tasks were conducted in a random order by 10 three-person teams.
The duration of M, B, and MO are 18 min, 10 min, and 10 min, respectively. All the
participants were college students.

Task M Task B

Task MO

Fig. 2. Member-target assignment structures

Table 5. Examples of prescriptive similarity criteria
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To gather cognitive data, a questionnaire survey was conducted after the completion of
each task.Thequestionnaire consisted of three sections: personalworkload, teamworkload,
and task characteristics. We used NASA-TLX [5] and Teamwork Workload Scale [6] to
measure personalworkload and teamworkload.NASA-TLXconsists of six question items:
mental demand, physical demand, temporal demand, performance, effort, and frustration.
The Teamwork Workload Scale consists of eight question items: team leadership, team
orientation, performance monitoring, backup behavior, adaptation, trust, shared mental
model, and communication. The question items on the task characteristics corresponded to
the selected prescriptive criteria: Goal-Conflict, Goal-Change, Operation-Clarity, Input-
Active change, Device-Quantity, and Place-Quantity. The behavioral data gathered in this
experiment included team performance and the number of moves in a session.

4 Result and Discussion

The purpose of analyzing the experimental results is to confirm whether the prescriptive
similarity can predict the descriptive similarity, assuming that if two contexts are similar
in essence, the cognition and behavior under those contexts will exhibit similarly. In
other words, we analyzed correlations between the similarity criteria and cognitive and
behavioral data for the validation of the similarity criteria based on the T2P model.

4.1 Correlations Between Prescriptive and Descriptive Similarity

The analysis is still in progress, therefore some examples of the correlation found
between prescriptive and descriptive similarity so far is presented in this section.

Number of Moves. As shown in Fig. 3, there were correlations between the number
of moves, from one place to another, in the experiments and the number of areas, which
is the prescriptive criteria regarding Place (see Table 5). This result suggests that the
number of areas in the meso-cognitive context should be designed equal to or similar to
that in the real working environments.

Fig. 3. The number of moves
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Team Leadership. As shown in Fig. 4, there were correlations between the team
leadership, which rates how proactively they need to interact with other team members,
and the number of members allowed to work for one target. This result suggests that
role assignment is one of the important factors in designing a meso-cognitive context.

Goal Conflict. As shown in Fig. 5, the percentage of participants who perceived goal
conflict during the experiment was the highest in Task M. Among the three tasks in the
experiment, only Task M had the prescriptive goal conflict. This implies that it is
possible to predict the occurrence of actual goal conflicts in the meso-context by the
formalization and design of the context.

4.2 Descriptive Similarity that Is Difficult to Prescribe

Some of the descriptive similarities were difficult to predict by prescriptive similarity. For
example, the rating of operation clarity, which rates the ambiguity of operation, was
expected to be much lower for Task B, as cooking manuals were provided in Task B.
However, the actual rating in Task B did not show a big difference from that of the other
tasks (Task M; p = .73, Task MO; p = .63). It is implied that other conditions and
variables have an impact on the degree of ambiguity of operation. Such unexpected results
also provide important information and insight into the design of similar contexts.

5 Conclusion

We developed a team context model named T2P and presented a criteria to measure the
prescriptive similarity of team contexts. An experiment for the validation of the pro-
posed model and criteria were conducted. It was found that there were correlations

Fig. 5. Goal-conflictFig. 4. Team leadership
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between some prescriptive and descriptive similarities, suggesting that the T2P model
and the prescriptive similarity criteria have a certain validity for meso-cognitive context
design. The results of the analysis also imply that not only can prescriptive similarity be
utilized for designing a meso-cognitive context but the same can be done for
descriptive similarity as well. In order to further design similar contexts, it is considered
appropriate to modify the criteria for the prescriptive similarity by referring to
descriptive similarities observed in experiments.

Acknowledgments.. This work was partly supported by JSPS KAKENHI Grant Number
16H03131.
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Abstract. It is said that the eyes are the windows of the soul. Although rather
poetic, such a statement becomes clearly more relevant if we acknowledge that
dynamic changes in pupillary dimensions convey a great amount of information,
regarding the general psychological and neurophysiological condition of the
observed person. Most commonly used pupillometers are rather expensive, and
may require highly controlled experimental setups to be used. Those can limit
greatly the applicability of the devices in practise. Based on a basic smartphone
and a cardboard support, originally proposed for virtual reality applications, we
developed a portable pupillometer, which can be used in natural, as well as
controlled stimuli conditions. The proposed device fits the category of
monocular video pupillometers, meaning that it continuously measures one of
the user’s eyes, while the other may receive pre-determined visual stimulation.
To help validating the use of the pupillometer, we measured the evolution of
pupillary dimensions during a standard “ice bucket” hand test. The results fol-
lowed quite accurately the behaviour reported in literature, with increases of
pupillary diameters in the order of 15% to 20%, as a result of placing or
removing the subject’s hand. Recorded pupillary reaction response times were
about 2.6 s, which suggest an interplay between the sympathetic and
parasympathetic nervous system controlling activity.

Keywords: Low-cost pupillometer � Autonomous nervous system � Attention �
Portable � Neuroscience � Psychological assessments

1 Introduction

Pupillary reactivity to internal or external stimuli contains a great amount of infor-
mation regarding a person’s physical and psychological wellbeing, as well as how (s)he
reacts to such stimuli. That reactivity is one of the first clinical tests, when evaluating
the integrity of the autonomic nervous system (ANS, [1]). There, the subject’s eyes are
made to oscillate between a normal light exposure condition and that resulting from
direct light stimulation, while the medical professional observes the concomitant
changes in pupillary dimensions [2, 3].
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Another common example of the workings of the ANS is one’s reaction to a
frightening or embarrassing event. Our heart start racing, the palms of our hands sweat,
while our mouths become dry. Those are some of the typical hallmarks of the activity
of the sympathetic nervous system, which is often associated to a “fight or flight”
reaction to a personal attack. Conversely, the parasympathetic system has an antago-
nistic function, facilitating vegetative, nonemergency responses [1]. Activity in those
two ANS subsystems leads also to an increase or decrease in pupillary dimensions,
respectively.

Whether for clinical purposes, or to assess a person’s reaction to a given stimulus,
say, while observing and formulating a particular decision over a movie or a publicity
spot, pupillometry has been considered a valuable tool to evaluate how human beings
interact with their environment [3], as well as to support psychological assessments and
basic health monitoring [2, 4, 5].

Existing pupillometers allow for the study of variations in pupillary dimensions,
over time, at a basal level or in response to a number of a variety of different stimuli.
With that goal in mind, the device proposed in the current manuscript can be seen to fit
the category of monocular video pupillometers, as it continuously measures one of the
user’s eyes, while the other is fre to be stimulated visually, by the device’s own screen.

Commercially available pupillometers are usually rather expensive, with their costs
ranging from several tens of dollars to thousands. The lesser expensive ones are often
incapable of evaluating pupillary dynamics, whereas the more expensive tend to have
rather restrictive experimental conditions for their deployment [6]. The main specifi-
cations set for the proposed device were a low-cost and a high degree of portability. In
this way, we expect to augment the range of experiments in which such a pupillometer
may be used in practice.

The system proposed in this manuscript was developed as a M.Sc. thesis [6], and
follows the eye tracker device presented in [7]. Not unlike the one suggested in [8], the
proposed device is built around a smartphone application, for visual stimulation and
recording, and a computer, for post-processing the collected data. It differs from the one
in [8] since it is not restricted to the light reflex test application. Here, through an
Android application, the phone continuously records the image of the pupil, with its
front camera, while its screen may be used to present specific types of stimuli. The
mobile phone is kept at a fixed relative position to the user’s eyes. The recorded
information, which is transferred to a computer, can then be processed through a
Matlab interface with a pupillary segmentation algorithm.

To validate the results obtained by the developed pupillometer, a cold stress test
was carried out with 12 subjects. One of the main purposes of this study, routinely used
in the field of neuroscience, is to understand the functioning of the autonomic nervous
system during a cold stimulation [9].

2 Materials and Methods

The device follows on the one proposed in Gamas’ M.Sc. thesis [10], which was later
validated by Vences [11]. The stimulus management and delivery, as well as the
capture and storage of all ocular activity were performed by a mobile phone, through a
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dedicated app, which was developed using Android Studio 2.3. All processing of the
acquired images and videos was performed offline, using Matlab1.

2.1 The Experimental Setup

The Phone. The image recording was done using a Huawei P8 Lite, mobile phone,
from 2017, with Android 6.0 operating system. It has a frontal camera with 8 M pixel
resolution and a wide angular objective, since it is mostly used for short range image
capturing. It captures video at a maximum of 30 frames per second and a 1080p
resolution. The phone has also a 5.2″ Full HD display, with a resolution of
1920 � 1080p.
Because the used phone differed from the one in [7, 10], several parameters needed to
be adjusted in the processing software. Those pertained mostly to differences in the
focal length and resolution of the cameras, and their relation to the sizes of the recorded
pixels, crucial for a correct estimate of the pupillary area.

The Support. We used Virtoba’s V2 mobile phone support ([12], shown in Fig. 1),
designed following the specifications in the original Google Cardboard [13], for 3D
visualization and VR applications.

The lenses (Fig. 1a) guarantee that the eyes will appear correctly focused in the
recorded videos, even at a very short distance to the camera. The strap, on the other
hand, insures a stable relative position between the eyes and the phone. The eye tracker
in [8] relied on a frontal flash, in the phone, to secure sufficient lighting conditions for
the eyes. To render the current pupillometer less dependant on such particular phone
feature, we added two LED lights (see Fig. 1c, and the zoomed detail on the right). In
the middle frame we see a bottom view of the cardboard, where the power supply to the
LED and switch are clearly visible. As was the case with the eye tracker, also the
proposed pupillometer imposes a small offset between the phone and the edge of the

Fig. 1. The proposed pupillometer. (a) Back view, corresponding to the direction where the
subject’s eyes and nose contact the support. The other frames show the bottom (b) and front
(c) views of the cardboard support. A zoom, on the right, shows the mounted LED lights.

1 MATLAB Release 2012b The MathWorks, Inc., Natick, Massachusetts, United States.

196 R. Vigário et al.



support. The main reason for that offset is to avoid the cardboard surrounding the
circular opening. In addition, it reduces also the eccentricity of the camera, when
compared to the recorded eye.

The choice of the LED’s power, as well as its position in the cardboard was
carefully considered, so that the disruptive effect of its reflections over the eyes was
reduced to a minimum. Those artefacts are particularly relevant when the subject looks
in the general direction of the light. In the current study, subjects were asked to stare
ahead, without much wandering. In addition, any such artefact was dealt with in post-
processing.

Stimuli and Calibration. The complete system was designed with combined eye
tracker and pupillometer studies in mind. Hence, visual stimulation is allowed. Yet, the
current study did not comprise any visual stimulus. To validate the device, we have
used a cold stress test instead.

Since the dimensions of the pupil are strongly coupled to the quantity of external
light, we assumed that a thorough calibration procedure should be carried out, in order
to remove such spurious variations from more important types of (emotionally or
sensation-oriented) stimuli. Nevertheless, and possibly because of the introduction of a
constant light environment, caused by the LEDs, no such variations were observed.

Still, and so that one may have a reference baseline for any future study, we
generally recommend the recording of some 10 s of video, from the eyes, prior to the
experiment, while subjects are presented with a visual stimulus with a visual com-
plexity close to the one used during explicit stimulation.

Temporal Resolution. Video recording, with the P8, is limited to 30 frames per
second, with full HD resolution. Yet, we observed that most of the applications we had
in mind did not require such a high sampling rate. In fact, as can be observed in Fig. 2,
variations in pupillary dimensions vary little, when moving from 30 to 10 frames per

Fig. 2. Video frame rate. Two traces with the variation in pupillary diameter, as a result to
inserting the hand into melting ice on a bucket. The blue line (top) corresponds to information
gathered at 30 frames per second, whereas the red (bottom) line corresponds to 10 frames per
second.
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second. See, for example, the reaction to the insertion of one hand in cold water, which
occurred at around 20 s from the beginning of the recording. Both lines show clearly
the resulting change in pupillary dimensions. Hence, all data presented in this work will
be based on videos with the lower frame rate.

2.2 Pre-processing

The first step proposed in [7] is to isolate the region, in each image, that corresponds to
the eye. In fact, close to 75% of one image cannot be considered relevant for the
intended analysis. Here, though, such step was considered optional, and most results
will be presented without it.

From Colour to Saturation. Mobile phone images are often acquired in RGB (Red,
Green and Blue) format. In earlier works we have reduced that data to the Red channel,
as we considered it to convey the most contrasting information regarding the identi-
fication of the pupil. Here we use yet another representation. First, the image coding is
transformed to HSV (Hue, Saturation and Value), from which we will take only the
Saturation channel information (as depicted in Fig. 3).

In addition to the aforementioned transformation, we added an inversion to the
intensity map of the single-channel image, to simplify human perception. Please note
that the latter transformation does not affect, in any way, the contrast between structures
in the image.

As one can observe in Fig. 3, the illuminating LED causes an artefact in the image,
clearly visible in the leftmost frame, within the iris, but contiguous to the pupil. Such
artefact is often of a much smaller dimension than that of the pupil; hence there is little
risk of confusing one with the other. Nevertheless, when the pupil is at its smallest
possible opening, such confusion may still occur, and will need to be properly handled
(see “Fine identification” in Sect. 2.3).

In addition, since our study did not require following a particular visual stimulus on
the phone’s screen, it was possible to ask for the subject to keep a visual fixation
direction that minimised morphological and lighting artefacts. Such fixation was also
easier to keep than less natural gazing directions.

Additional information regarding image acquisition and pre-processing can be
found from [7, 10, 11], where most of the methodology was described.

Fig. 3. Leftmost frame shows the colour image of the eye (codded in HSV). Taking apart only
the saturation channel in that image (middle frame), the contrast between the pupil and the iris
becomes very apparent. The rightmost frame depicts a final inversion of the intensity map.
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2.3 Pupil Identification

The identification of the contours of the pupil is made using a two-step approach. The
is a coarse identification of possible pupil candidates, and reduces the burden of a
thorough analysis of the full image/frame. In the second step are included a series of
procedures that deal with specific artefacts found around the targeted object.

Coarse Approximation. In this first stage, the goal is to identify, in a rough
approximation, the location of the pupil. Since its overall shape, is very closely
approximated by a circle, we use Matlab’s imfindcircles() function to highlight regions
in the image with such a round shape (see Fig. 4b). That function is parameterised by
the range of radii for the circles, which will be considered in the search, as well as how
close to a circle should the found shape be.

Since it is a first approximation, one does not need to be too restrictive in the search
for circular shapes, yet the range of radii considered is still rather narrow. Nevertheless,
as can be seen in the middle frame of Fig. 4, many pupil candidates are often found. To
find the best matching circle, we use the pupils found from previous frames, and
compute the distance between their radii and locations with those found on the current
frame. The estimated pupil with smallest distance is considered for further processing.

The only frame for which the procedure described above does not apply is the first
one in the video. In the absence of a clear reference, one needs to use a different
heuristics. By imposing that the initial fixating point is straight ahead from the subject,
one insures that the pupil will be captured as a very close to circular shape. Hence, in
the first few frames, the sensitivity to the circle should be rather high. Furthermore, the
imposed fixating direction will also narrow down the searchable region.

Note that the procedure described here is rather general, and does not require the
eyes to be fixating a specific direction throughout the experiment.

Fine Pupil Identification. Once the general pupillary region has been identified, its
fine delineation can be done in a couple of simple procedures, all of which applied
solely in the close vicinity of the estimated pupil.

The first step is illustrated in Fig. 5. Assuming the region and the pupil are centred,
and the former exceeds the dimensions of the latter, the main diagonals should com-
prise intensities corresponding to the iris, the pupil and the iris again (clearly visible in
the right-hand side of the figure).

Fig. 4. (a) Original image. (b) Result of applying the regions in the image comprised of circles.
(c) Circle that best matches the pupil.
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Two thresholds help determining the limits of the pupil along the diagonal. Each
one should be determined separately, as illustrated in Fig. 6, and discussed next. In any
case, those values are found as 50% of the difference between the average of the high
intensity pixels, and that of the low intensity ones.

In some situations, as mentioned earlier, the light used within the cardboard may
produce artefacts, which tends to appear as a white circle, close to the border of the
pupil (clearly visible on the top-left corner of the zoomed highlight in Fig. 5). To cope
with those artefacts, one needs clearly to treat differently each of the borders between
the pupil and the iris (see Fig. 6). No single threshold would suit this task.

Fig. 5. Finding the pupil’s limits. On the left-hand side is one frame of the video, with the
coarse estimated region of the pupil highlighted. On the right-hand side that region is zoomed
(top), and the intensities displayed, along the main diagonal (bottom).

Fig. 6. Two individually determined thresholds handle potential light artefacts, caused by
the LEDs.
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We are not limited to finding pupillary limits only from the main diagonals. In
reality, we have pursued the same procedure for 38 different lines, summarily illus-
trated in Fig. 7a. From those, 76 different limits were found (Fig. 7b). Not all were
correctly estimated, e.g., due to artefacts. A few examples are clearly visible on the top-
middle frame of Fig. 7. To exclude border estimates from further processing, we started
by calculating the centre of the pupil, based on all estimates. All border points that were
more than 15 pixels further away than the median distance to the centre, were excluded
from further processing (see Fig. 7c).

The final step of processing was to find the ellipse that best matched the border
points that remained from the previous analysis (Fig. 7d). For that purpose we used
Matlab’s fit_ellipse(). The main reason why we used an ellipse, as the fine estimate of
the pupil’s borders, is that the cardboard lenses, together with the eccentric location of
the camera, when compared to the position of the eyes, tends to change the rather
circular shape of the pupil into an ellipse. It is also important to note that the function
used is rather robust, requiring as few as 5 points to estimate the ellipse.

Continuity and Blinks. As mentioned, we should explore the fact that the eyes do not
change drastically from one position to another. We should remember that, even at a
frame rate of 10 images per second, there are but 100 ms between each frame. Earlier,
this reasoning was used, in the coarse estimate of the region corresponding to the pupil,
to secure an easy determination of which circle corresponded to the pupil. Now we will
use it further to detect, and remove, particularly difficult artefacts, such as eye blinks.

Fig. 7. Complete determination of the pupil’s limits. From top to bottom, and left to right,
execution of the limit searches shown in the previous figures, for a set of 38 directions, centred in
the pupil; removal of wrongly estimated limits; fitting of an ellipse to the support limiting points;
superposition of the best ellipse onto the original image.
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When a person blinks, the pupil estimate will most certainly fail, either because it is
completely invisible (as shown in frame I5 from Fig. 8), or because it is partly occluded
(as in I4). One way to prevent those miss-estimates from contaminating the collected
pupillometric data is to exclude all frames that do not show a basic amount of
resemblance to the remaining ones.

A simple similarity measure between frames, such as the two dimensional corre-
lation, can identify miss-identified pupils. Assuming that the direction of gaze does not
change significantly in consecutive frames, one may expect that the correlation remains
rather high. If that is not the case, then we should exclude the newer frames from
analysis. 7 frames of a video are shown in Fig. 8, together with the correlations
between that frame and the 1st, 2nd and 3rd. When such correlation exceeds a given
value (which we took as 0,7), than the frame can be considered for further analysis.

In order to keep track of true estimates of the pupil, after discarding the artefact
ones, one may add a memory element to the search for continuity. In the example
illustrated in Fig. 8, that memory extends to the past 7 frames.

3 Cold Stress Test

To test the efficiency of the proposed pupillometer, we have used the classic cold stress
test [9]. After 20 s of baseline recording, the subjects were instructed to immerse one
hand in ice water (at about 5 °C), through a verbal order. 20 s later, again verbally,
subjects were asked to remove their hands from the water. Video recording was
stopped 80 s after removing the hand. The last period of time was used to assess the
recovery from stimulation.

Fig. 8. Removing blinking artefacts through checks in image continuity along various video
frames.
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3.1 Participants

12 persons participated in the experiment. They were between 22 and 25 years of age; 2
were lefthanders; and 8 had (dark) brown eyes, 2 green/brown, and 2 (light) blue/green.
All were asked to place the left hand inside the bucket, regardless of their dominant
hand. The right hand was used to control the cardboard button, which controlled the
progress of the video collection protocol.

3.2 Processing and Feature Extraction

Once the best ellipse was found, pupillary diameters can easily be estimated via the
number of pixels that build the curve. Both curves presented in Fig. 2 display such a
measure for one of the 12 participants in the study.

In addition to lowering the video sampling rate to 10 frames per second, a low-pass
filter was also applied to the dynamic evolution of the pupillary diameter (see Fig. 9).

Two main features were calculated directly from graphs such as the one presented
above: the percentage of pupillary dilation, measured as a percentage of increase in
diameter, from the baseline before the rise, and the point of maximum dilation; reaction
times to a change in the experimental paradigm (insertion or removal of the hand). Both
features are calculated for the subject’s reaction to initiating the cold stimulus, 20 s
after the beginning of the video recording, and the end of the cold stimulus, 20 s later.

In addition to the aforementioned features, a measure of the average reaction slope
was also calculated, as the ratio between the percentage of dilation and the respective
reaction time.

Fig. 9. Dynamics of the diameter of the pupil in a 2 min cold stress experiment. Annotations are
superimposed to the graph, containing the start of cold stimulation (hand insertion in the bucket),
its end, as well as two of the most relevant sets of analysis features – dilation percentage and
reaction times.
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Table 1 shows a summary of the results found for all 12 subjects. Dilations
occurring as a result to a reaction to the insertion of the hand in cold water were slightly
more pronounced than those occurring when removing the hand.

A 19% increase in pupillary diameter, albeit subtle, can convey sufficiently
important information in practice. An illustrative example of such changes is given in
Fig. 10.

Reaction times to changes in stimulus conditions are rather close to each other
2.72 ± 0.61 s, for the beginning of the cold stress test, and 2.62 ± 0.46 s when
removing the hand from the bucket. These values can be compared to those resulting
from the light-dark reflex, which are reported to be around 0.2 s; and with the ones
resulting from emotional and cognitive stimulation, which vary from 1 to 3 s [14, 15].

Table 1. Pupillary dynamics, as a response to the cold stress test.

Pupillary dilation (%) Reaction times (s)
Init. stimulus (Di) End stimulus (Df) Init. stimulus (TRi) End stimulus (TRf)

S1 20.72 18.51 2.19 2.82
S2 15.76 5.77 2.88 1.83
S3 21.45 14.17 3.00 3.18
S4 20.63 14.43 3.51 2.89
S5 17.54 14.57 2.58 2.31
S6 23.36 8.51 1.68 2.27
S7 24.07 18.81 3.74 3.34
S8 18.76 13.98 2.34 2.77
S9 13.14 7.31 2.01 3.11
S10 17.49 9.42 3.15 2.28
S11 24.20 15.48 2.28 2.01
S12 18.30 6.71 3.30 2.61
�x 19.62 12.31 2.72 2.62
r 3.3 4.4 0.61 0.46

Fig. 10. Illustrative example of a 19% increase in ocular pupillary diameter.
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Whereas the reflex reaction tends to be more instinctive, and related to a fight or flight
induced stimulus, engaging mostly the sympathetic nervous system, our study may be
closer related to a control type of reaction, which would not only require the rapid
action of the sympathetic, but also the slower parasympathetic nervous system.

One final observation tells us that the significant difference between reaction slopes
found for the onset and the offset of the test, 7.2 ± 0.7%/s versus 4.7 ± 1.5%/s, comes
mostly from the difference in dilations occurring in the first and second stimulus
changes.

4 Conclusions

The goal of the current research was to build a pupillometer based on a commonly used
smart phone. A basic cardboard support should insure a constant distance between the
face/eyes and the phone/camera, rendering the complete system rather low-cost and
widely portable. With the developed processing software, we show, in this manuscript,
that the goal has clearly been reached.

In addition to its cost and guarantee of a fixed geometry of the device, it should still
be stressed that the very lightweight solution guarantees an easy and portable use of the
device.

To validate the proposed pupillometer, we performed a standard cold stress test
with 12 subjects. The outcomes of the test were very much in line with the expected
from the literature. In fact, both the insertion of the subject’s hand in cold (5 °C) water,
as well as the removal resulted in a clear increase in pupillary dimensions. That
increase was significantly more pronounced during the insertion than the removal stage
(around 20% and 12%, respectively). Pupillary reaction times, of about 2.5 s suggest
that both the sympathetic and parasympathetic nervous systems are active in control-
ling the opening of the pupil in this kind of experiments.

In the future we expect to port all post-processing to the mobile device itself, to
render the complete experience truly portable. It will also be desirable to merge the
current pupillometer with the previously developed eye tracker. That step should
benefit from the existing common development platform. The combination is likely to
open new directions of applied research on human reactions to emotionally charged
complex visual stimulation.
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Abstract. School zones are dynamic environments with regulations for motor
vehicles and pedestrians that vary by locality. It is critical that drivers follow
local rules to ensure the safety of children entering and leaving the school zone.
This combination of a dynamic environment and critical safety requirements
will be a challenge for fully automated vehicles (FAV), which often do not
perform reliably when faced with uncertainty. However, to date there has been
little research addressing the operation of FAVs in school zones. In response,
this work identifies key research needs surrounding FAV deployments near
schools and on school routes, with an emphasis on K-8 student safety. The
research needs were informed by interviews with traffic safety researchers and
school transportation professionals who identified common transportation issues
related to school zones and FAV deployment. The results can be used by
developers and community stakeholders to plan for future FAV deployments.

Keywords: Schools � Automated vehicles � Vulnerable road users � Children

1 Introduction

Automated vehicles (AVs) are designed to execute parts or all aspects of the driving
task for prolonged periods without compromising performance due to distraction or
fatigue. The impact of AVs on safety is potentially enormous given that human error
accounts for an estimated 94% of vehicle crashes [1]. A key challenge in reducing these
numbers includes addressing crashes involving pedestrians, who are tragically over-
represented in traffic deaths. In 2017, pedestrians made up 16% of all traffic fatalities
[2], although walking accounts for just under 11% of all trips [3]. Annual U.S.
pedestrian fatalities increased more than 30% between 2009 and 2016, totaling
approximately 6,000 in 2016, the highest level in nearly three decades [4, 5].

Addressing these increases represents a challenge for AVs and poses a topic of
ongoing research [6–10]. Automated vehicles thrive in deterministic environments;
however, compared to motor vehicles, pedestrian behaviors are not particularly con-
strained by traffic infrastructure and regulations, which makes them unpredictable
much of the time [11]. Pedestrians who make errors in judgement when choosing a
crossing gap account for around half of pedestrian fatalities [12]. The unpredictable
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nature of pedestrians is further complicated every weekday in school zones where large
numbers of vehicles interact with children entering and departing schools, each of
which may have its own unique approach to regulating traffic. If we want to achieve
ubiquitous deployment of fully automated vehicles (FAVs), which are vehicles capable
of driving anywhere at any time without the aid of a human driver, they will need to be
able to navigate even the most difficult environments, which includes school zones. To
date there has been little effort to assess the unique challenges of deploying FAVs in
school zones to help AV manufacturers and school administrators consider new reg-
ulatory or roadway design needs. The purpose of this work was to begin to identify key
issues relevant to deploying AVs near schools, with a focus on FAV operating in
Kindergarten through 8th grade (K-8) school zones. This work is part of a broader effort
in cooperation with the Pedestrian and Bicycle Information Center (PBIC) to develop a
framework for AV deployment along school routes.

1.1 School Zones

The Manual on Uniform Traffic Control Devices (MUTCD; 13) sets standards for the
messages, locations, sizes, shapes, and colors of traffic control devices in the U.S.
The MUTCD defines a school zone as “a designated roadway segment approaching,
adjacent to, and beyond school buildings or ground, or along which school related
activities occur” [13]. In practice, school zones usually extend one to two blocks in
each direction from a school [13]. Speed limits are often reduced in school zones
during morning and afternoon hours. Special traffic control measures, including
crossing signs, speed signs, and school zone pavement markings, are used to inform
motorists that they should drive with special care and extra attention.

Despite the existence of these standards, traffic regulations in school zones can vary
greatly. This was a consistent theme among the groups of school transportation experts
interviewed for this work (see Methods section). While the MUTCD sets design
standards and guidelines for signage and street markings on public roads, state and
local law regulates traffic, and other groups recommend “best practices” for setting up
routes, it is difficult to identify consistent behaviors that predict how students move
from their arrival mode (i.e., walking, biking, school bus, private transport, etc.) to a
school. For example, some schools have their own road infrastructure with bus lanes on
campus property separated from parent drop off zones. Other schools are built adjacent
to city streets, requiring large numbers of cars to queue on public roads to drop off and
pick up children. Figure 1 (next page) illustrates this latter example, showing cars
driving on the wrong side of the road and children exiting vehicles in the middle of the
street with no crossing guard in sight.

Problem areas like the one depicted in Fig. 1 are being made worse by increasing
numbers of children being driven to school. In 1969, half of K-8 students walked or
rode bikes to school. By 2001, this number had decreased to just 15% [14]. Currently,
close to half (45%) of students ride to school in a personal vehicle [15]. In some
locations, these personal trips to and from schools generate as much as 20 to 30% of all
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morning rush hour traffic [16]. About 30% of parents cite traffic risks as a barrier to
walking or biking [3]. This suggests, somewhat ironically, that parents who are afraid
to walk their children to school because of traffic risks solve the problem by con-
tributing to the overall traffic risk.

This increasing volume of parents dropping off and picking their children up from
school also adds to the frustration of driving a vehicle through a school zone. Like rush
hour traffic jams, school zones are not immune to erratic driver behaviors and road rage.
Parents generally want to drop off or pick up their kids as quickly as possible and get on
with their day, and like any driver they resent barriers that prevent their progress. This
climate of anxious drivers operating vehicles in locations with temporary restrictions that
vary from one location to another is now a potential operational design domain (ODD) for
FAVs. Therefore, it is imperative to understand issues related to deploying FAVs in school
zones so appropriate technology, design and regulatory approaches can be considered.

1.2 FAV Technology

Effective detection is the foundation of FAV technology. Before vehicles can interpret
and respond to events and objects in their environment, they must be able to detect
important road elements, including pedestrians. FAVs face substantial challenges in
accurately and reliably detecting and recognizing pedestrians, who are more difficult to
identify, predict, and protect in the event of a crash compared with other road users.
Pedestrians have variable physical characteristics and appear in a variety of environments
with different background features, obstacles, and weather conditions, making them
difficult to see. A 2017 study using the California Institute of Technology Pedestrian
Detection Benchmark data (a 10-h video recorded from a vehicle’s perspective) suggests
a tenfold improvement in this technology is needed to replicate human performance [17,
18]. Vehicle-based sensors can fail, especially when pedestrians are small (like children),
too far or too close to the vehicle, or partially occluded by nearby objects [19]. This can
account for detection failure at more than double the rate for adults.

Fig. 1. Vehicles dropping off students near a school (image: Safe Routes to School)
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Despite these shortcomings, there is little guidance for AV developers regarding
school zones. Since 2016, the National Highway Traffic Safety Administration (NHTSA)
has released three versions of guidelines to inform AV deployment. In these documents,
NHTSA has noted the importance of safe interactions between AVs and other road users.
However, the word “school” is mentioned only once: when providing advice to state
departments of transportation, NHTSA suggests jurisdictions may want to restrict testing
AVs in certain areas, including school zones [20]. Over time, NHTSA’s message has
evolved to one supporting rapid deployment, indicating in AV 3.0 that “states should
consider reviewing and potentially modifying traffic laws and regulations that may be
barriers to automated vehicles” [21]. Based on the information obtained from experts on
school transportation, school zones may represent one of these “barriers” And it may be
time to review our approaches to regulating school transportation.

With these issues in mind, the purpose of this work was to begin to identify key
issues related to deploying FAVs in school zones, with an emphasis on pedestrian
safety. As nearly every student walks on school property to some extent, whether from
buses, from cars, or from home, this work applies to a broad array of students. The
scope of the current work includes FAVs operating in K-8 school zones. The material
was informed through interviews with school transportation experts at multiple venues
with the goal of identifying themes to assist FAV developers and school stakeholders in
the safe deployment of FAVs near schools.

2 Methods

This work builds on a research framework developed for the Discussion Guide for
Automated and Connected Vehicles, Pedestrians and Bicyclists [22]. The Discussion
Guide was developed by an interdisciplinary group of transportation experts to high-
light AV topics that affect pedestrians and bicyclists. The Discussion Guide consoli-
dates these topics into 10 interrelated “challenge areas” that provide a basic framework
for future research and policy needs. Five of the challenge areas were determined to be
relevant to K-8 student safety within school zones. These areas include (see [22] for
detailed descriptions of each challenge area):

• Pedestrian and bicyclist detection – the ability of AV vision systems to effectively
detect, interpret, and predict movements within and near the roadway

• Communication between AVs and humans – ensuring that the formal and informal
communications between pedestrians and bicyclists and AVs are at least as effective
as they are with human drivers

• Determining right-of-way – preservation of local laws and social customs governing
right-of-way

• Regulation of vehicle speed – maintaining safe vehicle speeds around pedestrians
• Curbside pickup and drop-offs – addressing the challenge of curbside management

in the presence of other incoming and outgoing vehicles and pedestrians

Semi-structured interviews [23] were conducted with school transportation experts
to broadly define current challenges related to transportation within school zones.
Eighteen experts participated in this phase of the research. Participants included staff
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from the University of North Carolina Highway Safety Research Center (HSRC) and the
Institute for Transportation Research and Education (ITRE), as well as the Trans-
portation Research Board’s (TRB) School Transportation Subcommittee. Participants
were also asked to recommend relevant literature for follow-on reviews. The results of
the interviews and literature review were analyzed to identify emerging themes related
to K-8 student safety within school zones. The emerging themes were cross referenced
against the five challenge areas identified from the Discussion Guide to determine which
were relevant to AVs. The results are summarized in the following section.

3 Results and Discussion

Relevant topics were identified through the interviews and review of literature recom-
mended by the transportation experts. Topics identified during the interviews were
screened for relevance to the research scope and then compiled for a master list of topics.
The master list was then further divided into two broad categories that emerged from the
review. Each categorywas adapted from strategies that appear in the SafeRoutes to School
Online Guide available at http://guide.saferoutesinfo.org. The categories included:

• Engineering and infrastructure – topics related to FAV technology and/or roadway
infrastructure

• Education and enforcement – topics related to human stakeholders, including
training and safety-related duties assigned to people

The following sections cover findings from each area.

3.1 Engineering and Infrastructure

The engineering and infrastructure category refers to the design and operation of traffic
control devices and physical measures that facilitate safe pedestrian crossings and
reduced speeds within school zones. Examples include road markings, signs, and traffic
signals. Part 7 of the MUTCD lists principles and standards for controlling traffic in
school zones.

Speed. One of the biggest challenges in keeping children safe in school zones includes
slowing down traffic. Examples of current traffic calming methods intended to reduce
speeds include narrowing lanes by adding chokers and chicanes, installing speed
humps and raised pedestrian crosswalks, converting intersections to roundabouts, and
adding neighborhood traffic circles. While these infrastructure modifications are often
effective, the most recognizable attempt at controlling speeds is with reduced speeds
informed through signs and street markings.

School speed limit signs inform drivers when they are approaching a school zone
and will need to slow down for school children. The MUTCD provides guidance for
installing the recognizable yellow-green school area speed limit signs and “SCHOOL”
stencils painted on the road’s surface in school zones at a specified distance from marked
school crosswalks or a certain distance from the edge of school property. Speed limits on
school property vary based on state law and typically range from 15 to 25 mph.
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There is a strong safety argument supporting reduced speeds in school zones.
Specifically, slower moving vehicles stop in shorter distances and, in the event of a
collision with a pedestrian, have a lower chance of resulting in an injury or fatality.
A vehicle traveling on a level surface at 20 mph needs about 112 ft to stop in time to
avoid hitting a stationary child. This increases to about 200 ft for a car traveling at
30 mph and to 300 ft for a car traveling at 40 mph [24]. Higher vehicle speeds also
increase the likelihood and severity of injury [25]. As Fig. 2 shows, if a pedestrian is
struck by a car traveling at 40 mph, there is an 85% likelihood that the pedestrian will
be killed. This percentage drops to 45% at 30 mph and 5% at 20 mph.

Despite these figures, a large number of drivers speed in school zones [26]. This
10 mph difference has grim implications. As Fig. 2 shows, a vehicle striking a pedes-
trian while exceeding the speed limit by 10 mph in a school zone is more than twice as
likely to injure or kill a pedestrian than if the impact occurred at the posted 25 mph limit.

Automated vehicles can regulate speeds more reliably than human drivers. If AVs
are programmed to adhere to state and local laws [27], then their speed can be limited
in school zones to ensure the safety of pedestrians. Whether it is computer vision
systems that can detect and interpret standardized road signs or GPS map data that
identifies the school zone boundaries, technology is already available that can inform
vehicle automation when it approaches a school zone during arrival or departure times.
This information could also be used to place a limit on a vehicle’s speed.

Recommendations. (1) FAV systems must be able to detect when they enter and exit school
zones and prioritize posted speed restrictions. (2) Localities should ensure roadway infras-
tructure is maintained to facilitate accurate detection by AV sensors.

Fig. 2. Car and light truck impact speed and risk of severe injury or death (Adapted from
Tefft, 2011)
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Traffic Control Devices. Speed is not the only unsafe behavior observed in school
zones. Human drivers also routinely violate rules intended to protect pedestrians
crossing the street [28]. For example, in one observational study of driver behaviors at
intersections, 45% of drivers failed to completely stop at an intersection with a stop
sign, and seven percent of those drivers did not slow down. Even when pedestrians
were waiting to cross, 36% of drivers did not come to a complete stop, and 24% of
drivers did not come to a complete stop at the intersection while pedestrians were
crossing [29]. Even when drivers do stop, a large percentage of drivers stop on the
crosswalk, blocking the pedestrians [30]. Parents dropping off and picking up children
represent one of the biggest safety problems around schools. Parents park illegally,
drive through or stop in bus zones, drop off children in the street, allow them to walk
between parked cars, and generally ignore established procedures. Administrators
attempt to solve these issues by establishing clearly marked pick up and drop off zones
and educating parents on safe procedures.

As with speed limits, FAVs are expected to closely follow the directions of traffic
control devices, including staying between lane markings, stopping at stop signs, and
respecting crosswalks when pedestrians are present. This assumes, however, that the
signs andmarkings are visible to the vehicle’s sensors and that they are recognizable. This
means that traffic control devices need to be maintained to be consistent with the needs of
the vehicle technology, and that they follow a known standard, such as the MUTCD.

This latter point has important implications for schools. In many cases, traffic on
school property is regulated by school administrators. Unlike public roads, there is no
universally agreed-on or enforced standard for managing traffic on school property.
This means there can be tremendous variability among schools, and training an
automated vehicle to navigate one school may provide little or no information about
navigating another. One school may have its own access road where vehicles line up to
pick up or drop off children, while others may be built alongside public roads, which
then become pick up and drop off zones twice a day featuring long queues of cars
lining the street in both directions while children cross in-between. School administrators
use permanent and makeshift signs, traffic cones, school resource officers, plain-clothed
school faculty and staff, and numerous other techniques to route traffic. Regulations are
often provided directly to parents before the start of each school year, as general
knowledge of traffic rules may not necessarily be enough. If the current model remains,
FAVs will need to become much better at dealing with uncertainty to safely and effec-
tively navigate through school zones during pick up and drop off times. For example, on a
busy city street, a car may be expected to leave its lane to drive around a car that has
stopped to let out a passenger. This same behavior would be less acceptable at a school
where the custom dictates that cars wait in batches for groups of students to leave their
parents’ vehicles and drive away only when all the students are out of the road. Alter-
nately, schools could broadly agree on traffic control standards on school grounds and
update their infrastructure, but this would represent an unlikely upgrade to groups that
often have limited budgets and schedules.

Recommendations. (3) FAVs should consistently comply with school zone traffic regulations.
(4) Developers and school transportation administrators should identify low-cost solutions to
support safe FAV navigation on school property.
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3.2 Education and Enforcement

Education and enforcement activities involve teaching traffic safety principles to all
stakeholders, incorporating strategies for interacting with new technology. These
programs should involve the community because children, parents, staff, volunteers
and law enforcement will all interact with different vehicle types in school zones.

Children. Between starting Kindergarten and graduating high school, a child in the
U.S. will travel to and from school almost 4,700 times. Schools are a critical point for
teaching children about roadway safety, whether they walk, bike, take public trans-
portation, or ride in a private vehicle. However, compared to adults, younger children
are not equipped to safely navigate busy roads on their own, and they need assistance
from adults in the community.

A reviewof the primary causes of pedestrian crashes, broken down by age, shows how
children’s attention to the road changes with age [31].When a child is under 10 years old,
running into the street, running in-between parked vehicles, and playing in the road are the
most common causes of crashes. Children at this age are not as skilled at monitoring
peripheral areas of their visual field [32]. As children approach 10 years old, they can
begin to learn the difference between safe and unsafe crossing locations and recognize the
dangers of oncoming traffic [33, 34]. Between ages 10 and 14, children continue to run
into the street, but they also perform unsafe maneuvers on bikes and skateboards, ignore
traffic signals, and exit stopped vehicles unsafely. School children between Kindergarten
and 8th grade cannot fully internalize complex traffic behaviors and the skills they have
learned have not been fully developed into habits [35, 36]. Tragically, in the U.S.,
245 pedestrians ages 14 and under were killed, and approximately 15,000 children in this
same age group were injured while walking or bicycling in 2016 [2].

Effective traffic safety education programs target children, parents, neighbors, and
other drivers in the community. Local enforcement activities should support education
efforts and can help to change unsafe behaviors of drivers, bicyclists, and pedestrians.
Enforcement is not necessarily limited to law enforcement personnel; students, parents,
school personnel, and adult school crossing guards can help reinforce safe behaviors by
communicating regulations directly to different road users. In many communities, these
are ongoing efforts.

While FAVs are still under development, it is certain they will behave differently
than human-driven vehicles. Well-established methods for pedestrian-to-vehicle com-
munication, such as establishing eye contact with the driver [37], will need to be
replaced with new techniques, which presently remain an emerging research area [8].
This will be more challenging with mixed fleets of human- and automation-driven
vehicles where eye contact is no longer reliable. In this sense, the arrival of FAVs will
necessitate a new need for new community education programs for all age groups.

Recommendations. (5) Developers should ensure pedestrian detection systems account for
children. (6) Traffic safety educators should account for FAV deployment in future materials
intended for children and adults.

Adults. School staff will also need to update training and procedures. Teachers and
staff often monitor bus and vehicle pick up and drop off locations to manage safe
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arrivals and departures. This includes ensuring children enter and exit vehicles safely
and, for children who walk and bike, that traffic stops periodically to let them through.
Currently, parents and bus drivers are responsible for making sure children enter the
vehicle, sit down, and put on their seat belts (if applicable). If children ride in FAVs,
someone will still need to ensure they are safely seated in the right vehicle. This may
shift responsibility to the limited curbside staff and result in delays, which will be
particularly frustrating for human drivers waiting in-between FAVs.

Recommendation. (7) School administrators should plan to update local pick up and drop off
procedures to account for FAV-specific regulations and capabilities.

Crossing Guards. School crossing guards will need additional training. This is a
challenge because, while there are minimum qualifications for crossing guards [13], there
is little consistency in who fills the role. In some schools, it is a resource officer (i.e., a
trained law enforcement officer); in others, the crossing guard is a paid position. Some-
times the crossing guard is a volunteer from the community, or a facultymember assigned
to the position for a limited time, or there are no crossing guards, so parents help their
children cross the street. Thiswill make universal education programsmore difficult as the
target audience will be different from one location to another. This is concerning, as the
complexity of the crossing guard’s job is likely to increasewith the arrival of FAVs as they
master multiple communication modes between human drivers and vehicle automation.
Unlike law enforcement officers, crossing guards do not explicitly control traffic flow;
rather, they are expected to “pick opportune times to create a sufficient gap” [13; p. 745].
They then walk out into one or more lanes of traffic holding an 18-in. STOP paddle and
stay in the road until all the children are safe on the other side. Afterward, the crossing
guard returns to the side of the road and vehicles can continue driving. While this seems
straightforward to a human driver, these techniques will need to be built into the AVs
vision and path planning software, accounting for variability among communities.
Crossing guards will need some signal that they (and the children) are safe walking out
into traffic and the AVs will need to understand when it is safe to continue driving. These
interactions are not currently possible across different types of prototype AVs, and more
work is needed to design and test effective means of two-way communication.

Recommendation. (8) FAV developers and school transportation administrators should develop
and validate procedures for crossing guards that leverage current MUTCD standards.

Verification and Validation. The fatal crash between an Uber test vehicle and a
pedestrian in Tempe, Arizona highlights the risks of testing on public roads. However,
the variability among schools presents a real challenge for FAV development. Testing
in school zones could put children and school staff at risk; even so, not testing in these
challenging situations limits the breadth of FAV capabilities and potentially delays
their deployment. Manufacturers will need to work with school officials to find a way to
strike a balance between maintaining public safety by testing on closed tracks and in
simulation and the robust testing that comes with the variability and uncertainty
inherent to real-world testing. In the meantime, FAV manufacturers should be safely
collecting data in school zones using observational methods to inform future work.

Recommendation. (9) FAV test plans must account for school zones.
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4 Conclusions

While FAVs may engender numerous safety benefits that result from following traffic
regulations and maintaining consistent attention to the roadway, their low capacity to
cope with uncertainty complicates their ability to operate in school zones. Their
deployment will undoubtedly require further innovation along with changes to local
policies governing travel in school zones.

It is important to note that engineering, infrastructure, education, and enforcement
issues are inherently intertwined. Further evolution of AV technology may influence
changes in infrastructure which, in turn, will result in a need to update the education
materials. Similarly, school infrastructure that facilitates student safety may also man-
date design requirements for FAVs. In an ideal world, schools would have standardized
layouts and orderly on-site drop-off and pick-up processes at well-marked locations. But
the reality is chaotic. Streets get congested, other vehicles get delayed, and school buses
and parents wishing to drop off children are slowed. The solution will likely be a
compromise requiring open communication between local transportation programs,
their affected communities, and companies developing FAVs that accounts for all the
interconnected elements of the transportation system, from street, to sidewalk, to
building, with considerations for stakeholders of all ages. It is likely that there will not be
a one-size-fits-all solution that will apply to every jurisdiction. School transportation
officials will have to find their individual approach, making use of a mix of autonomous
driving models and traffic control strategies to find an ideal solution. It is important that
these stakeholders are included in conversations about future deployment.

This work is part of a broader effort to assess the effects of AVs operating along
school routes and within school zones. It considers FAVs operating around K-8 school
zones, with an emphasis on safety. Additional work is required to assess the impli-
cations of vehicles with intermediate levels of automation in which a driver shares
driving responsibilities with automation, high school students learning to drive, con-
nected vehicle technologies that electronically link vehicles to infrastructure, and
interactions with human-driven and/or automated school buses.
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Abstract. Pedestrian behavior is based on both cognitive processes and the
construction of social knowledge and representations. The results of various
studies we have conducted showed that pedestrian compliance with road rules
varied according to crossing regulation, built environment, gender and age.
They also addressed the role of rule perception and internalization. Finally, they
showed how informal learning, through observation, of road rules can explain
the construction of conventional level rules, the application of which is con-
textual. These different elements demonstrated how knowledge of social norms
can be an issue for the autonomous vehicle.

Keywords: Pedestrian � Compliance � Rule perception � Social norms

1 Introduction

The decisions we make are not always the most rational and prudent. We all know that
we do not comply with all existing health, hygiene and safety rules, even if we are fully
aware of them. Knowing the traffic rules is not enough to guarantee their application.
To fully understand user behaviors, taking into account cognitive mechanisms is not
enough. Pedestrian behavior is also based on the construction of social knowledge and
representations of the roles of different users, rules and risks.

In this chapter, we propose to review studies that highlights the role of individual
and social factors in pedestrian crossing decisions – and how these factors can challenge
the implementation of the autonomous vehicle. Specifically, we begin by presenting the
results of various studies we have conducted showing that pedestrian compliance with
road rules varies according to crossing regulation, the built environment, gender and
age. We then address the role of rule perception and internalization. Finally, we
emphasize how informal learning, through observation, of road rules can explain the
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construction of conventional level rules, with contextual application. We end by dis-
cussing how knowledge of social norms can be an issue for the autonomous vehicle.

2 Situational and Individual Variations in Compliance
with the Rules

2.1 Spatial and Temporal Compliance

It is a truism to say that user behavior does not always comply with the rules of the
road. However, there is a need to better understand the situations in which this lack of
compliance occurs and the reasons for it. For example, in a study examining reported
and actual behavior of children aged 5–6 years [1], we observed that children are aware
of pedestrian rules and report compliance with them, but do not apply the same rules
when they are observed on the way home from school with their parents. Knowing a
rule does not necessarily mean complying with it. This compliance, which we studied
especially among adults, varies in particular according to the physical environment and
the perception of road rules.

In a real-life study [2], we observed 400 pedestrians (200 men and 200 women)
aged 18 to 55 years at 4 intersections, including 2 without traffic lights. The results
showed that spatial conformity (use of the pedestrian crossing) varies according to the
configuration of the intersection: pedestrians are more compliant with the use of the
pedestrian crossing in the presence of a traffic light than in its absence. Crossing
regulation is most often implemented when the infrastructure is complex and/or traffic
or pedestrian density is high. The presence of regulation not only acts as a reminder of
the injunctive norm, but can be interpreted as a sign of a significant dangerousness of
the crossing, leading to increased spatial compliance among pedestrians, whose com-
pliance thus varies according to the road layout.

A subsequent study [3] observed pedestrian behavior at crossings regulated by
pedestrian traffic lights by combining in situ observation of the behavior of 422 French
adult pedestrians with questionnaires collected after the crossing. The results showed
that the size of pedestrian groups and traffic density are associated with safer behaviors,
while the presence of vehicles parked near the crossing site are associated with higher
risk behaviors. In addition, the driving experience appears to increase safety behaviors
and alertness. Pedestrians who report difficulty crossing a road look more towards the
traffic light and tend to cross the road in a straight line rather than diagonally. In
addition, pedestrians who have already fallen into the street - reported more by older
pedestrians - look more closely at other pedestrians before and during the crossing. In
terms of temporal compliance (pedestrian green light crossing), pedestrians who cross
against the red pedestrian light look less towards the ground and the light, but more
towards the traffic before and during the crossing than those who complied with the
traffic light. They also run and jaywalk more often. It appears that pedestrians anticipate
pedestrian red light violations before they arrive at the intersection to be crossed,
depending on traffic conditions and not the color of the pedestrian light, as they look
less towards the traffic light before crossing. These behaviors observed before and
during the crossing could reveal a deliberate time-reduction objective, where the
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intentional violation of pedestrian red lights goes hand in hand with the vigilance of
incoming traffic before and during the crossing, suggesting an awareness of the risk
pedestrians take. The role of two gaze targets (traffic light and incoming traffic) should
be further examined as possible indicators of an intention to violate the crossing time
rule.

2.2 Variation According to Gender and Age

In addition to these variations in spatial and temporal compliance, it appears that
pedestrian behavior also varies by sex. The results of Tom and Granié [2] showed
differences between men and women in temporal compliance and in visual research
before and during the crossing. Men’s visual focuses are mainly on moving vehicles,
while women’s visual attention is mainly focused on other pedestrians. In addition,
these results show that the visual attention of males does not vary with the crossing
configuration (with or without pedestrian light) or the crossing phase and remains
focused on the dynamic elements of the environment, such as moving vehicles. On the
contrary, women, when crossing with traffic lights, mainly look at the pedestrian light
before the crossing and at other pedestrians during the crossing. They seem to be more
attentive than men do to the static elements of the scene and - in the absence of external
regulation to facilitate decision-making - to the social environment rather than the
physical environment. The visual centering of female participants on other pedestrians,
particularly in the absence of a time rule for crossing, can be interpreted as the result of
a stronger social influence and normativity on decision-making among women than
among men.

In another in-situ study [4], we observed, using the same observation grid as in
Tom and Granié [2], 682 pedestrians (375 women) of two age levels (middle-aged and
older adults) at five sites in a major French urban center. The sites all included
pedestrian crossings, in mid-block or intersection, regulated or not by traffic and
pedestrian lights. The results showed that, in the situation of regulated pedestrian
crossings, older people comply with the legal and safety rules more often than middle-
aged adults do. They focus on a more diversified number of different visual indicators
in preparation for their crossing. Their gazes are more focused on the ground, both
before and during the crossing. They also stop more on the sidewalk before crossing,
cross when the light is red for traffic, without running. However, the more cautious
behavior of older pedestrians is accompanied by less traffic control than among
younger adults, who are more likely to violate the pedestrian light rule. Behavioral
control and compliance with the rules of caution seem to be accompanied by a dele-
gation of responsibility to the regulatory system in crossing decision-making and a
concomitant decrease in traffic condition monitoring.

2.3 Variation According to the Built Environment Crossed

This contextual compliance seems to be based, at least among pedestrians, on their
perceptions of the crossing environment and, more particularly, on the inferences that
pedestrians make from certain clues found in the environment about the pedestrian-
driver balance of power.
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In an exploratory study [5], we analyzed the role of the environment, understood in
a broader definition including the built environment, on pedestrians’ perception of the
situation. We used a focus group methodology with two groups of five and six
pedestrians. We had them discuss the walking pleasantness and facility of crossing 20
environments, photographed in order to give a 180° view of the road scenes. The
results showed that two types of crossing environments are positively rated by the
pedestrians interviewed. Some pedestrians prefer environments that are complex for the
driver to deal with (wide sidewalks, lack of parking, markings and pedestrian crossings,
context animated by the presence of coffee houses and shops), i.e., environments
containing ambiguity and uncertainty [6], requiring increased attention of the drivers
towards pedestrians. On the contrary, other pedestrians prefer environments that
organize and simplify pedestrian use (presence of pedestrian crossings, well-delimited
sidewalks, clear visibility, in a rather calm context, and with moderate traffic). In these
environments, legibility and predictability are important, both for the driver and for the
pedestrian - thus facilitating decision-making, thanks to the presence of a highly reg-
ulated space.

In a second part of the same research project, we set up an experimental study [7]
whose objective was to identify the variations produced in decisions to cross,
depending on different types of urban environments. This experiment also aimed to
identify the environmental characteristics that pedestrians take into account and the
inferences they develop and use to explain their decision to cross a road. A series of
photographs presenting five different types of environments (i.e., city center, inner
suburbs, public housing in the outskirts, commercial zone in the outskirts and coun-
tryside) were presented to 77 participants divided into three age groups (pre-
adolescents, young and middle-aged adults). Their decision to cross or not to cross,
their perception of pleasantness and safety, and the elements they considered when
making a decision were collected for each environment presented. The quantitative
results showed that pedestrians’ perception of the pleasantness and safety of public
spaces, in terms of walking, varies widely across urban environments. In addition, the
decision to cross varies significantly depending on the environment. Pedestrians were
much more likely to make the decision to cross the street in the city center than in the
other sites presented. The qualitative analysis of the interviews showed that the pres-
ence and function of buildings, the quality of sidewalks and the presence of marked
parking spaces are key factors in explaining their decision to cross, allowing them to
deduce pedestrian and traffic density and vehicle speed.

In these studies too, it is clear that the rules are used flexibly by pedestrians,
depending on the context, and especially on the situation in which the pedestrian and
the driver find themselves. This reveals how the pedestrian, a member of a dominated
and vulnerable group in the road space, finds himself in need of inferring information
about the drivers, a dominant group in terms of density, potential nuisance to the
pedestrian and urban development. Thus, pedestrians place great emphasis on envi-
ronmental analysis, looking for clues to understand their place in the environment in
the balance of power with the driver, and driver’s current and predictable behavior.

We found further evidence of this estimation of power balance in the study of
perceptions of crossing environments among pre-adolescents [8]. Three hundred and
forty-two secondary school students aged 11 to 16 were asked about their perceptions
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of the level of pleasantness, safety and convenience of five crossing environments near
secondary schools (i.e., the three schools from which the participants came, one from
another French region and one from Quebec, Canada). Each environment was repre-
sented through five photographs, reproducing a 180° vision from the crossing point.
Analysis of the comments showed that the most highly positively rated aspects of the
presented environments concern the aesthetic appeal of residential housing, the
impression of space emerging from the width of the lanes, as well as the large number
of pedestrian crossings and recent road markings.

On the contrary, the relative anarchy of parking also gives pre-adolescents the
feeling that pedestrians are not taken into account and respected by drivers. Vehicle
parking and the type of built environment therefore seem to be important indicators,
allowing both high school students and adult pedestrians to infer the current and future
behavior of drivers [7]. Similarly, the presence of traffic lights can be negatively
perceived by some pre-adolescents who perceive them as an indicator of traffic density
(lights are only used when there is a need to regulate vehicle flows) and therefore of
more complex and dangerous crossings. On the contrary, according to other pre-
adolescents, the presence of traffic lights makes crossing easier, because it allows a
delegation of decision-making to the environment, lowering the feeling of danger. This
protective effect of traffic lights had already been pointed out in pre-adolescents who
are not very confident about independent travel [9] and observations of senior pedes-
trians seem to show that the regulation of pedestrian-driver interactions by the layout is
also sought when perceptual-cognitive abilities decline [3, 4].

Thus, one of the five environments presented is denigrated by all pre-adolescents,
including those who frequent it on a daily basis. Participants explained this negative
perception by the absence of sidewalks and the degradation of ground markings,
including pedestrian crossings, which is perceived as the symbol that pedestrians are
not taken into account in the environment. Inversely, the environments perceived
positively by pre-adolescents have in common the strong presence of recent road
markings, which, like the width of the pavements, not only mark and differentiate
everyone’s spaces [5] but also reinforce the real but also symbolic visibility of
pedestrians.

3 The Role of Rule Perception

Compliance with traffic rules is not only subject to the local context at the time of
decision-making. It also varies according to the perception of road rules themselves.
Thus, perception of danger and risk associated with pedestrian behavior, normative
beliefs and reported behaviors differ according to whether or not the danger to oneself
is intentional.

3.1 Differences Between Errors, Transgressions and Lapses

As part of a research on the influence of educational practices on risky behavior, we
interviewed 258 adult parents (104 males and 154 females), aged 25 to 54 years old,
about their perception of danger, self-risk, normative beliefs and reported behaviors in
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response to injury-risk pedestrian behavior, using the Road User Behavior Perception
Scales (EPCUR) [10]. EPCUR is composed of four subscales, each randomly pre-
senting 16 pedestrian behaviors. This list of behaviors, based on Elliott and Baughan’s
tool [11] and previous research on pedestrians [10], differentiate between non-
hazardous transgressions (for example, “crossing at a red pedestrian light in a street
without a car”) and dangerous behaviors without transgression (for example, “crossing
while forgetting to look”). The first subscale (Declared Behavior Scale) measures the
frequency with which the individual reports manifesting each behavior. In the second
subscale (Hazard Perception Scale), the individual must assess the level of danger they
perceive about each situation. In the third subscale (Risk Perception Scale), the indi-
vidual must intuitively assess his or her own probability of having an accident if he or
she engages in the above-mentioned behavior. The fourth subscale (Normative Belief
Scale) measures individual cognitive norms about the acceptability of behavior [12,
13]. The individual must estimate the level of severity of the transgression he or she
attributes to each of the behaviors presented.

Analyses of the responses at these different scales showed that individuals differ-
entiate two groups of behaviors for each scale: (1) self-endangerment behaviors,
including lack of visual information taking, (2) offence and risk taking behaviors,
including absence of temporal or spatial conformity (lights or pedestrian crossings) and
errors during pedestrian-vehicle interaction. These analyses of the EPCUR scales thus
revealed that pedestrian behavior, whether in terms of perception of danger and risk,
normative beliefs or declared behavior, is differentiated by adults on a single dimen-
sion: intentionality or not of the endangerment. Moreover, it appears that intentional
behaviors include both offences against legal rules and diagnostic errors, concerning
the estimation of intervehicular time and the influence of other pedestrians. This lack of
differentiation among pedestrians between infringements and errors as shown in this
study raises questions that we addressed to other studies. Using the theoretical
framework used by Reason in the construction of the Driver Behavior Questionnaire
[14] and the scales of aggressive [15] and positive [16] driving behaviors towards other
users, we developed the Pedestrian Behavior Scale (PBS) [17, 18].

The 47 items of this scale are based on existing validated versions of the PBQ [19–
21], as well as other reported pedestrian behavior scales [10, 11], and differentiate
between 5 types of pedestrian behavior: 1/Violations, defined by a deviation from the
legal rules of the highway code concerning pedestrian behavior (10 items); 2/Errors,
defined as decision-making that places the pedestrian in danger, but without violations
of the legal rules (11 items); 3/Inattentions, defined by inappropriate behaviors related
to a lack of concentration on the task (8 items); 4/Civic behaviors, defined by behaviors
to calm social interactions (5 items); 5/Aggressive behaviors, defined by conflicting
behaviors with other users (6 items). Following Torquato and Bianchi [20], “filter”
items were added (7 items).

Study 1 [17] was conducted with 276 students (175 female and 101 male) aged 26
to 40 years. Factor analyses revealed five axes: “violations or errors during the
crossing”, “inattention”, “violations or errors during travel”, “aggressive behavior”, and
“positive behavior”. Study 2 [18] was conducted with 343 participants (217 female and
126 male) aged 15 to 78 years. Here, factor analyses revealed four axes. Factor 1
“transgression” includes legal violations and error items. Factor 2 includes
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“inattention” items. Factor 3 is composed of items of “aggressive behaviors” and factor
4 includes items of “positive behaviors”.

The main difference between the factor structure of the DBQ and the Pedestrian
Behavior Scale (PBS) is that, contrary to the DBQ for drivers, the transgression axis of
the PBS includes both offence and error items. However, this result is consistent with
Elliott and Baughan’s study [11] on the adolescent pedestrian behaviors, whose “unsafe
street crossing” dimension is composed of both error and violation behaviors. Simi-
larly, these results can be compared to the previously cited validation study [10], which
also differentiated between self-endangerment behaviors (inattention) and intentional
risk-taking behaviors (error-transgression). In their perception of pedestrian rules and
compliance behavior, it seems that individuals differentiate behavior according to
whether or not there is prior intention (present in errors and violations, but not in
inattentions) rather than on the basis of objective (consequences of the act for them-
selves and others) or legal (infringement or not of a traffic rule) criteria. These risk-
taking behaviors (i.e., the deliberate engagement in behaviors in which accidental risk
is perceived [22]), are either deviations from legal rules or from informal rules of
caution. In other words, French pedestrians do not seem to clearly differentiate legal
rules and cautionary rules. In contrast to pedestrians, the studies using the DBQ con-
ducted on drivers (and particularly on French drivers [23]), all showed that drivers
differentiate, within intentional risky acts, between behavior that violates legal rules
and error behavior. This suggests that legal and social rules are less differentiated
among pedestrians than among drivers.

3.2 Differences in Social Value Between Self-endangerment
and Risk-Taking

This lack of differentiation between transgression and error in pedestrians in favor of a
broader differentiation between intentional risk behavior and self-endangerment related
to inattention is perceptible from adolescence onwards.

A recent study we conducted analyzed the evolution of relationships with parental
and peer behaviors on a sample of 2,473 secondary school students aged 10 to 16 years,
equally distributed in terms of gender and age [24]. Secondary school students were
asked about their perceptions of the frequency - for themselves, their parents and their
peers - of intentional or unintentional risky behaviors as pedestrians. The results
showed that secondary school students systematically assess their behavior as being
more often risky than they reported for their parents, and less often risky than they
reported for their peers, regardless of the type of behavior. However, the results showed
differences according to age, gender, but also the type of behavior mentioned. Indeed,
regarding intentional risky behaviors (and unlike unintentional risky behaviors), the
gap between Self and parents is larger for boys and increases with age, while the gap
between Self and peers decreases with age and is greater for girls. This suggests that
different logics are involved, for each type of behavior (intentional versus uninten-
tional), depending on the way in which relationships with parental and peer norms are
constructed. They also show that there is a gap between actual social behavioral norms
and adolescents’ perceptions of them. By gradually conforming to peer norms on
intentional risk behaviors but not on self-endangerment, adolescents, particularly boys,
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seek to confirm themselves as individuals separated from their family group and to
confirm themselves as members of their sex group. Our results among adults [10]
seemed to confirm that for men: intentional risk-taking was more acceptable than
unintentional endangerment. This shows that intentional risky behavior also seems to
be a way of social valuing, at least for adolescent boys.

As we will see, this valuation of intentional risky behavior among men may be the
consequence of the socialization process experienced by young pedestrians, who are
more confronted during their acculturation on the road with the normative behaviors of
their social environment than with the legal rules concerning pedestrian behavior.

4 Socialization to Pedestrian Rules and Behaviors

4.1 Informal Learning of Traffic Rules

To better understand the state of skills and forms of behavioral learning in childhood,
we used the auto- and allo-confrontation method [25] with nine pre-adolescents aged
11–12 (5 girls and 4 boys) in the first year of secondary school, observed and then
questioned about their behavior during their walk from home to school [9]. Our results
showed first of all that journeys seem to be affected by a form of routinization based on
behavioral and travel habits and a strong knowledge of the specific traffic contexts on
the route taken, leading to a strong sense of control of the situation in everyday travel
environments. However, children are aware that they cannot use this knowledge in
unknown environments, which in turn leads to greater compliance with legal rules
when the context changes. In addition, while some important pedestrian skills to handle
crossing situations [26] appear to be fairly well mastered by the children in our sample
(i.e., crossing site selection, environmental analysis and time gap estimation), com-
pliance with road rules is far from systematic.

Children comply with the rules according to their perception of the constraints they
involve, their knowledge of the road environment and their assessment of traffic
conditions. Moreover, their observation of offences committed by pedestrians and
motorists leads them to put into perspective both the validity of the rules and the need
to comply with them. Their expectations of driver behavior are all the more limited
because, in accordance with previous studies [27], they perceive drivers as not
respecting the rules, particularly those governing their interactions with pedestrians.
Thus, the road environment is often seen as hostile, insecure, unpredictable, and
vehicle-dominated and the relationship with the driver is not perceived as an interaction
but as a relationship of driver domination over pedestrians [28]. In this respect, these
results are in line with the results previously presented [7, 8] in which pedestrians’
judgments about environments are based mainly on the estimation of the
pedestrian/driver balance of power. The 11-year-old pedestrians interviewed thus use
their own rules, which are defensive in nature, to the detriment of legal rules. More-
over, this and other studies [29] show that, in this situation as in others, the child
acquires knowledge both through direct confrontation with the situation and through
observation of the behavior of others.
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During this informal learning, the child can reproduce the behaviors that can be
observed in experienced adult pedestrians, but not the skills that lead to their decisions.
Traffic knowledge among the young pedestrians interviewed is only based on informal
learning of the road space, as part of their usual daily journeys. They identify rules of
action, based solely on the behavioral patterns they can observe in other pedestrians,
without formal learning of the rules and cognitive skills involved in pedestrian
behavior.

4.2 Representation of Traffic Rules and Compliance

The studies we have conducted show the contextual variability that children observe in
the behavior of others leads them to categorize road rules in the conventional domain,
defined in social domain theory as gathering rules of an arbitrary, relative, modifiable
and contextual nature [9, 30]. This categorization of traffic rules at the conventional
level affects the compliance of individuals, because conventional rules remain external
and are not internalized (i.e., integrated into the individual’s value system) [31].

In one of the studies mentioned above, conducted with 162 children (83 boys and
79 girls) in the last year of kindergarten (5–6 years) [1], we observed both the
knowledge of road rules, their compliance and internalization and their behavior during
the accompanied home-school journey. The rule governing the behavior is considered
internalized if the individual avoids to commit this behavior even in the absence of any
external disapproval [32]. The results revealed that children with higher internalization
of traffic rules report more cautious and more controlled behaviors on the street.

However, internalization appears to vary with age. Our results on young adoles-
cents aged 11 to 15 years [33] showed that, like the perception of danger, internal-
ization is an important inhibitor of risky pedestrian behavior. However, the reported
risky pedestrian behavior increases during adolescence, while the perception of danger
and the level of internalization decrease [34].

5 The Challenges for the Autonomous Vehicle

All the studies presented show that pedestrian behavior at the time of crossing is not
based on the traffic rules of the Highway Code. They are based on social norms in
which the behaviors to be adopted vary according to the situations, gender and age of
individuals, with some intentionally transgressive behaviors being valued by certain
social groups. These elements of knowledge about social norms are important to take
into account in current thinking about autonomous vehicles for several reasons.

First, the individual has access to these social norms regarding travel in road space
before learning the legal rules of the Highway Code. The individual can observe these
social norms in action early on, during his or her first travel experiences, as a pedestrian
but also as a vehicle passenger. It is therefore important to understand their learning,
which will guide the perception of risk and the categorization of legal rules and thus the
individual’s behavior and compliance with legal rules, throughout life.

Secondly, it must be taken into account that these social norms govern the actual
functioning of road space, more than legal rules. These social norms (what the subject
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may define as “normal” behavior to adopt when travelling in an urban environment) are
not necessarily in line with legal norms. The more the social norms to which users refer
and comply differ from legal norms, the more difficult their behavior may be to
anticipate, if these social norms are not known by the users with whom they interact.
Individuals must therefore acquire knowledge both of the social norms to which they
must comply, but also of the social norms to which other types of users comply.

Making decisions in road space – whether as pedestrian or driver – requires
anticipating the behavior of others according to the role they play in that space (for
example, the use of another mode of transport) and the social rules that are linked to
that role [35]. Thus, knowledge of legal norms is not sufficient to anticipate correctly
the behavior of others, it is also essential to know and understand the different social
norms by 1/identifying them through the behavior patterns of different types of users
[29]; 2/within the same type of users, differentiating them according to certain criteria
of belonging to social groups: women, men, young people, the elderly, motorcyclists,
truck drivers, drivers of powerful cars, etc. [9]. These social categorizations will allow a
classification of observed behaviors that will facilitate the anticipation of other users’
behaviors, depending on the situation, their roles in the urban space, and refined by
taking into account their membership of a certain social group [36]. As a result,
expectations of others are not based on legal norms, but on the social norms corre-
sponding to their social group and mode of travel. Knowledge of social norms is thus
essential to understand and anticipate the behavior of others during interactions
between users in the road space. These elements should be considered in the ongoing
discussion on the autonomous vehicle in all industrialized countries.

This knowledge can also be taken into account in the necessary discussions on the
pedestrian behavior models that will have to be implemented in the autonomous
vehicle, so that it correctly anticipates the behavior of the pedestrians with whom it is
likely to interact. The research presented in this chapter showed that pedestrian
behavior is strongly related to context (presence or not of regulated crossings, built
environments of crossing locations) and individual variables (gender, age, but also time
pressure). They also show that pedestrians modify their behavior according to the
balance of power with the driver, which they consider more or less favorable depending
on the situation. The autonomous vehicle must therefore take into account the fact that
the pedestrian’s behavior towards it may vary according to the spaces crossed but also
according to individual characteristics.

They can be taken into account in the discussions on the behavior models that must
be implemented in the autonomous vehicle so that its behavior is understandable and
predictable by users of the different transport modes. Using social norms in the model
of driver behavior would make the behavior of the autonomous vehicle more under-
standable and easier to anticipate by other drivers but also by pedestrians. For inter-
actions with other vehicles, this consideration of social standards should at least be
necessary on a transitional basis, pending a complete homogenization of the fleet of
vehicles on the road. It will also be necessary to secure interactions with users of other
modes of travel that will remain un-automated. This requires a correct understanding of
the content of the social norms used by drivers (which may vary according to culture),
interacting with other drivers but also with other types of users. This could be studied
through observations in real or virtual situations, but also through surveys of reported
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behavior, including gaps between actual behavior and legal rules (i.e., contextualized
rules for the use of different modes of transport).

Moreover, since the arrival of the autonomous vehicle is highly publicized,
pedestrians may already have built a model of the behavior of the autonomous vehicle,
of which they can anticipate a more rational behavior, more compliant with the rules
and more attentive to their presence than a vehicle driven by a human. Pedestrians can
already attribute a more cautious behavior to the autonomous vehicle than that of other
vehicles and adapt their crossing behavior to these beliefs, thinking, for example, that
they will always be perceived by the autonomous vehicle, which will not suffer, like
humans, from attentional blindness in certain situations. These representations of the
autonomous vehicle among pedestrians will have to be studied, as they may ultimately
put the pedestrian at risk.
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Abstract. Contexts as diverse as control rooms, driving and picking in logistic
systems provide the backdrop to the potential of attention guiding to improve
human performance. Due to recent technological progress in the field of head-
mounted displays for augmented reality, attention guiding in mobile and
context-sensitive situations has become widely applicable. Accordingly, the gap
in existent literature concerning design, development and in particular evalua-
tion and comparison of attention guiding techniques is surprising. Our literature
reviewed showed that most studies were conducted within specific use cases and
accordingly were using a specific technique. In order to start building knowl-
edge on the comparison of techniques, we review the literature and run a focus
group. From both, we derive pointers for the design and development of a
universal testing environment to evaluate attention guiding techniques. We build
a prototype with selected evaluation methods and test both the environment and
two combined attention guiding techniques.

Keywords: Attention guiding � Augmented reality � Head-mounted display

1 Introduction

Augmented Reality (AR) devices were destined to be the next technological step for
enhancing human performance in industrial applications, but today’s real-world usage
is still negligible. Devices providing AR content need to be mobile, connected and
context-sensitive, so that they can help users by guiding them to target objects, sup-
plying task-specific information, controlling and automatically registering each action
taken. For industrial applications like manufacturing, maintenance or order-picking,
head-worn devices offer the hands-free operation, workers need. Until recently these
head-worn devices, classified as head-mounted displays (HMDs), were not commer-
cially available, and were often only built for research purposes or not sufficiently
mobile [1, 2]. This changed with the introduction of the Google Glass and especially
the Microsoft HoloLens, a consumer-ready, self-sustained AR-HMD. The HoloLens
with its big set of integrated, out of the box features like spatial perception and gesture
recognition provides better access to the technology and its advantages. As mentioned
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above, many industrial tasks profit from hands-free devices. Many tasks contain search
or navigation components, which can be improved by implementing attention guiding
techniques supporting the worker. In this context, augmented reality head-mounted
displays are a promising technology because people can operate them remotely. State-
of-the-art HMDs provide the important benefit of stereoscopic depth cues. As a result,
many use cases address picking, assembly or maintenance tasks. Here, guiding the
user’s attention is crucial to quickly find specific objects. Especially for industrial
applications, time reduction is an important part of companies’ technological
endeavors. From an ergonomic viewpoint, the users’ physical stress and mental
demand should always be considered when optimizing work tasks. As a result,
researchers already investigated several designs for attention guiding systems, mainly
focusing on single aid techniques.

In our ongoing research towards developing multi-aid attention guiding techniques
with a separation between near and far navigation, we discovered that techniques are
usually developed and tested for specific use cases. A universal testing environment
that allows evaluating and comparing techniques, does not exist. This is a problem, as
this hinders the adaptability for comparing other techniques in the same environment.
Comparing techniques is crucial for improving existing and developing new tech-
niques. Solely Renner and Pfeiffer [3] create a testing environment suitable for com-
paring techniques. Their approach is limited to the use case of assembly with only
rotational user movement. In this work, we analyze existing attention guiding tech-
niques with regard to their use cases and experimental setups. We further identify
requirements and influences of testing environments for attention guiding techniques
and propose a concept for a standardized testing environment to compare single- and
multi-aid techniques.

2 Related Work

While related literature is rare, we present seminal papers which provide the foundation
for the first environment design. Grogorick, Stengel, Eisemann and Magnor [4] present
a method for gaze guiding in a 360° virtual environment. They differentiate between a
static and a dynamic scenario. The static scenario describes stationary use cases where
only little head movement is necessary. Use cases that require dynamic user movement
are represented by the dynamic scenario. Figure 1 shows the virtual testing setup. The
setup consists of 200 objects with four different geometric shapes, which are placed on
a 270° spherical segment around the user. The objects have randomized colors, ori-
entations and positions, but have the same size. The distance between objects and user
varies between two and three meters. The procedure Grogorick et al. used to evaluate
their gaze guiding technique was a search task, where users had to find a specific sphere
within the array of distractor objects. Participants were placed in a swivel chair, which
only allowed rotatory motion. Testing environment and gaze guiding method were
visualized by a modified HTC Vive head-mounted display.
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Another approach to attention guiding is the omnidirectional attention funnel [5].
By the help of a funnel, which is decreasing in size towards the target, users will see the
shortest path to a singular target. To test the technique a 360° the authors created a
workspace as the experimental setup. The setup consists of four tables and shelves and
twelve objects (six abstract objects and six everyday objects) on each table/shelve
combination. Participants had to find and touch 24 objects within the test environment.
Objective measurements for search time and error, as well as the measurement for
mental workload using the NASA TLX was taken (Fig. 2).

Renner and Pfeiffer [3] compared different attention guiding designs for manual
assembly tasks. They simulate an augmented reality device with the help of a virtual
reality headset. Participants of a user study had to assemble a virtual birdhouse, using
components in a given order. The components were placed on a virtual desk and shelf
around the participants. Renner and Pfeiffer compared their own SWAVE technique to
images indicating the next component, the omnidirectional attention funnel, a 2D arrow
and a simple display. The user study investigated task completion time, head move-
ment as well as the subjective assessment of the speed, accuracy, learnability and
usefulness of the different techniques (Fig. 3).

Fig. 1. Virtual testing setup for evaluating a gaze guiding method [4]

Fig. 2. Outer perspective of the omnidirectional attention funnel (left [5]) and SWAVE
technique (right [3]) implemented in the testing environment
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Henderson and Feiner [6] analyzed attention guiding for complex maintenance
tasks. By the help of a head mounted display, mechanics were given assistance for
repair sequences. Graphical illustrations and text information were provided as well as
arrows shown to guide the attention to the components. Mechanics were placed inside a
military vehicle to complete 18 maintenance steps. Tasks were placed in different
places inside the vehicle, requiring high degrees of head movement. Task completion
time, head movement, error rate and subjective ratings for ease of use, satisfaction
level, and intuitiveness were recorded.

Using attention guiding in a logistics environment was analyzed by Schwerdtfeger
et al. [7]. Their work differentiates between coarse and fine navigation. Finding the
right shelf in the warehouse is considered coarse navigation. Locating a specific box in
the shelf is considered fine navigation. For coarse navigation, the shelf number is
shown on a monocular AR-HMD. Fine navigation is supported by a two-dimensional
circular adaption of the omnidirectional attention funnel in combination with high-
lighting the box label. The testing environment for a user study was an experimental
warehouse consisting of two aisles with shelves on either side. The procedure was an
order picking process, which consists of finding the right shelf and selecting the target
object. The picking process requires translational and rotational user movement.
Measurements were taken for picking time, error rate as well as subjective strain and
constraints by the visualization.

Current related work already created several designs for attention guiding tech-
niques which improve user performance during search and navigation tasks. The dif-
ferentiation between different navigation modes was only implemented by two
navigation concepts. Henderson and Feiner [6] intuitively combined 2D and 3D
arrows, but no comparison between single aid and combined methods has been made.
Combining techniques that were developed for specific navigation modes provides the
possibility to further increase performance. Considering aids for far navigation,
unobtrusiveness is an important feature. As per our definition, far navigation encom-
passes longer distances and in turn longer navigation times. Especially in industrial
work environments, navigation paths can contain safety concerns, if the user’s view is

Fig. 3. Mechanic inside a military vehicle for maintenance (left [6]); Experimental warehouse
for order picking (right [7])
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partially obstructed by augmented reality content. Aids suited for far navigation are
arrow, wedge and halo techniques. They offer sufficient navigation clues for the less
precise far navigation, without occupying the user’s field of view. Near navigation
requires less body motion and aids can take up more visual space to allow precise
guiding. Attention funnel and SWAVE are suitable techniques to support near navi-
gation. The combination of techniques requires a switching mechanism that chooses
the appropriate aid depending on the navigation mode. The mechanism therefore needs
information about the user’s motion and checkpoints in the navigation path.

3 Towards the Development of a Universal Testing
Environment

For the development of a universal testing environment, important characteristics on
the design of this testing environment need to be gathered from literature and experts.
Following, use cases can be distinguished by these characteristics and the testing
environment should be able to evaluate most common use cases. Using the results of a
focus group with six usability experts, we identify four main characteristics for the
design of the universal testing environment in order to imitate real-world use cases.
Experts are asked to name characteristics as well as present and discuss them. After-
wards, participants are instructed to find high-ranked links and cluster them (for
summary of the results, cf. Fig. 4).

Visibility copes with different viewing conditions. Therefore, the factors occlusions
and large distances will increase the time needed to find targets. Examples in appli-
cation areas are picking tasks where targets may be occluded or on the other side
control room guiding without any occlusion on a screen. Target characteristic had the
most mentions, as the user may be guided towards single or multiple targets, targets
may vary in size, shape, frequency of appearance or the total number. Another char-
acteristic is body movement. On the one hand, the testing environment can either

Fig. 4. Main characteristics for the design of the universal testing environment
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imitate static scenarios then the body stands still and only rotational (head) movements
occur. Corresponding use cases are control room observations, seated assembly tasks or
in-vehicle attention guiding. On the other hand, dynamic body movement refers to
scenarios like attention guiding in order picking tasks or assembly tasks at the assembly
line. Tasks characteristics refer to possible use cases and the need to utilize different
qualitative or quantitative evaluation methods.

Following the workshop participants’ argumentation, body movement, visibility
and target characteristic are factors concerning the design of the virtual environment.
Task characteristics is important for choosing suitable evaluation methods. For
example, studies investigating performance in control rooms or vehicles may focus on
time to fixation [9]. Evaluation of order picking tasks in busy factories or navigation in
open environments on the other hand require information about mistakes [10],
movement directions [11], picking time [12] or total assembly time [8]. Most common
data used for all task characteristics and therefore very basic are head rotation, time to
target and the NASA TLX questionnaire.

In order to create a complete summary of recommended evaluation methods as well
as suggested environment designs for the task characteristics, one has to validate
distinct variants. As mentioned above, the analysis of the performance of attention
guiding techniques, which differs between near and far navigation, will be the first use
case. Here, we chose a static scenario with good visibility and relatively complex target
characteristic. The resulting environment is shown in Fig. 5 and described in the fol-
lowing paragraph.

4 Prototype and Evaluation

Based on the presented testing environment, we created a complex scenario in order to
evaluate effects of combining different attention guiding techniques for near and far
navigation. We configured our testing environment (see Fig. 5) to enable testing of use
cases that require static rotational user motion. The target objects are white colored

Fig. 5. Subject in the augmented testing environment
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cubes in three different sizes, placed on a cylindrical plane around the user. The cubes
served as targets and distractors simultaneously. One cube at a time was marked as the
target object by a red frame (see Fig. 6). We choose the attention funnel (AF) and
SWAVE (SWAVE) techniques for modification in our study. Both methods offer
precise near navigation at the cost of obstructing the field of view. For the far navi-
gation component, we implemented a simple arrow navigation (AF+/SWAVE+). The
concept of arrows is widely used in navigation tasks and thus easily understandable for
users. Our differentiation mechanism switched from the far to the near navigation aid,
when the user’s line of sight was within 60° of the target vector. We implemented the
environment in the Microsoft HoloLens via the Unity development platform and the
HoloLens clicker was used as the input device.

The user study we conducted was set up in the style of Renner and Pfeiffer [3].
Participants had to successively find and select 25 cubes within the testing environment.
Besides the combined methods attention funnel plus (AF+) and SWAVE plus (SW+),
the baseline techniques attention funnel (AF), SWAVE (SW) and arrow (AR) were the
treatments in the within-subjects study design (Fig. 6). To ascertain the efficiency of
user guidance, the total rotation the user performs, and the time needed to find the target
have been recorded, alongside the most efficient rotation the user could have performed.
In total 25 able-bodied participants aged from 19 to 35 years, with a mean age of 27.24
(SD = 4.33; 10 female; 15 male) were recruited. All participants passed the TNO
stereopsis test [13], ensuring their ability to correctly view the 3D images presented by
the HoloLens. All participants came from an academic background and scored a mean
rating of 4.5 (SD = 0.99) out of 6 on the ATI-scale, demonstrating a high affinity for
interaction with technology [14]. Participants received no compensation.

Findings for search time (Fig. 7) and rotation overhead (Fig. 8) show, that mean
values were reduced by adding the switching mechanism to AF and SW techniques.
A repeated measures ANOVA [F(2.72, 65.38) = 4.55, p = .007)] shows a statistically
significant reduction for search time for the AF and AF+ conditions. The repeated
measure ANOVA for the rotation overhead [F(2.71, 65.06) = 6.50, p = .001] shows no
significant difference of mean values for the AF/AF+ and SW/SW+ comparisons.

Fig. 6. Attention guiding techniques used in the preliminary evaluation: (a) Attention Funnel
(b) SWAVE (c) Arrow (d) 2D-arrow used as far navigation aid in AF+, SW+ and AR techniques
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5 Discussion and Outlook

The target of this paper was to build knowledge on a universal testing environment to
compare different attention guiding techniques with each other. We conducted a lit-
erature review and an expert workshop in order to find characteristics for the envi-
ronment as well as evaluation methods. We presented both, design and development of
a first prototype of the platform and performed a study on this platform. Study showed

*

Fig. 7. Boxplots of the normalized search times for the five attention guiding techniques. The
“x” mark represents the mean value (* = significant differences with a = 0.05).

*

Fig. 8. Boxplots of the normalized rotation overhead for the five attention guiding techniques.
The “x” mark represents the mean value (* = significant differences with a = 0.05).
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that platform is suitable to research attention guiding techniques and provide useful
data for the comparison with regard to the characteristics. A missing aspect for
answering the research question is the uncaptured rotation speed per technique. Here, it
would be helpful to differ between near and far navigation speed and compare these
values within the attention guiding techniques. In terms of the differentiation between
near and far navigation, preliminary results indicate that the differentiation reduces
search time and rotational motion of users in comparison to singe aid techniques. In a
following step the testing environment we presented will be extended to allow the
research of more complex navigation patterns, with translational and rotational
motions. Another important research question that has been omitted in our study and
should be addressed in future work is the influence of target characteristics (e.g. size,
number and proximity) on the performance of the techniques. Following studies should
not only differ the target but also examine a standardized amount of targets, shapes and
colors to vary in order to produce different complexity of the targets. As a result, the
platform should be considered as modular in terms of investigating several use cases
within one tool. Thus researcher can vary the above mentioned influences to imitate the
real-world scenarios and derive the best attention guiding technique for their purpose.
The corresponding software will contain basic attention guiding techniques and
influence characteristics.

Besides the suggested evaluation methods for attention guiding, the existence of
attentional blindness is of growing interest. Distractions from hazards are a huge threat,
especially for the usage at the crowded job floor. Therefore, the platform should
integrate the evaluation method for investigating, whether effects of attentional
blindness or other effects of visual distraction occur. In terms of developing attention
guiding techniques with the concept of differentiation of near and far navigation first
results seem to be promising. However, results need to be considered in other stan-
dardized virtual environments in order to get a comprehensive assessment of their
potential.
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Abstract. In the contemporary digital era, with universities being at the core of
the global changes, boosting and leading them, issues of university digitalisation
and organisational communication are topics of particular interest, as well as the
presence of artificial intelligence in their policies and strategies and communi-
cating it both to their employees and students. The presented research focuses on
issues of university digitalisation, in particular when it comes to organisational
communication practices. The relevance of the topic is stipulated by the need to
study the existing practices in organisational communication and approaches to
the establishment and development of digitalisation policies and strategies and
analyse the current practices in the chosen Russian and Finnish universities as
part of their digitalisation processes aimed at ensuring their competitiveness in
the globalised world.

Keywords: University digitalised environment � Digitalisation processes �
Organisational communication � Digitalisation strategy � Staff involvement

1 Introduction

In the increasingly globalised and hyperconnected world, every organisation striving
for successful development needs a communication strategy, which at its core relies on
ongoing organisational conversations. Therefore, it is important for organisation
leaders to empower their staff and support them with the right tools and systems to
ensure employees can not only communicate effectively, but constantly evolve and get
better by improving both internal and external organisational communications [1].

The preliminary results of the pilot research reported in this paper have revealed a
variety of attitudes of administrators and academics to the increasingly digitalized
university environment – from wholehearted welcoming to ‘cool toleration’ at Finnish
universities and even opposition to some aspects of the newly introduced digital envi-
ronment at some departments of Russian universities. The research has pinpointed a
number of push and pull factors encouraging academics to and discouraging them from
welcoming certain aspects of their universities’ digitalised environment, with some of
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them revealing far deeper reasons of their cool or opposed attitudes to unsystematic
introduction of digital technologies at both Finnish and Russian universities.

2 Digitalised University Environment

A modern university cannot be imagined without a well-developed digital environment
comprising digitalised work places and digital learning environments, information and
knowledge management and sufficient regular digital training.

University digitalisation when based on systemic approach inevitably becomes an
integral component of the university sustainability plan. Though the idea of
digitalisation-sustainability convergence in organisations and society challenges
every stakeholder, it gives them unseen chances within and across organisational
boundaries [2].

2.1 Deeper Engagement and Higher Productivity

A well-elaborated digital environment can improve university staff’s engagement,
agility and productivity [3]. Digitalisation can turn the university into a free and flexible
organisation, drastically decreasing time spent on implementation of work tasks, raising
its employees’ productivity, contributing to greater integration of university divisions
and tighter collaboration of its staff members, making the operations transparent,
seamless and faster, and boosting the employees’ professional development.

2.2 Profound Sustainability

Sustainability has gradually turned into an all-too-familiar theme, almost a byword
mainly used correctly, yet now and then abused. More and more European organisa-
tions including universities speak of sustainability as an integral part of their vision.

In the opinion of Mervyn King, ex-governor of the Bank of England, Sustainability
is the primary moral and economic imperative of the 21st century. It is one of the most
important sources of both opportunities and risks for businesses. Nature, society,
business are interconnected in ways that should be decoded by decision-makers [2].

Besides alignment of decentralised campuses and setting clear goals and priorities
in the areas of campus operations, emissions and energy, ecosystems and nature,
university sustainability plans should focus on the issues of health and well-being,
culture and learning, – all concerning their employees, students and local communities.

Besides, the idea of sustainability is inseparable from the idea of social responsi-
bility, which in the university’s case is threefold – before the employees, the local
community and the national society as every university is responsible for its staff and
its graduates along with their contribution to the local and national development.
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3 Universities’ Organisational Communication

Both digitalisation processes and organizational communication cannot be fully suc-
cessful without a systemic approach that, when applied properly, guarantees identifi-
cation and inclusion of all the most important components and taking into account
every stakeholder with their real needs, aims and challenges. Therefore, systemic
approach provides solid ground for elaboration of an effective system of university
digitalisation and consecutive systemic changes in organizational communication.

3.1 Digitalisation Strategy

A digitalisation strategy can be defined as both a form and means of strategic man-
agement and an adequate response to the challenges of the continuing digital disrup-
tion, which has primary importance for key industries and fundamental fields of human
activities including education, with higher education being in its vanguard. However,
without specifying university vision (according to its specifics), goals, strengths and
weaknesses, opportunities and threats, along with a scope of tactics, i.e. related
activities aimed at maximizing the benefits provided to the university by the external
digital environment and internal digital initiatives.

Universities need a well-elaborated digital strategy to advance their digital trans-
formation. In the digital era, the digital strategy is a foundation of the organisation’s
sustainable development and its effective communication, both internal and external.
Basing on a well-elaborated strategy, the university can develop its own digital road-
map and a portfolio, set priorities and start changing the digital environment [4].

3.2 University Specificity

Quite a number of universities have elaborated digital strategies, some others, including
the University of Vaasa are working on it. Nevertheless, the very understanding of the
need for a digital strategy proves the university’s strive for sustainable development.
Both the process of a digital strategy elaboration and the process of its implementation
involve communication with senior managers to coordinate digital projects with the
university’s development as an integral organisation [5]. However, taking into account
the specific character of the university (the diverse character of the main staff’s
occupation – teaching and researching and the utter dependence of the whole university
on them), it is highly advisable to use their active position and professional imita-
tiveness and involve academics and researchers in the process of a strategy elaboration
and implementation for the benefit of the whole university.

4 Research Outline

The presented pilot research was designed to both revealing the most important issues
of university digitalisation in Europe basing on analysis of previous research results
and discourse and analysing the ongoing digitalisation processes at Finnish and Rus-
sian universities, which seem to have been facing serious challenges.
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The scope of methods used in the pilot research includes a questionnaire-based
survey aimed at identifying the current problems faced by academics and administra-
tors in the new university digital environment, case studies of four universities in
question – a Finnish and a Russian universities, cross-case analysis of two universities
in the international perspective, content analysis of the participants’ responses, and
documental analysis of the universities’ digitalisation policies and websites.

4.1 Research Hypotheses

The undertaken pilot research based on two hypotheses:
Hypothesis 1 – the Finnish respondents are more deeply involved in the digitali-

sation processes going at the University of Vaasa and are more willing to contribute to
its development.

Hypothesis 2 – the Finnish respondents’ attitudes to the impact of digitalisation on
their work life are more positive than those of the Russian respondents, who are more
sensitive to decisions habitually taken behind their backs.

The analysis of the global, Finnish and Russian research, discourse and university
practices helped to pinpoint four challenges generated by the previous and current
digitalisation processes in university digitalised environments. The challenges created
by the increasing reliance on digital communication tools in the absence of a com-
prehensive university digitalisation strategy are the following:

• Digital tools and platforms keep people tethered to work all the time, which is not
healthy, to say the least. Therefore, every organisation’s digital environment needs
clear boundaries to help the employees to unplug periodically.

• Taking into consideration the swiftly growing number of apps and other digital
tools, choosing the right tools for the organisation and its workflow can be a
frustrating process [1].

• At present, some organizations face a situation with some of their employees
spending all of their time communicating and hardly any time actually working [6].
(This situation reveals common students’ behaviour in most Russian universities.)

• Today’s multigenerational workforce has vastly different rituals, routines, and
expectations with regard to communication, which can create situations where
people feel alienated, disrespected or just plain left out of the loop [ibid.].

All these prompt a need for well-developed and highly adaptive organizational
communication strategies and policies, benefitting organizations and their employees.

4.2 Research Methods and Processes

The research methodology bases on systemic approach to the idea of university digi-
talisation and its research and on comparative approach to analyzing its main
achievements and core challenges as comparative approach is able to highlight the sore
points more vividly, as well as a pilot survey intended to identify the perceptions and
attitudes of academics and university administrators and managers to the ongoing
digitalisation processes and reveal their (mis)understanding of the current situations.
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The designed questionnaire contained 7 background questions (Age, Gender,
Occupation Type, Work experience in HE, Work experience for the current employer,
Type of contract, Organisational change) and the main part comprising 4 sections,
consisting of 14 groups and 70 statements, most of which were scaled according to
Likert bipolar scaling, measuring their positive or negative responses from ‘Strongly
agree’ to ‘Strongly disagree’ and multiple-choice questions. The sections included were
titled “Digital strategies”, “Digital tools in work”, “Organisational communication”,
and “Artificial Intelligence”. As the length of this article is strictly limited, only a part
of the survey can be presented in the article – two sections of the four, namely “Digital
strategies” and “Organisational communication” (however, partly), yet the presented
results highlight several very important trends, perceptions, and attitudes.

4.3 Respondents

The survey was planned as pilot and voluntary, so the sample was only limited by the
time frame and employees’ willingness to participate in it. As the pilot research was
designed as comparative, with two universities engaged – the University of Vaasa,
Finland and Lipetsk State Pedagogical University, Russia. The two universities were
chosen due to their similarity in a number of characteristics, including their location in
Finnish and Russian provinces, size and other characteristics. The University of Vaasa
was established in 1968 as a public university. The amount of its academic staff totals
to 327, and administrative staff – to 184 employees. The number of students totals to
5,000. The University includes four schools with a range of departments and multiple
programmes: School of Management, School of Accounting and Finance, School of
Marketing and Communication, and School of Technology and Innovations.

The Lipetsk State Pedagogical University was established in 1949 as a public
university. The amount of its academic staff totals to 356 persons (with 288 full-timers
and 68 part-timers), and administrative staff – to 150 employees. The number of
students totals to 5,000, and doctoral students – to 70. Since 1.2.2016, the university
has comprised six specialized institutes created on the basis of the 13 previously
functioning faculties: Institute of Philology, Institute of Psychology and Education,
Institute of Natural, Mathematical and Technical Sciences, Institute of History, Law
and Social Sciences, Institute of Culture and Art, and Institute of Physical Culture and
Sports.

The period open for the Finnish employees in their online survey was 5 weeks, with
the first 2 weeks providing a majority of the participants – 33 and the other 3 weeks
adding 4 more participants. The 33 Russian respondents were provided with ques-
tionnaires printed out on paper and asked to return them on the same day at a suitable
time. All the 33 questionnaires returned valid for analysis.

5 Research Results

The Finnish and Russian university employees’ participation was based on voluntary
and free expression of their opinions, and the fact that the 37 Finnish respondents have
taken part in the survey and all the 33 Russian respondents have returned the received
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questionnaires proves their interest in the topic of digitalisation and digital changes in
organisational communication and their willingness to be heard.

5.1 Digitalisation Strategies

The pilot survey aimed at reaching several goals, including primary identification of the
thematic relevance and the level of the thematic importance for the academics and
university administrators and managers, second – revealing university employees’
perceptions and attitudes to the ongoing digitalisation processes and finally – high-
lighting the (dis)advantages of the taken decisions and interim achievements.

The background questions intended to identify the respondents’ age, gender,
occupation, and type of contract as this information has highlighted their relevance to
the research of the universities’ digital environments could explain their attitudes to the
internal digitalisation processes and provided food for further research of the topic.

The histograms above show that the pool of the Russian respondents seems to be
older than the Finnish respondetns, but the difference is irrelevant for the research
purposes and the two clusters can be compared safely (Figs. 1 and 2).

Gender is not an important variable in the given research, though it is important for
the validity of the survey (the samples were supposed to be as close to each other as
possible). The gender characteristics of the two clusters are very close, too, with 62%
of the Finnish respondent being female and 38% – male, and the Russian cluster
consisting of 67% of female respondents and 33% – males (Fig. 3 and 4 below).

The responses of the Finnish participants have highlighted that the majority (41%)
consists of academics and researchers, 16% are researchers proper, 13% identified
themselves as academics, 2% – managers, 5% – general administrators, 8% – student
administrators, 10% – research services, and 5% – other categories. Similarly, the

Fig. 1. Finnish respondents’ age groups Fig. 2. Russian respondents’ age groups

Fig. 3. Finnish respondents’ gender Fig. 4. Russian respondents’ gender
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majority of the Russian respondents (66%) are academics, 17% are managers, 8% are
general administrators, 6% are academics and researchers in one, and 3% belong to
other staff categories. The histograms show that the occupations of the Finnish
respondents are more diverse and a considerable number of the participants are focused
on pure research work (16%) and teaching (13%). When clustered, the respondents can
be united into two major groups – Finnish academics and researchers (70%) and
administrators and managers (25%), and corresponding Russian groups (72% and
25%), which makes the two groups valid for further analysis (Figs. 5 and 6).

The next background question concerned he respondents’ types of contract because
it reveled both their loyalty and involvement in the university’s current issues and
second, their intentions to further contribute to their employer’s development.
Answering the question about their type of contract, 63% of the Finnish respondents
have permanent contracts, 32% have fixed term <5 years, and 5% have some other
types of contract (not identified), while the responses of the Russian participants are
more diverse, with 61% indicating the they have permanent contracts, 9% – fixed-term
contracts >5 years, 24% – fixed term <5 years, and 6% have some other types of
contract. The responses of the Russian participants do not seem to be quite valid as the
majority of the respondents (66%) are academics who do not have permanent contracts
nowadays at Russian universities (all academics have been gradually transferred to the
fixed-term contracts of 5 years maximum). It means that most academics choosing the
option ‘permanent’ do not fully recognize their status either due to their previously
habitual status of permanent contract or because the contract prolongation in some
departments of LSPU is done almost automatically unlike in many other Russian
universities (Figs. 7 and 8 below).

Fig. 5. Finnish respondents’ main
occupation

Fig. 6. Russian respondents’ main
occupation

Fig. 7. Finnish respondents’ type of
contract

Fig. 8. Russian respondents’ type of
contract
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The first statement “Digitalisation is strategically managed in my university in
general” in the section “Digitalisation strategy” and the first group with the same title
(comprising six statements) showed a higher level of confidence (76%) of the Russian
respondents in the strategic management of digitalisation processes at their university:
49% agreed, 27% strongly agreed, with 9% only disagreeing with the statement and
15% being uncertain. The Finnish respondents were more cautious: though the same
quantity 49% agreed, 5% only strongly agreed, with 18% disagreeing, 5% strongly
disagreeing and 23% unsure about their response. These results seem to have revealed
both the high level of management of both universities’ administrators on the one hand
and the positively disposed respondents’ belief in their universities’ being guided by
some comprehensive strategies, which presence contributes largely to their employers’
sustainability, while their absence would mean lower level of stability in the
employees’ lives.

The responses of both clusters of participants to the statement “My University has a
university-level digitalisation strategy” revealed their loyalty to the employer and the
high level of the university administrations’ skills as almost a half (47%) of the Finnish
respondents (39% agreed and 8% strongly agreed) and 2/3 of the Russian respondents
(76%–55% agreed and 21% strongly agreed) expressed their confidence that both
Vaasa and LSPU have digitalisation strategies. However, 13% of the Finnish respon-
dents disagreed with this statement, 8% strongly disagreed and 32% were uncertain
about is, while only 3% of the Russians disagreed and 21% were unsure.

The reaction of the Finnish respondents to the statement “My university follows the
national guidelines in digitalisation” was unpredictable: 1/3 of the respondents only
agreed with it (24% agreed and 8% strongly agreed), with an overwhelming majority
being unsure (64%) about their university attitude to the national guidelines in digi-
talisation or about the existence of national guidelines in higher education, and 4%
stating that their university didn’t follow the national guidelines (2% disagreed and 2%
strongly disagreed). On the contrary, an overwhelming majority (70%) of the Russian
respondents stated that LSPU follows the national guidelines in digitalisation (55%
agreed and 15% strongly agreed), with 27% being unsure and 3% disagreeing with the
statement. The availability of the Russian national guidelines in digitalisation, partic-
ularly for HE digitalisation seems to be doubtful, so these responses most likely reflect
the Russian employees’ loyalty to their university and national guidelines at large.

The responses to the statement “My university is at the forefront in digital devel-
opments” highlighted the higher level of adequacy of the Finnish respondents’ esti-
mation of their university position in the national and global digital developments,
yielding 18% of positive results only (16% agreed, 2% strongly agreed), with 47% of
negative results (34% disagreed and 13% strongly disagreed) and 42% being in two
minds or uncertain about their estimation. 30% of the Russian respondents expressed
brighter estimations of LSPU’s leading position (27% agreed and 3% strongly agreed),
with 36% perceiving the reality more adequately (30% disagreed and 6% strongly
disagree) and 34% were uncertain in their response.

The reaction of the Finnish respondents to the statement “I would like to participate
in drafting a new digitalisation strategy for my university” was quite predictable – their
willingness (56%) to be involved in the core projects influencing their lives is famous
and understandable: 51% agreed, 5% strongly agreed, 13% did not express their
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willingness or unwillingness, 18% disagreed and 13% strongly disagreed. However,
the reluctance of a majority of the Russian respondents (51% – 21% disagreed, 6%
strongly disagreed and 24% did not express their attitude) was not totally unexpected. It
can be partly explained by the current work overload of academics at Russian uni-
versities, which has negatively affected and cardinally diminished their imitativeness.
Nevertheless, the high percentage of the Russian respondents willing to take part in
drafting a new digitalisation strategy highlighted their active position and loyal attitude
to their employer despite the current hardships, as well as their understanding of the
importance of the issues and readiness to contribute to the university’s advance.

Analysing the responses to the statement “I can influence digitalisation decisions
concerning my own work”, we can see that app. the same percentage of the respondents
was in two minds (Finns – 21%, Russians – 27%), but the number of positive and
highly positive responses is higher among the Finnish participants (49% and 18% vs.
37% and 12%) and the number of negative and utterly negative responses is twice
higher among the Russian participants (18% and 6% vs. 10% and 2%). These results,
particularly the Russian respondents/negative estimation of their ability to influence
digitalisation decisions concerning their work has revealed the current status of aca-
demics in Russian universities, where they can hardly influence any decisions con-
cerning their work, most digitalisation decisions included.

The second group of statements was titled “Knowledge of Strategy” and comprised
six statements. The responses of the Finnish participants to the first statement in this
group “I know where to find my university’s digitalisation strategy” were quite
truthful: the digitalisation strategy of Vaasa is being under elaboration. That was why
34% of the Finnish respondents did not agree they knew where to find the Vaasa
digitalisation strategy, 27% strongly disagreed and 13% hesitated. The positive
responses of 26% of the Finns were unexpected and welcome by the digitalisation
strategy elaborators who would be happy to know the strategy’s exact location. The
confidence of 49% of the Russians who confirmed their knowledge of the location of
LSPU’s digitalisation strategy (46% agreed and 3% strongly agreed) was quite unex-
pected, as it has not been written yet. 51% of the Russians seem close to the true state
of affairs.

The responses to the next statement “I have read my university’s digitalisation
strategy” puzzled both the researcher and the administrators in charge for elaboration
of digitalisation strategies at both universities. The digitalisation strategy has not been
written yet in either of the universities and yet, 21% of the Finnish respondents and
twice as much – 49% of the Russian participants have read their university’s digital-
isation strategies (16% of the Finns and 43% of the Russians agreed, and 5% and 6%
straongly agreed accordingly), with 13% of the Finns and 27% of the Russians being
uncertain, while 29% of the Finns and 24% of the Russian disagreed and 37% of the
Finns strongly disagreed. Here again, the estimation of the Finnish respondents was
more adequate and closer to the reality than that of the Russian respondents, probably
due to their belief in the quality of their strategic management.

The responses to the statement “I have participated in drafting my university’s
digitalisation strategy” proved to be mostly adequate, with an overwhelming majority
disagreeing (29% of the Finns and 40% of the Russians) and strongly disagreeing with
it (45% of the Finns and 6% of the Russians). However, the amount of the hesitating
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respondents (8% of the Finns and particularly 36% of the Russians) and even more so,
the equal number of the respondents supporting the allegation (13% (strongly
agreed) + 5% (agreed) of the Finns and 9% + 9% of the Russians) give food for
thought and prompt further research of the issue in some semi-structured interviews.

The next statement “My University’s digitalisation strategy is clear” was sup-
ported by 16% of the Finnish respondents and twice as many Russians (33% agreed
and 3% strongly agreed), with a majority in both clusters uncertain of the clarity of
their strategies (53% of the Finns and 43% of the Russians) or denying the idea (13% of
the Finns disagreed, 18% strongly disagreed, 21% of the Russians disagreed, too). The
high estimation of the strategy’s clarity by the Russians may reveal their strong belief
in the quality of their university’s strategy regardless of whether it exists or does not.

The statement “I support my university’s digitalisation strategy” again revealed a
very high level of loyalty of the Russian respondents: 49% of them agreed and 18%
strongly agreed with this statement, while 33% hesitated and no one disagreed with it.
Such unanimity in the Russian respondents’ positive attitude to the digitalisation
strategy, which is purely virtual and speculative, can be referred to as ‘blind loyalty’.
However, 1/3 of the Finnish respondents also expressed their adherence to the non-
existent strategy (21% agreed and 8% strongly agreed), with an overwhelming majority
(66%) being doubtful and 5% strongly disagreeing with the idea.

The responses to the last statement in the group “My University’s digitalisation
strategy needs to be updated” was needed to reveal the true situation with the state of
affairs as regards to the digitalisation strategy at both universities – the strategies as
comprehensive well-elaborated documents have never existed, that was why a majority
of the respondents either agreed or were uncertain in their opinions: 32% of the Finns
and 36% of the Russians agreed, 13% of the Finns and 22% of the Russians strongly
agreed, 48% of the Finns and 36% of the Russians were not sure of their estimation of
their digitalisation strategy’s need for a update, while only a small amount of responses
contradicting this trend (5% of the Finns and 6% of the Russians disagreed and 2% of
the Finns, 0% of the Russians strongly disagreed).

Group 3 in the “Digitalisation Strategy” section was actually a multiple-choice
question “What aims do your university decision makers pursue when developing the
digital environment?” The respondents’ choice of the options was as follows (Table 1):

The results indicate that twice as fewer Russian respondents believe that their
university decision makers strive for supporting them, however four times as many

Table 1. Aims pursued by university decision makers developing the digital environment.

Possible aims Finns Russians

Support the staff with the right tools 31% 13%
Ensure effective communication 24% 21%
Ensure that employees constantly evolve 16% 12%
Increase employees’ productivity 22% 25%
Increase sustainability 7% 29%
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Russian respondents believe in the decision makers’ aiming at increased sustainability.
The rest of the options gained approximately similar number of supporters.

The next was the question “What is the main development focus of digitalisation at
your university?” which offered five options and revealed the following preferences
(Table 2):

The responses have highlighted two core differences in the situations at the Finnish
and Russian universities – the digital learning space has not been developed well
enough at LSPU, while the Finnish respondents expressed their dissatisfaction with the
regularity of introduction of new digital tools. Both clusters of respondents agreed that
the main development focus of digitalisation at their universities is offering digital
support to the staff and students, so that they have sufficient digital skills.

The next multiple-choice question “What should be the main development focus of
digitalisation at your university?” intended to reveal the participants’ understanding of
the digitalisation processes at their universities, urge their active engagement into the
processes and reveal their tactical preferences. The preferred choices were as follows
(Table 3):

The Russian respondents proved to show a more active attitude to their partici-
pation in decision-making processes – 1/4, adherence to strengthening collaboration
between learners, curriculum teams, departmental heads, and support services – 1/4 and
more attention to the real needs of the academics and university administrators – 1/4,
while the Finnish respondents paid more attention to the university investments in the

Table 2. The main development focus of digitalisation at the UniVaasa and LSPU.

Possible development focus Finns Russians

Investing in digital learning spaces 21% 8%
Developing virtual university 13% 19%
Introducing new digital tools regularly 15% 26%
Offering digital support to staff and students 32% 28%
Ensuring that staff has sufficient digital skills 19% 19%

Table 3. Expected core development focus of university digitalisation.

Required development focus Finns Russians

Involving the staff in taking decisions concerning university
digitalisation

16% 24%

Focusing on the administrators’ and academics’ real needs 23% 24%
Strengthening collaboration between learners, curriculum teams,
departmental heads, and support services

18% 25%

Investing in the physical spaces and places 16% 16%
Investing in the staff’s digital skills 27% 11%
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staff’s digital skills (almost 1/3) and the focus on the academics’ and university
administrators’ real needs (almost 1/4).

The last question “What are the main challenges facing academics at your uni-
versity?” highlighted the core problems facing the employees, with a majority of the
Finnish respondents being dissatisfied with the university’s digitalisation policy, 1/4
Finns and over 1/5 Russians distressed because of undetermined benefits of digital
tools, 1/4 Finns and Russians dissatisfied with their insufficient ICT skills, and over 1/5
Russians displeased at the absence of technical support (Table 4):

5.2 Digitalisation Impact on Organisational Communication

The Section “Organisational Communication” comprised 10 statements divided into 2
groups, but the limits of the article allow presenting the results of the first two state-
ments only, which characterized the general attitude of the respondents.

The statement “Digitalisation has led to more efficient communication” was sup-
ported by 48% of the Finnish respondents and 43% of the Russian ones (with strong
support of 10% and 6% accordingly). However, 32% of the Finns and 36% of the
Russians were quite dubious about their response and 10% of the Finns and 15% of the
Russians did not agree to support this statement (8% of the Finns disagreed and 2%
strongly disagreed, and 15% of the Russians disagreed).

The statement “Digitalisation has led to more open communication” was sup-
ported by a majority of the Russian respondents (52% agreed and 3% strongly agreed)
and the Finnish respondents (45% agreed and 5% strongly agreed), with and almost
equal share of hesitating respondents (24% of the Finns and 27% of the Russians),
while 24% of the Finns disagreed with the statement and 2% strongly disagreed, with
18% of disagreeing Russians. The survey highlighted some more positive results of
digitalisation at both universities but these prove to be the most important ones.

6 Conclusions and Discussion

The results of the discourse analysis supported by the survey have highlighted a scope
of topical problems facing European university senior managers, academics and other
employees, with the core problem being the absence of a comprehensive university
digitalisation strategy at both universities. However, with a digitalisation strategy being

Table 4. The main challenges facing the university academics.

Core challenges Finns Russians

University’s unclear digitalisation policy 32% 18%
Undetermined benefits of digital tools 25% 22%
Distrust to ICT technologies 5% 12%
Insufficient ICT skills 24% 26%
Absence of technical support 14% 22%
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elaborated, kept in mind and guiding the digitalisation processes at the University of
Vaasa, its employees seem to enjoy a more sustainable digitalised university envi-
ronment, characterised with a lower level of stress and higher level of integrity of the e-
environment and its processes including organisational communication, which con-
tribute to the Finns’ more positive attitudes to the impact of digitalisation on their work
life, revealed in the responses of the survey participants proving Hypothesis 2. The
Finnish respondents have demonstrated a deeper involvement in their university
communication and greater willingness to solve its problems, proving Hypothesis 1.

The four challenges identified above and the urgent need for a digitalisation
strategy, allow setting priorities in the universities’ digitalisation processes, with pri-
mary attention to be paid to elaboration of a comprehensive university digitalisation
strategy to guide the current and future digitalisation projects aimed at creating a highly
beneficial digitalised environment at both universities in question in order to let their
academics, researcher, administrators and other employees work with the highest
efficiency possible without being driven away by possible deficiencies of the current
digitalised environment for the universities’ and the local communities’ prosperity.
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Abstract. In recent years, lack of communication among solitary elderly has
become a big problem. In order to deal with the above situation, development of
a dialogue system for solving the lack of communication of the elderly has been
drawing attention in recent years. The concept of the system proposed in this
paper is to induce communication in consideration of the situation of elderly
people during dialogue. An agent who is friendly to the elderly conducts a
conversation taking into account the feelings of the elderly, thereby enabling
dialogue close to the elderly.

Keywords: Dialogue system � Elderly � Character � Impression formation �
Primacy effect

1 Introduction

In recent years, Japan is entering an aging society. The proportion of elderly people
aged 65 or over in Japan’s total population is 27.3%. As the aging progresses, the
proportion of elderly people is expected to become 33.3% in 2025. In other words, it is
said that one out of every three people will become an elderly person. With the progress
of the aging population, the proportion of lonely elderly people is increasing [1]. The
proportion of elderly living alone in the elderly population was 4.3% for males and
11.2% for females in 1980. Thereafter, in 2001 the number increased to 13.3% for men
and 21.1% for women. Senior citizens tend to be lacking in communication [1]. We
conducted a survey on the frequency of conversation among elderly people aged 60
and older. We analyzed those who were elderly people living alone and who responded
that the frequency of conversation (including telephone and e-mail) was less than once
every two or three days. As a result, the corresponding elderly people were 28.8% for
males and 22.0% for females [2].

It is said that the risk of dementia is high in elderly people with poor communi-
cation. According to Saito et al.’s research, the risk of dementia for elderly people
whose frequency of conversation is less than once a week is 1.4 times that of elderly
people who often talk [3].

In recent years, many chat dialogue systems for the elderly have been studied to
solve the lack of communication of the elderly with aging [4], but the conventional
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system has the following problems: (1) system does not take into consideration factors
such as the process of communication of the elderly and the character of the elderly,
and (2) Because the system is not used to the elderly, it is difficult for the elderly to talk
with the system that they first met.

The aim of this research is as follows. The first aim is to propose a system that is
easy for the elderly to use, which has no dialogue experience with the dialogue system.
The next aim is to propose a system that conducts dialogue in consideration of elderly
personality. The effect of the proposed system is as follows: (1) the system eliminates
the lack of communication of the elderly, and (2) the elderly has a good impression on
the characters in the proposed system through conversation. Due to the effect of
(2) above, higher elderly people can obtain higher degree of dialog satisfaction.

Experiment confirmed the effectiveness of “gentleness presentation function within
conversation”.

2 Related Research

Dialogue system research can be divided into two types. (1) a task - oriented dialogue
system on the premise of achieving a goal, (2) a non - task - oriented dialogue system
aimed at talking itself [5]. In recent years, a dialogue system research to solve the lack
of communication among elderly people was proposed [4]. This system aims at con-
versation itself such as chatting and counseling for the elderly. Therefore, this system is
classified as a non-task-oriented dialog system.

The chat dialogue system for the elderly generally considers the characteristics of
elderly people. Many of these systems are studied based on the reminiscence method
[6] which is psychotherapy [4]. The reminiscence is a psychotherapy advocated for
American psychiatrist Robert Butler in the 1960s. An important element of the remi-
niscence method is that elderly persons will share memories of the past and others
through speaking; the mental state of the elderly is stable It is well known that the
retrospective method is effective for communication between the elderly and the sys-
tem. For this reason, many chatting systems for the elderly listen to the remarks of the
elderly, and adopt a system of striking the remarks of the elderly (in this paper, the
interactive system is referred to as a listening interactive system). In the listening
interactive system, the response of the system consists of questions about elderly
people’s remarks or striking to the elderly’s remarks. In other words, in the listening
interactive system, the conversation between the elderly and the system progresses
mainly by the elderly.

3 Issues of Listening Interactive System for the Elderly

As mentioned in Sect. 2, many researches on interactive dialogue are in chat dialogue
system research for elderly people. In developing a dialogue system with elderly, we
found there are the following three problems.
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Issues A: The process of communication is not considered in designing interactive
dialogue system. In the case of dialogue between humans, there is a clear difference
between the dialogue with the partner for the first time and the dialogue with a friend.
Also in the dialogue between the dialogue system and the elderly, considering the
process of communication is important. Also, it is important for the dialogue system to
use the optimal dialogue method in each process to realize natural communication.
However, in the conventional research, communication process is hardly considered in
construction of dialogue system.

Issues B: It is difficult for the elderly to talk to the dialogue system for the first time.
In the case of an interactive dialogue system, the response of the system is composed
primarily of incompatibility and questions. Therefore, it is necessary for the elderly to
speak to the dialogue system by themselves, but most elderly people do not have
experience to dialogue with the dialogue system. For this reason, when the elderly
speaks for the first time with the dialogue system, there may be a case of embarrass-
ment on the part of the elderly, or elderly can not recognize the dialogue system as a
partner according to the character of the elderly. It is difficult for the elderly to speak to
the dialogue system autonomously when the initial dialogue with the elderly and the
dialogue system has begun.

Issues C: There are elderly persons with a personality whose dialogue system is
difficult to talk to. For elderly people who prefer to talk about themselves, interactive
methods of listening interactive systems are effective. However, there are some elderly
people who do not like to talk about themselves. The conventional interactive dialogue
system without considering the character of such elderly persons, is doubtful in
effectiveness for all elderly people if the system uniformly respond to elderly.

4 Proposed Method

4.1 Proposal Concept

In this paper, we propose a dialogue system which makes conversation close to the
elderly, in order to solve the problem of current dialogue system for the elderly.
Specifically, we propose a system that promotes conversation with emphasis on the
feelings of elderly people. This proposal incorporates a consideration of the commu-
nication process and a psychological point of view such as the character of the elderly.

4.2 Outline of the Proposed System

In this section, we outline the proposed system to solve the three issues mentioned in
Sect. 3.

In order to solve the issues A, the proposed system divides the communication
process into the following two stages (Fig. 1).
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(1) “Initial Dialogue” phase for the elderly to become accustomed to dialogue with
the information system, (2) “middle-late dialogue” phase for the elderly to enjoy
conversation with the system.

We developed a dialogue method tailored to the characteristics of these dialogue
phases.

In order to solve the issue B, we developed the “initial dialog agent” used in the
initial dialogue. “Initial dialog agent” was developed considering the characteristic that
elderly people are difficult to get used to the new system. The initial dialog agent
adopted a dialogue method that makes it easier for elderly people to use the system for
the first time by using the psychological knowledge of the elderly. In particular, the
function of forming a favorable impression on the agent of the elderly is an important
factor.

In order to solve task C, we developed “agents that take into consideration the
character of the elderly” used in the middle and late dialogue.

Specifically developed agents are the following two types.
(1) “listening agent” which listens attentively to the elderly’s story. (2) “Spoken

agent” who conducts dialogue on its own initiative.
In the dialogue of the middle and latter periods, the proposed system provides

dialogues of a form that matches the character of the elderly by separately using these
agents according to the character of the elderly.

Fig. 1. Image of the proposed system
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5 Detail of the Proposed Method

5.1 Basic Policy of Initial Dialog Agent Development

The purpose of the initial dialog agent is to provide an easy-to-talk environment for
elderly people who are not accustomed to talk with the dialogue system. Therefore, in
the early stage dialogue, basically, agent-based episode talk (hereinafter referred to as
scenario response) is the main subject.

In the scenario response, the proposed system basically advances the dialogue in
accordance with the scenario prepared in advance, so that the elderly will talk to the
topic provided by the dialogue system and answer the questions. In this way, dialogue
will proceed. Through this initial dialogue, even elderly people who are not used to
dialogue with dialogue system can easily adapt to speak with dialogue system.

As an agent in the dialogue system, we adopted “children attending elementary
school” because elderly people are naturally familiar with children. The scenario
response has the following structure. First of all, the topic in dialogue was an event in
school. For elderly, the timings of dialogue with agent are twice in the morning and
night in the day. In the morning dialogue, the agent makes simple greetings. In the
evening dialogue the agent speaks to the elderly episodes about events at school.

5.2 Change Method of Agent Scenario Response Using Elderly Input

Basically, the scenario response of the initial dialog agent does not depend on the input
contents of the elderly. However, if the input content of the elderly can be assumed in
advance, the dialogue system changes the response content of the agent according to
the input contents of the elderly.

For example, if the agent asks “Do you eat breakfast yet?”, Three patterns of
“Eaten”, “Do not eat”, “Other answers” are considered as input intention of the elderly.
In the case where the person’s input intention is “eaten”, it can be assumed that “eaten”
or “ye” etc. are answered by elderly people. The input content in the case where the
input intention of the elderly is “not eating” is also assumed by the agent in the same
way.

In this case, the agent’s response corresponding to the case where the supposed
input content matches the input contents of the actual elderly person is set in advance.
With this setting, the agent can respond to the input contents of the elderly.

In the case where the input content of the elderly does not exactly correspond to the
input content assumed in advance, the dialogue system classifies the input intention of
the elderly into “other responses”. Then, in that case, a reply with no sense of
incompatibility is made regardless of the input contents of the elderly. For example, in
the case where breakfast is the topic, agent reply “The doctor said that it is important to
eat breakfast” reply.

In addition, the dialogue system not only uses the input contents of the elderly for
the immediately following reply as described above, but also applies to the dialogue of
the following day.

For example, if the agent makes a question saying “Have you eaten breakfast yet?”,
and the elderly answer is judged to be “not eating”, the dialogue system will record the
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responses of the elderly. Then, in the next morning, agent ask elderly “You seem to
have not eaten breakfast yesterday, but did you eat today?”.

By making such a response, the agent gives the elderly people the impression that
the agent understands and remembers the elderly’s talk answer.

5.3 Gentleness Expression Function

In order to realize improvement of the degree of satisfaction of dialogue which is one of
the objects of this research, ingenuity to improve the impression that the elderly holds
against the agent is indispensable. Therefore, the initial dialog agent has a function to
express gentleness, which is based on psychological knowledge.

For the impression formation, process of interpersonal recognition is studied in the
field of social psychology [7]. Studies on interpersonal perception have revealed that
there is a phenomenon called initial effect. Due to this phenomenon, the information
presented at the initial stage of impression formation is found to have greater signifi-
cance for the formation of impressions than the information given at a later time [7].
Various characteristics exist as personality characteristics of a human being as an
element of impression formation. Among them, it has been clarified that characteristics
having a central function exist in forming impressions such as “warmth”, “cold”, etc.
[7] (Since the expression “warm-hearted” is an abstract expression, in this paper we
express “warm” by replacing “warm” with almost synonymous “gentle”).

To summarize such findings, it can be said that a favorable impression is easily
formed in the subsequent impression formation by giving the impression “gentle” at the
beginning of impression formation.

Based on such knowledge, in order to improve the impression that the elderly has
against the agent, we made the initial dialogue agent handling the initial dialogue
function to express “gentleness”. “Gentleness” in this paper is defined as “compassion
for others”. Example of gentleness expression is to apply care-of words to others who
are in trouble or sadness or make actions of gentleness.

As the method of Initial dialog agent, there are two ways of expressing the
gentleness expressed by the agent. “(1) expression of gentleness to the elderly” and “(2)
expression of gentleness to other than the elderly”. In (1), The agent responds such as
worrying words when the senior citizens are bad. In (2), the agent expresses gentleness
by telling the elderly about the behavior to others other than the elderly such as “I
helped a friend”.

6 Agents Considering the Character of the Elderly

6.1 The Purpose of the Dialogue Agent in the Latter Period of Dialogue

As shown in Sect. 4.2, the proposed system uses different dialogue methods in the
early dialogue and the mid-latter term dialogue. In the middle-and-later term dialogue,
the dialogue system changes the dialogue method according to the character of the
elderly. The aim of this conversion is to give elderly people a higher level of dialog
satisfaction.
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6.2 Character Classification of the Elderly

There are various methods to classify the personality of elderly people, but in this paper
“aggressiveness to dialogue” is used for character classification of the elderly. The
grounds for this selection is made by the following two considerations.

1. Other Personality Characteristics Classification affects emotional expression and
change of ending in agent response.

2. On the other hand, in the case of “aggressiveness to dialogue”, the response of the
agent affects the interactive form and the amount of dialogue Therefore, influence
on dialogue is strong using this method.

Specifically, using the utterance tendency scale [8] which is a psychological
measure, we classify the character of the elderly into “speaking liking” and
“discreetness”.

When using the proposed system, questionnaires are given to elderly subjects
before system use, and senior citizens are classified.

6.3 Agent Classification

We classified the elderly into two in terms of aggressiveness towards dialogue. In other
words, we developed two types of agents in consideration of compatibility with
individual elderly people: concretely, “listening agent” who makes dialogue with
elderly people who are “talkative” and “Talking agent” that makes dialogue with
“conservative” elderly people.

6.4 Listening Agent

The listening agent takes an interactive form suitable for the elderly with talkative
character. Specifically, the listening agent performs utterance mainly about repetition
and striking a match (see Fig. 2).

The flow of listening agent dialogue is shown below. (1) The elderly talks to the
agent first (2) The agent responds. (3) After the agent ‘s response, there are sometimes
times when elderly people cannot find the topic of an appropriate conversation.

At that time, when a certain period of time elapses, the agent automatically issues
new questions related to the topic of the past to the elderly.

(4) If there is a remark from the elderly and the previous system response is a new
question, agent asks deep question such as “Why is that?”. (5) Next, when the content
of the elderly’s speech is a question, the agent responds in an ambiguous manner to the
question, and then a new question is subsequently made by agent. The reason why the
agent responds ambiguously is that many questions from the elderly tend to be irrel-
evant to the current topic. As an agent, it is difficult to respond to everything to the
remarks of elderly people irrelevant to topics.

Next, when the elderly’s input matches a response rule including a specific word
such as “I like AA”, agent performs a parrots such as “You like AA”. In addition, if the
input of the elderly does not include a noun, etc., the agent makes a new question
related to the topic in order to broaden the talk, and in the scenes where the input of the
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elderly does not match these rules. The agent strikes a simple counterfeit, for example,
“I see, is not it?”.

6.5 Spoken Agent

The speaking agent takes an interactive form suitable for elderly persons of modest
character. Therefore, responses of agents are basically centered on scenario-like
responses that do not depend on the input contents of elderly people.

As a dialog flow, firstly, the speaking agent has processing of ambiguous response
to the timer processing and the question like the listening agent. As a function other
than that, the speaking agent makes an utterance concerning the topic according to the
scenario.

The scenario has a branch point. If the elderly ‘s response to the agent’ s question
matches the rule prepared in advance at that branch point, the agent responds to express
empathy, self - disclosure, etc., and changes the topic.

For example, when talking about food as a topic, agent asks question “What is the
summer food?” in scenario. And for this question, system assumes the elderly’s reply
such as “I like shaved ice”. And if that word is included in the actual reply, system will
self-disclose such empathy as “I also like shaved ice” and “I like the strawberry taste”.
Also, Change the topic from “food” to “shaved ice”.

Fig. 2. Dialogue flow of listening agent
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7 Configuration of the Proposed System

This chapter describes the proposed system configuration. The proposed system uses
MMD Agent [9] from Nagoya Institute of Technology. MMD Agent is a tool kit for
spoke n dialogue system integrating speech recognition, speech synthesis, 3D model
display. The feature of MMD Agent is that description of response rules in dialogue
and change of model can be easily performed. However, MMD Agent alone cannot
describe complicated response rules required to realize the proposed system. For this
reason, the proposed system uses MMD Agent as an interface. And we developed our
own dialogue control system using complicated response rules in cooperation with
MMD Agent.

The dialogue control system consists of dialogue control system, agent system
(“initial dialogue agent”, “speaking agent”, and “listening agent”) and dialogue history
DB. In addition, the dialogue control system was configured to perform morphological
analysis on the input of the elderly using the Japanese morphological analysis system
MeCab [10]. Japanese morphological analysis is used because part-of-speech infor-
mation is used for agent response rules.

8 Experiment

8.1 Purpose of Experiment

The dialogue system proposed in this paper covers two kinds of dialogue between the
elderly and dialogue system (agent), that is, the initial dialogue and the middle and
latter term dialogue. In this proposal, different dialogue methods are used for two kinds
of dialogue. In this paper, we conducted experiments to verify the effectiveness of the
initial dialogue agent used for the initial dialogue among the two types of dialogue. In
the experiment, in particular, we verified that the “tenderness expression function” of
the initial dialog agent influences the impression formation for the agent from the
viewpoint of the elderly.

8.2 System Used for Experiment

In the proposed system used for experiments, an initial dialog agent is used. For the 3D
model used for the agent, we selected, from among the free materials on the Internet,
what matches the appearance of elementary school student who is the setting of this
agent. For the motion during the dialogue, we selected the appropriate one from the
motion files included in the MMD Agent sample and applied it according to the
dialogue contents. The synthesized speech of the agent used the voice file included in
the sample of MMD Agent. Furthermore, the height of the voice was adjusted to a
young impression that fits the image of the elementary school student’s low grade.

In Sect. 5.3, we showed two ways of expressing ways of expressing the gentleness
used by the initial dialog agent: (1) expression of gentleness to the elderly, and
(2) expression of gentleness to other than the elderly. In this experiment, only the
method of (2) was used, as described in detail in Sect. 8.4. Basically, the subjects of
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this experiment are students, and the utterance of an agent who is concerned with
physical condition by the method of (1) is inappropriate.

8.3 Comparison System

The purpose of the experiment is to verify the effectiveness of the gentleness expres-
sion function possessed by the initial dialog agent. For this reason, we used an agent
replacing the episode expressing the gentleness of the initial dialog agent with a general
episode as the comparison system.

8.4 Experimental Procedure

Eight people in their twenties who never used a dialogue system were taken as subjects
as the first step to verify the effectiveness of the system. Subjects were divided into
groups A and B. Group A used the proposed system and group B used the comparative
system. The experimental period is 5 days and we conduct daily dialogue between
morning and night. The average number of utterances in one dialog is 5 and the average
dialog time is 1 min 55 s.

8.5 Evaluation Scale and Evaluation Method

We conducted a questionnaire on the impression of the dialogue system for the subjects
after the end of the dialogue on the first day night and the fifth day night of the
experiment. The questionnaire was created independently by asking psychology
experts. Each questionnaire item adopted a method of evaluating the impression of the
subjects in five stages. The effectiveness of the proposed system is verified by com-
paring questionnaire results for each group and correlation analysis.

Table 1 Analysis of the questionnaire

266 H. Takeda et al.



8.6 Experimental Results

The results of the questionnaire were tabulated for each group (see Table 1). Ques-
tionnaires were also analyzed by the following procedure.

1. Impression analysis on the tenderness of agent response First, by using the
gentleness expression function, it is necessary to verify whether the subject eval-
uated the character of the agent as gentle. We compared the effectiveness of
gentleness expressions in groups A and B by “1” item of Table 1 (Subject thinks the
agent is a gentle personality). As a result, the evaluation value of group A using the
proposed system was median value 5, and the evaluation value of group B using
comparison system was median value 3. From this result, by using the gentleness
expression function, we found that subject could feel agent more gentle.

2. Correlation analysis of gentleness and other impression formation Rank correlation
analysis was carried out to verify the correlation between the impression of the
agent and the impression of other factors. The definition and calculation method of
the two variables used in the analysis are shown below.

[Variable 1]: Evaluation of the gentleness that subject felt during the dialogue
period.

[Calculation method]: With respect to the evaluation of question 1, the average
value (value by subject) on the first day and the fifth day.

[Variable 2]: Improvement degree of each impression evaluation during the
experiment period [Calculation method]: For questions other than question 1, the
difference between day 1 and day 5 (value by subject).

In general, correlation coefficients are evaluated in the following categories. [0.7 or
higher: fairly strong correlation], [0.7 to 0.4: strong correlation], [0.4 to 0.2: slightly
correlated], [0.2 or less: almost no correlation].

As a result of the questionnaire, it was found that questions 6 and 9 had a strong
correlation, and questions 2, 4 and 8 had a strong correlation.

In addition, at the end of the experiment, we conducted a questionnaire asking five
degrees of satisfaction with conversation when “listening agent” and “speaking agent”
were used. As a result, when the initial agent was added, the evaluation was 4.5,
whereas when not using the initial agent, there was a big difference of 3.0.

9 Discussion

As a result of the impression evaluation questionnaire, the proposed system was gained
high overall evaluation. From the interview after the questionnaire it became clear that
the subject recognized the agent as a gentle character in the initial dialogue. Based on
this recognition, it is considered that favorable impressions were formed as a whole
dialogue in subjects. Average score for the questionnaires was 4.5 at proposed method,
and 2.5 at the conventional method. This result shows the effect of the proposed
method.
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Even in the experiment, as a result of the correlation analysis, it was found that
giving the impression that the agent is a gentle character at the beginning of the
dialogue has a strong correlation with ease of talking and attachment formation.

The index of ease of talking is a very important index for users without dialogue
experience with the dialogue system. In addition, the index of whether or not you can
afford attachment is also very important in considering long-term communication with
the dialogue system. So, It is considered that the usefulness of the “gentleness
expression function” proposed in this paper is high.

10 Conclusion

In this paper, we proposed a dialogue system for conversation closely to the elderly in
order to solve the problem of the current dialogue system for elderly people. Specifi-
cally, we proposed a system to promote dialogue with emphasis on the feelings of
elderly people. Specifically, the communication was divided into two. The initial phase
is the initial dialogue phase impressing the tenderness of the agent.

From the experimental results, it became clear that (1) subjects received an
expression of the gentleness of the agent, and a familiar relationship was born between
the subject and the agent in the initial conversation, (2) the continuation of the con-
versation became smooth.
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Abstract. Human factors is ubiquitous and cannot be avoided completely. The
ultimate goal of human factors design is to effectively reduce human errors caused
by design. To carry out error prevention design based on human-machine interface
design is the core of human factors design. The engineering design phase is an
important stage to effectively control and solve design induced human error
problem. The key elements of human factors design include five aspects: layout,
control device, information display, alerting, automation, following specific design
principles and enhancing integration design, to increase the human-machine
interface design efficiency, and to apparently reduce the likelihood of human errors.
At the same time, human factor evaluation is an effective complementary measure
to find design defect. This article puts forward themethods of civil transport aircraft
cockpit human factors design and evaluation from the perspective of engineering
designers. Practice has proved that the method is feasible and it can provide certain
guidance for civil transportation cockpit human factors design field.

Keywords: Civil transport aircraft � Cockpit � Human factor

1 Introduction

Data shows that over the past century, as many as 75% of the accidents were caused by
human factors. Errors (human error) caused by human factors have become the main
threat to aviation safety. For this purpose, the aviation industry, including the FAA,EASA
airworthiness authorities have carried out a large number of researches for aviation human
factors issues, in order to improve the level of aircraft safety through the analysis of the
causes and solutions of human errors. Many “pilot error” is actually “designer error”.
Although many of the accident investigation reports often draw “pilot error caused the
accident” research conclusion. While in fact, a lot of the “pilot error” are essentially
“designer error”. In the man-machine system, human error is not only a simple process of
man-made mistakes, more importantly, the unreasonable system design provides the
probability of existence or continued development of a potential behavior that may result
in accident. This kind of human errors can often be designed to be avoided.

In the cockpit environment, the flight crew realizes information and operation
interaction mainly through the display system (display information, alerting), computer
(automation) and control system (control device). From the design engineer’s point of
view, by clearly understanding the design elements of the human factors and following
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certain design principles, and integrating the idea of error prevention design into the
human factors design elements can effectively improve the degree of friendly human-
machine interface and reduce the probability of human errors emerged from the source.

2 Cockpit Human Factors Design Elements and Principles

The key elements of human factors design include the five aspects of layout, control
device, information display, alerting, automation, which by follow certain design
principles can effectively increase the degree of friendly human-machine interface
design, in order to obviously reduce the probability of human errors.

2.1 Arrangement and Layout

Under the premise of meeting the requirements of the pilot’s visibility, accessibility,
comfort, and enough operation space, the cockpit layout should carry out compre-
hensive arrangement of the cockpit system and equipment. The cockpit layout can
follow the following principles:

The cockpit layout can decorate the instrument panel, display device, and control
and manipulation equipment based on the design eye point of target market standard
pilot (the 50th percentile) as the benchmark and in order to meet the pilot external
visibility requirements to design the windshield, satisfy the visibility and accessibility
and comfort requirements.

The cockpit layout should consider the limitations of human body. Due to the
relatively large differences in human body sizes, the cockpit design should be based on
the arithmetic difference measurement data statistics of anthropometric data statistics
relative to the target market people on 50th percentile pilot that can make sure the
5th percentile and 95th percentile limit the statistics of the size of the pilot to achieve
good accessibility and visibility (Fig. 1).

5th percentile                     50th percentile                          95th percentile

Fig. 1. This shows a figure about pilot’s accessibility of the right index finger.
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2.2 Controls

Controls are defined as devices the flight crew manipulates in order to operate, configure,
andmanage the airplane and itsflight control surfaces, systems, and other equipment. This
may include equipment in the flight deck such as: buttons, switches, knobs, keyboards,
keypads, touch screens, Cursor control devices, Graphical user interfaces, such as pop-up
windows and pull-down menus that provide control functions, voice activated controls
[1]. The cockpit controls design suggestions follow the following principles:

(a) Controls design should maintain the cockpit “static dark”;
(b) Controls Should have fast and convenient way to keep the pilot/flight crew to

exercise control the plane;
(c) Controls layout should match the pilot/flight crew tasks;
(d) Controls layout should consider about same driving safety from left and right side seat;
(e) Controls layout should make flight crews more comfortable manipulation;
(f) Controls layout should consider operating procedures, to avoid the pilot upper

substantial movement;
(g) Controls layout and display layout should be considered the relative position of

relationship, as far as possible use nearby principle;
(h) Controls should be good visibility in various environments;
(i) Controls should fully consider the accessibility, shall ensure that the pilot work in

the position to full trip control necessary controls;
(j) Controls should have a clear identity;
(k) Controls movement direction and system response should be consistent with the

pilots’ forecasts;
(l) The effect of the controls action after flight crew should be made clear and quick

perception;
(m) Controls action and feedback of the system should be to keep the flight crew

situational awareness;
(n) The current state of controls must be able to make the flight crew clear unam-

biguous perception;
(o) Different forms of operation prevention measures of controls should be taken to

reduce the flight crew operating errors;
(p) Controls design should minimize the flight crew potential manipulation mistakes;
(q) Controls design should have corrective actions after the flight crew found any

mistakes; Such as typing errors, etc.;
(r) Controls design should avoid excessive energy dispersion due to manipulation of

controls, to reduce situational awareness, to lose their stance, etc.;
(s) Controls should consider state changes caused by environmental factors such as

vibration;
(t) Different forms of controls should have different forms of feedback such as

mechanical, sound, light, touch to make flight crew to perceive controls action;
(u) Controls design should consider the operating force which could avoid to bring

extra physical load to the flight crew;
(v) Controls should not have sharp bumps which could avoid physical injury to flight

crew.
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2.3 Displays

Displays provide the pilots with visual information which is needed to complete the
mission, including status of altitude, attitude, airspeed, horizontal situation, the engine
thrust and rpm, hydraulic, fuel system, etc. Displays design should follow the following
principles:

(a) Displays Should provide sufficient and necessary information when the flight crew
make a final decision to exercise control authority so that could make sure flight
crews are able to control the aircraft safely;

(b) Flight crews should be able to access all useful information for decision making;
(c) Information about the system current state that matches with flight crew task

should be provided;
(d) Information display mode should consider flight crews cognitive characteristics;
(e) Information display design should consider the collaboration between the flight

crew, display information should not make the flight crew to understand the state of
the aircraft;

(f) The layout of the information display should consider the pilot’s visual scanning
features, important information should display in the easiest way to observe the
location of the pilot;

(g) Primary flight displays should adopt the “T” type of typical layout;
(h) Both on the ground and air, information display for the pilot/flight crew should be

easy identification;
(i) Information display should use the strong contrast of foreground and background

colors that can make the characters, symbols, identification, calibration and so on
are easier to identify;

(j) Information display should use different color to identify meaning and importance;
(k) The response time of display information system equipment which can be in a

timely manner to reflect the state of the system should be considered. The pilot’s
physiological characteristics should be considered at the same time that can help to
enhance the flight crew situational awareness;

(l) Any input for flight crew by multi-function keyboard, knobs, buttons should be
defined in a clear and quick response to flight crew input effect;

(m) Information display content should be intuitive, minimize the additional workload
caused by the flight crew reworking information;

(n) Information display timeliness should be considered to avoid too much useless
information appear on the display at the same time;

(o) Flight crew should have a simple way to show the required information;
(p) All kinds of symbol position and direction of movement should be consistent with

the plane movement or consistent with the flight crew cognitive habits;
(q) Units of display information should be paid attention to, especially English unit

and the unit should be paid attention to;
(r) Displays Should avoid or reduce glare caused by lighting and external light;
(s) Displays should be considered flight crew unconscious damage such as water

splashing, foreign bodies, touch screen, etc.;
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(t) When one or more than one display device failure, information display should still
be able to provide necessary information for flight crew to safely flight;

(u) Information display should consider to reduce the flight crew’s visual fatigue.

2.4 Alerting

The role of the alerting system is to attract the attention of the flight crew, make them
know the failure or malfunction of aircraft and aircraft systems, or other abnormal
conditions. The design of modern aircraft crew alerting also need to prompt flight crew
possible measures that can be taken. It is suggested that the design of alerting system
follow the following principles:

(a) The alarm information should let the pilot/flight crew clear about aircraft fault
program;

(b) Warning (especially voice and display alarm) must be meaningful to avoid
ambiguity;

(c) The alarm should consider different levels and different forms. The same level
alarm should have consistency;

(d) When necessary, the aircraft can provide measures to eliminate the alarm;
(e) Inhibition of alarm should be considered a potential security risk;
(f) The alarm status indicator should make the flight crew rapid perception about

current normal or abnormal state;
(g) The alarm sound and light should not bring to the body harm of the flight crew;
(h) The alarm sound shall not affect the flight crew’s normal voice communication;
(i) The alarm shall not affect the flight crew to make the right judgments;
(j) The aircraft should provide disposal way of the alarm for the flight crew;
(k) The aircraft should provide controls which can quickly remove sound and light

alarm for the flight crew;
(l) The aircraft should have the alarm logging to look back.

2.5 Automation

Automation refers to the process of machine, equipment or system achieving intended
target following the designer’s requirement, without direct flight crew intervention,
through automatic test, information processing, analysis and decision, manipulation
and control. The introduction of automation technology changed aircraft cockpit
human-machine interface and way of flight operation, which increased the possibility of
flight crew making errors. Therefore, design principles for automation should be
established at the early stage of cockpit design, as guidance for the application of
automation technology. It is suggested that the design of automation follow the following
principles:

(a) Automation should be designed as a complement and/or as an aid to the flight crew
who decide when and how to use it;

(b) Automation concepts should answer the three essential questions of why, what and
how to automate;
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(c) The flight crew should be given sufficient information to allow monitoring and
management of the automation. These indications may be visual, tactile, or
auditory;

(d) The goal of automation is not to bring crew workload to zero but rather to achieve
an optimal level of workload. Too little workload can be as hazardous as too much
workload.

3 Cockpit Human Factor Evaluation

Cockpit human factors evaluation work run throughout the entire cockpit human fac-
tors design development and validation process. In the evaluation of cockpit initial
system design and optimization, system design, evaluation and the evaluation of the
optimization and integration of the cockpit design optimization phase, there are dif-
ferent types of evaluation activities planned. The evaluation of cockpit evaluation work
scope includes two main parts: physical efficiency and human-computer interaction.

Physical efficiency mainly includes spatial placement, equipment layout, external
visibility, cockpit environment, etc., focusing on the cockpit central pedestal, instru-
ment panel, display units, overhead panel, side console, seat, pedal, sidestick, and the
arrangement of corresponding controls. Physical efficiency evaluation considers human
characteristics, including the physical parameters, operating habits, visibility, auditory,
fatigue, etc., and consider all kinds of usage scenarios for evaluation.

Human-machine interaction includes control device, display information, the
alerting, etc., focusing on control device and display information used by the flight crew
for flying, navigation, communication, and management of system. Human-machine
interaction evaluation considers people’s cognitive characteristics, including perception,
understanding, decision-making, implementation, and considers a variety of tasks sce-
nario for evaluation.

Cockpit human factors assessment mainly adopts graphic and text evaluation, static
evaluation, subtask evaluation, and full task evaluation. The evaluation work of
planning include assessment with stakeholders, specific as follows:

Graphic and Text Evaluation. Graphic and text evaluation is mainly conducted in
the form of meeting, by inviting pilots and human factor experts to review the system’s
control, display, alerting, etc. Graphic and text evaluation is mainly based on
description document, design drawings, etc. Graphic and text evaluation requires 2 to
3 experienced test pilots with engineering background.

Static Evaluation. Static evaluation focuses the evaluation of visibility and accessi-
bility, by inviting a reasonable sample of pilots to the static prototype for evaluation.
Static evaluation is performed on platforms installed with corresponding static controls,
such as the engineering mock-up, engineering simulator, etc. Static evaluation requires
2 to 3 experienced test pilots with engineering background.

Subtasks Evaluation. Subtask evaluation is based on flight crew task, focusing
mainly on a single system, evaluating all its usage scenarios and tasks to be carried out.
Subtask evaluation need to be conducted on platforms equipped with the appropriate
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functions, such as the function simulation platform, functional integration test platform,
full-function engineering simulator, etc. Subtask evaluation needs to define scenarios
and tasks. Subtask evaluation requires 2 t o 3 experienced test pilots with engineering
background, as well as the participation of cockpit human factor experts.

Full Task Evaluation. Full task evaluation is based on the flight crew task assess-
ment, focusing on multiple systems, evaluating norma, abnormal, and emergency usage
scenarios and tasks to be carried out. Full task evaluation is conducted on platforms
with full cockpit functions, such as a full-function integrated test platform, full-function
engineering simulator, or on the aircraft. Full task evaluation needs to define scenarios
and task Full task evaluation requires 2 to 3 experienced test pilots with engineering
background, as well as the participation of cockpit human factor experts.

4 Conclusion

From the perspective of engineering designers, this article puts forward a method for
human factors design and evaluation of civil transport aircraft cockpit, which can
provide certain guidance in the civil transportation aircraft cockpit human factors
design field. At present, although human factors design cannot guarantee that errors
will not appear in the process of all operations or maintenance, integrating the error
prevention design considerations into the five aspects of human factor design elements
such as cockpit layout, control, display, alerting, automation, which no doubt is one of
the best ways to reduce human errors from the design source. Especially for aircraft
designer, to improve the level of aviation safety, they should work harder to design the
aircraft to be more “friendly” and “error preventive” and “error tolerant”. In view of
this, this article suggested that we should attach great importance to introduce inte-
grated design and error prevention considerations in aircraft design, learn from all kinds
of aviation accidents or incidents, and look for human factors design solutions. At the
same time, we should carry out research on cockpit human factors evaluation method to
detect design flaws that will lead to human errors as early as possible in aircraft design
phase, effectively prevent incorrect design, reduce the probability of human errors in
the subsequent use, and save the cost of aircraft design change.
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Abstract. At present, the lack of adequate methods to test whether a mobile
application is accessible has become a major challenge for accessibility experts.
This study was applied to ten mobile applications, the most popular according to
PCMAG. We propose to use the Web Content Accessibility Guidelines 2.1
through manual review and automatic review with the Google Play Store
Accessibility Scanner validator for the Android. The evaluation results of the
mobile applications indicate that the applications are not accessible because they
do not comply with the minimum required level proposed by WCAG 2.1. The
research proposes suggestions to improve and raise awareness among the
designers of mobile applications, in such a way that more inclusive mobile
applications accessible to all types of users are built.

Keywords: Accessibility � Assessment � Accessibility Scanner �
Mobile applications � WCAG 2.1

1 Introduction

At present, the use of intelligent devices as well as digital technology allow access to
essential services and information resources of the web [1], so that it continuously
improves people’s lives, according to the World Starts Pocketbook [1] in 2018,
approximately 45.7% of the world’s population uses the Internet.

According to the report of network technology provider Cisco [2], the number of
mobile phone users was 5 billion in 2017, but that number will increase to 5.5 billion
users in the next five years.
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The GlobalWebIndex report [3] reveals that 50,000 Internet users between the ages
of 16 and 64, or approximately 78% of the population [3] interact on social networks
from a mobile device.

The accelerated advance of technology and the creation of new computer appli-
cations make software engineering a field with much future. On the other hand, the
development of mobile applications faces a significant challenge because there are
many software programs and users on the web, but these programs lack accessibility. In
the last five years, global digital growth shows no sign of slowing; the usage of
smartphones, and mobile applications [4] has bigger significantly. The programmers of
these applications have forgotten to design the software thinking about the principle of
universal access [5].

The few studies related to accessibility methods for smartphone software are
attributed to the lack of adequate tools, guidelines, and policies for valuing mobile
applications. This study proposes to apply the Web Content Accessibility Guidelines
(WCAG) 2.1 [6, 7] for the advance of accessible mobile applications.

On the other hand, the Google Play Store provides the tool to validate specific
guidelines for smartphones based on Android with Accessibility Scanner [8]. In this
research, we adopted the definition of “Mobile Accessibility” [7, 9] by considering that
applications should be accessible to all types of users, regardless of physical, cognitive
or motor disabilities, when using smartphones.

In our study, accessibility in mobile applications is related to the state in which any
user can interact with a smartphone or software.

In this study, we applied the manual revision with the WCAG 2.1 [6, 7] and the
Google Accessibility Scanner validator for Android, updated to March 29, 2018, [7]
with version 1.2.

The proposed method to find the value of the level of accessibility of mobile
applications contains the following phases:

• select mobile applications to evaluate
• install the Google Play Store applications
• configure and activate the accessibility scanner
• open the mobile application to evaluate
• save the results in a spreadsheet
• analyses the results of the evaluation
• Suggest accessibility improvements

This research is organized as follows: Sect. 1 presents the introduction to the
proposed research, Sect. 2 contains the background and related studies, Sect. 3 presents
the method applied, and the case study, Sect. 4 details the analysis and discussion of
the results, and Sect. 5 provides conclusions and an approximation of future work for
this research.
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2 Background and Related Work

A mobile application is a software program [7] for use on a portable device or
smartphone. The application can be hybrid or native, depending on the technologies for
which it was designed [10].

On the other hand, accessibility [11] refers to the barriers that exist between user
communication and mobile application. It refers to a design of mobile applications that
allow users [12] to perceive, comprehend, navigate and interrelate with the application
while providing content.

Web Content Accessibility Guidelines 2.1 [6], contain four principles:
Perceivable: The first principle indicates that users should be able to distinguish

content visually, tactilely and sonorously [6].
Operable: The second principle conditions that users should be bright to navigate

appropriately using the interface components [6].
Understandable: The third principle is related to content and how to interface

controls should be understandable for user management [6].
Robust: The fourth principle refers to content, which must be robust adequate to be

consistently understood by users of applications that allow them to work handily with
current and future technologies [6].

Web Content Accessibility Guidelines 2.1 [6], consist of four principles, 13
guidelines and 76 compliance criteria [13], an indeterminate number of advisory
techniques and sufficient techniques. These are associated with one of the following
levels of compliance:

Level “A” is the minimum level of access to the web. This level is reached when all
the criteria related to the level are met. Otherwise, a group of operators will not be
bright to access the contents of the website.

Level “AA” is the middle level of accessibility. If it is not reached, it will be a
challenge for a group of users to access the website and its contents.

Level “AAA” is the top level of access to the web. Involves a greater degree of ease
for users to access the web as content. A website or mobile application that reaches
level “AAA” is a website or application that can be accessed by all users [11].

Previous studies by several authors related to accessibility in mobile applications
were reviewed, described below:

According to de Oliveira et al. [14], there are visually impaired people who use
screen readers. Regardless of the growing number of accessibilities guiding principle
and recommendations, there are now accessibility problems in mobile applications.
Also, accessibility guidelines, tools are needed [15] to automate the procedure of
integrating accessibility into applications. The authors propose a systematic literature
review to identify [15] state of the art in native mobile applications.

According to Damaceno et al. [16], people present a series of visibility barriers
when using mobile devices. The authors propose, to solve this problem, a set of
recommendations.

Acosta-Vargas et al. [7] apply Accessibility Scanner and WCAG 2.1 to assess
accessibility in mobile applications, the results obtained reveal that not all these mobile
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applications are accessible, suggest correcting the barriers identified to improve the
level of accessibility.

3 Method and Case Study

In this case study, we evaluated ten mobile applications installed on smartphones for
the Android operating system. We randomly selected applications from popular
applications around the world according to PCMAG1. The Accessibility Scanner2,
version 1.2 of the Google Play Store, was applied in the accessibility evaluation; this
tool applies some WCAG 2.1 [7, 11]. Data collection [7] took place in November 2018.
Table 1 contains the tools valued in this case study. It contains the application iden-
tifier, tool name, logo, tool version, number of downloads and application type.

Figure 1 contains an outline of the method applied in this study to evaluate
accessibility in mobile applications, randomly selected from among the most popular
according to PCMAG magazine, contains seven phases structures as follows:

Select the Applications [7]. In the first phase, we randomly selected ten applications
from the group of most popular applications used around the world according to
PCMAG3. The more detailed description of the tools evaluated, please refer to Table 1,
which contains the data related to the mobile applications assessed in this case study.

Install the Applications from the [7] Google Play Store. In the second phase, the
selected applications are in Google and installed with the requirements of each tool
according to Table 1. In the case study, we used version 7.0 of the Android operating
system.

Install and Activate [7] Accessibility Scanner. In the third phase, to assess the
accessibility of each mobile application, it is essential to install the Accessibility
Scanner validator, developed by Google, used the updated version on September 21,
2018, has more than 100,000 downloads, as a requirement for installation is necessary
that smartphones have as a minimum requirement the Android 6.0 operating system.
Once we installed the application, we activate the accessibility test; then the application
is finally initialized, we proceed with the accessibility evaluation on the applications
detailed in Table 1.

Open the Application to Evaluate. In the fourth phase, we interact with each mobile
application; when testing the functionality of the application, we run the accessibility
test. The application automatically captured the data for analysis, then storing the
information in the Accessibility Scanner application log. The data for analysis has the
options to share via email, social networks or to store directly in the cloud.

1 https://www.pcmag.com/article/362295/the-100-best-android-apps.
2 https://support.google.com/accessibility/android/answer/6376570?hl=en-GB.
3 https://www.pcmag.com/article/362295/the-100-best-android-apps.
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Record the Results. In the fifth phase, we record the results of the evaluation of the
mobile applications in a Microsoft Excel spreadsheet. Table 3 contains the summary
information, related to the evaluation of mobile apps with the [7] Accessibility Scanner.

Analyze the Results. In the sixth phase, we analyzed the results of the accessibility
evaluation applied in the previous phase. This phase is essential to study and relate the
problems identified with the Accessibility Scanner tool. We identify the accessibility
barriers, then relate them to the four accessibility principles, the success criteria and the
respective accessibility levels for the mobile applications according to WCAG 2.1 [6].

Table 1. Mobile Application most used according to PCMAG

Id Tool  Logo Updated Download Application 
type 

A WhatsApp
October 24, 

2018 1.000.000.000+ Messenger 
service 

B
Skype October 25, 

2018 1.000.000.000+ Messenger 
service 

C Facebook October 31, 
2018 1.000.000.000+ Social net-

works 

D 
Twitter October 29, 

2018 500.000.000+ Social net-
works 

E Snapseed June 29, 
2018 50.000.000+ Photos 

F Instagram October 31, 
2018 1.000.000.000+ Photos 

G YouTube November 
2, 2018 1.000.000.000+ Video and 

movies 

H Google Apps November 
1, 2018 1.000.000.000+ Productivity 

I Microsoft Office January 18, 
2019 500.000.000+ Productivity 

J Angry Birds December 
5, 2018 100.000.000+ Entertainment 
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Propose Suggestions to Improve Accessibility. In the seventh and final phase, we
reviewed the barriers identified in the assessment of mobile applications. In the section
on conclusions and future work, we have detailed the proposals for improving
accessibility in mobile applications.

4 Results and Discussion

Table 2 contains the details of the principles and criteria of success identified in the
evaluation. The analysis can help understand the applicability of WCAG 2.1 [6, 17]
and [18] User Agent Accessibility Guidelines (UAAG) 2.0 to the mobile environment.
The information found can be useful for designers, developers, and app content
evaluators for mobile devices. The study identifies additional accessibility needs in the
mobile environment related to the principles of WCAG 2.1. The dataset of this study is
available in the Mendeley4 repository, in Microsoft Excel format.

Table 3 contains the Accessibility Scanner evaluation of the initial screens of this
case study detailed in Table 1. Table 3 contains the mobile application identifier, the
number of elements evaluated, the touch lens, the contrast, the label, the description,
the image contrast and the type of element not supported.

Fig. 1. Method for accessibility assessment

4 https://data.mendeley.com/datasets/m39bfzbzgc/3.
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Table 2. Barriers related to WCAG 2.1

# Principle Mobile accessibility
considerations

Success criterion Level Error

1 Perceivable 2.1 Small Screen Item label
2.2 Zoom 1.4.4 Resize text [6] AA Text

contrast
2.3 Contrast 1.4.3 Contrast [6] AA Text

contrast
1.4.6 Contrast
(Enhanced) [6]

AAA Text
contrast

2 Operable 3.1 Keyboard Control [6] 2.1.1 Keyboard [6] A
2.1.2 No Keyboard
[6]

A

2.4.3 Focus Order
[6]

A

2.4.7 Focus Visible
[6]

AA

3.2 Touch Target Size Touch
target

3.3 Touchscreen Gestures Touch
target

3.4 Device Manipulation
Gestures

2.1.1 Keyboard [6] A

3.5 Placing buttons
3 Understandable 4.1 Changing Screen

Orientation
Item
descriptions

4.2 Consistent Layout 3.2.3 Consistent
Navigation [6]

AA
[7]

Item
descriptions

3.2.4 Consistent
Identification [6]

AA
[7]

4.3 Positioning essential page
elements
4.4 Grouping operable
elements

2.4.4 Link Purpose A [7]
2.4.9 Link Purpose AA

[7]
4.5 Provide a clear indication 3.2.3 Consistent

Navigation [6]
AA
[7]

Item label

3.2.4 Consistent
Identification [6]

AA
[7]

4.6 Provide instructions for
custom touchscreen

3.3.2 Labels or
Instructions [6]

A [7] Item label

3.3.5 Help [6] AAA
[7]

4 Robust 5.1 Set the virtual keyboard
5.2 Provide natural methods
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When applying descriptive statistics to the most frequently identified errors, the
average number of errors corresponds to 11.17. The typical error corresponds to 4.44;
the median is 6, the mode is 6, the standard deviation is 10.87, the variance is 118.17.
The kurtosis is −0.19, the asymmetry coefficient is 1.12, the range is 28, the minimum
value is 1, the maximum corresponds to 29 with a confidence level of 95.0%.

Figure 2 shows the most frequently repeated accessibility failures in mobile
applications. It is observed that the errors that are repeated with greater frequency
correspond to “Touch target” with 29 failures that correspond to 43.3% and “Text
contrast” with 20 failures that correspond to 29.9%. Followed by “Item label” and
“Image contrast” with six failures that represent to 9%, “Item descriptions” with five
failures that represent 7.5% and finally, “Type of element not supported” with one
failure that corresponds to 1.5%.

Table 3. Data obtained when evaluating accessibility

Id #
Elements

Touch
target

Text
contrast

Item
label

Item
descriptions

Image
contrast

Type of element not
supported

A 10 5 4 0 0 1 0
B 8 1 6 0 1 0 0
C 7 3 1 3 0 0 0
D 6 2 0 0 1 3 0
E 3 1 2 0 0 0 0
F 12 9 0 1 1 0 1
G 6 5 0 0 1 0 0
H 11 2 6 0 1 2 0
I 3 1 1 1 0 0 0
J 1 0 0 1 0 0 0

Fig. 2. Accessibility barriers detected
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5 Conclusions and Future Works

Digital inclusion of users is easy to achieve with a list of identified barriers in mobile
applications, which must be corrected before the application goes into production. The
results of this research show that rated mobile applications violate the accessibility
levels recommended by the World Wide Web Consortium. It is, therefore, essential to
raise awareness among mobile application developers to apply WCAG 2.1 throughout
the application development cycle in such a way as to guarantee at least a minimum
level of accessibility.

To solve the problem of the “item label,” it is proposed to minimize the amount of
information in the dedicated mobile version or to propose a sensitive design. To solve
the problem of “text contrast” concerning the browser it is essential to set the default
text size, render and enlarge the browser window. In general, it is suggested that text be
resizable without assistive technology by up to 200%. Besides, it is essential to apply a
contrast of at least 4.5:1.

The “touch target” problem can be solved by ensuring that trace marks are at least
9 mm high by 9 mm wide [6].

To solve the problem of “item descriptions,” developers must be able to ensure that
all users can quickly change the orientation of the application. Also, we suggest that the
components that are repeated in several web pages offer a more consistent and stable
design.

In order to fix a problem related to the “item label,” it is necessary that the elements
to which the changes are applied are sufficiently distinct from distinguishing them from
unprocessable elements. Also, device manipulation gestures and custom touchscreens
can help developers create efficient interfaces.

Finally, for the “Robust” principle, it is essential that the standard keyboard allows
device configurations to be customized.

For future work, we suggest combining the best methods in the assessment of
mobile applications. During the evaluation phase of the ten mobile applications, we
identified that the barrier that repeats most frequently relates to the “text contrast”
second we have the “tactile target.”

In future research, we recommend that for the evaluation of accessibility for mobile
applications we consider (i) users with different types of disabilities, (ii) the barriers for
each type of disability and (iii) different scenarios to be evaluated in the application.
This study can serve as a starting point for evaluating accessibility in mobile appli-
cations for Android and iOS. The perception is that the Android system is more
complicated than iOS, but both platforms include a variety of accessibility features.
Programmers and designers will make a difference in the development of mobile
applications when applying WCAG 2.1.

Acknowledgments. The authors thank UDLA for funding this study through the project “FGE.
PAV.18.10”.
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Abstract. When evaluating the learning styles of several individuals using the
Honey-Alonso test, some users did not understand the meaning of several of the
questions. This may be due to problems of context, tiredness in front of the
extension of the test, lack of understanding or disinterest. The Honey-Alonso
test consists of four groups of twenty questions each. Each group of questions
allows identifying the level that an individual possesses on each one of the four
learning styles. These styles are: active, reflective, theoretical and pragmatic.
Answering a questionnaire of eighty questions is not an easy task from an
andragogical point of view. This article proposes the creation of an educational
video game designed with a script based on the questions of the Honey-Alonso
test. The answers selected by the player are taken as a condition to determine the
order of the next questions presented to the player.

Keywords: Human factors � Human-systems integration � Systems engineering

1 Introduction

The way a group of students learns is often not the same for everyone. For this reason,
the activities in class are usually distributed considering the learning styles of each one.
One strategy for distributing activities correctly among the students in a class is to
subject them to a test that determines what learning style each student has. The Honey-
Alonso questionnaire is used for that purpose [1]. It is a questionnaire of 80 questions,
the validity of which has been statistically proven. A questionnaire is a tool that the
teacher can use to identify the psychoeducational characteristics of the students.
However, the number of questions it contains means that students do not answer it
conscientiously. The Honey-Alonso questionnaire has been used in other works to
select the activities that best relate to each student within the object of study [2]. This
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type of selection process can be promising if the result of the questionnaire reflects the
learning style of the students. Although there is no time limit for the questionnaire to be
answered, many students prefer to answer their questions randomly. It is a problem if
we consider that the activities assigned to the students depend on the answers to the
questionnaire. The lack of motivation in the students to answer the questionnaire makes
it necessary to search for strategies to facilitate this task. To help students respond
sincerely and calmly to the questionnaire, a video game that allows students to inter-
nalize their ideas before answering each question has been generated [3]. The video
game contains illustrations that make it easier to understand the questions. Besides, the
order of presentation of the questions has been configured according to the answers
given by the students. The use of technology attracts the attention of students to
perform ordinary tasks in an extraordinary way [4]. This article describes the process of
analysis, design, development, and testing of a video game aimed at motivating stu-
dents to solve the Honey-Alonso questionnaire.

The second part describes the method used in this work. The third part describes the
analysis phase of the application. The fourth part describes the design phase of the
application. The fifth part shows some results obtained when using the video game.
Finally, some conclusions and suggestions for future work are presented.

2 Method

This research applies User-centered design (UCD). User-centered design is an iterative
design process in which designers focus on the users and their needs in each phase of
the design process [5]. Each iteration of the UCD approach involves four distinct
phases. These phases are: understand the context of use, specify user requirements,
design solutions, and evaluate against requirements [6].

In the phase of understanding the use of context, an interview is conducted with
stakeholders to analyze the scope, feasibility, timing, and costs of product develop-
ment. This phase is essential to know if the project should be implemented.

In the user requirements specification phase, future users of the product explain the
requirements that the product design should consider. Product requirements are con-
tinuously reviewed throughout product development to determine the correct fulfill-
ment of the request. New requirements can be added. Likewise, existing requirements
can be changed in order to improve the initial design.

In the solution design phase, the list of requirements is used to design the different
parts of the product. Each of these parts is verified in the preliminary architecture of the
product. The architecture of the product allows us to understand what the components
of the product are and how they relate to each other.

Each part of the product has a particular design that meets the requirements and
communication interfaces specified in the architecture made in the preliminary design.

In the evaluation phase, the design and implementation of each part of the product
are reviewed against the list of requirements to determine compliance.

All phases are carried out cyclically in order to refine the product. In this way, it is
possible to adapt the temporary needs that appear to the design and development of the
final product.
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Figure 1 shows the methodology involved in the proposed application.

The following sections describe in detail each of the phases carried out in this work.

3 Requirements Analysis

Modern superior education institutions require flexible teaching and learning practices
[7], focused on new technologies and providing greater efficiency in the acquisition of
knowledge. Addressing real-world problems teaching must focus on a variety of
approaches, strategies, materials, and resources to ensure effective learning by most
students [8]. Therefore, teachers should consider the different learning styles of stu-
dents [9]. The Honey-Alonso questionnaire is an easy-to-use tool for determining the
learning styles of each student. However, to motivate students to answer each of the
questions in the questionnaire consistently, it is necessary to use attractive mechanisms.
For this reason, an application was developed that presents the questions in a more
enjoyable way.In order to determine what the requirements should be for the design of
the application, a series of factors were considered including the degree of under-
standing of the questions, strategies to improve the understanding of the questionnaire,
suggestions to allow an individual answer to each question. Among the main
requirements detected at all stages of development are the following:

1. Some of the questions in the Honey-Alonso questionnaire showed a severe level of
interpretation among several of the users. It is therefore suggested that illustrations
be used to improve the level of comprehension of the written texts.

2. It is advisable to read text aloud to improve its interpretation.
3. The questionnaire should be answered slowly and reflecting on each question.
4. The results of the questionnaire should be immediately shown after it is completed.
5. The own diagnosis should be indicated according to the analyzed results.
6. An indicator of the progress of the questionnaire should be provided.
7. Each question should be identified with the group of questions to which it belongs.

Fig. 1. Phases of User-centered design.
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1. Some users may not want every question in the questionnaire to be read.
2. The text of each question must be large enough to be easily read.
3. Each question should be easy to answer.
4. The result of the questionnaire should be transmitted to a virtual education platform

through SCORM standard.
5. The application should be able to transmit statistical information about its

functioning.
6. The application should work on a web hosting, e-learning platforms or on any

distribution medium such as CD or flash memory.
7. The application must use the keyboard or other assistive devices for user

interaction.
8. The application must use colors to identify the kind of learning style when infor-

mation related to them is showed.
9. The questionnaire should be oriented to the context of higher education users in

Latin America.

4 Design of the Interface and Functionality of the Application

4.1 Designing a Learning Object

The application with which the questionnaire is represented constitutes a learning
activity. This learning activity has content. Moreover, technology is used as a context
target for Latin-American students. So, its design must follow the recommendations for
the development of a learning object. A learning object is “A digital self-contained and
reusable entity, with a clear educational purpose, with at least three internal and edi-
table components: content, learning activities and elements of context. The learning
objects must have an external structure of information to facilitate their identification,
storage and retrieval: the metadata” [10].

The questions represent the content of the learning object. These questions are
classified into four sections. Each section represents a learning style to be evaluated.
The four learning styles evaluated are: active, reflective, theoretical and pragmatic.

Each question admits only one answer. The answer can be affirmative or negative.
The activity to be developed by the user is to understand each question of the test and
answer it with the truth.

It is necessary to design a learning activity in such a way that the technological
context attracts the user of the application. The learning activity is designed considering
the Kolb model. Kolb’s experiential learning style theory is typically represented by a
four-stage learning cycle in which the learner ‘touches all the bases’ [11]. Figure 2
shows the four-stage learning cycle of Kolb.
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Concrete 
Experience

Reflective 
Observation 

Abstract 
Conceptualisation

Active 
Experimentation

Fig. 2. Four-stage learning cycle of Kolb.

A question is presented to the user every time. Each question has a sound, a color
and an image associated with it. The user can read and listen to the question and
observe the image associated with it. That is the concrete experience of the user. The
presence of an avatar reading the question should allow the user to reflect on all the
technological means used to motivate the precise interpretation of the question. When
the user answers affirmatively, it is considered that another question related to the
previous one can be asked. Each question has a definite point of view. However, the
user could find it inappropriate for their context.

A negative answer indicates that the user has interpreted the question in another
context and therefore the application will select a new question belonging to another
group of questions, thus avoiding that their state of mind influences the rest of the
answers. A negative response means that the student is placed in a context where a
learning element is exaggerated or underestimated. For this reason, it is necessary not
to insist with questions from the same group. The user has reflected and has an abstract
concept different from the one we want to transmit.

The Honey-Alonso questionnaire is an essential tool to determine if the user is
within the appropriate context to develop active experimentation [12]. Therefore, active
experimentation will be subject to the learning styles that the questionnaire evaluates as
most emphasized. The result of the test will be used to determine which activities the
user should experience.

For a student to learn meaningfully, it is necessary to consider their prior knowl-
edge and ideas, their needs, expectations, learning styles and strategies. Using differ-
entiated instructional strategies, teachers can meet the varying needs of all students and
help them to meet and exceed the established standards [13]. Learning styles, explain in
part the student failure but also explain, the success achieved by others.

4.2 Designing the User Interface of the Learning Object

The interface design is one of the essential elements for building a coherent and
consistent learning object [14]. The design of the learning object interface requires not
only considering aesthetic and functional media objects [15]. It must also contemplate
metaphors, the representation of knowledge and the meaning of content through
appropriate visualization [16]. The user interface of a learning object consists of
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mediatic objects or areas. These mediatic areas are defined and located according to the
information provided directly by the user.

The user interface of the application has been divided into several areas, each of
which has a specific purpose. Table 1 shows the areas of the user interface:

The user interface is kept simple to allow users to focus their attention primarily on
the questionnaire and the meaning of the questions. Figure 3 shows the position of the
different areas of the user interface on the application screen.

4.3 Accessibility Considerations

The design considers the possibility that the application can be used by various types of
users, including those who have a disability. The answer to questions can be done using
the touch screen, mouse, keyboard, keypad or wireless remote-control presentation.
When either option is selected: affirmative or negative answer, the request displays the
following question. Each question is assisted by a pre-recorded voice related to the
question. Each voice can be activated or deactivated according to the needs of each
user. Besides, the application can be used on any device that has a browser compatible
with HTML5. Other educational programs have been developed with the problem of
accessibility in mind. Many suggestions have been published on how to develop and
evaluate this type of programs [17–20]. However, users with deficiencies need simpler
interfaces to manage computer applications [21]. Therefore, the need for customization
according to the individual need of the user can only be carried out internally, through
the modification of the application code.

Table 1. Areas of the user interface of the application.

Area Area content

Questions The text of each question
Avatar An avatar who read the text of each question
Image The image represents each question
Tracking Map with the selected questions and their answers
Configuration Controls to set the state of the sound, avatar, and text
Response Options to respond to the questions

Fig. 3. Areas from the user interface of the application.
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4.4 Making the SCORM Envelope

The application was developed in HTML5 and Javascript language so that it can be
used on the Internet without the need for plugins. For the application to be used on any
e-learning platform, the application was required to be wrapped in a SCORM package.
To create the SCORM package of the application the tool Reload version 2.0.3 was
used. To transfer the results of the questionnaire to the e-learning platform the library
SCORM_API_wrapper.js based on the Javascript language was used. The application
uses the SCORM 2004 version. However, the game can also be used as a client-server
application to transfer the questionnaire results to a PHP-based server program. The
transference of information in client-server mode is carried out using the AJAX pro-
tocol. Figure 4 shows the architecture of the application.

The users of the application are Spanish speakers; therefore, the application was
developed in this language; however, it can be easily translated into any language, due
to its simplicity. The final product is shown in Fig. 5 below:

Fig. 4. The architecture of the application.

Fig. 5. Final product.
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5 Results and Discussion

A group of 120 users was evaluated using the standard physical paper form. These
users were then invited to use the application available on the Internet. For the eval-
uation of the results, the General Preference Scale in Learning Styles was used [22].

The results were grouped by the number of participants belonging to each style
category. Two data series were gotten. The first Series corresponds to the information
obtained with the physical questionnaire and the second corresponds to the information
obtained through digital application. The series of results are shown in Table 2.

To compare both series, we used Pearson’s correlation coefficient. Its formula is
shown below:

rxy ¼
P

xiyi � n�x�y
ðn� 1Þsxsy ¼ n

P
xiyi �

P
xi
P

yiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n
P

x2i � ðP xiÞ2
q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n
P

y2i � ðP yiÞ2
q ð1Þ

The value of calculated Pearson’s correlation coefficient was rxy = 0.84
There is a positive correlation. Therefore, both series are directly related. A direct

relation indicates the existence of coherence in the answers of both questionnaires.

6 Conclusions

Users were motivated to use the application and answer all the questions asked the first
time they used the program.

The use of the computer allows a more detailed analysis of the results of the
questionnaire.

The use of the application modifies the interpretation of the questions, makes them
be interpreted in another context, a technological context.

Technology is an essential factor in motivating users to collaborate with their
learning process.

For future work, more user requirements would be received from the users in order
to improve and customize the current application to the particular needs of each

Table 2. Series of results with and without application use.

Learning styles: the
number of students

Using a paper
questionnaire

Using software
application

Active 53 69
Reflective 3 1
Theoretical 40 28
Pragmatic 24 22
Total 120 120
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educational center. The results of the questionnaire can be used to automate the
assignment of work to each student according to the personal learning style evaluated
in the e-learning platforms.

Acknowledgments. The authors thank UDLA for funding this study through the project “FGE.
PAV.18.10”.
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Abstract. The body posture is not a purely aesthetic problem, due to it can
produce a multitude of adverse effects on health, even extremities disorders
(injuries) and malfunction of organs. This study focuses on the correct and
incorrect detection of the position of the spine and extremities while walking.
A database of three patients with lumbago and sciatica, with diagnosis of muscle
tension due to poor posture while walking, has been used in this article. These
patients underwent physiotherapy treatment and were later filmed taking a short
walk of 2 min to see the results. This process was developed for a period of 4
weeks, divided into 2 h of physiotherapy per week and 1 h of compilation of
videos with the results obtained. To detect the correct movement of each of the
patients, the Kinect Xbox One device was used. It identifies all body points,
alignment, speed and angles during the walk. 25 points of human body in three
dimensions are detected in real time by the Kinect, which allows to generate a
data collection in real time and more efficiently. With the database of patients, a
pre-processing of the information is done to identify the most relevant points for
our study. A fuzzy model is generated which determines maximum and mini-
mum thresholds for the posture of the back (angle of inclination), shoulders
posture (shoulders inclination with respect to the spine), head posture (incli-
nation with respect to horizontal vision) and movement of arms. The model
dynamically identifies which position is correct for the movement during the
walk, and in addition, the progress that is generated during a time series. This
prototype detector is used for rehabilitation of high-performance athletes and is
an approximation for the correct posture during long and medium distance races,
jumps, among other sports that use the walk as a basis in their workouts. This
study was based on the solution of back problems in clinical patients. These
preliminary tests have given excellent results in the testing phase, which vali-
dates it as an option to prevent injuries in patients with these conditions.
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1 Introduction

An appropriate body posture is of the utmost importance to maintain good health,
because it facilitates breathing, mobility of legs and arms as well as other parts of the
body. A proper walking posture prevents a great percentage of back, neck and shoulder
pains, degenerating into several other problems such as lumbago and muscle con-
tractures. Multiple problems in the intervertebral discs are caused by an incorrect
posture, because it loosens and pushes the muscles in an imbalanced way.

Currently there are several researches in this regard to improve posture during
exercise, a walk or while running. In the article carried out by [1], an evaluation of
some methods of head posture measurement was presented by correlating the three
head position variables (two horizontal separation variables and one variable of ori-
entation). This study analyzed seven postural conditions with 20 patients with symp-
toms of poor posture. These measurements were made using a three-dimensional
motion capture system in several situations such as sitting normally, sitting with the
back straight, standing normally, standing with the back straight, walking at a pace of 4
and 6 km/h and running at a speed of 8 km/h, both on a treadmill. The results obtained
from this study show the importance of a standardized evaluation protocol for a more
reliable assessment of the forward head posture.

Another study on the posture of the upper body is presented by [2], which deter-
mines the effectiveness of the photographic measurement of the postures of the cervical
spine and the shoulder and its interrelation with the head posture. The study was carried
out with young patients between 15 and 17 years of age of both genders. The main
objective is to analyze the different angles used in postures and their differences. The
study showed a 58% wrong head posture, related to the shoulders, as well as signifi-
cantly higher cervical and sagittal head angles.

In the work developed by [3], the walking posture was investigated, and the effects
of an upright posture against an erroneous walking posture, as well as psychological
and physiological states during the execution of the walk, were analyzed. Seventy-three
healthy adults who walked normally and erect were used during the study, with reports
of physical effects such as blood pressure, temperature, etc.

Physically, the vertical gait posture group exhibited significantly lower systolic
blood pressure, a galvanic skin response and a skin temperature slightly lower than the
erroneous gait posture group.

In this paper a model of back posture correction during the walk is proposed using
the Xbox Kinect and the artificial intelligence technique of Fuzzy Logic with the body
points.

This work is structured as follows: in Sect. 2 the materials used to develop the
proposed model, that is, the database applied, are described. On the other hand, the
techniques used in the creation of the model are detailed. The modelling process of the
back-posture detector is explained in Sect. 3. Section 4 presents the results of the
model and compares them with papers already published. Finally, the conclusions
obtained in this work and the future lines of research that were born from this study are
presented.
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2 Materials and Methods

This section details the materials used for the study (equipment and information col-
lected). In addition, the techniques of artificial intelligence used for the development of
the model and data processing algorithms are described.

2.1 Materials

The materials used in this article have been the Kinect of the Xbox One and all the
information collected with that device.

Kinect Xbox One. The Kinect sensor is a horizontal bar of about 23 cm (9 inches)
connected to a small circular base with a motorized pivot and is designed to be placed
lengthwise above or below the video screen. The device features an RGB camera, a
depth sensor, a multi-array microphone and a custom-made processor that runs the
patented software, which provides full-body 3D motion capture, facial recognition and
voice recognition capabilities. The sensor contains a motorized tilt mechanism and in
case of using an Xbox 360, it has to be connected to a power outlet, since the power
that the USB ports can supply is insufficient; with the redesign of the Xbox 360 S this is
not necessary because this game console has a specially designed port for accommo-
dating the connector of the Kinect and this allows to provide the power required by the
device to function properly [4].

Database. The database was compiled over a period of 2 months using the Kinect Xbox
One device, where 2 patients (patient A and B) have made short recordings walking
20 m with incorrect back posture and correct posture. The recordings made were 5 per
day of each user, obtaining a total of 200 recordings. The distribution of information is
100 normal records and 100 incorrect records. On the other hand, each of the patients
has 100 records, that is, 50 normal records and 50 incorrect records per patient.

The information of each patient is based on the skeleton detected by the Kinect,
specifically of the points shown in Fig. 1, which are the back, shoulders, neck and
head.

Fig. 1. Skeleton of points detected by the Kinect Xbox One.
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The position of each of the points is detected laterally while the camera records the
patient during the walk. Figure 2 shows the detection of points during a short walk of
patient A and B.

The techniques of artificial intelligence that were applied in this study are presented
in the following section.

2.2 Methods

This section describes the artificial intelligence techniques that have been used to
generate the back-posture detection model. To determine in a more efficient way the
correct position of the skeleton points of a patient, it is necessary to apply the Fuzzy
Logic technique.

Fuzzy Logic. The technique of artificial intelligence called fuzzy logic is based mainly
on observation from a subjective point of view, that is, it can determine thresholds
depending on the decision of the observer [5]. These thresholds are contextualized
mathematically to determine periods of confidence for each category (fuzzy sets)
selected by the observer. Once the thresholds of these categories have been determined,
heuristic rules are generated using the logical functions IF and THEN [6].

Categories are often defined as triangular functions or trapezoidal curves, since each
value will have a gradient where the value increases, a peak where the value equals 1
(which can have a length of 0 or more) and a gradient where the value is decreasing.
They can also be defined using a sigmoid function. A common case is the standard
logistic function defined as:

S xð Þ ¼ 1
1þ e�x

ð1Þ

This technique is widely used in an endless number of real-world applications such
as drone engine management, climate prediction, etc.

Fig. 2. Skeletons of patients A and B during the walk correctly and incorrectly.
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The preprocessing of the information and development of the proposed model using
fuzzy logic to identify the correct and incorrect posture of the patient’s back are
presented in the next section.

Model of Back Posture Detection During the Walk. In this section we present the
fuzzy modelling based on patient walk data for a correct back posture. To identify the
correct points of the human skeleton, crucial points and thresholds for body movement
during the walk have been identified. According to the study carried out by [3], the
head, shoulders and back points should not exceed 10° with respect to the horizontal, as
shown in Table 1.

Based on this information, a fuzzy logic model is generated, which determines joint
thresholds between head, shoulders and back to determine an optimal detection result.
The proposed model is presented in Fig. 3.

The training phase obtained an accuracy of 89% and the testing phase a 90%,
considering that it is a controlled environment, as shown in Table 2.

Table 1. Information about correct and incorrect postures of head, shoulders and back.

Head Shoulders Back Posture

/ \7� 2�\b\9� d\7� Correct
/ [ 7� b[ 9� d[ 7� Incorrect

Fig. 3. Implementation of Simulink of the detector of exercises of fuzzy model with Kinect.
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This proposed model was tested in a real environment with 2 people unconnected
with the initial database. In the next section the results of the proposal will be
presented.

3 Results

The results obtained in the testing phase have been optimal with an average of 92% in
the training phase and 91% in the testing phase, as shown in Table 3.

These results indicate that the performance of the model is optimal with a reduced
database. On the other hand, it has been demonstrated that the selection of attributes for
the study has been satisfactory and with an efficient precision.

The conclusions obtained in the study are presented in the following section, as
well as possible lines of future research.

4 Conclusions and Future Works

In the present work a model was proposed for the detection of back posture during the
walk, where some conclusions have been obtained during the development of the
research. First, the use of a Kinect device allows a more efficient capture of the body
points of the patient in real time during the execution of the walk. This greatly benefits
the collection of real information on the location of each point. Second, the use of
specific points in the study allows the model to be more effective and with a more
optimal analysis, so it is a fundamental basis for a good result. Third, the application of
fuzzy logic for body movements has been an excellent solution, because it can be

Table 2. Table of results of training and tests of the detection model in shoulder, head and back.

Shoulder Head Back

Training Tests Training Tests Training Tests

Patient CC IC CC IC CC IC CC IC CC IC CC IC

Patient A 89,23 90,01 90,42 89,36 86,36 85,76 89,15 87,7 90,22 87,64 87,52 89,98

Patient B 88,98 88,12 90,00 91,05 88,74 88,32 89,00 89,16 88,55 88,49 88,99 90,56

Average 89,105 89,065 90,21 90,205 87,55 87,04 89,075 88,43 89,385 88,065 88,255 90,27

*CC = Correct classified, IC = Incorrectly Classified.

Table 3. Results of the back-posture detection model.

Training Tests
Patient CC IC CC IC

Patient A 92,13 91,87 91,86 90,04
Patient B 92,56 93,23 90,98 91,44
Average 92,345 92,55 91,42 90,74
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adaptive to the characteristics required during the tests of the model, as well as being
more precise in the detection.

As future research lines, it is intended to use electronic sensors applied to the
patient’s body, which allows more precise information such as temperature, blood
pressure, sweating, etc. Evolutionary neuronal networks will be used to identify more
accurately when the patient performs a correct and incorrect movement of a body point.
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Abstract. Young children as well as children with special educational needs
learn from their environment with social, emotional and physical stimuli. In this
context, educational resources and teaching strategies play a main role for them
in order to understand the new information. This paper describes the experience
of building hybrid interfaces that combine technology with traditional educa-
tional resources. A total of 60 teachers divided in two groups completed some
tasks which consisted of generating new educative resources with tecnology.
Through Design Thinking methodology, teachers designed three hybrid inter-
faces: 1. Interactive books, combining traditional fairy tales books with mobile
devices, where QR codes and NFC tags give life to the stories; 2. Educational
Board Games, where augmented reality markers give an extra information to the
players; 3. Tangible educational resources, which integrate Makey-Makey
device and Scratch with fruit, clay, aluminum foil or water to build laboratory.

Keywords: Hybrid interfaces � Interaction � Young children �
Children with special needs

1 Introduction

The sensory stimulation is fundamental during formative brain development of chil-
dren. They learn from their environment, from way people treat them and from what
they see, hear and touch [1]. These experiences prepare children to better integrate
themself to the physical and social environment through the development of executive
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functions. Executive function is an umbrella term that encompasses the mental abilities
that the human being development in behavioral, emotional and metacognitive func-
tioning regulation. It is in the preschool stage where children present a critical and
cerebral plastic opportunity [2]. Any cognitive process that is going to develop within a
child, is based on the input of sensory information, so the original information must
penetrate the sensory channels and be coded quickly in a way that goes into short-term
memory [3]. Considering that the multisensory stimulation contemplates the first ele-
ment of access of a child with his environment, it is indispensable that this process be
developed in an integral way and that being this the initial step on which will depend of
perceptions that will provide the foundation for learning [4].

Multisensory stimulation uses the senses of sight, hearing, touch, smell and taste to
maximize a child’s executive function and understanding of the environment. Multi-
sensory environments improve the development of thought, intelligence and social
skills, whilst also offering children with cognitive impairments and other challenging
conditions, the opportunity to enjoy and control a variety of sensory experiences [5].

In this context, educational resources and teaching strategies play a main role for
young children and children with special needs. Among the educational resources used
by teachers are fairy tails, cardboard, colored pencils, glue, scissors and clay. Through
them, teachers generate interaction and collaboration through stories, games and
recreational activities.

Nowadays as technology advances, new educational resources are being integrated
into the classroom, such as the computer, projector, interactive whiteboards, tablets and
smart phones, which are giving rise to new pedagogical trend where we can find
e-learning, inverted classroom, gamification, serious games, laboratories or remote
laboratories, makers spaces or ubiquitous education.

These revolutionary technologies open up space for new ways of learning and are
changing the teaching-learning process in classroom. However, in developing countries
such as Ecuador, using these new technological and pedagogical tendencies is not
common, not even the existing ones are fully exploited due to the fact that teachers ignore
how to use them or the lack of adequate teaching strategies for a generation of students
with technological skills. This problem releases an opportunity to develop technologies
that will close the generational gap and also develop didactic resources for classroom.

This article describes the experience with 60 primary and secondary education
teachers, who designed hybrid interfaces that combine traditional educational resources
with technological ones, with the purpose of strengthening the interaction in learning of
young children and children with special educational needs.

The rest of this article is structured as follows: Sect. 2 details the background and
related work, Sect. 3 presents the method used, Sect. 4 presents the results and dis-
cussion, and finally, Sect. 5 presents the conclusions and future work of this research.

2 Background

In recent years, a new generation of hybrid interfaces for learning are gaining in
popularity within classrooms. These spaces have been digitally augmented by replacing
blackboards and tables with computer-augmented surfaces provided with multitouch
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interaction [6]. The use of conventional resources with technology has been conducted
on new trends in pedagogy and technology. Trends in pedagogy are: Active Learning,
Problem-based Learning, Project-based Learning, Collaborative learning, Learning
based on challenges, flipped classroom, Space makers and Gamification. Trends in
technology are: Adaptive Learning, Learning in Social Networks and Collaborative
Environments, Mobile Learning, Ubiquitous Learning, Virtual Assistant, MOOCs, Big
Data and Learning Analytics, Remote and Virtual Labs, Internet of Things, Augmented
reality and Virtual Reality [7].

In our study we integrated some of these trends in a Moodle Learning Management
System, in which we applied the Methodology of Learning Based on Narrative
Metaphors and Gamification [8]. Other pedagogies applied were Collaborative learn-
ing, and Learning based on challenges through forums and group activities. Augmented
Reality through apps, such us Animal 4D+ , Space 4D+ , Humanoid 4D+ and
QuiverVision 3D Augmented Reality. Finally, Space Makers using Tangible User
Interfaces through RFID tags integrated with physical objects.

3 Method

This research work was based in Design Thinking methodology, defined as an analytic
and creative process that engages a person in opportunities to experiment, create and
prototype models, gather feedback, and redesign. The five stages of Design Thinking
are as follows: Empathise, Define (the problem), Ideate, Prototype, and Test [9].

3.1 Participants

The sample of the study was selected from the Master’s Degree in Education, Inno-
vation and Educational Leadership of the Universidad Tecnológica Indoamérica,
located in the city of Ambato, Ecuador. We worked with n = 60 students. The par-
ticipants were divided into two groups of 30 each in the Educational Infopedagogy
module. The average age of the students was 35.5 years, 44.4% corresponded to the
range of 36 to 40 years, followed by 18.5% in the range of 41 to 45 years, 14.8%
between 26 to 30 years, 11.1% in the range of 31 to 35 years and the rest in ages under
25 and over 50. In relation to gender 90% corresponded to the female. The training of
75% of teachers was concentrated in basic education, followed by 20% in secondary
education and 5% in higher education.

3.2 Materials

The materials used in the research are grouped into three categories: classroom
materials, technology and software. In the first category we used paper, cardboard,
colors, markers, watercolors, plasticine and aluminum foil. In the second category we
used laptops, tablets, smartphone, RFID sensors and Makey Makey circuit board. In the
third category we used Scratch, AppInventor, QR Generator, Hi-Q, Animal 4D+, Space
4D+, Humanoid 4D+ and QuiverVision 3D Augmented Reality.
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3.3 Procedure

We worked with two groups of 30 students in the module Educational Infopedagogy,
which aimed at the introduction of technology in the classroom and how it is integrated
with the pedagogy. Five weeks were worked with each group, with an eight-hour
session each week.

Following the Design Thinking methodology the teachers worked in groups related
by the affinity of each teacher. In the empathise stage, teachers used the platform in six
areas: (1) STEAM, (2) language and literature, (3) social problems, (4) learning
strategies, (5) Educational Leadership and (6) Innovation and entrepreneurship. In each
area, teachers defined the problem and needs of their educational centers through a
survey and forums in the framework. Next they ideate the design of the pedagogical
strategy according to the technologies used in class. After teachers design a prototype
with the materials and technology selected. Finally, teachers test an assessment of
learning using interactive and co-evaluation methods with their students.

4 Design of Hybrid Interfaces

In Computer Science an hybrid interface is the interface getting embedded in the
objects of the physical world. The latter is perceived as an augmentation of the physical
world [9, 10]. This section shows some the hybrid interfaces designed by the groups of
teachers. We have divided into three categories: Interactive Books, Educational Board
Games and Tangible Educational Resources.

4.1 Interactive Books

Within the category of interactive books, teachers created innovative interfaces for
children. The participation and interaction by the reader was made with QR codes. The
main idea of this interface was to introduce narrative an questions thought QR codes.
First with the Hi-Q app recorded audio in MP3 format. Subsequently teachers gener-
ated QR codes of different sizes, which were pasted them in a physical book or they
designed a sheet of cardboard with their own story as the Fig. 1 shows. The audio files
and pictures were integrated in App Inventor application. In this interface children can
use a smartphone to listen a story or answer a question that generates the QR code.

Another interface designed by other group were large sheet drawings that were
pasted on the walls of the classroom, each sheet had a Qr code. The objective was the
children search with smartphones te QR codes and listen the story or questions.

Finally, a group designed an Educative Twister, a game of physical skill. Children
use a smartphone to scan QR codes. Each QR code generates a question and a chal-
lenge on the board of twister.

In the stage of testing, teachers evaluated these hybrid interfaces with their students
achieving interest and motivation in the learning process. With this technology teachers
could design their own educational technology resources to create multimedia reading
experience [11].
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Another idea was based on Leapfrog’s book which have enhanced the book sur-
roundings, permitting pen interaction with the book [12]. To simulate this interface,
teachers used NFC (Near Field Connection) tags and QR codes, which generate a
sound, narrative or question throughout history. Figure 2 shows an example of the
interactive book “The Little Prince”.

Fig. 1. Story drawn on cardboard with QR codes.

Fig. 2. Interactive book with NFC and QR codes.
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The use of NFC tags facilitated the interaction of children with special needs,
unlike the QR codes that need more precision with the camera of the smartphone.

4.2 Educational Board Games

In this category teachers designed a new concept of a board game “The inclusive board
game” that aims to enable children with especial needs play with other members of
their family through activities supported by technology. The board game has traditional
elements and in certain cases it is integrated with a tablet to see elements of the game
with augmented reality, or smartphones that read NFC tags. For example, a card with
Braille codes seen through a tablet can generate an augmented reality with its meaning.
Other cards have QR codes that provide additional information or questions on the
theme of the game. Teachers designed the hybrid interface “The route of the volca-
noes” in which players can see a volcano in augmented reality and information that
helps the entertainment and learning. We believe that it is an innovative idea that uses
disruptive technology rarely seen in our environment and applicable to a vulnerable
and little forgotten population.

The idea to design an inclusive board game was based on The Explorers, a board
game of Unicorn Games. Figure 3 shows the idea of this board game.

The inclusive board game has the classic dynamics of a board game in terms of the
distribution of turns, use of dice to advance and interaction between players around the
board. The board game joins the logic of the traditional with the world of applications
and carries the Tangible User Interface (TUI). The board game utilises traditional board

Fig. 3. Inclusive board game.
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game play and combines it with mobile and app technology that uses video games and
card scanning. The corresponding app includes mini-game challenges, treasure hunts
and AR objects.

4.3 Tangible Educational Resources

For tangible educational resources teachers were trained in the use of Makey-Makey
and Scratch. Makey-Makey is a circuit board that allows users to connect some objects
to computer programs using alligator clips and a USB cable. This board simulates the
actions of the arrow of a keyboard or mouse buttons instead of pressing the keys or
buttons. For the graphical interface, teachers used the Scratch application, which is an
introductory programming language that enables young children to create their own
interactive stories, collages, and games [13]. One of the hybrid interface considers the
laterality learning with dance-dance revolution music. Figure 4 shows the hybrid
interface with cardboard and foil.

In language and literature area teachers designed a board built with Scratch and
Makey-Makey to teach phonological awareness. The child creates some object with
plasticine connected with a computer through Makey-Makey. On the other hand,
Scratch shows a pictogram and the sound of the phoneme associated with the clay
object. The application of this hybrid interface with children with special needs can
improve the reading and spelling [14]. The board is shown in Fig. 5 below:

In the area of natural sciences a group designed a similar board with organs of the
human body made with plasticine. When children touch an organ the information is
showed on screen with Scratch.

Fig. 4. Dance dance revolution to teach laterality
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Fig. 5. Language board with Makey-Makey, Scratch and clay

5 Results and Discussion

The inclusion of children with disabilities is still a problem in Ecuador, in the edu-
cational, social and even family environment. In this sense, strategies to develop cre-
ativity and innovation through design thinking and learning based on challenges
allowed to generate prototypes of educational resources supported by technology. This
experience was very rewarding, since the participants were highly motivated and
developed creative and innovative prototypes.

Another problem in Ecuador is the lack of technological resources in classrooms
and the lack of knowledge on the part of the teachers. The introduction of technology to
the classrooms is a challenge, but if it is done in an easy way, it allows the teachers
create new educational strategies.

6 Conclusions

From the experience gained during the design process and the final evaluation of hybrid
interfaces, teachers were motivated to design their own educational resources. The use
of the hybrid interfaces allowed that young children and children with special needs
were motivated.

With the use of basic apps and traditional resources, teachers can design new
educational technologies resources selecting the best digital strategies to allow students
enrich learning with activities that incorporate devices. The design of digital content
allows the use of interactive tools that keep students’ attention more easily and in this
way achieve meaningful learning [15].

Technology is an essential factor in motivating users to collaborate with their
learning process [16]. For future work, we are planning testing the hybrid interfaces in
a real environment, in order to improve and customize the current interfaces to the
particular needs. In the future we are planning to design hybrid interfaces for children
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with disabilities, such as blind or low vision children, deaf children, children with
motor and cognitive disabilities.
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Abstract. It is important to raise awareness among people who create web
content about barriers that exist for people with visual disabilities to perceive
images. This study had for purpose the implementation of features and controls for
insertion of accessible images in two open online editors: TinyMCE and Sum-
mernote. TinyMCE is used in content management systems such as WordPress,
Joomla and Drupal. Summernote is an open online editor distributed under an
openMIT license. The accessibility of TinyMCEwas improved in the insertion of
images by adding entry fields for the type of image to be inserted, long description
and title. As for Summernote, in the option to insert images, entry fields were
added for the type of image to be inserted, alternative text, long description and
title. Controls were implemented to validate mandatory and optional fields
according to the type of image. The purpose is that open online editors comply
with Part B of the Authoring Tool Accessibility Guidelines. A discussion is
presented about how the original code of the two open online editors was written,
how image accessibility was improved and how evaluation was performed via test
scenarios, automated tools and usability surveys to both content authors and blind
users. The HTML code generated with both editors showed compliance with the
Web Content Accessibility Guidelines. Blind users stated that they were able to
perceive the images when interacting with web pages created with both editors.
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1 Introduction

The Web is a very important resource for every person in several aspects, such as
education, employment, government services, commerce, health and entertainment.
The Web must be accessible to provide equal access and equal opportunities to people
with disabilities [1]. The World Wide Web Consortium (W3C) states that web
accessibility means that people with some type of disability, e.g. visual, auditory,
cognitive, motor, can make use of the Web to perceive, understand, browse and interact
with web content [2]. The software used to create web content has an important role in
this aspect since it must guide content authors to generate accessible web pages so that
people with disabilities can use them.

The open online editors are widely used by content management systems. Unfor-
tunately, as reported in [3], most of these open online editors suffer from lack of
features and controls to guide content authors in the creation of accessible web pages.
Two of the most popular open online editors are TinyMCE [4] and Summernote [5].
Online editors can be improved by implementing features and controls for the insertion
of accessible images based on the Web Content Accessibility Guidelines (WCAG) [6]
so they comply with the Authoring Tool Accessibility Guidelines (ATAG) [7].

The rest of this article is structured as follows: Sect. 2 details background and
relevant published research work. Section 3 presents the method used in this study.
Section 4 presents the results and discussion. Finally, Sect. 5 presents conclusions and
future work.

2 Background

Accessibility of images means that the information conveyed by an image can be
perceived by users with and without disabilities in the same way. Accessibility of
images also improves the searchability, since the alternative textual information pro-
vided is visible to search engines [8].

Currently, the WCAG are an internationally accepted reference for web accessi-
bility, including accessibility of images. The Web Accessibility Initiative (WAI) of the
W3C published version 1.0 of the WCAG in 1999. The WCAG 1.0 had a total of 15
guidelines [9]. In 2008, the WCAG 2.0 guidelines were approved as an official W3C
recommendation [10]. In 2012, WCAG 2.0 was accepted as the standard ISO/IEC
40500:2012 [11]. Unlike the WCAG 1.0 guidelines that were developed exclusively for
the web technologies that existed in 1999, e.g. HTML, CSS, JavaScript, the WCAG 2.0
guidelines were developed in a technologically neutral way. WCAG 2.0 consists of
four principles, 12 guidelines and 61 success criteria. There are three compliance
levels: A, AA and AAA. The WCAG 2.0 four principles are: perceptible, operable,
understandable and robust [10]:

• Principle 1. Perceptible. Information and components of the user interface must be
shown to the users in ways that they can understand.

• Principle 2. Operable. Components of the user interface and navigation must be
manageable.
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• Principle 3. Understandable. Information must be clear.
• Principle 4. Robustness. Information formats and components of the user interface

must be well interpreted by a wide variety of user agents, including assistive
technologies.

In 2017, the first working draft of the WCAG 2.1 was published. After more than
one year of work, in June 2018, the definitive version of the WCAG 2.1 became a W3C
official recommendation. The aim of this version of the WCAG is to improve the
accessibility guidelines for three specific groups of users: people with cognitive or
learning disabilities, people with low vision and people with disabilities who access the
Web from mobile devices. These guidelines also help make content more usable for
older people, who see their skills reduced because of age. In the WCAG 2.1, 17 new
criteria have been included: five of level A, seven of level AA and five of level AAA.
The WCAG 2.1 has an additive approach designed to show that, if a web page com-
plies with the WCAG 2.1 guidelines, it is also complying with the WCAG 2.0.
Therefore, all the compliance criteria of the WCAG 2.0 guidelines are included in the
WCAG 2.1 guidelines. This is very important so that websites that are updated to the
WCAG 2.1 guidelines do not lose their compliance with the WCAG 2.0 [12]. The
relevant WCAG guidelines for the accessibility of images are detailed in Table 1, as
identified in [13].

In the literature review, researchers found a limited number of published studies on
evaluating image accessibility in web content. Much less literature has been produced
regarding solutions specifically aimed to help web content authors to comply with
image accessibility guidelines.

In [14], authors define a method for evaluating the accessibility of online content
editors using WCAG 2.0 and ATAG 2.0 Part B. The method includes accessibility

Table 1. WCAG Guidelines for Image Accessibility

WCAG guidelines Success criteria and levels

Guideline 1.1 Text Alternatives. Provide text
alternatives for any non-text content so that it
can be changed into other forms people need,
such as large print, braille, speech, symbols
or simpler language

Success criterion 1.1.1 Non-text Content.
(Level A). All non-text content that is
presented to the user has a text alternative
that serves the equivalent purpose

Guideline 1.4 Distinguishable. Make it easier
for users to see and hear content including
separating foreground from background

Success criterion 1.4.5 Images of Text.
(Level AA). If the technologies being used
can achieve the visual presentation, text is
used to convey information rather than
images of text
Success criterion 1.4.9 Images of Text (No
Exception). (Level AAA). Images of text are
only used for pure decoration or where a
particular presentation of text is essential to
the information being conveyed
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features that should be met by the images, headings and tables inserted through an
online content editor. The results of this study provide criteria for those people who
have the responsibility of selecting an accessible online content editor.

In [15], authors explain that screen-reader users access images on the Web using
alternative text delivered via synthetic speech. These authors identify the WCAG
guidelines relevant to image accessibility. They also present the results of an experi-
ment that compares audemes, a type of non-speech sounds, with alternative text
delivered using synthetic speech.

In [16], authors state that authoring tools facilitate the generation of contents. These
contents should comply with accessibility features. This study present the results of a
comparative analysis among four authoring tools, based on accessibility evaluations
that were carried out in the content that were created in each of them, which allowed
identifying the issues that the tools have regarding accessibility.

In [8], authors present the results of an evaluation of the accessibility issues of
Studio, the authoring component of edX platform, based on ATAG 2.0. Authors
explain that ATAG Part B establishes that authoring tools must support and guide
content authors in the production of web content that is accessible and conforms to the
WCAG. An ATAG compliant authoring tool should prompt the content author for
accessibility-related information and provides ways to verify that the generated content
is accessible. Authoring tools include online editors, multimedia authoring tools, blog
sites, wiki sites, social networking sites. ATAG’s main intended audience is authoring
tool developers.

3 Method

In this study, the SCRUM framework was used to implement and test the improve-
ments in two open online editors: TinyMCE and Summernote. Ten user stories and
three sprints were planned and executed.

Table 2. Scrum product backlog

ID Story Sprint

US1 User interface design for TinyMCE 1
US2 Controls implementation for TinyMCE 1
US3 User interface design for Summernote 2
US4 Controls implementation for Summernote 2
US5 Manual testing and automated testing with accessibility evaluation tools

for TinyMCE
3

US6 Manual testing and automated testing with accessibility evaluation tools
for Summernote

3

US7 User testing of TinyMCE 3
US8 User testing of Summernote 3
US9 Blind/blindfolded users testing of content generated with TinyMCE 3
US10 Blind/blindfolded users testing of content generated with Summernote 3
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The goal of thefirst sprint was to develop the newdesign of the TinyMCE interface for
inserting images and implement the controls according to the type of image to be inserted.

The goal of the second sprint was to develop the new design of the Summernote
interface for inserting images and implement the controls according to the type of
image to be inserted.

The goal of the third sprint was to carry out a four step validation: manually
executed test scenarios, tests with automated accessibility evaluation tools, a usability
survey with users of the editors and a user experience survey with a focus group of
blind and blindfolded users.

Table 2 presents the product backlog.

4 Results and Discussion

In this section, two study cases are presented. For each study case, there is a com-
parison of the original interface for inserting images and the improved interface. At the
end of the section, the evaluation results are presented.

4.1 Study Case # 1. TinyMCE

TinyMCE is an open online editor that works completely in JavaScript and is dis-
tributed free of charge under the LGPL license created by Ephox Corporation. Being
based on JavaScript, TinyMCE is independent of the platform and runs on any internet
browser. TinyMCE is used in content management systems such as WordPress,
Joomla, Drupal, Plone and Silverstripe [4].

Figure 1 shows sample input data in the interface of the option that is displayed
when selecting the insert image button in the TinyMCE editor. This interface contains
two tabs: General and Advanced. The General tab contains input fields for image URL
address, image title and image dimensions. In the Advanced tab, there are fields for
style, vertical and horizontal spaces and border. It is worth mentioning that the title field
in this interface is in fact the alternative text that will contain the image when inserted.

Figure 2 shows the HTML generated code which includes the following attributes
for the img tag: style, margin, src, alt, width and height. It is worth noting that the input
data from field Title is used as parameter of the alt attribute, which is the only
accessibility metadata provided for TinyMCE original interface.

Fig. 1. Original interface for inserting images – TinyMCE
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Figure 3 shows the improved interface of the option that is displayed when
selecting the insert image button in the TinyMCE editor. It can be seen that it contains
only the General tab, the reason why the Advanced tab is not visible is because our
focus was the accessibility of the inserted image. The General tab contains the fol-
lowing attributes: image URL, image type, alternative text, long description, title and
dimensions fields.

Figure 4 shows the improved HTML generated code which includes the following
attributes for the img tag: title, src, alt, width, height and longdesc.

4.2 Study Case # 2: Summernote

Summernote is an open online editor based on Bootstrap and jQuery that works entirely
in JavaScript and is distributed under an MIT license created by Summernote Team [5].

Fig. 2. HTML code generated through original interface – TinyMCE

Fig. 3. Improved interface for inserting images - TinyMCE

Fig. 4. HTML code generated through the improved interface – TinyMCE
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Figure 5 shows the interface of the option that is displayed when selecting the
insert picture button in the Summernote editor. It contains the Select from files field to
enter an image file and Image URL field for the image.

Figure 6 shows the HTML code generated which includes the following attributes
for img tag: src and style. No accessibility metadata is present in this code.

Figure 7 shows the improved interface of the option that is displayed when you
select the insert picture button in the Summernote editor. The form contains the fol-
lowing fields: Image URL, Type Image, Alternative text, Long description and Title.

Fig. 5. Original interface for inserting images – Summernote

Fig. 6. HTML code generated through the original interface – Summernote

Fig. 7. Improved interface for inserting images – Summernote
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Figure 8 shows the improved HTML code which includes the following attributes
for the img tag: src, alt, longdesc, title and style.

4.3 Validation

Figure 9 shows the results of a sample of the tests executed to validate the controls on
the improved interface of TinyMCE. A set of eight test scenarios were defined. These
scenarios are an extension of the list of warnings presented in [8] for conditions
potentially wrong regarding the alternative text:

1. If the user does not select the source of the image, the following notification is
displayed: “You must input an image source.”

2. If the user does not select image type, the following notification is displayed: “You
must select a type of image.”

3. If the user selects Decorative type, the alternative text field is marked as mandatory
and the other fields are optional.

4. If the user selects a Simple type, the alternative text field is mandatory, long
description and title are optional, the following notification is displayed: “You must
input an alternative text for a simple image. If this image does not convey infor-
mation, change the image type to Decorative.”

5. If the user selects Complex type, the alternative text and long description fields are
required, the title field is optional, the following notification is displayed: “You
must input an alternative text and a long description for a complex image.”

6. If the user selects Functional type, no field is activated and the following notifi-
cation is displayed: “For a functional image, you must use the specific toolbar
button to add functionality.”

7. In the alternative text, check the chain to verify and notify the following anomalies:
a. Verify that the alternative text is not very short according to a threshold defined

in 6 characters minimum, the following notification is displayed: “Alternative
text is too short to be acceptable.”

b. Verify that the alternative text is not very long, according to a threshold defined
in maximum 144 characters, the following notification is displayed: “Long
alternative text.”

c. Verify that the alternative text does not contain one or more invalid words such
as jpg, png, gif, photo, image, and logo. The use of the XML file makes possible
that in the future more words are included that must be considered automatically,
the following notification is displayed: “Suspicious alternative text, Alternative
text is the image file name, e.g. alt = “file.jpg”, or contains generic words such
as “photo”, “image”, and “logo””.

Fig. 8. HTML code generated through the improved interface – Summernote
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8. In the long description, check the field to verify and notify the following anomalies:
a. If the string entered in longdesc does not end in HTML or HTM, the following

notification is displayed: “The long description must be valid URL ending in
HTM or HTML.”

Fig. 9. Controls in the improved interface for inserting images - TinyMCE
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b. If the string entered in longdesc has 2 or more blank spaces, the following
notification is displayed: “The long description must be a valid URL without
blank spaces.”

c. If the string entered is not a valid URL. That is, it is tested on the internet and
that page does not exist, the following notification is displayed: “The long
description must be an existing URL.”

Positive results were presented when evaluating the HTML code of a web page
generated with both editors using automated accessibility evaluation tools. The auto-
mated evaluation indicated that the generated HTML code complied with WCAG
guidelines of web accessibility for images in both cases. Figure 10 shows the results
presented for the tool WAVE stating that the generated HTML code has no errors.

For the evaluation with content authors, a focus group of 12 participants responded
to the question: Did the warning and error messages help to enter an accessible image
correctly? Figure 11 shows the comparative results for both online editors. To the left,
for TinyMCE, responses were: Strongly disagree: 0%, Disagree: 0%, Agree: 33.3%,
Strongly agree: 66.7%. To the right, for Summernote, responses were: Strongly dis-
agree: 0%, Disagree: 0%, Agree: 16,7%, Strongly agree: 83.3%.

Fig. 10. WAVE accessibility evaluation

Fig. 11. Comparative results of content author’s evaluation
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The survey to evaluate the user experience of the HTML file generated with the
online editors was carried out with the support of a second focus group that consisted of
14 participants, two blind people and 12 people who were blindfolded. A 92.9% of
respondents said that they could distinguish the decorative, simple and complex images
within the web page. When asked to explain what they understood of a decorative
image presented, most guessed that it was a logo, because it contained an adequate
alternative text. Similarly, the alternative text, title and long description of the complex
image helped the users to correctly perceive the image.

5 Conclusion

There is a shortage of tools that help authors making their web contents more acces-
sible, so that people with disabilities can have greater access to information. Through
the implementation of features controls for the insertion of images in TinyMCE and
Summernote editors, it was possible to achieve compliance with the WCAG guidelines
on the web pages generated.

The implementation of features and controls for the insertion of accessible images
for the case studies was solved in different ways because the development of the source
code for the editors was different. While the editor TinyMCE has a well-defined
structure, Summernote has all its coding in a single file.

The alternative text field in decorative images was defined as mandatory by blind
users, although WCAG does not establish it as mandatory. Hence, the opinion of the
final beneficiaries was considered, but in turn the semantic difference between a dec-
orative image and a simple image was maintained.

When interacting with a web page that contains images, the screen reader used by
users with visual disabilities ignores that there is an image in the absence of alternative
text. It is recommended to keep the alternative text simple, short and concise so that
users with visual disabilities can easily perceive and understand images of any type that
are included in web pages.

When interacting with the web page elaborated with the improved interfaces of the
TinyMCE and Summernote editors, users with disabilities stated that they could per-
ceive the content of the image through the alternative text, title and long description
included by the author of the content.

For future work, authors plan to design and implement additional controls and
features to increase de accessibility of the web content generated by both TinyMCE and
Summernote.

Acknowledgments. The authors thank Jenny Quiguango and Christian Chiguano for devel-
oping and testing the code to implement the improvements in both open online editors.
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Abstract. This study focuses on the development of a code to perform an
appropriate analysis of nodular cast iron metallography. The platform developed
was written in Python programming language and used the Open Source
Computer Vision library (OpenCV) for the image processing. The OpenCV tool
was applied in order to convert the color photo of the metallography to a
grayscale image and hence enable the segmentation of the gray phases to cal-
culate the percentage of carbon within the cast iron test specimen. The cate-
gorized microstructural phases were perlite, ferrite and graphite. For validation
of the platform and the methodology, the obtained results were contrasted with
the Architecture Street Furniture (ASF) ductile iron chart, from there the per-
centage of differences between the model developed and the baseline specimens
were among 2 to 18% for ferrite, 0.4 to 2.2% for pearlite and 2.1 to 12.1% for
graphite. Furthermore, the obtained nodularity from the study cases were
compared using examples from the ASTM A247 norm and the differences were
between 1.4 to 8.1%.

Keywords: Nodular cast iron � Digital image processing � Python � OpenCV �
Nodularity

1 Introduction

The nodular cast iron or ductile iron is an alloy based on iron and carbon, which
presents in its structure graphite particles dispersed in the form of spherical nodules.
These nodules impede alloy embrittlement and also provide properties of hardness,
elongation, resistance to fatigue and wear resistance [1]. In consequence, ductile iron is
used in the oil and hydroelectric industries for the construction of pipes and fittings of
piping, gears and gearboxes, crankshafts, disc brake calipers, among others [2, 3].

Nevertheless, its ample spectrum of implementation contradicts the antique meth-
ods used to characterize microstructure, which mainly depend on experience and ability
of a technical specialist [4, 5]. Regarding this last point, image processing applied to
metallographic analysis has gained special interest in this field of study, since it allows
to analyze multiple images simultaneously and is capable of extracting specific details
of a metallography in very short timeframes [6, 7].
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Nowadays, there is a variety of software for processing images, that can be used in
the metallurgical industry such as: Adobe Photoshop, PAX-it, Matlab, Stream Essen-
tials, among others [8]. However, these programs are licensed and present a black box
structure, which limits its use for research. In this context, the present study focuses on
developing an open source code for processing images of the spheroidal graphite iron.
The code is written in Python programming language and it will allow to identify
aspects such as: nodularity, percentage of ferrite and pearlite, size of nodules, as well as
graphite types.

2 Methodology

For a better understanding, the applied methodology was divided on: digital image
processing, and image processing with Python – OpenCV.

2.1 Digital Image Processing

Digital image processing is a method to process digital pictures with computer algo-
rithms [4], and the used scheme for the present research, it is indicated in Fig. 1.

Capture Image. It means to take picture of a metallography cast iron, which is going
to be processed by a computer algorithm. Characteristics of the captured images
depend on the type of application. For that, a metallographic microscope with a 100x
magnification was used. The digitalization consists of decompose the image to an array
of M by N, where each element has a proportional value to its gray level and takes a
position of pixels as indicated in Fig. 2.

Pre-processing. In this step the pixels of the image are filtered for data optimization
and the used digitalization are: Fast Fourier transform to remove noise, Gaussian
dispersion, convolution for smoothing contours, and deconvolution to decrease
fogging.

Segmentation. The image is dived into regions or segments that can be manipulated in
grayscale. For example, regions that have similar gray levels are a segment, instead

Fig. 1. Scheme of the digital image processing method.

328 V. Hidalgo et al.



there are abrupt changes in the gray level creates another segment, detecting the borders
or edges of the image in the processing tasks with greater difficulty, because this
depends on the interpretation of results.

Feature Extraction. It is a process of description or recognition of the elements found
in the segmentation, to obtain information from these elements with features, such as:
their geometrical characteristics, size, shape, etc., and for differentiate them from others
that are also part of the set. At this stage the appropriate characteristics for the iden-
tification of desired objects are extracted.

Identification of Objects. It is an automated process of recognition or interpretation,
where the characteristics of the image are compared with a database or decision-making
algorithms, designed to run the final task of image processing, which in this case is the
identification of nodularity of the sample and determine the percentages of ferrite and
perlite.

2.2 Implementation Using Python and OpenCV Library

Grayscale. It is the process to change from color image to gray image based on that
each pixel should take a value among 0 and 255 as indicated in Fig. 3. For that, the
OpenCV library of python has been used with a buckle to compare the pixels with
referential values (a, b), and to obtain a new image with the selected metallography
phase as a matrix of pixels, which is used to compare with the original ones and to
obtain the percentage of microstructural phase. The selected phases are: pearlite, ferrite
and graphite, and the last one can be dispersed or concentrated as a graphite nodule.

Analysis of Percent Perlite, Ferrite and Graphite. The percentages of microstruc-
ture analysis are obtained using the digitalization and adding a counter vector. The
pixel within the established range will be added to this vector. Then the elements of
vector are counted. Finally, the percentage is determined by dividing the number of
elements that are in the vector for the number of total pixels from the image. This
process is shown in the Fig. 4. To perform a successful analysis, it is necessary to
consider two values of thresholds in the digitalization of metallography. First, threshold

Fig. 2. Process of digitalization of an image.
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values are needed to identify graphite and perlite in the metallography. Figure 5 shows
an example of the proposed code, which is applied to a metallography.

Nodularity. It is determined applying the steps of Fig. 6, and nodules are identified by
selecting each one with circles to generate a mask, and after the mask is superimposed
to the original image.

Fig. 3. Process of digitalization of an image.

Fig. 4. Process to determinate percent of microstructural phases.
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a)  Metallography b)  Graphite percentage c)  Ferrite Percentage

Fig. 5. Example of the code proposed applied to a metallography.

Fig. 6. Steps to determine the nodularity of a metallography.
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3 Experimental Production of Metallography
Microstructures

Metallography photos were obtained from four experimental cases, which carried out
using the metallography laboratory of Mechanical Engineering Faculty in Escuela
Politécnica Nacional at Ecuador with norms of The American Society for Testing and
Material ASTM E3 – 11 and ASTM E407 – 07, which are for preparation of metal-
lography specimens of metals and alloys, metallographic examinations, chemical attack
and a proper choice of specimen location. The photos were taken using a microscope
with 100x of magnification and a camera with 12 megapixels without filters. With the
specimen list, was to carry out a chemical attack to reveal the microstructure of the
alloy with nital 2%, namely nitric acid diluted in water.

4 Results and Discussion

Results for the four study cases using the prosed python code, and the proposed
methodology are indicated in Table 1.

From Tables 2, 3 and 4, the percentage of graphite, ferrite and perlite are compared
with the chapter of classification of microstructures of cast iron from the laboratory. In
this context, the ferrite is the phase with the best detection, and the graphite is shown as
the worst estimated phase by using the code with values close to 36%. The error can
increase due to the dispersion of the graphite in the microstructure.

Table 1. Results of the metallography structures obtained by the image processing.

Name Graphite percentage (%) Ferrite percentage (%) Perlite percentage (%)

Case 1 12,63 45,75 45,25
Case 2 9,79 32,61 61,32
Case 3 11,21 31,43 63,27
Case 4 13,54 21,26 71,7

Table 2. Percentage of graphite in the analyzed metallography.

Name Graphite Percentage
(%)-Python code

Graphite Percentage
(%)-reference

Difference Error (%)

Case 1 12.63 10 2.63 26.3
Case 2 9.79 10 0.21 2.1
Case 3 11.21 10 1.21 12.1
Case 4 13.54 10 3.54 35.4
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The nodularity analysis is indicated in Table 5, and results shown that the error can
reach the 20% such as the case 4. However, the other cases presented an error less than
10%. In this context, the obtained error from the metallography of case 4 can be related
to mistakes in the experimental part too.

5 Conclusions

A Python code was proposed to study microstructure phases of nodular cast iron, and
its percentage of nodularity. Results shown that the developed code can be used to
carry out the metallographic analysis of the iron. In addition, it can be used to obtain
the percentages of microstructures in the boundaries. The mistakes to detect the gra-
phite part and nodularity can be related to errors during to take the data from
experiments.

Acknowledgments. The authors gratefully acknowledge the support provided by the Non-
destructive testing laboratory of Escuela Politécnica Nacional for the development of this work,
which is part of the research project PIJ 17-13.

Table 5. Percentages of nodularity in the analyzed metallography.

Nodularity Norm ASTM 247-16 Python code Difference Error (%)

Case 1 40 43,25 3.25 7.51
Case 2 90 92,63 2.63 2.92
Case 3 70 70,95 0.95 1.36
Case 4 10 12,35 2.35 19.02

Table 3. Percentage of ferrite in the analyzed metallography.

Name Ferrite percentage
(%)-Python code

Ferrite percentage
(%)-reference

Difference Error (%)

Case 1 45.75 45 0.75 1.67
Case 2 32.61 30 2.61 8.7
Case 3 31.43 27 4.43 16.41
Case 4 21.26 18 3.26 18.11

Table 4. Percentage of perlite in the analyzed metallography.

Name Perlite percentage
(%)-Python code

Perlite percentage
(%)-reference

Difference Error (%)

Case 1 45.25 45 0.25 0.56
Case 2 61.27 60 1.32 2.2
Case 3 63.27 63 0.27 0.43
Case 4 71.7 72 0.30 0.417
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Abstract. The functional capabilities of unmanned aerial vehicles (UAVs)
have dramatically expanded, placing substantial attentional and information
processing demands on UAV operators. This study utilized a high-fidelity UAV
flight simulation to explore the potential for DFAs in UAV control to reduce
operator workload and support overall situation awareness. Three levels of UAV
automation (LoAs) were compared, including DFA and static high and low level
of automation. This research extended a preliminary investigation by Zhang
et al. (2018). The present research addressed the limitations of the preliminary
study by increasing the sample size and comparing effects of LoAs during ‘easy
to hard’ and ‘hard to easy’ task difficulty transitions. Results of this study
demonstrated the presence of “out-of-the-loop performance” issues under high
LoA. Results also showed some support for use of DFAs to address out-of-the-
loop problems in UAV operations. Findings of this study provide some guid-
ance for design of DFAs in UAV control.

Keywords: UAV � Dynamic automation � Situation awareness � Workload

1 Introduction

Recent technological advances have dramatically expanded the functional capabilities
of unmanned aerial vehicles (UAVs). Consequently, UAV control interfaces have
become increasingly complex, in order to display system information and ensure
operator awareness of system states. The complexity of system designs places sub-
stantial attentional and information processing demands on UAV operators. To reduce
operator workload and assist task performance, automation has been widely applied to
UAV functions, which allows pilots to focus on higher-level decision-making tasks and
may serve to reduce the current manpower requirements for UAV operations [1].
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However, some researchers are concerned that higher level of automation
(LoA) may result in severe reductions in situation awareness (SA) [2, 3], which can
lead to delayed decision making and operation errors [4]. This negative side-effect of
high LoA was observed by Endsley and Kris [2] in use of full automation in automobile
navigation tasks, and they referred to it as the “out-of-loop” (OOTL) performance
problem. The OOTL problem is exacerbated when a highly automated system fails to
provide explanations for system performance and outcomes, which is common in
automation applications across many domains [2, 5, 6]. In this case, it is less likely for
operators to understand or question the basis for certain system actions. Therefore, they
can become over reliant on the automation system and experience degraded situation
awareness.

Compared to full automation, intermediate levels of automation have been found to
be to reduce task workload without compromising operator situation awareness [2]. To
address OOTL issues, some researchers have called for investigation of the utility of
dynamic function allocations (DFAs) [7, 8]. Applications of DFA shift responsibility
for tasks between a human operator and automation over time in order to achieve
optimal system performance [9]. According to de Visser and Parasuraman [10], in
various information processing tasks, only when the human and automation work
together like this can optimal task performance be achieved. Earlier evidence suggests
that DFAs can be beneficial in terms of reducing operator workload while maintaining
situation awareness. In an air traffic control-like simulation, Kaber et al. [7] found that
adaptive automation could effectively support low-level information processing func-
tions, for example, information acquisition and basic actions. In a piloting and image
analysis task simulation, Calhoun et al. [11] also observed improved mission perfor-
mance and reduced pilot cognitive workload with adaptive automation. A recent
investigation in the use of dynamic automated assistance in simulated UAV and
unmanned ground vehicle (UGV) tasks also indicates that dynamic automation can
increase operator SA and reduce workload [12]. Along the same lines of research,
Afergan et al. [13] manipulated adaptive system behavior by increasing or decreasing
simulated UAV control task difficulty. They utilized brain signals as an indicator of
workload. Their results indicated adaptive system behavior leads to fewer vehicle
collisions and improved error detection rates.

Collectively, the above research provides some evidence of the potential for critical
effects of adaptive automation on UAV operational tasks. However, much of the
current literature pays particular attention to applying DFAs to information analysis
tasks rather than decision-making tasks. There remains a need to apply adaptive
automation to potentially riskier system decision-making functions in UAV control.

This study explored the potential for dynamic function allocations (DFAs) in a
UAV control simulation to reduce operator workload and support overall
system/situation awareness (SA). An experiment was conducted with a high-fidelity
UAV control simulation requiring participants to complete six simulated, military-style
reconnaissance scenarios. This research extended a preliminary investigation of the
benefits of DFAs in UAV control decision tasks by Zhang et al. [14]. The present
research addressed the limitations of the preliminary study by increasing the sample
size and comparing effects of LoAs during ‘easy to hard’ and ‘hard to easy’ task
difficulty transitions.
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2 Method

2.1 Participants

A total of 24 participants (23 male, 1 female; mean age = 20.3 yrs., S.D. = 2.5) were
recruited from the local Reserve Officers’ Training Corps (ROTC) program. The
majority of participants (22) reported no prior experience with or knowledge of ground
control stations (GCSs) software. Two participants reported limited experience with
GCS. All participants had 20/20 vision with no color vision impairment. The study was
approved by the university’s institutional review board.

2.2 Apparatus

The study used a UAV simulation developed with the JustinMind prototyping tool (San
Francisco, USA). The prototype was based on the ArduPilot Mission Planner software.
The GCS features of this software are similar to those included in military UAV
systems (e.g., primary flight display, digital flight instruments, multi-function control
and display units, etc.). Slight modification was made to the prototype in order to
deliver additional in-flight tasks.

The UAV control interface consisted of a (1) primary flight display (PFD),
(2) mission map, (3) emergency controls, (4) flight parameter display, (5) waypoint
display table, and (6) mission task bar (see Fig. 1). The required in-flight tasks were
displayed to participants at various times during a mission.

Fig. 1. Prototype interface - (1) primary flight display (PFD), (2) mission map, (3) emergency
controls, (4) flight parameter display, (5) waypoint display table, (6) mission task bar.
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All experiments were conducted in a controlled laboratory environment and an
embedded office-like cubicle space. A monitor displayed the UAV control interface and
participants interacted with the UAV simulation using a mouse and keyboard. Partic-
ipants were also provided with pen and paper, which they were allowed to use only for
flight arrival time calculations.

2.3 Scenario Structure

Each participant completed six simulated, military-style reconnaissance scenarios.
Three types of decision-making tasks were embedded in each flight simulation scenario
(see Sect. 2.4), including hostile aircraft identification, emergency alarm handling, and
flight arrival time calculation. These tasks were presented with two levels of difficulty
(easy vs. hard) across scenarios. This manipulation was intended to create critical
workload conditions (e.g. overload under hard tasks) and SA-critical conditions (e.g.,
underload with easy tasks). Three levels of automation (LoAs) assistance were applied
to the alarm handling tasks, and each participant was exposed to all three LoAs,
including: (1) low static automation, (2) DFAs, and (3) high static automation.

Each mission scenario consisted of three blocks of tasks with different difficulty
levels (see Fig. 2). The first and third block contained hard tasks and the second block
contained easy tasks. Each block consisted of two “phases of operation”. Each phase
contained three different tasks presented in randomized order. Only one task was
presented at a time and participants were given 20 s to complete each task. At the close
of each phase, the simulation was suspended for 60 s, during which time the participant
answered three SA queries displayed on the monitor. After each block, participants
were asked to provide a subjective workload rating in addition to responding to SA
questions. In this case, the simulation was suspended for an additional 20 s, resulting in
a total of 80-second suspensions between blocks.

2.4 Tasks

Aircraft Detection Task. Prior to the experiment, participants were given sufficient
time to memorize eight aircraft icons (four friendly icons, four hostile). During the

Fig. 2. A simulated UAV mission trial. (“Task” refers to one of the three types of decision
making tasks posed to participants during trials.)
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experiment, participants were presented with random combinations of aircraft icons
and they were asked to select any icons representing hostile aircraft and avoid selecting
friendly aircraft. The level of difficulty of the task was manipulated by number of icons.
Two icons were presented under the ‘easy’ level (one friendly and one hostile). Six
icons (three friendly and three hostile) were presented under the ‘hard’ level of task
difficulty.

Flight Arrival Time Calculation Task. The flight arrival time calculation task
required participants to provide a time estimate (in seconds) for the UAV to fly a
specified distance. This task measured reserve attentional capacity [15] and, therefore,
was also considered an objective indicator of overall workload for participants. In order
to complete the task, participants had to divide the specified distance by the vehicle’s
current ground speed, which was provided on the flight parameter display. For
example, if a task message asked, “How many seconds will it take you to fly 12 m?”
and the vehicle’s current ground speed was 3 meters per second (m/s), then their
answer would be 4 s. The ‘easy’ level task was a two-digit division problem with no
remainder (e.g., 15 divided by 3). The ‘hard’ level task was three-digit division
problem with a remainder (e.g., 101 divided by 4), and participants would need to
round answers to the nearest single decimal place. Previous studies used a similar
method to manipulate difficulty of division problems [16, 17].

Alarm Handling Task. The alarm management task required participants to react to
off-nominal events by selecting an appropriate control action in the emergency control
menu. During training, participants were presented with a table of all possible alarms
and their solutions (i.e., associated emergency control actions). They were given
adequate time to understand the logic of the emergency control solutions but advised
that it was not necessary to memorize the solutions. When an alarm was triggered,
participants had 20 s to select an appropriate control action. The emergency controls
represented a set of responses for manned aircraft incidents based on the Aviation
Safety Reporting Systems (ASRS) database.

During experiment trials, two LoAs were applied to the alarm handling task. The
‘high’ LoA condition represented a ‘rigid system’ alternative [see 18], where the
computer recommended a limited set of actions for participants. When an alarm was
presented under the ‘high’ LoA condition, the computer highlighted the three most
relevant emergency control actions, and participants were instructed to choose from
those suggestions. No decision-making assistance was provided with ‘low’ LoA.

SA Queries and Workload Ratings. Each SA query represented one of three dif-
ferent levels of SA (e.g., perception, comprehension, and projection), as defined by
Endsley [19]. The SA questions tested participant knowledge of vehicle flight
parameters, flight trajectory, and geographical features presented on the map display.
All queries occurring during a scenario were unique, one from another.

During the simulation suspensions at the end of each block, participants were
presented with another grey screen prompting them to provide a subjective rating of
their overall cognitive workload (OW) on a scale from 0 to 100 [20]. They had 20 s to
provide a response.
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2.5 Experiment Design

The experiment followed a within-subjects design with two controlled manipulations:
(1) in-flight task difficulty (easy vs. hard) and (2) mode of task automation (low LoA,
high LoA, and DFA conditions). The subtask difficulty manipulation was included in
order to increase or decrease pilot workload such that the task automation could be
evaluated in terms of potential for mitigating workload under the harder difficulty
condition. Each participant was exposed to all automation modes with one replication,
producing 6 trials in total. The automation modes were presented in random order.
With low LoA, no automation assistance was applied to the alarm task. With high LoA,
automation assistance was applied to the alarm task in all scenario blocks. With the
DFA mode, automation assistance for the alarm task was applied only under the hard
level of difficulty.

Four response measures were collected to determine the effectiveness of the various
modes of task automation. These measures included aircraft detection accuracy and
flight arrival time calculation accuracy. SA query accuracy was calculated as the ratio
of correct answers to the total number of queries posed during each trial block. The SA
query accuracy and aircraft detection accuracy were considered objective assessment of
operator SA. The flight time calculation accuracy and OW rating were used to measure
operator cognitive workload.

2.6 Procedure

Upon arrival, participants were presented with informed consent form. After consenting,
participants completed a demographic survey on their age, gender, visual acuity, and
experience with UAV control interfaces.

Participants were then given a training session, in which they were familiarized
with the UAV control interface and the three subtasks. They were allowed sufficient
time to read a list of possible alarms and corresponding emergency control actions and
memorize icons representing friendly and hostile aircraft. Subsequently, participants
completed a training trial to become familiar with the UAV in-flight tasks. The training
trial included all three subtasks, and both easy and hard levels of task difficulty were
presented.

Following the training session, participants had the opportunity to review the
friendly and hostile aircraft icons, to which they did not have access during test trials.
Participants were instructed to complete 7 test trials. However, the first trial was in fact
a “pseudo-trial”, which did not involve recording of data for analysis purposes. The
purpose of the “pseudo-trial” was to further reduce potential participant learning effects
on response measures. The training and pseudo trials lasted about 10 min. Between
trials, participants were given a 3-minute break.

2.7 Hypothesis

The DFA condition was expected to result in greater overall operator SA, indicated by
higher SA query accuracy (H1) and higher aircraft detection task accuracy (H2) than
the high LoA.
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When transitioning from the hard to easy level of task difficulty, the DFA condition
was expected to result in greater overall operator SA, indicated by a greater increase in
SA query accuracy (H3) and aircraft detection accuracy (H4) than the high LoA.

The DFA condition was expected to result in lower overall operator cognitive
work-load, indicated by lower subjective workload rating responses (H5) and higher
flight arrival time calculation accuracy (H6) than the low LoA.

When transitioning from the easy to hard level of task difficulty, the DFA condition
was expected to result in lower overall operator cognitive workload, indicated by a
smaller increase in subjective workload responses (H7) and smaller decrease in flight
arrival time calculation accuracy (H8) than the low LoA.

3 Results

3.1 Situation Awareness

ANOVA results identified no significant effect of the mode of automation on SA query
accuracy (counter to H1). However, statistical analysis revealed a significant effect
(F (25, 406) = 12.62, p = 0.0447, 1 − b = 0.6004) of automation mode on aircraft
detection task accuracy in-line with hypothesis (H2). Post-hoc analysis (Tukey’s HSD
test) indicated the high LoA condition led to less accurate hostile aircraft identification
than the low LoA (see Fig. 3).

Automation mode also had a significant effect (F (24, 71) = 1.65, p < 0.0001,
1 − b = 0.998) on SA query accuracy change when transitioning from the hard to easy
difficulty block (H3). According to Tukey’s HSD tests, participants using the high
automation condition improved in SA response accuracy, whereas the DFA condition
resulted in a slight decrease in SA response accuracy (see Fig. 4). Automation mode

Fig. 3. Aircraft detection accuracy for different modes of task automation
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did not have a significant effect on aircraft detection accuracy during transitions in task
difficulty (counter to H4).

3.2 Workload

No significant effect of automation mode was revealed on the subjective workload
response ratings (counter to H5). However, statistic analysis revealed a significant
effect of automation mode (F (25, 400) = 2.59, p = 0.0163, 1 − b = 0.7319) on flight
time projection task accuracy (H6). As revealed by Tukey’s HSD tests, participants
were less accurate under the high automation than the low automation or DFA con-
ditions (see Fig. 5). No significant difference was identified between the low LoA and
DFA conditions.

Fig. 4. Mean change in SA query accuracy when transitioning from hard to easy

Fig. 5. Flight time projection accuracy for different modes of task automation
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ANOVA results revealed no significant effect of the LoA on the degree of sub-
jective workload changes during transitions in task difficulty (counter to H7) and no
effect on the flight time calculation accuracy during transitions (counter to H8).

4 Discussion

4.1 Situation Awareness

H1 was not supported by the current findings. SA query accuracy was not significantly
influenced by the decision-making assistance provided by the DFA, which was
inconsistent with prior findings [9, 12, 17]. This result is possibly due to the DFA only
being applied to the alarm handling task in the present study; whereas, participant SA
may be influenced by other subtasks and monitoring of simulation environment.

The second hypothesis (H2) was also not supported, as results revealed no sig-
nificant difference between the DFA and static automation modes. Findings differ from
those of Parasuraman et al. [12], who demonstrated benefits of DFA in terms of
situation awareness. Our findings confirm the presence of OOTL performance prob-
lems under the high static automation condition, which match results obtained by
Endsley and Kaber [1995]. The trend of results suggests the potential for DFAs to
reduce OOTL performance problems. However, the experiment and task design could
be improved in order to make the benefit of DFAs more pronounced in terms of
response measures.

Contrary to expectation (H3), SA query accuracy increased during task difficulty
transitions under the high automation condition but decreased under the DFA condition.
This finding also differs from previous research that observed improved SA with
adaptive automation over high LoAs [9]. One likely explanation is that the high
automation condition freed up additional attentional resources for participants to allocate
to environment and mission status monitoring.

The fourth hypothesis (H4) was also unsupported. No significant difference in
aircraft detection accuracy was found among automation modes. Again, this may be
due to the automation manipulation being limited to the alarm detection task, which
may not have been sufficient to cause significant differences in operator SA.

4.2 Workload

No difference in subjective workload ratings was found among automation modes. This
finding also differed from our expectation (H5). Since automation assistance was only
applied to one subtask (i.e., alarm handling), the difference in cognitive workload might
not be subjectively noticeable. Moreover, as the workload rating followed the SA
queries, it is possible that participants partially based their workload evaluation on their
perceived success in responding to the queries, although they were instructed not to.

H6 was also not supported by results. No difference in flight arrival time calculation
accuracy was identified between the DFA condition and low automation. The deteri-
orated calculation accuracy with high automation demonstrates an OOTL performance
problem, which was not present under the DFA condition.
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During transitions in difficulty, the DFA condition did not result in a smaller
increase in subjective workload responses than the low automation condition, as was
expected (H7). This result is logical given the outcome for H5, where there was no
significant overall difference among conditions.

It was hypothesized that the DFA condition would result in a smaller decrease in
flight arrival time calculation accuracy during transitions in difficulty, as compared with
the low automation condition (H8). However, no significant difference was observed
between the DFA and low automation conditions. Again, this may be due to the limited
manipulation of automation under the DFA condition for participants to benefit in
terms of workload.

5 Conclusion

This study used a high-fidelity UAV simulation to explore the potential for DFAs in a
UAV control tasks to reduce operator workload and support overall system/situation
awareness. The study focused on decision making tasks, which had not been previously
explored by other research on adaptive automation by increasing the sample size and
comparing effects of LoAs during ‘easy to hard’ and ‘hard to easy’ task difficulty
transitions, the present study extended the preliminary investigation by Zhang et al.
[14] and addressed the limitations of the preliminary study.

Results of the present study demonstrated the presence of OOTL performance
issues under high-level static automation. While evidence of benefits of DFA was not
as strong as expected, the study does partially substantiate use of DFAs to address
OOTL performance problems in UAV operations, specifically in supporting aircraft
detection tasks.

A major limitation of this research was limited utilization of the UAV control
automation in decision-making tasks. Automated assistance was only applied to the
alarm handling task, thus the effect of automation on operator SA and workload was
not as prominent as expected. It is recommended for future investigations that
automation assistance be applied to multiple aspects of UAV control, in order to make
potential benefits of DFAs more pronounced in terms of operator SA and cognitive
workload. Furthermore, subjective workload reporting took place after task completion,
which might have affected the accuracy of workload responses. Real-time physiolog-
ical measures of workload, like electroencephalography (EEG) or heart rate variability
monitoring, may provide more sensitive and direct indicators of cognitive demands
during UAV control. Therefore, future studies may consider using such real-time
measures. Higher fidelity and military-style simulations may also be helpful in future
investigations.
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Abstract. The US government considers aviation to be a critical infrastructure
as reflected in government publications developed after the 9/11 terrorist attacks.
The Patriot Act of 2001 defined the transportation systems sector as one of the
assets essential to the physical and economic security of the nation. Aviation
represents a large part of the US economy and pilots are integral to its opera-
tions. Some airline operators have declared bankruptcy citing the inability to
hire enough qualified pilots. Concerns about pilot shortages have grown because
the expected growth in air traffic in the coming decades will require many more
pilots. Pilot unions are concerned that low pilot pay and the cost of training to
earn a commercial license is making it unaffordable for prospective pilots. Cyber
security vulnerabilities are likely to increase as the NexGen air traffic control
system comes online and more automation is used in the aviation system. GPS
jammers are not hard to obtain and might impact safety while a broad scale
attack on the GPS satellite infrastructure would devastate an automated transport
system. Cockpit crew composition has shrunk as technology was developed to
reduce the number of crew required. This increased the criticality of the crew
that remains when automated navigation equipment fails, reaches its design
limits, or acts in a manner the crew is unprepared for a dilemma is looming
where the aviation industry to both working to reduce the necessity of human
pilots by increasing use of automation while at the same time developing new
programs and incentives for people to make piloting a career. Will perspective
pilots see this trend “too” soon and cause a drastic drop in available pilots before
the industry has no need for them? With an unknowable timeline, the process
leading to a pilotless airliner will continue until fully autonomous commercial
passenger transports are a reality. Aviation, and humanity, will be forever
changed.

Keywords: Critical infrastructure � Aviation � Pilots

1 Introduction

The Patriot Act of 2001 defined critical infrastructure as assets that are essential to the
physical and economic security of the country. The George W. Bush administration
developed the National Strategy for the Physical Protection of Critical Infrastructures
and Key Assets (NSPP) in the context of its homeland security plans. Loss of these
systems could have a severe impact on the security, safety, or economic viability of the
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United States [1]. The Department of Homeland Security (DHS) lists 16 areas that
comprise America’s critical infrastructure as shown in Table 1 [2].

The transportation system sector is one of the largest and the DHS and Department
of Transportation (DOT) provide oversight in this domain. The goal of these Federal
agencies is to ensure the transportation system moves people and cargo within the
United States and overseas in a safe and efficient manner. Aviation is a significant part
of the transportation system and constitutes five percent of America’s gross national
product. Professional airline pilots employed by U.S. air carriers transport an average
of nine hundred million passengers each year [3]. Pilots represent some of the soft
system elements required for the aviation system to function [4]. Highly complex and
costly technologies comprise many of the hard elements. Economic considerations
include Open Sky route access agreements between countries, trade agreements [5], tax
policies, as well as the controversial topics of state subsidies provided to foreign
carriers and calls to privatize the Air Traffic Control (ATC) system. Over the last few
years, the role of pilots in support of the aviation component of the Transportation
systems sector has received more attention. Advances in cockpit automation have made
some question the role human pilots will have in the future [6, 7]. Media reports of
looming pilot shortages are met with calls for better pay from pilot unions to attract
more people to the profession [3]. Unmanned Aerial Systems (UAS) will be integrated
into the National Aviation System (NAS) but these also require trained pilots to operate
them from ground stations as few fully autonomous aircraft have been flown outside of
a research setting [8]. Professional piloting, as a career, is under stress from many
changes in regional and global economics, the regulatory environment, and advances in
automation technology. Most forecasters predict a rapid expansion of aviation world-
wide in the next 20 years with the greatest growth coming in Asia. Less clear is the
question of pilot supply versus demand and when partially or fully autonomous
commercial passenger traffic will become a reality.

Cyber security concerns in aviation will increase as the new air traffic control
system known as NextGen is deployed. Among the many changes coming with
NextGen will be automated plane-to-plane communication to allow for reduced sep-
aration minimums during most phases of flight, increasing capacity and efficiency.
NextGen will utilize vulnerable GPS satellite signals to improve navigation accuracy.
China and other countries have tested anti-satellite weapons that could cripple any

Table 1. Sixteen sectors that comprise critical infrastructure in the United States
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guidance system dependent on GPS. Pilots have a vital role in providing resiliency to
the NextGen system in the event of a system fault, system destruction, or hacking
attacks from individuals, terrorist organizations, or state actors. In August of 2016,
Delta airlines lost electrical power to an operations center in Atlanta, resulting in the
cancellation of 2000 flights and a financial loss of 150 million dollars for the company
[9]. No lives or aircraft were lost in this incident but it serves as a window into what
could happen should a large-scale infrastructure attack be successful in disrupting
commercial flight operations in the United States.

General aviation is defined as all aspects of the industry outside of military and air
carrier operations. Over 140 million passengers are transported each year by 630,000
certified general aviation pilots. General aviation provides most pilots with their basic
initial training and first flight experience through work in charter operations, emergency
medical services, law enforcement, firefighting, as well as corporate business services.

Accident rates in commercial aviation are low but without further improvements in
this rate, increased traffic over the next twenty years may result in many more deaths
and hull losses in absolute terms. Automation has reduced human error in some aspects
of flying but also created new areas of concern relating to interactions between humans
and automation [10]. The National Transportation Safety Board (NTSB) often cites
pilots as the primary cause of commercial aircraft crashes according to accident
investigations conducted over the last 40 years. How human pilots enhance safety in
highly automated airliners may be underestimated. The human potential to solve novel
problems by analyzing core facts is exemplified in the incident of an Airbus A380
operated by Qantas Airways that suffered severe mechanical damage to a wing after an
explosion in one of its four engines. The flight control system was among the com-
ponents damaged and the Captain sent one of the crew (pilot) to the plane’s passenger
cabin to visually assess the damaged engine and wing. The crew conducted an
assessment of their aircraft systems status and performed landing calculations and, after
a discussion amongst the crew, determined a landing was feasible at their airport of
origin. The A380 landed with no loss of life or injuries. [11]. This outcome was due to
the expert decision making of the human crew to manage a complex and novel chal-
lenge that current automation technologies or remote piloting schemes would have
been less likely to handle as well.

Can future fully autonomous passenger aircraft manage similar scenarios suc-
cessfully? These questions will need to be examined as the process of moving people
and freight through the air is further automated on the path to full automation. Military
research efforts are leading the development of optionally piloted aircraft (OPA) and
could provide a basis to develop autonomous civilian aircraft [8].

Pilots are often viewed as the cause of accidents but they could be viewed as the
last factor in a chain of circumstances. Hart [12] visualizes this as a box with rotating
discs, each having one hole. As a light is projected from the left, light will only exit the
right side of the box if all the holes line up on the discs as seen in Fig. 1.

Hart suggests accident investigations erroneously focus primarily on the last disc
(the pilots) and cautions against only fixing the last disc without examining the
interactions of the preceding discs. These precursor discs represent many components
of the system the pilots have no control over [12].
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The 9/11 terror attacks had great economic impact on the domestic airline industry
and caused many pilots to be furloughed because of a dramatic drop in air travel. This
cost the industry 3 years of growth [13]. The 2008 financial crisis similarly hurt the
transport economy and cost 2 years of growth [14].

Women have seen growth in workplace opportunities in most industries over the
last 30 years but they are significantly under represented in the airline industry [15].
Measures to bring more women into the pilot profession could help meet expected
increases in pilot demand in the medium and long term.

Improvements in automation have influenced crew composition by steadily
reducing the number of humans needed in the cockpit and the natural extension of this
will lead to fully autonomous commercial transports. The timetable for this is difficult
to know and a transition phase where partial responsibility for flight control is held by
ground based crewmembers is expected.

2 Perspectives on a Pilot Shortage

In 2016, Republic Airways, a regional carrier supporting Delta Airlines, United Air-
lines, and American Airlines cited a pilot shortage as the cause of its bankruptcy filing.
They claimed that this shortage forced them to ground so many planes they were in
danger of becoming economically unviable. They continued partial operations while
under bankruptcy protection and hoped to reorganize their company. The airline
employs just over 2000 pilots. Most flights carry 76 or fewer passengers. Republic
Airways, like many regional carriers, is the sole operator providing air service to many
small cities that cannot support large, legacy carrier operations. Republic increased pay
for its pilots and offered signing bonuses but still had difficulty meeting its recruitment
goals. Training requirement changes mandated by the FAA that reflected regional
carrier pilot competency concerns following the crash of Colgan Air flight 3407 in
2009 increased minimum required flight experience hours for First Officers from 250 to
1500. This slowed the flow of new pilots into regional carrier programs. The large
carriers Republic Airways contracts with started suing Republic because they cancelled
flights for lack of pilots [16].

The increase in minimum flight hours required to become a First Officer increased
the costs associated with becoming an airline pilot substantially. The FAA provided
exceptions to the 1,500-hour rule for former military pilots who have 750 h and trai-
nees who complete 4-year aviation schools with 1,000 h. The 1,500-hour rule resulting

Fig. 1. Hart [12]
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from the Colgan Air crash also increased simulation training requirements regarding
how to respond to a stall event and increased rest periods between shifts. Regional
carriers complain this rule is an arbitrary mandate for a given quantity of flight training
and regulations should instead emphasis training in particular areas rather than total
flight time. An industry sponsored study called Pilot Source Study 2015 [17] found that
pilots with less than 1,500 total flight hours had fewer non-completions and less extra
training events than those with more than 1,500 h. This study noted other variables that
impacted the performance of new First officers to regional carriers and this research has
been used to undermine the necessity of the FAA’s enhanced training requirements put
in place since the Colgan air crash.

Potential airline pilots accumulate flight time through several channels. Some fly
while in military service but increased retention efforts by the armed forces have
reduced the number of pilots who choose to transition from the military to commercial
aviation. Many new pilots work full or part time jobs as a Certified Flight Instructor
(CFI) to amass more flight time. College level aviation programs convey bachelor’s
degrees and commonly employ senior students as flight instructors for newer students
in the same program. Many other niche fields such as banner towing, pipeline patrol,
and aerial photography are low paying but can be useful in attaining flight hours.
Commercial pilots require an Air Transport Pilot (ATP) license and must have 1,500
total hours to include 500 h of cross-country flight time, 100 h of night flying, and 75 h
of Instrument Flight Rules (IFR) time. The IFR flight hours can be in a simulator.
Other ATP requirements include being 23 years old, having a separate instrument
rating, and a comprehensive understanding and use of English in written and spoken
form. ATP certification also requires passing a rigorous written examination. A lessor
rating known as Airline Transport pilot – restricted (ATP-r) is available for those who
do not meet the more stringent requirements of an ATP. This rating only requires 1,500
total hours with 200 being cross-country. An ATP-r holder can only serve as a First
officer in a two pilot crew. They can thus acquire the other qualifications to get an
unrestricted ATP license and do not need to undergo further examination [18]. The
total number of pilots (including all ratings) has declined over the past several decades
with 827,000 registered pilots in 1980 decreasing to 590,039 in 2015. While the total
number of registered pilots went down, commercial ATP license holders increased
from 107,732 in 1990 to 152,933 in 2015. All pilots except those with Sport or
Recreational ratings are required to undergo periodic medical exams; those holding
ATP licenses have the most stringent exam requirements.

The International Civil Aviation Organization (ICAO) revised the maximum age
for certain pilots in international operations from 60 to 65 in 2006. In 2007, the Fair
Treatment for Experienced Pilots Act became law and increased the mandatory
retirement age for airline pilots under FAA regulation from 60 to 65 [19]. This bought
some time before a wave of forced retirements results in a significant decline in ATP
license holders against a backdrop of increasing pilot demand.

A review of the data for ATP license holders reveals a decrease of pilots in age
groups 40–44 and 45–49 between 2011 and 2016. And those numbers almost stayed
same for the age group 50–54. Although there is an increase in demand for air
transportation, this information shows a decline of mid-career pilots to support the
industry [20]. Underpaying pilots makes this career less attractive for the upcoming
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generations. Newer pilots have less manual flying experience in their training and learn
to rely on automated control systems earlier in their career than previous generations of
pilots. The FAA only “recommends” for air carriers to increase their pilots’ manual
flying time but provides no mandates for how many hours and how often they need to
fly manually (Figs. 2 and 3).

Fig. 2. Comparison on ATP License holders between 2011–2016

Fig. 3. Comparison on Female ATP License holders between 2011–2016
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Pilot unions and professional associations have long maintained that there is a
shortage of pay for pilots, not a shortage of pilots. The Airline Pilot Association
(ALPA) believes that low pay has prevented sufficient numbers of new pilots from
entering the profession.

ALPA has an extensive outreach program that sends volunteers into schools and
colleges to advocate for choosing a career in commercial aviation. While supportive of
the 1,500 h rule for First officers, ALPA laments the high cost of flight training and
recognizes this as a barrier for some to choose aviation as a profession. ALPA has
lauded regional airlines that have increased pay for new pilots and provided avenues to
migrate to larger carriers through their code share partners; ALPA has also criticized
some regional carriers that have first year salaries below $30,000. They also assert that
service to small communities is not being impacted by a pilot shortage but by macro
economic realities and that some of these small markets have seen an increase in
service. Some airlines have started transition programs for military rotary wing (heli-
copter) pilots to cross train as fixed wing (airline) pilots and this approach could
potentially supply a meaningful number of pilots for their fleets [21].

3 Elimination of the Flight Engineer

In the 1980’s, advances in computerization of the cockpit made it possible to eliminate
the role of flight engineer in the traditional 3-person cockpit crew. Advances in tech-
nology allowed the captain and first officer to adjust and monitor the systems and also
perform their original duties. This advance was directly linked to new autopilot and
auto throttle control systems. This was the last major change regarding standard crew
configuration of commercial aircraft and may provide insight into how future disrup-
tions in the human component of flight control might look like. John Tracy (Boeing)
said “some freight customers are asking for autonomous planes today” [6]. Issues
include certification procedures, regulatory requirements, and public perception. There
are no formal programs from Boeing or Airbus on building pilotless transports and the
FAA states that no one has approached them about certifying such designs. NASA has
a program for UAV transport systems but FAA does not allow them to conduct tests
without a pilot inside the vehicle yet.

4 Path to Fully Autonomous Transports

Figure 4 shows a possible scenario of development leading to autonomous passenger
transports.

Technological advances have prompted the reduction of human crewmembers over
time, leading to the current two pilot crew configuration. It is notable that accident rates
have steadily declined against the backdrop of declining numbers of humans in the
cockpit. NextGen will provide a framework in which further crew reductions are
tenable. Military research is advancing rapidly in support of a one crew cockpit con-
figuration using either a robot First Officer or a ground based human backup. The next
logical step is a semi-autonomous (pilotless) plane with ground crew support. Pilotless
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cargo transports may be the first to use that system while small air taxi’s introduce the
public to the notion of flying without a human pilot onboard. Regulatory and legal
standards for semi and fully autonomous transports will need to be defined before any
reduction to the current crew configuration is possible. The flying public will need to be
convinced that safety will not be compromised when no human pilots are onboard their
aircraft. At some point in this process, the challenge of recruiting people to be pro-
fessional pilots while at the same time reducing the need for onboard pilots could cause
a crisis in the aviation industry.

Fig. 4. Path to fully autonomous systems
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5 Pilots’ Role in Safe(R) Air Transportation

Although the importance of human pilots is being deemphasized in commercial avi-
ation, several incidents illustrate how pilots are critical assets of these systems. Flight
management computers rely on an array of sensors to obtain data from the environment
and adjust control surfaces and throttle settings to maintain a safe and efficient flight
path and reduce fatigue for the human pilots. These systems allow for high altitude and
long haul flights that would be difficult and less safe with only humans at the controls.
What happens when sensors fail? Either automated systems will have no or reduced
data and transfer full control to the human pilot instantly (Air France 447), or if there is
erroneous data, this data will create inappropriate output (Qantas 72, Turkish Airlines
1954) and human pilots will have to take manual control; oftentimes not understanding
why their aircraft is behaving the way it is and in a time critical situation [22–24]. The
effectiveness of pilot responses in these scenarios can vary and influence the outcomes
of such inflight emergencies. If the pilot was not trained effectively and over relied on
the automated systems, the result is a catastrophic loss such as when Air France 447
crashed over the Atlantic Ocean 5 min after the autopilot disconnected. The A330’s air
speed sensors failed causing a reversion to manual control that the crew was not able to
manage. Other examples demonstrate the essential value of human pilots when
automation fails as seen in the Qantas 72 incident that occurred in 2008 [23]. In this
case, a failed air data inertia reference unit (ADIRU) caused the autopilot to command
sudden −8° pitch down, causing significant injuries amongst the passengers and crew.
A highly experience Captain took manual control of the aircraft and safely landed at a
diversion airport. The final report noted that the extensive testing and verification work
performed on the automated system failed to detect this possible failure scenario.
Airbus altered their design and published directives for crew procedures in case of
similar emergencies and this reflects the reactive nature of the industry to events in
which human crews save their plane when automation fails. What might have happened
in an aircraft utilizing a ground-based crew or in a fully autonomous airliner? Turkish
Airways 1951 is an example of a competent crew losing control of their aircraft in part
because of opaqueness in the logic of automated flight control systems [24]. A faulty
radio altimeter caused the autopilot to reduce thrust as if the aircraft was a few feet
above the runway when it was actually several hundred feet above ground. The crew’s
attempt to go around came too late and failed.

Captain Sullenberger successfully ditched an A320 aircraft that suffered bird strikes
in both engines soon after take off. Again, this demonstrates the resiliency human pilots
can provide to highly automated aircraft when rare or unique challenges manifest for a
particular flight. The human piloting crew will continue to lose emphasis in future
designs with the expectation that improvements in automation technology can allow it
to recover from the uncommon emergencies discussed in this paper. A transitional path
to pilotless airliners is revealed in an Airbus patent, US 20140180508 A1, for a crew
placement design that removes the pilots from the traditional cockpit and places them
in the plane’s cargo section, relying on cameras to see outside the aircraft.

On 29 October, 2018, a 737 MAX 8 operated by Lion Air as flight 610 crashed into
the Java sea 13 min after takeoff, killing all aboard. The MAX 8 version of the 737 is
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the first to feature what Boeing calls the Maneuvering Characteristics Augmentation
System (MCAS), which automatically pushed the aircraft’s nose down if it detects a
stall. One of the angle of attack sensors was faulty on this flight. While the preliminary
report listed no probable cause due to it being an incomplete investigation, they stated
the pilots counteracted the MCAS system’s nose down command 26 times [25]. Boeing
has been known for their pilot centric design philosophy but the MCAS system indi-
cates a shift in philosophy that increases automation’s authority at the expense of pilot
authority. The MCAS system can be disabled by the crew but pilot union represen-
tatives expressed dismay after the crash that many pilots were never warned of
the potential need to disable this system in the event of an angle of attack sensor
failure [26].

6 Conclusion

Commercial passenger and cargo transports are a vital part of the global transportation
infrastructure. A sufficient number of qualified pilots are required for the safe and
efficient operation of aviation and many more pilots will be required over the next
twenty years to accommodate the expected growth in traffic. Carriers are concerned
about a lack of qualified pilots to replace retiring pilots and to expand their flight
operations to take advantage of efficiencies the NextGen ATC system will provide.

Pilot unions cite low pay and the high cost of training as causal factors in any
shortfall of new pilots entering the system. Automation has helped reduce the crew size
for modern airliners to a captain and first officer and this trend will continue to the
logical conclusion of fully autonomous transports. The timetable for this transition is
difficult to estimate but a long interim period has been initiated with new technologies
such as NextGen. This system will provide many benefits but the GPS signals it uses
can be interfered with and plane to plane communications are also vulnerable to
hacking and loss through unforeseen circumstances.

Pilots are often blamed after crashes but their role in mitigating accidents may be
underestimated. While automation has made flying safer, persistent concerns about the
interface between the automation and the human monitor have arisen. Pilots will be in
the cockpit for a long time to come and improvements in computer based flight control
systems will be needed to reduce the accident rate in the context of a greatly expanding
aviation market. While the current loss rates are admirably low, the great increase in
expected traffic would result in many deaths in absolute terms if safety rates are not
improved further. Economic fluctuations, either as part of a normal economic cycle or
in response to dramatic events like 9/11 or the financial crisis of 2008 can significantly
impact the profession of piloting and cause economic hardship across the industry.
Women are under represented in aviation and this should be explored further. Military
helicopter pilots could possibly provide more pilots for fixed wing commercial trans-
ports and some carriers are promoting transition programs to recruit this subset of
experienced pilots.

Fully autonomous transports will require a transition period with one human crew
in the cockpit and one on the ground in support. Regulatory changes and an evolution
of public perception regarding the suitability of using airliners without any piloting
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crew on board will be needed before we see this foundational shift in how we travel
around the world.
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Abstract. This study proposes the use of Think Aloud and Focus Group
methods for evaluating the usability of the Intelligent Police Patrolling System
(I-Pat). The study was conducted with twenty-one students of computer engi-
neering. The study included two evaluation methods. First, the application of
Think Aloud using audio recordings, image capturing and questionnaires.
Second, the application of a Focus Group for brainstorming. The total number of
the usability problems identified was fifteen. Comprehensiveness (46%) and
layout (43%) problems were the most frequently found. The study showed that
the problems encountered were due to the lack of understanding of the system’s
functions, so it is recommended increasing the users’ levels of knowledge about
the system. The application of these methods caused the students to find a
greater number of errors than when applying a single method, allowing them to
generate a report with usability improvements according to the reported errors.

Keywords: Think Aloud � Focus Group � Usability � Patrolling � I-Path

1 Introduction

The International Organization for Standardization in ISO/IEC 9126-1 defines usability
as the ability of the software product to be understood, learned, used and be attractive
to the user, when used under specific conditions [1]. However, this concept does not
receive the appropriate importance, which implies confusion, error, delay or absolute
failure to complete some task by the user [2].

© Springer Nature Switzerland AG 2020
I. L. Nunes (Ed.): AHFE 2019, AISC 959, pp. 361–373, 2020.
https://doi.org/10.1007/978-3-030-20040-4_33

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20040-4_33&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20040-4_33&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-20040-4_33&amp;domain=pdf
https://doi.org/10.1007/978-3-030-20040-4_33


Nowadays, this is changing, promoting an evaluation of the initial phases of the
software development process and a more active participation by the user in the later
phases of the cycle, including usability that is considered a crucial non-functional
requirement for economic success in competitive markets [3, 4].

This research evaluates the usability of the Intelligent System of Police Patrols (I-
Pat) developed by the Ministry of the Interior in Ecuador. This system covers one of the
fundamental needs for the Ecuadorian community, that is security with technology,
patrols and surveillance of cities to identify crimes and criminal groups. I-Pat is a
model that generates dynamic routes applying artificial intelligence through the K-
means algorithm to identify critical points when patrolling a circuit within the
Ecuadorian territory. In addition, I-Pat has incorporated the Google Maps API tool to
design routes and verify means of transport. The usability evaluation of I-Pat allowed
the measurement of the capacity of the system to be understood, learned and used by
police officers. The Think Aloud (TA) and Focus Group (FG) evaluation methods were
used to propose an evaluation that emphasizes aspects such as the global structure of
the site, focusing on content and navigability, designed to offer clear paths from the
origin to the destination, without complex terminology and with the mission of guiding
the user. Finally, the consistency of the contents, as well as the visual format, was
evaluated. The disposition of elements in the pages offer homogeneous environments
that help to promote an effective communication of the message. At the same time, the
consistency helps the user to form a mental model of the site [5].

TA allows collection of direct verbal information from the user about their
thoughts. This includes cognitive processes and strategies while participating in a task.
This method ranges from open and unstructured questions to structured interviews that
can be adjusted according to the responses and behavior of the user [6]. In addition, TA
is a technique used to understand cognitive processes based on tasks requested from
users, both within usability tests and in the broader study of human-computer inter-
action. In this study, the evaluation was applied to twenty-one users; users interacted
with the system’s interfaces and described the actions and tasks they performed. Users
reported inconsistencies, confusion, concepts not understood, unfinished actions, as
well as those aspects that seemed good about the interaction.

FG is a focused discussion in which a moderator addresses a group of participants
through a set of questions about a particular topic. This method consists of a planned
and designed discussion about the interfaces. In this research, the discussion was
guided and facilitated by a moderator. The moderator followed a predefined structure
so that the discussion remained focused. Two groups were formed and participated in
separate discussion sessions. The activity that was used was brainstorming, in order for
the participants to exchange opinions. This research presented the results of the
usability evaluation in a technical report that contains recommendations to improve the
usability level of the I-Pat system.
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2 Literature Review

In the literature review, authors have identified the use of TA and FG as methods to
measure usability of various software products, [7] defines TA as a usability evaluation
method used to gain insight into how people work with a product or interface, [8]
argues that usability professionals currently use variations of TA as the main method to
identify usability problems. This study compares three TA Protocols for using in
testing. The first protocol, called Instruction, is where there are no instructions for
varying amounts of instruction or practice sessions, then Intervention: different types of
intervention with a variety of probes or prompts, and Prompting: varying rates of the
test with the administrators administering a prompt. This study shows variations of TA
with these protocols that usability practitioners currently use, the practitioners who
want measures that reflect unaided user behavior can choose between two methods
traditional or speech communication that do not differ significantly from each other in
terms of their effects on user performance. In the [9] study the concurrent think-aloud
method was used. This is a highly valued technique that is used to understand peoples’
task-based cognitive processes, within both usability testing and the broader study of
human-computer interaction. In addition, [10] showed that a relaxed think-aloud,
which included evaluator interventions, increased test time and led to changes in
behavior at the interface, [11] has other approaches to gathering verbal data; these
include constructive interaction, where users work together in pairs. Constructive
interaction can take a number of forms: users can work together on an equal footing
[12] or alternative formats may be used such as teach-back scenarios, in which the user
teaches another person about the focus system. In [13] comments users said that they
may not give reasons for their actions during think-aloud, only a description of the
actions themselves, [14] proposes some tools to capture the observations during the
sessions using TA. Other studies have focused more on tactical questions of usability
evaluation, for example [15] presents an example of a results report that should be
presented after the evaluation with TA.

The literature suggests that TA is a widely used method for evaluating usability by
taking its initial version proposed by Ericson and Simon or with different versions
obtaining good results, as shown by [16] where it was discovered that think-alouds
were classified among the five main methods used by the usability professionals in
Sweden over prototyping, interviews, field studies and scenarios.

On the other hand, FG have been used for decades as mentioned in [17]. Discussion
is frequently used as a qualitative approach to gain an in-depth understanding of social
issues. The method aims to obtain data from a purposely selected group of individuals
rather than from a statistically representative sample of the broader population. FG are
less threatening to many re- search participants, and this setting is useful for partici-
pants to discuss perceptions, ideas, opinions and thoughts. For example, [18] proposes
a series of steps to maximize the reliability of the data and recommends some criteria
like reliability, internal validity, transferability and confirmability to ensure that
important aspects of qualitative research are reported, which increases the quality of the
published studies of FG.
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[19] specifies a framework to capture and analyze the information derived from FG
in relation to the type of information generated, quasi-statistical methods and con-
versation analysis. In addition, [20] proposes that FG can provide a valuable and
complementary empirical experience quickly and at low cost, [21] uses the method to
identify usability characteristics with respect to an institutional website.

However, as mentioned by [22], although focus groups can be a powerful tool in
software development, it should not be used as the only source of usability data, [23]
reviews some of the characteristics of the techniques for usability and considers TA as
a complement in the application of FG. Consequently, the present research will use TA
and FG as usability evaluation methods for the I-Pat system.

3 Methods

When considering safety as a global society need, this study applies the TA and FG
evaluation methods to the police patrol system developed by the National Police of
Ecuador. One of the objectives of the application of these methods is to obtain usability
errors according to the characteristics of their participants, such as their behavior,
gender, age and knowledge of mobile systems. The I-Pat system, the participants in the
evaluation and the evaluation process are described in detail below.

3.1 I-Pat System

I-Pat is the acronym for Intelligent Police Patrolling. This system covers one of the
fundamental needs for the Ecuadorian community, i.e. safety. With the use of tech-
nology, patrols and surveillance of cities will be facilitated by identifying crimes and
criminal groups, helping the work of the national police. In this context I-Pat was
developed for applications that use the Android system in order to perform intelligent
patrolling for the National Police of Ecuador. For this purpose, it uses information
about the crimes reported in three circuits during a period of four years [24], supported
by a model that generates dynamic routes applying artificial intelligence with the K-
means algorithm to identify critical points when patrolling a circuit within the
Ecuadorian territory. In addition, the Google Maps API tool is used to design the routes
and means of transport that the police officer will use. The I-Pat system has historical
modules detailing the current information available regarding theft from people, theft
from houses, theft from banks, theft of vehicles, theft of motorcycles, theft of acces-
sories and theft on roads. It also has a complementary section with functions which
include requests for police reinforcements patrols, predictive maps, schedules of the
agents and civil unrest. Figure 1 shows a sample of interfaces of the patrol, civil unrest
and vehicle theft modules.

3.2 Participants’ Test

In this research, the usability of the I-Pat System was evaluated with the participation of
students from the Escuela Polit´ecnica Nacional of Ecuador. Participants in this study
consisted of two groups, including testers and facilitators. Testers included twenty-one
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computer engineering students in their sixth and seventh semester who are trained to do
the quality assessment of different systems, since students have approved the software
quality course. Testers had knowledge about designing and analyzing computer sys-
tems as well as the principles and concepts of programming languages but no
knowledge and experience using I-Pat. Before starting the evaluation, all the users were
verbally familiar with the study’s aims, and their informed consent was obtained.
For the first TA assessment method, the facilitator reminded users to express their
thoughts aloud. While, for the second FG method, the facilitator took the role of
moderator, directing the groups to obtain the greatest number of ideas regarding the
usability of I-Pat.

3.3 Evaluation Process

Figure 2 shows the process followed to apply TA and FG to evaluate the usability of
the I-Pat system. To start with, the evaluation users were asked to install the application
on their mobile phones with the Android operating system. Some testers used an
emulator installed on a desktop machine, because they did not have a mobile with this
operative system. Once testers had the application started, an introduction to the sys-
tem’s functions was done to familiarize the users.

The first session used TA, the method that allows the collection of information
about the users’ cognitive interaction with the system [25]. The users were asked to
express what they saw, thought and felt with respect to the use of the I-Pat interfaces.
After this introduction, the TA ran for 30 min and, during this session the facilitator
reminded the users to express their thoughts aloud and audio recorded them for later
analysis.

The second session worked with the FG method. Two groups were organized, the
moderator brainstormed with them with the aim of obtaining original ideas about the
evaluation of the usability of the system, through the free exchange of ideas between
each of the testers. The moderator explained the rules of the session, such as avoiding
criticism and expressing all the ideas that the users have. The moderator also mentioned
that all thoughts were important even if those thoughts did not appear to be common
sense because those ideas could serve as inspiration for the development of new
proposals. Testers expressed their ideas to the rest of the group.

Fig. 1. I-Pat system interfaces
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3.4 Questionnaires

In addition, users filled out a questionnaire consisting of twenty questions to measure
usability. This questionnaire was based on QUIS [26], SUMI [27] and SUS [28].

The questionnaire applied in this research consisted of four sections. The first
contained questions about demographic details, such as age, gender and education. It
also focused on the participants’ experience in working with mobile devices. The
second section was focused on learning about the system, and the third section worked
on topics related to system capacity. The final section worked with usability and user
interfaces. The items are presented on a scale from zero to nine, zero being confusing
and nine being clear.

4 Results

Finally, the audio, images and questionnaire applied for TA and the brainstorming
obtained with the FG were available for analysis. This study was conducted to analyze
the usability problems of the I-Pat System using TA and FG methods. Participants
included thirteen (62%) males and eight (38%) females with age ranges of between 18–
22 (66.7%), 23–27 (28.6%) and 28–32 (4.8%). Eighteen errors were found with the TA
method; however, errors were reported several times by different users.

Fig. 2. Usability evaluation
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Table 1 shows the errors identified in the TA and FG sessions, the greater part of
the errors found in TA were related to incorrect or unintuitive terms, the lack of textual
aids or a user manual. In addition, functionality errors were reported. On the other
hand, thirty-four errors were reported with the FG method, with this method the errors
of functionality and the lack of help found with the TA are maintained and interface
errors are added. To summarize, fifty-two errors reported by twenty-one users were
found but, after the analysis and categorization, these were summarized as fifteen
errors. The errors found were classified according to the Haak method [12], this method
establishes four main categories described in Table 2.

In addition, the Nielsen method [29] was used to identify the severity of the
problems found according to the classification in Table 3.

Table 1. TA and FG results

Item Problems TA FG

1 Sections without help x
2 Non-intuitive terms x x
3 Buttons without information/labels x x
4 Zoom in maps not working x x
5 Button close session is wrongly located x x
6 Buttons without functions x x
7 Patrol did not work x
8 Incorrect menu distribution x
9 Maps without help x
10 Personalization was not allowed x
11 Messages were not displayed x
12 Without user manual x
13 Buttons without help x x
14 Unsuitable colors in interfaces x
15 The menu did not work well x

Table 2. Haak method categories

Item Category Description

1 Layout problems The participant fails to spot a particular element on a
screen

2 Terminology problems The participant does not comprehend part(s) of the
terminology

3 Data entry problem The participant does not know how to interact with the
search

4 Comprehensiveness
problems

The system lacks information necessary to use it
effectively
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Table 4 shows the classification and severity of the errors which users encountered
in the assessment process. According to the table, comprehensiveness problems were
the most frequent with seven (46%) of cases. Around 43% of the problems in this
category had a severity of 2 and 3. In this category, the main problems reported were
the malfunction of the zoom in the maps (3), functions such as the patrol not working
(12), non-descriptive icons (18), functions whose purpose was unknown (6). Then six
(40%) layout problems were identified by the users. In this category, four problems
were rated as Severity 2, the problems related to lack of help in the icons (18), the
absence of messages (6), inappropriate colors (5). These were the ones which recurred
most often.

The main results, after the application of the questionnaire, were regarding the
users’ experience with the operation of the system. According to this, fifteen (71%)
users had no problem using the application and four (19%) cases had one to three
interruptions without stopping the evaluation process.

Table 3. Severity classification

Item Problems

0 No usability problem
1 Cosmetic problem
2 Minor usability problem
3 Major usability problem
4 Usability catastrophe

Table 4. Errors found

Item Problems Category Severity Method

1 Zoom in maps not working Data entry problem 3 TA/FG
2 Incorrect menu distribution Layout problems 1 TA
3 Icons without description Comprehensiveness problems 2 FG
4 Buttons without functions Comprehensiveness problems 3 TA/FG
5 Titles on the buttons made no sense Comprehensiveness problems 3 TA
6 Map without help Comprehensiveness problems 3 TA
7 Misplaced buttons Layout problems 1 TA/FG
8 Unsuitable colors Layout problems 1 FG
9 The menu did not work well Data entry problem 3 FG
10 Personalization was not allowed Layout problems 1 FG
11 Messages were not displayed Data entry problem 3 FG
12 Non-intuitive functions Comprehensiveness problems 3 FG
13 There was no help for the user Comprehensiveness problems 2 TA/FG
14 Patrol did not work Comprehensiveness problems 3 TA
15 Non-intuitive terms Terminology problems 2 TA/FG
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Furthermore, two (9%) problems remained as unresolved after the user’s review,
and the evaluation process continued without that task. After the evaluations, 90% of
the users made proposals for improvements to the system. Most of the suggestions were
related to better design (57%) and improvements with the functions that Google maps
use (21%).

The main results after the application of the questionnaire, it was regarding the
users experience with the operation of the system. According this 15 (71%) users had
no problem using the application and 4 (19%) cases had one to three interruptions
without stopping the evaluation process. Furthermore, 2 (9%) problems remained as
unresolved after the users review, and the evaluation process continued without that
task. After the evaluations, 90% of the users made proposals for improvements to the
system. The most suggestions were related to the better designing (57%) y improve-
ments with the functions that Google maps use (21%).

4.1 Technical Report

As result of this research, a technical report was prepared with the proposed
improvements to guarantee a higher level of usability of the I-Pat system. Table 5
shows the errors found with the respective technical improvement. The improvements
were prioritized taking into account the criteria of functionality as priority 1, with the
aim that the system is fully functional avoiding the problem of the user being unable to
perform their tasks. Priority 2 took into account errors related to clarity and ease of use
of the system, i.e. the implementation of user aids, intuitive terms, descriptive icons,
help and validation messages, thus avoiding confusion for the user. Finally, taken into
account were errors related to interfaces, which are errors that do not stop the operation
of the systems, however they must be considered so that the user is comfortable with
the use of the system.

Table 5. Technical Improvements

Problems Improvement

Zoom in maps not
working

Check the Google API integration in the application, also enable
the zoom functions within the maps

Patrol does not work Review the implementation of the k-means algorithm to correctly
perform patrolling

Buttons without
functionalities

Assign the methods correctly to each button within the application

The menu does not
work well

Verify that the classes and methods assigned to the menu perform
the tasks according to the requirements
In addition, it must verify that the corresponding task is enabled

Messages are not
displayed

Verify that the confirmation and validation messages are
implemented to facilitate the tasks performed by the user within
the application

Non-intuitive functions Implement messages in each of the functions detailing their main
objective

(continued)
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5 Discussion

As can be seen from the evaluation results, fifty-two errors reported by twenty-one
users were found. After the analysis and categorization, these were summarized to
fifteen errors in Table 4. The errors that had more incidence were those of compre-
hension since there were functions of the system that were not correctly implemented,
hindering the navigability and completion of the tasks. Secondly, there were the
problems related to the interfaces specifically as regards colors, help in the icons and
correct distribution of the elements. As can be seen in Table 1, greater errors were
obtained using FG. This was because users felt more comfortable expressing their ideas
in a group because they could verify that the other users expressed the same or similar
problems. It should be noted that TA is a method that seeks users to express their
thoughts aloud. However, it is an activity that users are not used to and it caused some
discomfort, in spite of the evaluator, even though he was limited to reminding the users
to keep talking.

Table 5. (continued)

Problems Improvement

Map without help The maps must include aids that allow entering the current
location, destination and the time it will take for a certain route. In
addition it must allow the visualization of alternative routes

Titles on the buttons
without sense

The words on the buttons should contain descriptive names,
allowing the user to understand what the purpose of that function
is. Or, in turn, a link to the user manual must be included within
the application

Non-intuitive terms Should use terminology that the user can understand. It is
recommended to change the labels to more descriptive terms

There is no help for the
user

It is recommended to have a user manual, place tool tip text on the
buttons, displaying the contact information to support users

Icons without
description

This problem is related to points 8, 9 and 10. It is also
recommended that the buttons, menus and images contain a label
with a descriptive name

Misplaced buttons The buttons must be located correctly, without blocking access to
other functions within the application

Unsuitable colors It is recommended to follow some basic principles for handling
colors such as theory, models, color schemes that allow, through a
study, to determine the colors that help the user feel comfortable
with the application

Incorrect menu
distribution

It is recommended to prioritize the order of the functions in the
menu, you must place the functions with which you work
continuously until you reach the lowest level with little-used
functions

Personalization is not
allowed

It is recommended to implement a personalization of aspects such
as: colors, tones, font types and language with which the user
feels more comfortable and can more easily access the application
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In addition, there was a questionnaire that had to be completed outside the test site,
the questions were aimed at fine-tuning the results obtained in the user test in aspects
related to the utility, ease, speed, effectiveness and satisfaction of the system. What
users valued most positively was the ease of use of the system, the clarity of the
vocabulary and the availability of the application. On the other hand, what the users
found most negative was the lack of clarity of the icons, the texts of the menus and the
structure of the screens and, finally, the absence of a help page. Regarding the severity
of the problems encountered, both with the interface and with comprehension, the
highest index is categorized as severity 3, since no problem was identified that would
prevent the use of the application from continuing. This, to a certain extent, was
influenced by the experience of the users in computer applications.

The literature review suggests the use of TA and its variations for the evaluation of
usability [16, 20]. On the other hand, [24]’s research proposes the use of FG as a
qualitative research technique widely disseminated in various fields of research in
psychology and other scientific disciplines. The present research combines the
advantages of both methods to find a greater number of usability problems. As you can
see in the results, 5, there were problems that were reported with both methods and
others that corresponded only to TA and FG respectively. Due to the nature of each
method, the results will be influenced by how the user feels when expressing their
thoughts and findings. Some prefer to internalize and analyze their experience before
using the system and then express it and discuss it with more users, while others have
the ability to instantly communicate what they think while using and testing the system.
The purpose of the usability testing studies is to identify system usability problems and
provide solutions to solve these problems. In this regard, the users made suggestions
for solving these problems and improving system performance. Most of these sug-
gestions were about the better design of some buttons, for example, the close session
button, in addition to including aids or descriptive texts in the icons of the different
functions. One limitation that was found in the investigation was the lack of users of the
National Police, who had provided more objective suggestions on the usability of the
system. This was a consequence of the nature of the project since I-Pat is a private
government system.

6 Conclusions

Safety is an important necessity in the development of society. For this reason, the
National Police of Ecuador sought a solution called I-Pat that, supported by technol-
ogy, allows patrolling the areas with more conflicts, thus providing a degree of comfort
to the population. Being a system of such importance, evaluating usability allows the
user to use the system more easily, becoming more familiar with the functions, thus
supporting the work of the national police. Usability testing by itself cannot develop a
comprehensive list of defects, for this, it is important to use an appropriate mix of
methods. In this context, this research allowed a new way of evaluating usability by
combining TA and FG, methods that combined their advantages allowing them to
cover a greater number of problems within the system. TA protocols were propagated
and far more often used as a method for system usability testing, then they are used to
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gain insight into end users’ thought processes in interaction with a system to support
the development of usable systems by identifying system deficiencies The application
of TA and FG in the early stages of the software life cycle will bring great advantages
since the software programs, webs or consumer products can be designed with greater
precision, not intuitively anticipating the actions of the client, but predicting them quite
accurately. Using methods or techniques in a complementary manner as was observed
in the research, was an adequate complement, which, when used prior to the debate
with the FG, allowed us to obtain an accumulation of qualitative results, which con-
tributed structural elements for the subsequent debate and, at the same time, captured
trends in the concepts of the experts. It is noteworthy that FG expose the process, but
do not impose specific tools. However, there is a diversity of resources that can be used
in each of its phases, which make it versatile and flexible.
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Abstract. The analysis of past disaster response operations led to recommen-
dations for improving disaster management, namely on the areas of situational
awareness, decision support, and organizational agility. Information technolo-
gies offer solutions with the potential to answer these recommendations. This
was the reason for launching the THEMIS (disTributed Holistic Emergency
Management Intelligent System) project, which followed the UCD approach.
THEMIS is an Intelligent System that applies Artificial Intelligence method-
ologies in support of disaster managers and first responders. The paper addresses
the activities regarding designing and testing the user interaction of a digital
prototype developed for disaster managers, describing the procedures adopted,
the test conditions, test population, and the evolution of prototypes based on test
findings. The paper also addresses the use of eye-tracking to support the analysis
of tests, helping on the identification of user errors or problems faced while
performing the tasks established in a validated test script.

Keywords: Usability � Disaster management � Eye-tracking � THEMIS �
Human-systems interaction

1 Introduction

According to the United Nations International Strategy for Disaster Reduction ‘Disaster
management’ is the organization, planning and application of measures preparing for,
responding to and recovering from disasters. Particularly during the disaster response
stage, disaster management is a complex activity where decision-makers are faced with
very demanding problems.
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The outcome of the analysis of past disaster response operations usually includes
recommendations for improving disaster management, addressing the need for
improved situational awareness and a common operating picture; improved decision
support and resource tracking and allocation; and greater organizational agility for
disaster management. Information technologies (namely through the use of intelligent
systems) have the potential to provide solutions that give a robust answer to these
recommendations offering decision support to disaster-managers. This was the context
and the rational for the development of the THEMIS (disTributed Holistic Emergency
Management Intelligent System) project. THEMIS is an Intelligent System that applies
Artificial Intelligence methodologies in support of disaster management decision-
makers and first responders. Different perspectives of the THEMIS project were dis-
cussed, for instance in [1–5].

The project followed the UCD approach. After the steps devoted to understanding
and specifying the context of use, and to specifying the user and organizational
requirements, the team engaged in designing and testing user interaction prototypes.
The paper addresses such activities regarding the desktop user interface digital pro-
totype developed for disaster managers, describing the procedures adopted, the test
conditions, test population, and the evolution of prototypes as a consequence of the test
findings. The paper also addresses the use of eye-tracking to support the analysis of the
tests, helping the identification of the causes of errors or problems that users faced
while performing the tasks established in a validated test script.

The used eye-tracker was Pupil from Pupil-Labs [6] and has 3 cameras: 1 world
camera with a sensor able to acquire images of 1920 � 1080 pixels at 30 fps (frames
per second) (or higher fps with lower resolution), located on the forehead of the user;
and 2 other cameras, able to acquire images of 400 � 400 pixels at 120 fps, one
assigned for each eye. The Pupil eye-tracker makes use of the “dark pupil” detection
method [7, 8]. In this method, the subject eyes are illuminated with a surface mounted
Infrared (IR) LED emitting at 860 nm wavelength, and IR images are acquired using an
IR band-pass filter. Results of performance evaluation show, that under ideal condi-
tions, Pupil can provide an average gaze estimation accuracy of 0.6 ± 0.08 degree of
visual angle with a processing pipeline latency of only 0.045 s [7].

2 Interface Design

After an initial brainstorming process for the interface design based on drawings in
paper and a first validation based on a Wizard of Oz approach, a first desktop prototype
was developed using Balsamiq1, since this is a quite user-friendly and easy to use
prototyping environment. This first version was validated by an expert and subse-
quently subject to usability tests, after creating and validating the tests’ script. In these
tests it was possible to use a Pupil Labs eye-tracker to further collect data such as the
users’ gaze. After the first test round analysis changes were introduced in the UI and the
tests were repeated with the improved prototype. Figures 1 and 2 illustrate an example

1 Balsamiq is a low-fidelity wireframing software, accessible at https://balsamiq.com/.
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of some of these UI changes including layout improvement (e.g., inclusion of icons,
highlighting of command buttons).

The tests involved 20 users from the Naval Academy, which were divided in two
groups, one engaged in each of the test rounds2. The test users’ ages ranged from 22 to
28 years old, being 6 male and 14 female. Regarding education all users had a uni-
versity degree (e.g., law, nursing, psychology, environment).

2.1 Task Success

Almost all tasks in both rounds were successful. The first round had a 99.4% success in
task completion while the second round had 99.5% success in task completion.

Fig. 1. First version of the desktop prototype

Fig. 2. Final version of the desktop prototype

2 In parallel with the tests discussed in this paper there were tests conducted to a mobile app prototype.
The user groups swapped from prototype type from Round 1 to Round 2.
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The lack in success can also be explained by the fact that the test users are not
familiar with emergency management and disaster relief operations and exercises.
Another explanation could be the tasks not being completely clear in what is its goal,
causing the users to not understand what is expected that they do.

2.2 Efficiency (Task Time)

While the time taken to complete a task can’t be compared between tasks, due to
differences in task difficulty and complexity, it is possible to calculate the average time
each task took to complete, and compare it between rounds of tests, to understand how
the changes in the prototype affected the system’s usability. The comparison of results
synthetized in Fig. 3(a) and (b), allows to perceive the improvements reached in the
average time taken to complete the tasks. The coming discussion will detail the evo-
lution of the results regarding three tasks (#2, #10 and #15).

In Task #2, where users were asked to “Import, from operation DISTEX_2018, the
information regarding ‘Disaster’, ‘Tasks/Priorities’ and ‘Communications Plan’”, there
was an improvement of 23.6%, from 28.8 s to 22.0, as it is possible to conclude by
analyzing Fig. 4(a).

Regarding Task #10, where users were asked to “Count and identify the number
wounded people shown in the map.”, there was a more noticeable improvement of
35.3%, from 51.8 s to 33.5 s, as illustrated in Fig. 4(b). This can be due to the fact that
the users in Round 2 had already experience with the prototype’s terms and icons,
which made it easier for them to recognize what was asked of them, as well as a more
streamlined version of the UI.

(a) Round 1 (b) Round 2 

Fig. 3. Average time taken in each task on the test rounds of desktop prototype
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In Task #15, where users were asked to “Check infrastructure #001 record. How
many injured were found there?”, registered the biggest improvement of 59.8%, going
from 72.1 s on average to 29.0 s, as seen on Fig. 4(c). This can be attributed to the fact
that the UI in “Registo” has easier to see buttons to select the desired information.

3 Eye Tracker Tests

During the tests, Pupil Labs’ eye tracking hardware and software was used. As stated in
the introduction, Pupil has 3 cameras: 2 pointing at each eye and a world camera
located on the forehead of the user (as illustrated in Fig. 5). One example of the view of
this world camera can be seen in Fig. 6 where the corners of the screen monitor used to
run the test have 4 markers. These are 5-bit markers used to define the Area of Interest
(called surface) within the monitor, to be analyzed by the Pupil Player software (also
being executed on the Fig. 6). The calibration process for each user, after manually
obtaining focus on the pupils, was performed by Pupil Capture and required the user to
stare at each of a 5-target points (4 corners + center). At the end of the process
deviation vectors at each of the 5-target points were drawn and further adjustments of
the eye cameras were done if needed.

Gaze heatmaps were generated by Pupil Player for the defined surface, in this case
the full screen in order to cover the complete application. The surface is divided into a

(a) Task 2  (b) Task 10 (c) Task 15

Fig. 4. Comparison between average time taken to complete tasks in Round 1 and Round 2
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2D grid and colors are normalized such that cells with the highest amount of gaze are
displayed in red and those with the least gaze are displayed in blue.

For each task below, a comparison between prototype versions is shown. The red
circles indicate which UI elements users should have looked to complete said task.

(a) Set up (b) Hardware

Fig. 5. Eye tracking tests

Fig. 6. Example of the field of view of the world camera where the 5-bit markers defining the
Area of Interest (AOI or surface) can be seen and a gaze heatmap generated by the Pupil Player is
shown for a specific task.
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3.1 Task #2

In this task users were asked to import specific data from an already existing operation,
which required them to find the import button, select the correct operation from a list,
choose the information to import and then confirm the selection. Figure 7 illustrates
part of the initial version of the UI involved in the first activity (find the import button).
Figure 8 presents the second version, where icons were added to every button or
interactable UI element, with the purpose of helping users identify the different func-
tions. The user information and log out button were also changed to take less space on
the UI, as well as the size of the team configuration area (on the right side).

Comparing the eye tracker heat maps, illustrated in Figs. 9 and 10, it is possible to
observe less spread of the gaze in the second one, which is a more streamlined version
of the interface.

Fig. 7. First prototype version (the circle marks the UI element required to complete Task #2)

Fig. 8. Second prototype version (the circle marks the UI element required to complete Task #2)

Fig. 9. Heat map of Task #2’s user interaction for the first version of the prototype
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This means the user looked at less UI elements than the first version, while
searching for the element that would allow them to complete the task. In this case, the
user was looking for the button “Importar”. It is possible to see that in the first version
the user looked for it in the tabs area, while in the second version the user mostly
looked at the top left region of the UI, where the button is located.

3.2 Task #10

In this task users were asked to identify the number of incidents corresponding to
injured people displayed in the map and the corresponding identification number.
Considering the two versions displayed on Figs. 11 and 12, the buttons on the left side
of the UI were reduced to the most critical functions so as not to pollute the map with
unnecessary elements, and the remaining were also changed to comply with the
standard appearance adopted for the UI elements throughout the whole prototype.

Fig. 10. Heat map of Task #2’s user interaction for the second version of the prototype

Fig. 11. First prototype version (circles mark the UI element addressed by Task #10)
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More icons were added to the map to better simulate the real scenario, and color
codes were also added to their labels to help identify the response status of the incident.
New functions were added to the tabs on the right side to make them easier to access
and use, as well as the left side header becoming more streamlined and a new map grid.

After reducing the number of elements on the left command bar, the map becomes
easier to browse, as becomes evident by comparing the heat maps illustrated in Figs. 13
and 14. Considering that users were asked to identify injured people in the map, it is
possible to see that the first prototype version (Fig. 13) the user was distracted by the
button bar to the left of the map, as opposed to the second version (Fig. 14) where the
user only focused on the icons of the map, especially the injured icons, as asked.

Fig. 12. Second prototype version (circles mark the UI element addressed by Task #10)

Fig. 13. Heat map of Task #10’s user interaction for the first version of the prototype
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3.3 Task #15

In this task users were asked to find the number of injured people found in a specific
infrastructure. This required users to go to the registry tab, select the button that gives
access to the information regarding infrastructures, find the correct infrastructure in a
list and access to the corresponding information. Figure 15 illustrates part of the UI
used for the last activity of the task.

The initial version, illustrated in Fig. 15(a), was improved by the inclusion of icons
in the top tabs to help in identifying their purpose, and by the replacement of the tabs to
the left by buttons that better comply with the standard layout adopted for the whole
prototype. The second version is illustrated in Fig. 15(b).

Fig. 14. Heat map of Task #10’s user interaction for the second version of the prototype

(a) First version (b) Second version

Fig. 15. Prototype versions (circles mark the UI element addressed by Task #15)
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Regarding the first version it is possible to observe, in Fig. 16(a), that rather than
focusing the buttons to the left that give access to the desired information, the user
gazed persistently to a table containing information. In the second version (Fig. 16(b))
most gaze points are centered in the button area and on the information that the user
was asked to retrieve.

4 Conclusions

The paper presents the THEMIS UI design evolution process performed based on the
UCD approach, addressing the activities regarding improving the desktop digital
prototype design. This included describing the procedures adopted, the test conditions,
test population, and the evolution of prototypes as a consequence of the test findings.
The paper also addresses the use of eye-tracking to support the analysis of the tests,
helping the identification of the causes of errors or problems that users faced while
performing the tasks established in a validated test script.

Between the initial and the second versions of the prototype significant improve-
ments were reached in terms of Usability, assessed in terms of efficiency and
effectiveness.

Furthermore, the use of eye tracking technology was key to gain better perception
of users’ behavior during the tests, identifying the problems faced while performing the
script tasks.
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Abstract. The effectiveness, efficiency and satisfaction are key indicators of the
Usability of a system. The outcome of the knowledge management process
associated with the development of intelligent systems is determinant in this
regard. The paper describes the use of the Delphi method to identify the level of
fitness that subject matter experts (SMEs) recognize on different types of
response units to perform specific disaster response tasks, with the purpose of
expliciting the knowledge required for the inference process of the THEMIS
intelligent system. Since the SMEs involved in this elicitation process had
different levels of experience on different domains of disaster management, to
help reaching consensus the Delphi method was modified to weight the level of
experience expressed by the SMEs. This variant of the Delphi method is pre-
sented, discussing the approach adopted in each step of the iterative process, the
obtained results, and the followed validation process.

Keywords: Knowledge management � Disaster management � Fuzzy �
THEMIS � Human-systems interaction

1 Introduction

Recognizing the commonly pointed gap regarding the limited exploitation of the
potential offered by Intelligent Systems in support of disasters relief operations
(DRO) the Portuguese Ministry of Defense funded the THEMIS project; whose aim is
to create a distributed emergency management Intelligent System that can support
disaster managers and first responders engaged in international DRO. Different per-
spectives of the THEMIS project were discussed, for instance in [1–5].
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‘Intelligent Systems’ is a generic designation to refer computer-based tools used to
provide support to decision-making or problem-solving processes using Artificial
Intelligence. Such tools are particularly relevant when the decision factors are complex,
or the timeliness of the decision is critical, making the decision-makers’ task difficult,
for instance due to the amount of information to process, because of the involved
uncertainty and vagueness, or because of the stressful pressure that results from the
environment or the impact of the decision.

Intelligent systems present a generic architecture composed by four building blocks
that perform the following functions:

• Knowledge Base - this component stores the knowledge required for the specific
problem-solving application;

• Working Memory - this component stores data about the problem context to
analyze;

• Inference Engine - this component runs the knowledge against the data, assessing
the concrete situation and generating the conclusions and advise, as well as any
explanations required by the user;

• User Interface - this component supports the human-computer interaction necessary
to input data, insert requests and obtain system outputs.

THEMIS’ Knowledge Base contains knowledge intrinsic to the response resource
types (namely, organization, and skills offered by the response teams), intrinsic to the
disaster incident types (namely, tasks required to handle the incidents, and skills
required to perform the tasks) and relating resources to incident response tasks (re-
sponse time, skills matching).

Eliciting the knowledge for implementing the THEMIS posed quite demanding
challenges, particularly regarding the acquisition of tacit knowledge used by decision-
makers in their reasoning processes.

The knowledge acquisition considering the specific problem addressed in this paper
involved a group of SMEs. The Delphi method [6] was identified as a particularly
suited approach to deal with the considered problem, since its goal is to consolidate the
views of SMEs of a particular domain, based on an iterative process designed to
converge to a commonly agreed opinion on a specific issue.

Since mid-20th century, there are numerous references in many distinct areas where
the Delphi method was applied. For example, in industrial engineering, namely the
construction of an index in automotive supply chain [7], transportation [8], in paper
pulp production [9], education [10], natural sciences [11], etc. Paper [12] offers
numerous descriptions of Delphi method applications. The main idea of this method
can be summarized as: The Delphi method intends to study situations of lack of
historical data, in which it is intended to define new ideas; this is done consulting a
group of experts through an iterative questionnaire that can be circulated several times
by the same team, the aim is to reach a consensus on the answers and a solid conclusion
of a particular study; this method is based on the use of the knowledge and experience
of the chosen panel, assuming that a group’s opinion best portrays the reality better
than the opinion of just one individual.

As discussed by Adler and Ziglio [13], the Delphi method is a structured process to
collect and synthesize knowledge in a specific area, obtained from a group of experts,
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using an iterative process of questionnaires, providing feedback to them on the results
obtained in previous iterations. As Wissema [14] points out, the Delphi method has the
advantage of avoiding the problems associated with the traditional techniques of
consensus of group opinions, namely the “Focus Groups”, that can create problems of
bias in the answers, due to the presence of opinion leaders.

The goal of the study presented here was to elicit knowledge on the level of fitness
that disaster managers recognize between different types of response units (e.g., search
and rescue, technical, medical) and specific disaster response tasks (e.g., first-aid,
stabilization of structures, rescue of entrapped victims, firefighting, restoring of basic
services, feeding and sheltering), with the purpose of making explicit the knowledge
required for the inference process of the THEMIS intelligent system.

Considering that all SMEs had previous experience in disaster management but in
different technical areas of disaster response (i.e., different degrees of expertise
regarding multiple cross-domain areas), and to help reaching convergence, the DEL-
PHI method was applied considering an index of weighted opinions according with the
level of experience and confidence on the answers (as stated by the SMEs). Some
discussion about how obtain these weights can be found in [15].

Therefore, the variant of the Delphi method was used to establish the importance
that SMEs assign to the selection of specific response teams to perform typical tasks
required in DRO.

The scope of the Delphi questionnaires was defined in meetings with SMEs of the
Navy, corresponding to the importance to be attributed to each team to perform specific
tasks of emergency response in the process of resource allocation that supports the
definition of orders for employment of the teams. The results of this process supported
the development of THEMIS’ inference model necessary to prioritize the team selec-
tion to respond to pending incidents. The work had as starting point the definition of the
organization to consider, which allowed the enumeration of the response teams, pre-
sented in Table 1.

The established response organization is presented in the chart of Fig. 1.

Table 1. Mobile teams engaged in disaster response operations

Team
Reconnaissance (RECON)
Search and Rescue (SAR)
Urban Search and Rescue (USAR) 
Search and Rescue - Structures (STRUCT)
Mechanical (MECHANIC)
Electricity (ELECTRIC)
Water and Sanitation (SANITATION) 
Firefighting (FIRE)
Medical (MEDICAL)
Logistics (LOG)
Food (FOOD)
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Similarly, it was necessary to enumerate the set of typical tasks to be considered in
the response to emergency situations. To this end, meetings were held with navy
officers with experience in emergency cases, documents were collected and analyzed
on exercises performed and through direct observation of a DISTEX exercise (simu-
lation of humanitarian assistance in a catastrophe situation) carried out at the Por-
tuguese Navy Naval Base. Subsequently, the data collected were validated by SMEs
with experience in this type of operations.

In order to implement and analyze the questionnaires, several platforms that could
support the Delphi method were analyzed and tested. Thus, we have tested: (i) the
“SurveyMonkey.com” website, rejected due to the free version questions limit; (ii) the
“Google Forms” platform, rejected due to the impossibility of submitting, in future
questionnaires, the data on the questionnaires already carried out; (iii) the website
“armstrong.wharton.upenn.edu” developed by J. Scott Armstrong in partnership with
the International Institute of Forecasters, rejected because of the inability of respon-
dents to review their answers in completed questionnaires. Therefore, it was decided to
implement the questionnaires in Excel format, considering the ease of sending (e-mail),
data processing, as well as the possibility of always maintaining the same platform
throughout the several rounds that would need to be performed.

After the preparatory stage, several rounds of questionnaires were carried out to a
group of SMEs identified as having adequate experience in the field. The conduction
and analysis of the results from the several rounds of Delphi method are described in
the next sections of this manuscript.

Fig. 1. Organizational chart of the deployed response structure
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2 Applying the Delphi Method

2.1 Characterization of SMEs

The questionnaire used in the first round of questionnaires consisted of a first part,
designed to characterize the population of responding SMEs, based on the following
information: age, gender, rank, class, experience in response to disasters (real, training)
and boarding time.

The questionnaires were sent to about two dozen SMEs, and responses were
obtained from 12 SMEs, all males and all with 5 or more years of experience at sea.
The ages ranged from 35 to 54 years old, being 33% in the age group [35–44] and 67%
in the age group [45–54]. The SMEs were all Navy senior officers (25% Lieutenant-
Commanders, 58% Commanders and 17% Captains). Most of the respondents were
from the Warfare branch (only one was from the Naval Engineers branch). Regarding
experience in disaster response operations, all had experience, 75% had obtained it in
training exercises, while 25% had been involved in real operations.

2.2 Round 1

In the body of the questionnaire, respondents were asked to rate, on a 6-point Likert
scale, the importance (1-Not Important to 6-Extremely Important) of the teams iden-
tified (in Table 1) to complete the tasks during a humanitarian assistance operation.

The objective is to identify the degree of priority in assigning each team to perform a
given task. For example, with respect to a medical team, a nurse is perfectly capable of
performing the task “Prepare and distribute food to wounded”, but due to his/her com-
petencies he/she becomesmore important that he/she is assigned to the task “ Provide first
aid”. Thus, it is expected for this team that the task “Provide first aid” has a rating close to
6, while for the task “ Prepare and distribute food to wounded”, a rating close to 1 is
expected.

The Likert scale was chosen with an even number of points to avoid neutral
responses, forcing respondents to take a positive or negative position for each question.
Traditionally in Delphi studies the scales range from 3 to 11 points. The choice of the
number of points in the scale considered the comments of Miller [16] and Baddeley
[17], according to which a scale of 11 or more points becomes very complex to justify
the choice of answer, while, on the other hand, a scale of 5 or fewer points may make it
difficult to draw meaningful conclusions. Different proposals for the Likert scale can be
found in literature, for example, Mead and Moseley [18] suggest a 7-point scale.
However, in order to avoid neutral responses (except for 0 - Do not know/not
responding, which is not counted statistically) the 6-point scale was chosen (1 - Not
Important, 2 - Little Important, 3 - Somewhat Important, 4 - Quite Important, 5 - Very
Important, 6 - Extremely Important).

The questionnaire was organized by grouping the 11 teams into 5 brigades in order
to facilitate the response, since the teams of the same brigade had the greatest
similarity:
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• Reconnaissance Brigade - Reconnaissance team;
• Search and Rescue Brigade - SAR, USAR and Structures teams;
• Logistics Brigade - Supply and Food teams;
• Technical Brigade - Mechanical, Electricity, Water and Sanitation, and Firefighting

teams;
• Medical Brigade - Medical teams.

With 50 tasks and 11 teams, 550 questions were provided to each SME. In addition,
respondents were asked to indicate their level of experience with each team and the
degree of confidence they had in the responses given. Both questions were equally
ranked using a 6-point Likert scale.

Figure 2 shows part of an Excel sheet filled out by a SME, containing in the first
line the experience of the responder regarding the team, in the last line the level of
confidence on the correctness of the answers, and in the intermediate lines the answers
regarding the 3 SAR teams that integrate the Search and Rescue Brigade. The
methodology used to select whether the answers reached consensus or not, was based
on the Interquartile Range (IQR) metric, that is, on the difference between the 1st and
3rd Quartiles, which represents 50% of the closest observations of the median. When
this difference is less than 1 it means that more than 50% of the responses obtained are
within 1 point of the Likert scale (as discussed by De Vet, Brug, De Nooijer, Dijkstra
and De Vries [10]). Notice that different metrics can be proposed. In [15] the results
applying distinct dispersion metrics were compared, but the obtained results are similar.

This approach was compared with another one, where a weighting factor was
applied based on the experience indicated by each SME (Table 2), so that the opinion
of a more experienced SME had a more significant weight in the weighted average
(WA) the importance of a certain team to perform a task and vice versa.

Fig. 2. Example of responses from SMEs
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Based on this approach, the results presented in Table 3, where the ‘task-team’
relationships marked in red are those with an IQR greater than 1. In these cases, it is
verified that the SMEs did not reach consensus on how important the team to perform
the task, as such and according to the Delphi method, these cases will have to go to the
next Round of questionnaires.

A more detailed analysis of the results presented in Table 3 shows that the tasks that
reached consensus with a lower IQR have a weighted average of importance close to the
extreme values of importance (1 or 6). This fact can be seen more clearly in the graphs
shown in Fig. 3, which relates the IQR and the weighted average of the answers to each
question. In general, the distribution of collected data may approximate a quadratic
function. This means that the SMEs group agrees to the response in cases where it is
reasonably obvious that a team is ‘Extremely Important’ (values close to 6) or ‘Not
Important’ (values close to 1) to accomplish a task. However, there is a great dispersion
in all other cases, and consensus is not reached in most situations.

Table 2. Weighting given to each SME’s response based on experience

Experience level Weight

1 - Extremely weak 0.1
2 - Very weak 0.5
3 - Weak 0.9
4 - Strong 1.1
5 - Very strong 1.5
6 - Extremely strong 1.9

Table 3. Sample of the results obtained in Round 1

Task IQR WA IQR WA IQR WA IQR WA IQR WA IQR WA IQR WA IQR WA IQR WA IQR WA IQR WA

Identify incidents 0,0 5,7 1,3 5,0 1,3 5,0 1,3 4,8 3,0 4,1 3,0 4,1 3,0 4,1 3,0 4,1 2,3 2,9 2,3 2,9 2,5 4,2

Triage of affected and injured people 3,0 4,2 1,3 5,4 2,0 5,2 2,0 4,5 2,0 2,2 2,0 2,2 2,0 2,2 2,0 2,1 1,3 1,9 1,3 1,9 0,3 5,5

Provide first aid 3,0 4,6 1,0 5,4 1,0 5,3 1,3 5,0 2,3 3,0 2,3 3,0 2,3 2,9 2,3 2,9 2,3 2,9 2,3 2,9 0,0 5,8

Affected people registration 2,5 3,2 2,3 2,9 1,5 2,8 2,3 2,6 1,0 1,5 1,0 1,5 1,0 1,5 1,0 1,5 1,0 2,2 1,0 1,3 2,5 3,0

Identify location for [point of interest] 2,3 4,0 2,0 3,6 2,0 3,6 2,0 3,6 1,3 2,0 1,3 2,0 1,3 2,0 1,3 2,0 2,0 2,2 2,0 2,3 3,3 3,6

Transport material to install [point of Interest] 2,0 2,4 2,5 3,2 2,3 3,2 2,3 3,4 2,3 3,0 2,3 3,0 2,3 2,9 2,3 2,9 3,0 4,0 4,0 3,5 3,0 2,9

Instalation of [point of interest] 1,5 2,5 3,3 3,6 3,0 3,5 1,5 4,2 2,0 2,7 2,3 2,8 2,3 2,7 2,3 2,7 3,3 3,3 4,0 3,6 3,0 3,0

Transport severe injured person 1,3 3,6 2,0 5,2 2,3 4,8 2,3 4,5 1,5 2,6 1,3 2,2 1,3 2,2 1,3 2,2 2,0 2,1 2,0 2,1 1,0 5,5

Stabilize severe injured person 3,0 4,4 1,3 5,4 1,3 5,0 2,0 4,7 2,0 2,3 2,0 2,3 2,0 2,4 2,0 2,4 2,0 2,4 2,0 2,4 0,0 6,0

Transport slght injured person 0,3 2,8 2,3 4,6 2,0 4,5 2,0 4,3 2,0 2,3 2,0 2,3 2,0 2,3 2,0 2,3 2,0 2,4 2,0 2,4 2,0 4,6

Rescue trapped victim 0,5 2,9 0,8 5,0 0,0 5,3 0,0 5,5 2,0 2,0 2,0 2,0 2,0 2,1 1,3 2,5 1,0 1,7 1,0 1,7 4,0 3,0

Rescue victim from heights 0,5 2,9 0,0 5,4 2,0 4,6 2,0 4,9 1,0 1,5 1,0 1,5 1,0 1,5 1,0 1,5 1,0 1,4 1,0 1,4 2,3 2,5
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The confirmation of this tendency can be obtained by observing the Box Plot
diagrams that allow visualizing the dispersion of the responses to the different teams
considering the same task. In the example shown in Fig. 4, one can see that the
STRUCT team is considered as the most prepared to carry out the task “Stabilizing
structures”, followed by the USAR team. On the other hand, it is consensual that the
Recognition, Logistics and Medical teams are not suitable for the task. The remaining
teams present a wide dispersion of responses, with no consensus.

In a more detailed analysis of the cases, there are some cases where, although the
IQR is less than 1, the observation of the frequency charts does not suggest a con-
sensus. For example, in the case of the “Rescue isolated victim by air” task, shown in
Fig. 5(a), for the Reconnaissance team, 9 out of 12 of the SMEs chose a level of
importance of 1 or 2, and 3 SMEs chose level 4. The result of the IQR calculation is

Fig. 3. IQR vs weighted average for the SAR team

Fig. 4. Boxplot diagram for the task “Stabilizing structures”.
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0.75 which, according to the criterion previously used, would lead to the conclusion
that there would be consensus on this task.

In order to deal with these cases (validating or countering the IQR value) we
considered the application of the weighting related to the experience of the SMEs
(Table 2). Thus, response frequency plots are corrected weighted with the levels of
experience, as shown in Fig. 5(b). In this case there is a proximity of the weighted
value for the degrees of importance 2 and 4, which suggests that there is no consensus
in this task. This is since the 3 SMEs who responded with a level of importance 4 are
more experienced with this team, and thus their opinion has a greater weight than the
others.

This suggests a new criterion which is that there is no consensus on all questions
where there are 2 or more non-adjacent levels of importance that account for at least
20% of the sum of weighted levels of experience. This approach is based on Fuzzy set
theory [19] and validates consensus based on the convexity of the aggregated SMEs’
opinions.

In the above example, given the weightings, the sum of the experience levels for the
Recognition team is 12.6. As such all levels of importance are the ones above the value
of a-cut = 2.52 (= 12.6 * 0.2). As levels 2 (5, 6) and 4 (4, 5) are above this limit and
are not adjacent, it is concluded that there is no consensus and consequently this
question will go to the next round of questionnaires. Applying this methodology, some
tasks did not reach consensus.

In summary, in the first round of questionnaires to SMEs, applying the Delphi
method and combining as consensus criteria the IQR and the a-cut calculation, it was
observed that of the 550 questions asked, there was no consensus in the response to 290
(52.7%); 282 had an IQR greater than 1 and 8 did not meet the convexity requirement
when the a-cut calculation was applied.

Thus, the 290 questions in which there was no consensus have passed the second
round of application of the Delphi method.

(a) Answers frequency (b) Weighted answers

Fig. 5. Answers for the “Rescue isolated victim by air” task.
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2.3 Round 2

In the second round of Delphi questionnaires a personalized questionnaire was sent to
each of the SMEs involved in the previous Round. As mentioned above, the ques-
tionnaire sent to the SMEs presented the 290 questions whose answers had not reached
the consensus in Round 1. In order to try to converge to consensus, each SME received
information on the weighted response frequency of each question, as well as the
weighted average and his previous response.

Respondents were asked to review the data provided and to revise their previous
response, changing it if they considered it necessary, using the same scale previously
used, and to justify their choice, particularly if their answers did not converge to the
most common opinion in the group. Eleven responses were obtained, corresponding to
91.6% of the total number of SMEs who answered the previous round. The answers
were processed using the same methodology that was used in Round 1. A sample of the
results obtained, to the questions asked in this Round are presented in Table 4.

From the analysis of the answers to the 290 questions, it was verified that 265
(91.4%) reached a consensus, having an IQR greater than 1. In this round no question
was identified as non-consensual based on the a-cut calculation methodology.

Thus, 25 questions remained out of consensus being considered in the third round
of the Delphi method.

2.4 Round 3

The third Round was devoted to assessing the 25 questions on which no consensus had
been reached in the 550 questions asked. Round 3 was held in a format different from
the previous ones, taking the form of a simultaneous interview with two SMEs. The
main objective of the session was to try to arrive at a final assessment of importance for
issues where there had been no consensus in previous rounds. A secondary objective
was to validate all the answers previously obtained, in order to point out the existence
of some possible error.

Table 4. Sample of Round 2 results

Task IQR WA IQR WA IQR WA IQR WA IQR WA IQR WA IQR WA IQR WA IQR WA IQR WA IQR WA

Identify incidents - - 1,0 5,6 1,0 5,6 0,0 5,0 1,0 4,6 1,0 4,6 1,0 4,2 1,0 4,6 0,0 3,4 0,0 3,4 1,0 4,5

Triage of affected and injured people 1,0 4,6 0,0 5,9 1,0 5,6 1,5 4,7 1,0 2,2 1,0 2,2 0,8 2,0 0,0 2,1 0,8 1,7 0,0 1,9 - -

Provide first aid 2,0 4,9 - - - - 0,0 4,7 0,0 3,0 0,0 3,0 0,0 2,8 0,8 2,9 0,8 2,8 0,8 2,8 - -

Affected people registration 1,0 2,8 1,0 2,6 1,0 2,8 1,0 2,5 - - - - - - - - - - - - 1,0 3,1

Identify location for [point of interest] 0,5 4,2 1,0 3,6 1,0 3,5 1,0 3,5 0,0 2,0 0,0 1,9 0,0 1,8 0,0 2,0 0,0 2,2 0,8 2,4 0,5 4,0

Transport material to install [point of Interest] 0,0 2,1 0,5 2,9 0,5 3,0 1,0 3,4 0,5 3,2 0,5 2,9 1,0 2,7 1,0 2,9 1,0 4,2 1,0 3,2 1,0 2,5

Instalation of [point of interest] 0,5 2,3 1,0 3,4 1,0 3,5 0,5 4,1 1,0 2,9 1,0 2,8 1,0 2,7 1,0 2,9 1,8 3,8 1,0 3,4 0,0 2,9

Transport severe injured person 1,0 3,0 1,0 5,4 0,5 4,7 1,0 4,3 1,0 2,4 0,5 2,3 0,0 1,9 0,0 2,1 0,0 2,2 0,0 2,2 - -

Stabilize severe injured person 1,5 4,1 1,0 5,5 0,0 5,1 0,5 4,7 0,5 2,0 0,5 2,2 0,0 1,9 0,0 2,1 0,8 2,0 0,8 2,0 - -

Transport slght injured person 1,0 3,0 0,5 4,7 1,0 4,5 1,0 4,4 0,5 2,2 0,0 2,2 0,0 1,9 0,0 2,1 0,8 2,3 0,0 2,1 1,0 4,3
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The SMEs who participated in this Round were two senior officers from the
Integrated Training and Assessment Center, the Portuguese Navy body responsible for
coordinating and developing training activities (e.g., the DISTEX response to a natural
disaster) as well as for establishing the doctrine regarding standards of readiness
observed by the operational forces.

During the interview the questions were presented, the results obtained in Round 2,
as well as the justifications that were given by the SMEs to base their classification in
the previous round. After analyzing these information elements, the SMEs reach a
consensus on the final value of importance to be assigned to each task.

With the conclusion of Round 3, the application of the Delphi method was ter-
minated, and consensus was reached on all issues. Table 5 summarizes the results of
the 3 rounds, using a color scale to indicate the degree of importance of the teams to
carry out the tasks. The green color indicates that a team is adequate to accomplish a
task, while the red color indicates that a team is not suitable to accomplish a task.

3 Conclusions

THEMIS’ Knowledge Base contains knowledge intrinsic to the response resource types
(namely, organization, and skills offered by response teams), intrinsic to the disaster
incident types (namely, tasks required to handle the incidents, and skills required to
perform the tasks) and relating resources to incident response tasks (response time,
skills matching).

Eliciting the knowledge for implementing the THEMIS posed quite demanding
challenges, particularly regarding the acquisition of tacit knowledge used by decision-
makers in their reasoning processes.

The knowledge acquisition considering the specific problem addressed in this paper
involved a group of subject matter experts (SMEs). The Delphi method was identified
as a particularly suited approach to deal with the problem at hand, since its goal is to
consolidate the views of SMEs of a particular domain, based on an iteratively process
designed to converge to a commonly agreed opinion on a specific issue.

The goal of our study was to elicit knowledge on the level of fitness that disaster
managers recognize between different types of response units (e.g., search and rescue,
technical, medical) and specific disaster response tasks (e.g., first-aid, stabilization of

Table 5. Sample of consensus values on the importance of teams to perform tasks, based on 6-
points Likert Scale (1-Not Important to 6-Extremely Important)
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structures, rescue of entrapped victims, firefighting, restoring of basic services, feeding
and sheltering), with the purpose of making explicit the knowledge required for the
inference process of the THEMIS intelligent system.

Considering that all SMEs had previous experience in disaster management but in
different technical areas of disaster response (i.e., different degrees of expertise
regarding multiple cross-domain areas), and to help reaching converge, the DELPHI
method was applied considering a ponderation of opinions weighted according to the
level of experience and confidence on the answers (as stated by the SMEs) and
assessing the convexity of the resulting set.

This paper, detailing the preliminary work introduced in [20], describes a variant of
the Delphi method used to establish the importance that SMEs assign to the selection of
specific response teams to perform typical tasks required in DRO, discussing the
approach adopted in each step of the iterative process, the results obtained, as well as
the followed validation process. The outcome of the knowledge management process
associated with the development of intelligent systems is determinant to ensure the
effectiveness, efficiency and satisfaction of a system, which are key factors of its
Usability.
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Abstract. The intent of this paper is two-fold: (1) find a method to reduce
human errors in the pre-flight phase, and (2) reduce the accident rate during
take-off. This paper recognises task analysis as one of the most effective
methods based on the character of this paper and the methods in AMC25.1302.
This paper will adopt the task analysis method to analyze the specific work task.
Through the analysis of the FMC (Flight Management Computer) operation task
based on the CS25.1302, it can be known that FMC is a kind of common
equipment which can achieve the intended function. However, in the process of
the FMC operation, there are still some defects, such as the information tips,
information check and information modification. In comparing the old to the
new airworthiness requirements of FMC, the CS25.1302 is identified as easily
discovering such problems. Before the CS25.1302, such problems were not
effectively dealt with.

Keywords: CS25.1302 � Tail strike � FMC � Human errors � Incident

1 Introduction

With the development of airplane structure strength and system reliability, the air
accident rate has decreased significantly, especially for some serious accidents. Despite
serious accidents decrease, however, aviation accidents/incidents are still a fairly
continuous occurrence [1]. Studies began into why accidents/incidents cannot be totally
eliminated. In fact, the cooperation of both the equipment and the pilots is required to
accomplish the flight; to eliminate an accident, therefore, it is not enough to design
perfectly functional equipment, but also to consider the human factor present. The
whole process of airplane design proceeds according to the requirements of airwor-
thiness. Equipment function can meet the airworthiness requirement. Equipment reli-
ability is high enough, and reliability of some equipment is up to 10−9 [2]. However,
the observers find that flight crew usually make some kind of inconceivable mistake
during equipment operation, and that maybe the main reason for the accident/incident.
Flight crew may make more mistakes especially in reaction to complicated conditions.

Aviation accidents are associated not only with the equipment function, but with the
human. Some aviation incidents associated with human factor (such as tail strike)
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happen every year. However, the airworthiness requirements which have been published
seem unable to effectively solve the problems of the relationship between equipment and
human. EASA added a new requirement CS25.1302 in 2009 [3]. This requirement
mainly indicates the relationship between the pilot’s task and the function of the system.
It seems that these incidents can be reduced by this new requirement. Hence the paper
primarily researches whether this airworthiness requirement when applied to aircraft
design can help reduce the tail-strike incidents which regularly happen.

2 Incidents

A number of aviation incidents happen in the taking off and landing phase [1]. Many
tail-strike incidents are caused by human errors every year [4], and it seems there is still
not an effective way to solve them. One incident, on Nov 11, 1998, happened during
the landing phase. The tail of an airplane struck the runway on landing, due to a
miscalculation of the landing speed by the pilots [5]. After this incident, Boeing
published a flight operation technical bulletin for operators in 2000. Entitled “Inad-
vertent Entry of ZFW (Zero Fuel Weight) into the GW (Gross Weight) Line of the
FMC flight management computer” [6], Boeing expressed the importance of correct
takeoff data. However, this bulletin has not been able to prevent the incident occurring.
A tail-strike incident happened on an Airbus 330-343 in Frankfurt, Germany on 14th
Jun. 2002 [7]. Another similar take-off incident happened on March 12, 2003 [8]. The
tail of a Singapore airplane struck the runway and caused widespread damage during
the take-off phase.

The same problems occur:

1. The flight crew made mistakes in the calculation of take-off speed. Human factor
plays an important role in the incident of aircraft. Many incident/accident happened
because of human error [4].

2. This incorrect data lead to tail strike incidents.

Through the analysis of many incidents, it is found that the tail-strike incident is
common. One reason for a tail-strike incident is the wrong operation of FMC. In order
to reduce the incidents in the take-off phase, the operation of FMC must be clear and
understood by pilots in the pre-flight phase.

3 New Airworthiness of Human Factors (CS25.1302)

Traditional evaluation systems of human factors in flight deck mainly focus on system
functions rather than function of equipment. It simply considers whether the function of
equipment can meet the design requirements. It is believed that the design is good if all
the functions can meet the requirements as expected. The process detail of a flight
crew’s operation usually cannot be depicted and evaluated; moreover, this evaluation
system often analyses and evaluates with some single design points. It lacks com-
prehensive consideration of flight crew behaviour during the whole design process. To
avoid the majority of flight incidents, the “human centre” design ideology should be
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used throughout flight deck design. This design is to further reduce human errors.
EASA added a new section CS25.1302 in CS25 in 2009.

CS25.1302 provides requirements about equipment installed in flight deck to
ensure flight safety. Based on a flight crew’s tasks, it studies equipment controls and
display systems in flight deck to meet the requirements of flight crew’s tasks in each
flight phase. It shows the “human centre”, from the view of flight crew. Designers
design flight decks with a definite goal based on flight crew safety operation, not only
for achieving equipment function. Considering human factors in initial phase of design
can reduce design defects in future. For example, more space room can be designed for
pilots and equipment arrangement for pilots can be more convenient, no matter whether
the operation manner is fit for flight crew, especially in emergency conditions.

CS25.1302 focuses on a flight crew’s tasks. Equipment function is analyzed based
on a flight crew’s tasks. Flight crews complete different tasks and use certain equipment
during different flight phases. From this, the designer can identify the equipment used
in flight and they also can decide the main equipment which should be considered
during the design phase.

4 Method

4.1 Background of the Method

CS25.1302 flow chart contains four steps as follows (Fig. 1):

Fig. 1. Flow chart of method (AMC25.1302)
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Step 1. Discuss all the systems, equipment and their characters in flight deck. Select
the systems and equipment associated with flight crew’s tasks.

Step 2. Confirm which systems, equipment and their characters are associated with
flight crew’s tasks. Estimate the level of innovation, integration and complexity through
certain criteria associated.

Step 3. Study the functions of each system, equipment and their characters. Evaluate
whether the function of these systems, equipment and characters can meet the air-
worthiness requirements, using the relative criterions.

Step 4. Select compliance validation manners of each system, equipment and
character. Select an applicable manner to validate based on relative criterions.

4.2 The Scope of Research

The CS 25.1302 establishes some requirements to ensure that the design supports
flight-crew member’s ability to perform tasks associated with a system’s intended
function [3]. Two things should be indicated:

1. Flight crew’s task
2. Equipment function

Those are the expected function of the equipment and the pilot’s expected task.
For the first point, the expected aim of the pilot is also the pilot’s operation task.

These operation tasks can be found in an operation manual or a pilot handbook. These
materials contain the basic information such as information description, the operation
procedure of the pilot and the way of control.

The paper does not research the whole flight phase, but the pre-flight phase. Pilot’s
preparation in the cockpit should be considered. Pilot’s work during the flight phase is
not of concern.

For the second point, the design function of the equipment contains the data input
and data output. The data input includes weight, zero fuel weight and centre of gravity.
The data output includes the take-off speed, such as V1, VR and V2. Regarding the
requirements of the CS25.1302, the designer should be concerned with the flight crew
indications and controls for that equipment, and individual features or functions of that
equipment.

Select the equipment which will be used in this research. After the definition of the
operation task, it should be clear that this paper only studies the operation of FMC
before take-off but not all the preparation of all the equipment in the cockpit.

When the initial definition of the work content and the selection of the equipment is
complete, the conclusion will be that the working content of this paper is the operation
task of FMC in the cockpit during the pre-flight phase.

4.3 FMC Operation Analysis with CS25.1302

Use the CS25.1302 to analyze the operation task. The CS25.1302 has many items, but
not all the items can be used for analyzing FMC or tail-strike incident.
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1. Analyze the FMC operation task, according to each item in the CS25.1302.
2. Make the study emphasize on the task which does not comply with the CS25.1302,

after the analysis of FMC operation task.

5 Analysis and Discussion

Based on the methodology mentioned in the last Sect. 4.3, this chapter studies each
item one by one. The basic analysis content obtained will provide the discussion. The
methodology of this paper is task analysis method. The main focus is the analysis of the
FMC operation task by the CS25.1302.

Two things should be declared before analysis:
Firstly, this paper studies the task analysis of FMC operation process during the

pre-flight phase on Boeing 737NG.
Secondly, this paper mainly emphasizes the methodology research; the airplane

type is a case study which can be changed.
According to Sect. 4.2, this paper mainly studies the FMC operation task in the

flight deck during the pre-flight phase. The novelty, complexity and integration of the
FMC equipment will be analysed first.

5.1 The FMC Equipment Analysis

Novelty Analysis: FMC is common equipment nowadays. It is installed in almost all
commercial airplanes. Pilots will check and reset the content of FMC during each pre-
flight phase, thus most pilots are quite familiar with the function of FMC. The location
of FMC is usually the same; installed in both sides of the front part of central pedestal,
which is one of the most convenient places for pilot operation.

Integration: FMC is integrated physically and functionally into the flight deck and
may interact with other flight deck systems [3]. As the integration of FMC is very high,
many types of equipment in the flight deck are associated with FMC. For example, the
take-off speed provided by FMC will be displayed in the PFD. The navigation infor-
mation will be displayed in the navigation display.

Complexity: in general, the complexity is closely related to integration. The more
functions of integration, the more complex the operation. For pilots, the complexity of
the FMC is high. FMC is integrated with many functions and requires a lot of data to be
inputted, one page at a time, through the page control management. Some of the data
requires the pilot to pre-calculate prior to input. The amount of pages and data requiring
input makes the pilot vulnerable to mistakes.

In general, FMC is a type of equipment which limited novelty but significant
complexity and integration.

5.2 The Flight Crew’s Task and the Function of FMC

The Flight Crew’s Task. At first, the tasks of normal pre-flight take-off procedures of
Boeing 737 NG operation manual [9] should be analyzed. As this paper is concerned
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primarily about the tasks when the airplane is on the ground, specifically the take-off
data in FMC in the pre-flight preparation phase, the analysis does not include the non-
normal condition. If human error or problems with equipment are encountered during
the operation process, the flight crew have enough time to deal with the problems. This
will not result in an aviation incident.

Operation of FMC contains three steps: Data preparation for FMC, FMC operation
and the crosscheck procedures.

The Function of FMC. FMC is a type of equipment with high integration and
complexity. FMC integrates many flight control functions. Pilot should input the cer-
tain information in each page in the pre-flight phase.

One function of FMC relates to take-off references. Pilots need to enter and edit
take-off plans, such as gross weight, zero fuel weight and slap setting, either manually
or automatically. There are three pages in the FMC control part regarding take-off.
They are IDENT Page, PERF INIT Page and TAKEOFF REF Page.

Pilot should finish the data and information input step by step following the
information of the display on the FMC. Pilots should enter the data input page, and
then choose the line which the data stands, press the button and input the data. The data
will be displayed on the line. Each piece of data has its own pattern. Pilots should input
the data into the right location as required.

When the pilots finish the data input, the FMC will calculate the take-off perfor-
mance data based on its own calculation system and display the data of take-off speed
on the screen. After the data is confirmed by the flight crew, the take-off basic data will
be displayed on the PFD (Primary Flight Display).

5.3 The FMC Operation Task with CS25.1302 Analysis

The FMC operation task will be analyzed with the CS25.1302 in the subsequent
paragraphs. The key of the task is to operate the FMC and input some data, according
to the suggestive information of FMC. This aim has been emphasized in the first
paragraph of the CS25.1302 – to ensure the design can support the flight crew’s
operation associated with the system’s expected function.

“This paragraph applies to installed equipment intended for flight-crew members’
use in the operation of the aeroplane from their normally seated positions on the flight
deck” [3]. The first sentence: “installed equipment intended for flight-crew members’
use in the operation of the aeroplane”, requires that the function of FMC must meet the
requirements of the pilot’s operation. It is obvious that the function of FMC can meet
the requirements. The FMC can obtain the take-off data and transfer them to the PFD
after the pilot inputs the basic data. The second sentence: “from their normally seated
positions on the flight deck” requires that the pilot can operate the FMC when he is
sitting normally (usually with belt fastened). FMC can meet these requirements.

“This installed equipment must be shown, individually and in combination with
other such equipment, to be designed so that qualified flight-crew members trained in
its use can safely perform their tasks associated with its intended function by meeting
the following requirements:” [3]. It should ensure the function of FMC is intact and the
FMC can finish the take-off speed display function with PFD, so the pilot’s work can
proceed successfully. FMC can meet this requirement based on its function.
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“(a) Flight deck controls must be installed to allow accomplishment of these tasks
and information necessary to accomplish these tasks must be provided” [3]. This item
regulates the minimum level of FMC function. FMC should provide enough function
and information to assist the pilot to finish the operation of FMC. The FMC will
provide general information to assist the pilot to finish the operation of FMC.

“(b) (1) Flight deck controls and information intended for flight crew use must: Be
presented in a clear and unambiguous form, at resolution and precision appropriate to
the task” [3]. FMC does not provide the relative helpful information or some suggestive
information to instruct the pilot to finish the operation when the pilot operates each item
of FMC. For example, if the pilot inputs the zero fuel weight data into the location of
gross weight by mistake, FMC will not provide the information to tell the pilot
otherwise and that the pilot should check again. If the pilot does not discover the
mistake, the take-off speed calculated will be less than usual. This will cause a tail-
strike incident. Through the analysis of the CS25.1302 (b) (1), it is discovered that the
weight unit of FMC is not clear enough with kg and lb.

“(b) (2) Flight deck controls and information intended for flight crew use must: Be
accessible and usable by the flight crew in a manner consistent with the urgency,
frequency, and duration of their tasks, and” [3]. As for FMC, the location is good as the
pilot can find and operate it quickly and easily.

“(b) (3) Flight deck controls and information intended for flight crew use must:
Enable flight crew awareness, if awareness is required for safe operation, of the effects
on the airplane or systems resulting from flight crew actions” [3]. This item requires the
FMC to provide more information to the pilot, so the pilot can understand the con-
sequence of each data item input. when the pilot operates the FMC, it should provide
the relative information to make the pilot understand his behaviour and the task which
the equipment will implement. It should give the alarm when it is necessary. If the take-
off data calculated by the first officer is less than normal, it will influence the airplane
on taking off after it is inputted into the FMC. If there is no suggestive information to
be provided to the pilot, the pilot may easily ignore this problem and it will influence
the airplane on taking off. Through the analysis of the CS25.1302 (b) (3), it is dis-
covered that FMC does not have the suggestive information; the pilot may input ZFW
data into GW location. it is also discovered that FMC does not have the prediction
function. The pilot does not know the influence of his operation on the airplane take-off
after he finishes the FMC operation task.

“(c) (1) Operationally-relevant behavior of the installed equipment must be pre-
dictable and unambiguous” [3]. For the operation of FMC, the meaning of predictable
has two aspects: (1) to make the pilot know what he is doing and why; and (2) to make
the pilot know the consequence of his action and the operation to the airplane. At
present, FMC may not provide such kinds of information to the pilot, to let the pilot
know the consequence after he inputs the data. Through the analysis of the CS25.1302
(c) (1), it is discovered that FMC does not provide the suggestive information to
instruct the pilot to modify the data when the pilot modifies the data in FMC.

“(c) (2) Operationally-relevant behaviour of the installed equipment must be
designed to enable the flight crew to intervene in a manner appropriate to the task” [3].
This item ensures that the pilots have the right to make final decisions. The pilots can
modify the data which they have previously inputted, so that they can manage mistakes
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better. When the pilots operate the FMC, they may input wrong data. They should have
the ability to modify and correct the wrong data to meet the working requirements.
After the first officer calculates the take-off speed, the captain should change the take-
off speed on the TAKEOFF REF page. The aim of the change is to make the pilot
manage the airplane better and reduce potential incidences.

“(d) To the extent practicable, installed equipment must enable the flight crew to
manage errors resulting from the kinds of flight crew interactions with the equipment
that can be reasonably expected in service, assuming the flight crew is acting in good
faith. This sub-paragraph (d) does not apply to skill-related errors associated with
manual control of the airplane” [3]. The item (d) is different from the other items above,
which reduce the errors in the FMC operation task through the requirement of design.
However, the item (d) is to give the requirement after the pilot has made mistakes. The
take-off data which the pilot will input into the FMC may be wrong. The captain and
the first officer will prepare a lot of work before the operation of FMC, such as the
information transfer, data calculation. If the first officer writes the zero fuel weight on
the textbox of the gross weight on the bug card by mistake, he will use the wrong data
to calculate the take-off speed. During the check process of the pilot, the captain does
not check all the information which the first officer uses. The captain checks the amount
of the fuel on the bug card and in the FMC; he also checks the gross weight on the
dispatch paper and in the FMC. Both of these actions will not discover the mistake.
However, the gross weight on the bug card and the dispatch paper are not checked.
This random check will easily result in mistakes [8]. Some errors may be easily
ignored. The take-off speed may be wrong. Thus, the error management should be used
to ensure the reliability and accuracy of the data.

5.4 Discussion

The Problem of Weight Unit—kg or Ib. The requirement in the CS25.1302 (b) (1) is
to provide clear and unambiguous information to the pilot. Pilots input the gross weight
or the zero fuel weight into FMC according to the dispatch list when they operate the
FMC. However, the dispatch paper is handed to them by the ground crew, who may
use a different weight unit compared with the weight unit in FMC. Moreover there is no
weight unit behind the weight textbox in FMC, and this allows for the pilot to judge the
weight unit by his experience, lb or kg - the two most widely used weight units
worldwide.

According to the requirement in the CS25.1302 (b) (1), this situation should be
avoided, so the pilot can clearly understand each unit of every textbox in FMC. When
he inputs the data into the FMC, he can see the unit behind the data. The unit can
remind the pilot to pay attention to the problem of unit, and then he will notice the unit
on the dispatch paper. This can ensure the two kinds of data are in accordance. The
weight unit can help the pilot make fewer errors, so that the take-off incidents can be
reduced.

Through analysis of FMC by CS25.1302, it can be found that the weight unit loss
may lead to errors in the FMC, which may lead to take-off problems. However, the
other airworthiness standards cannot discover this problem efficiently.
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According to the requirement of CS25.1302 (b) (1), if the weight unit can be
displayed on the FMC page, the tail-strike incident can be avoided. The airplane can be
filled with enough fuel and fly as normal. The standard of CS25.1302 (b) (1) is useful
for anticipating human factors problems with FMC.

The Position of Weight Data Input—Put ZFW Data into GW Position. The
CS25.1302 starts from the pilot’s task and considers the pilot’s FMC operation task. As
the CS25.1302 (b) (1) requires, “At resolution and precision appropriate to the task”.
When the designer designs the FMC data input function, he should consider the pilot’s
possible mistakes. The FMC should provide some suggestive information to the pilot to
tell him what to input at a certain place before the pilot inputs the weight information.
The FMC instructs the pilot to finish the data input according to the suggestive
information. No matter how rigorous the pilot’s training is, human error cannot be
eliminated thoroughly. The suggestive information of FMC can remind the pilot and
prevent some of the mistakes. The best way to make the pilot understand whether he
has inputted the corresponding data at the right place is to provide the suggestive
information about operation. The FMC reminds the pilot of information input by
providing suggestive information when the pilot operates the FMC to input the GW or
ZWF. The FMC should ensure there is some suggestive information to be provided to
the pilot, such as “Input the GW here, not ZFW”. This may reduce incidents of the pilot
wrongly placing information. After the data is inputted into the FMC, the mistake can
be reduced further by the pilots’ crosscheck.

As the CS25.1302 (b) (1) requires, “At resolution and precision appropriate to the
task”. If these aspects can be taken into consideration during the design of FMC, that
the FMC can inform the pilot when he inputs the weight, the incidents in 1998, 2003
and 2008 may not happen. The standard of CS25.1302 (b) (1) is useful for anticipating
human factors problems with FMC.

Predict the Influence of Data Input on Takeoff. The CS25.1302 (b) (3) requires that
after the pilot operates the FMC, there must be some relative methods to assure the
pilot can know how his operation will influence the airplane on take-off. However for
the situation now, the pilot only knows that the data which he inputs into the FMC such
as gross weight or zero fuel weight is used to calculate the take-off speed, but does not
have clear understanding about the take-off speed V1, VR, V2 and how the speed will
affect the take-off. This obviously cannot meet the requirement in the CS25.1302
(b) (3) and may lead to an aviation incident.

The CS25.1302 (b) (3) requires that the pilot must know how his operation
influences the airplane in future, not only predicts the consequence depending on the
pilot’s experience. The FMC should provide such information to the pilot that how this
take-off data will influence the airplane during the take-off phase, so the pilot will
understand whether his operation will influence the airplane’s safety. The airworthiness
requirements published before the CS25.1302 cannot discover this kind of problem
unlike the CS25.1302 (b) (2) which can easily discover problems such as those
identified.

The Influence of Take-Off Data Correction on Take-Off. FMC now has the func-
tion of calculating the take-off speed automatically. FMC will calculate the V1, VR,
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and V2 in the TAKEOFF page automatically, after the gross weight, flaps setting and
the thrust parameters are set. This take-off data is calculated depending on the data
inputted into the FMC without considering the actual situation during take-off phase, so
the data calculated is just as reference. In general, the first officer will manually cal-
culate the take-off speed depending on the situation during take-off phase; the factors
considered include the length of the runway, the friction between the airplane and
ground, the humidity of ground, the wind direction and so on. The actual take-off speed
which will be modified into the TAKEOFF page of FMC is the speed the first officer
calculates.

According to the requirement of the CS25.1302 (c) (1), “Predictable and unam-
biguous”, modification of flight data cannot meet the airworthiness requirement. The
take-off speed is made clear because the specific take-off data is provided. However, in
terms of being predictable, the situation at present cannot meet the airworthiness
requirement. When the pilot modifies the data, he cannot understand the data well
enough. The pilot cannot determine which take-off speed is right and why. Especially,
when the data calculated by FMC is not far from the data calculated by the first officer,
it is harder for the pilot to determine the accuracy of the data and predict the flight
status. So this cannot meet the airworthiness requirement.

6 Conclusion

The conclusion can be made that the new airworthiness requirement is helpful for
reducing aviation accidents through the research methods of FMC in the third chapter,
the analysis of FMC in the fourth chapter and the discussion of FMC in the fifth
chapter. These aviation accidents can be reduced by lessening the occurrence of a
pilot’s wrong operation due to the new airworthiness requirement on FMC. The new
airworthiness can identify a pilot that cannot execute the FMC operation task well.
Through the analysis of the pilot’s task with the CS25.1302, it can be known that four
problems exist with the pilot’s FMC operation at present.

1. The problem of weight unit—kg or lb
2. The position of data input—put ZFW data into GW position
3. The problem of predicting the influence of data input on takeoff
4. The influence of take-off data correction on take-off

Through the discussion of the problem existing at present, the FMC operation still
has some problems and the old airworthiness requirements before cannot discovery
these problems. The conclusion can be got that the new airworthiness requirement can
be helpful in reducing the airplane take-off accident. Discovering the problems is just
the first step to solving them. There is no analysis regarding solutions to the problems.
Much work exists to improve the design of FMC and ensure the function serves the
pilots, and this will hopefully be addressed by further study.
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Abstract. The need for sustainable development has been widely recognized as
important by governments, as well as by enterprises, and has become a popular
topic in various disciplines, including ergonomics and industrial engineering.
Sustainable development can only be achieved if impacts on current and future
generations of humans are focused according to the three dimensions of sus-
tainability (environment, social and economic). The paper presents a system-of-
systems approach to sustainable production planning and controlling in manu-
facturing enterprises. The results of the paper can be used as a basis to support
and improve the outcome of such process discussions with company managers,
experts, and employees’ representatives.

Keywords: Sustainability � Human factor � Production management

1 Introduction

Our world is more interconnected than ever before. This provides an opportunity for
researchers to consider complex realities and support a better life for all considering
questions of sustainability. Sustainable development, in particular, requires under-
standing and remediating the conditions under which our resources are gathered; the
way our information is collected and stored; the working conditions in factories; the
sophistication of the transport and energy networks that bring products and services to
homes and workplaces; and our methods of disposal or re-use of products [1]. How-
ever, the need for sustainable development has been widely recognized as an important
by governments, as well as by enterprises [2]. No standard definitions exist for the
terms “sustainability,” “sustainable development” and “sustainable manufacturing.”
The nature of sustainability can vary according to the system considered (e.g. house-
hold, industry, country, world), the affected stakeholder groups (e.g. employees, cus-
tomers, suppliers, etc.), and/or the perspective and scientific background of the
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researchers. Therefore, researchers always need to define what is meant by sustain-
ability in relation to their research approaches. This leads to multiple theories about the
understanding of sustainable products and processes, which are all true for a specific
case.

There are several widely accepted definitions for sustainability. For example, the
Brundtland Commission defined sustainability as “development that meets the needs of
the present without compromising the ability of future generations to meet their own
needs” [3]. Moreover, sustainability is bonded by the triple bottom line, which balances
economic goals, environmental cleanness, and social responsibility [4]. Conventional
manufacturing of products can be defined as the transformation of raw materials into
products, usually to achieve a designated output (in terms of product quantity and
quality) at minimum cost and in the desired time frame [5]. Figure 1 presents the main
input and output flows for a production system.

Conventional production management according to conventional goals (such as
minimum cost, production output) is already a complex task, because many aspects of a
production system contribute to its planning processes. These elements not only
include large production systems and changing product portfolios, but also unpre-
dictable events (e.g., the breakdown of machines). Addressing sustainability objectives,
such as limits for emissions and the health status of employees, in manufacturing
operations scheduling in addition to classical production objectives makes production
scheduling much more complex [6]. The change from conventional to more sustainable
production planning and controlling (PPC) expands the boundaries of conventional
production systems, and additional product life-cycle (PLC) phases (such as material
acquisition, product use, product recycling, and product disposal) should be considered
for sustainable PPC [7].

This extension of system boundaries for sustainable PPC was already investigated
in a previous study [8]. The study presented an overview of stakeholders beyond the
production system (costumers, suppliers, local and global communities) that affect the

Fig. 1. Input/output model of production for conventional production planning and controlling.
The model considers the input materials, labor, and costs, as well as the output products. The
input and output can be normalized to production task, order and time (dash arrow).
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sustainability performance of the enterprise. Sustainability goals and indicators for
these stakeholders, which can be used for sustainable PPC, were presented. Such an
approach assumes that the stakeholders have an effect on the sustainable performance
of enterprises. In reality, the sustainable behavior of enterprises and the needs and
interests of the stakeholders are interdependent [9]. To describe these interdependen-
cies, this paper presents a system-of-systems approach for sustainable PPC, describing
the nested hierarchy of systems and related stakeholders and systems that interact with
the enterprise.

The definition and general concept for a sustainable system-of-systems approach
have been developed and presented in Thatcher and Yeow [9]. The authors introduced
an approach that integrates the current hierarchal conceptualization of possible inter-
ventions with important concepts from the sustainability literature, including the triple
bottom line approach and the notion of time frames [10]. Here, this approach has been
adapted to develop a system-of-systems approach for sustainable PPC, one that takes
the needs and interests of stakeholders into account in determining goals and indicators,
PLC and time frames for sustainable manufacturing.

Section 2, which follows this introduction, provides a more detailed description of
the sustainable system-of-systems approach. Section 3 outlines that approach for sus-
tainable PPC. Section 4 demonstrates the application of the system-of-systems
approach to sustainability goals for PPC. Section 5 presents conclusions and direc-
tions for future works, followed by references.

2 Theoretical Background of the Sustainable
System-of-Systems Approach

According to Maier, “a system is generally understood to be an assemblage of com-
ponents that produces behavior or function not available from any component indi-
vidually. A system-of-systems is an emergent class of systems that are built from
components which are large-scale systems in their own right” [11]. As noted, Thatcher
and Yoew developed a sustainable version of this class of systems, which has three
main components [10]:

1. A nested hierarchy of systems.
2. A time frame for a system is sustainable.
3. Goals and indicators for sustainability.

First, a nested hierarchy is used to describe a system-of-systems. Thatcher and Yeow
prefer to use the nomenclature from Wilson to describe of the relationship between a
target and related systems. A target system can interact with numerous sibling systems
(e.g. the organizational systems of the organizations with which it cooperates or com-
petes); parent systems (e.g. the economic climate, customer systems, and the organi-
zational ecosystem reflecting the mix of organizations around it); and various child
systems (e.g. the organization’s culture and communication systems) [12].

Second, Costanza and Patten noted that no system is infinitely sustainable in its
current form, not even the universe. In fact, it is the very nature of systems that they are
dynamic [13]. All systems have a natural lifetime (i.e. termination point), after which

System-of-Systems Approach for Sustainable Production Planning 415



they will become brittle and unable to cope with changes. For example, at an individual
level, many of the classic jobs have vanished with the change to office automation
systems at the organizational level. A sustainable system is thus a system that reaches
its full, expected lifetime. Any threat to the system that causes it not to reach its
potential lifetime (e.g. disease if the system is a human; social unrest if the system is a
community) is not sustainable [13].

Third, a system-of-systems approach cannot be considered sustainable unless it
considers multiple goals [1]. These goals have been more extensively investigated in
previous studies of sustainable PPC [8, 14, 15].

3 System-of-Systems Approach for Sustainable Production
Planning and Controlling

Figure 2 presents the system-of-systems approach for sustainable PPC.

3.1 Component 1: Nested Hierarchy

The nested hierarchy consists of four systems:

Fig. 2. Nested hierarchy of the systems for sustainable PPC, including stakeholders for
sustainable manufacturing (owner, employee, customer, supplier, local community and global
community) and product life-cycle phases (material acquisition, production, use, recycling, and
disposal).
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– Global environment
– Local environment
– Enterprise
– Product

The target system is the enterprise system (see red mark in Fig. 2). The local and
global environment are considered parent systems. The physical border between
enterprise and local environment system can be clearly defined in terms of the land
owned by the enterprise. The physical border between the local environment and the
global environment is fluid, and must always be defined for each enterprise. Factors
such as the size of the enterprise, its type, and the marketplaces for its products play
essential roles in the range of social and effects it has local and global environments.
The local and global communities can include human populations, cooperating orga-
nizations and competing enterprises.

The product system cannot clearly be defined as a sibling, child or parent system.
A product passes through several life-cycle phases, which effect different systems. In
the “material acquisition” PLC phase, external suppliers collect and generate materials,
energy, and ancillary inputs, which are provided to the enterprise system. The col-
lection and generation processes affect the sustainability of local and/or global envi-
ronment systems; the extent of such effects depends on the geographical relationship of
these systems to the enterprise systems. The “product production” PLC phase involves
the enterprise system, and transfers materials into products. The production of products
has direct effects on the sustainability of the enterprise system. Additional elementary
flows that affect the stakeholders’ local and global communities are also considered.
The elementary flows include the use of elementary resources and releases to air, water
and land associated with production. The elementary input flows considered include
climate information (such as radiation, wind speed, moisture, and air pressure); water;
air; and fossil fuels (natural gas, oil). The elementary output flows considered include
emissions to water (e.g. sewage), ground (e.g. solid waste), and air (e.g. greenhouse
gases [GHG]). In the “product use” PLC phase, costumers use the products provided by
the enterprise system. The use of the products has effects on the sustainability per-
formance of the local and global environmental systems. The “product recycling” PLC
phase provides recycled materials to the production, and is performed by external
supplier or employees. Non-recyclable products are disposed of in the “product dis-
posal” PLC phase, which has effects on local and global environmental systems.

3.2 Component 2: Time Frame

The sustainable system-of-systems model considers the natural span of time over which
a system should be sustainable, which is dependent on its relative position in the
parent-sibling-child nested hierarchy. For example, an organization is expected to have
a longer natural lifespan than its component systems [1].

The temporal dimension of the systems considered for sustainable PPC is applied
throughout the PLC phases. PLC phases related to the enterprise system have a longer
time span in which to be sustainable than PLC phases related to the local and global
environment systems, because it is assumed that the enterprise system can react faster
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to changing requirements for sustainability than the other systems. However, to
determine the time dimension to be sustainable of products is a challenging task, and
depends on several factors, such as the lifetime of a product, political restrictions, the
needs and interests of costumers, and environmental and social impacts on other
systems.

3.3 Component 3: Goals for Sustainability

The goals for sustainable manufacturing from a human perspective are defined according
to the interests of the stakeholders. Table 1 gives a brief overview of such interests.

The stakeholders are related to specific PLC phases and systems (see Fig. 2). Goals
must be in accordance with current restrictions for sustainable manufacturing, as well
as the interests of the stakeholders. Interests and resulting goals for sustainable man-
ufacturing have been addressed more extensively in previous studies (see [8, 14, 15]).
These studies used the 15 sustainable development goals (SDG) defined by the United
Nations [16]. The studies identified four national SDGs, which can be affected by
considering sustainable aspects of PPC processes:

– Responsible consumption and production.
– Good health and well-being.
– No poverty.
– Climate action.

Table 1. Overview of stakeholders in sustainable manufacturing and their main interests.

Stakeholder Description of the stakeholder Description of the interest

Enterprise
Owner

Individual with a financial
investment in the business who is
responsible for the strategic
orientation of the company

Interested in the economic value
creation of the company

Employee Individual who provides their skills
to a firm, usually in exchange for a
monetary wage

Interested in safe and healthy
workplaces, opportunities for
training and qualification activities,
and fair salaries

Customer Can be viewed as an end-user of a
product, service, or process

Interested in demanding products to
satisfy their needs

Supplier Provides goods or services to the
company

Interested in economic value creation

Local
community

A spatially related group of
individuals using a shared resource
base within which a company
enterprise exists

Interested in a healthy and safe living
environment

Global
community

A community outside the boundaries
of the local community (e.g. a state,
national, or international entity)

Interested in a healthy and safe world
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Depending on the needs and interests of the stakeholders, the identified goals have
different meanings, which require different indicators to control the goals. For example,
the sustainable goal “responsible consumption and production” is allocated to multiple
stakeholder groups: owners, customers, suppliers, and the local community. Local
communities are interested in protecting local resources and the sustainable indicators
are focused on the local resources available for manufacturing companies. However,
costumers are interested in products, which are produced using renewable and recycled
materials, green energy, and environmentally compatible ancillary inputs. The sus-
tainable indicator “use of resources” is selected for both stakeholder groups, but with a
different focus on the type of resources controlled.

4 Application Example of the System of Systems Approach
for Sustainable Production Planning and Controlling

In her recent book, Klein argues that climate change is the most pressing problem of
our age [17]. This thesis is acknowledged by several researchers (e.g. [1]). Therefore,
this application example is focused on the sustainability goal “responsible consumption
and production,” and considers the effects of the emissions of GHG and the use of
renewable energy on the considered systems. Figure 3 presents the system boundaries
as the nested hierarchy of the case study, which is structured according to the identified
goal. Some positive and negative effects among the systems and related stakeholders
are marked with colored arrows to clarify how the system-of-systems approach can be
used to describe sustainability goal for PPC.

Fig. 3. System boundaries as nested hierarchy of the systems for sustainable PPC, defined in
relation to the identified goal. Effects among the systems and life-cycle phases are marked red
(negative effects) and green (positive effects).
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In this example, it is assumed that an external energy supplier and internal energy
generation processes supply the production facility with energy. The external supplier
uses the fossil fuel gas for the energy generation and causes indirect GHG emissions for
the enterprise system. The internal energy generation processes produce renewable
energy with the aid of solar and wind energy, which depends on local weather con-
ditions. The renewable energy does not generate any GHG emissions.

The GHG emissions have several negative effects on the stakeholders (red arrows
in Fig. 3). The GHG emission affects the climate, which influences the local and global
communities. Moreover, the emission of a high amount of GHG affects the buying
decisions of customers. The internal energy generation processes, which cause no GHG
emissions and involve fewer production costs, and have positive effects on the
stakeholders (green arrows Fig. 3). However, the use of self-generated renewable
energy, the production costs are decreased and the profit for the enterprise owner
increases. Moreover, the use of renewable energy positively affects the buying deci-
sions of customers. If more consumers buy green products, the enterprise owner will try
to decrease the ratio of energy produced by external or internal processes, which will
increase the green image of the enterprise system (blue arrows in Fig. 3).

5 Conclusion and Future Work

The paper presents a system-of-systems approach for sustainable PPC, one based on
the methodology developed by Thatcher and Yoew [10], which considers human
factors and ergonomics. The approach for sustainable PPC detailed above expands the
system boundaries of conventional PPC for enterprise systems and considers additional
PLC phases (material acquisition, product production, product use, product recycling
and product disposal); stakeholders for sustainable manufacturing (enterprise owner,
employees, costumers, suppliers, local communities and global communities); parent
systems (local environment, global environment); and child systems (product systems).
One of the key findings is that the product systems can be allocated to different systems
depending on their PLC phase. The lifetime over which a product system should be
sustainable is dependent on its relative position within the parent-sibling-child nested
hierarchy and the sustainable impacts to the related systems. However, the results can
be used to identify and describe the sustainability effects of enterprise systems among
parent systems (local and global community systems), child systems (product systems)
and related stakeholders. Knowledge of these effects can be used to introduce new
sustainability goals and indicators in PPC processes, as well as to facilitate strategic and
tactical enterprise management, and particularly the needs and interests of affected
stakeholders in sustainable manufacturing. Moreover, the results of the analysis can be
used as a basis to support and improve the outcome of the PPC process discussions
with company managers, experts and employees’ representatives.

The system-of-systems approach offers several opportunities for future work. The
approach can be applied to a real use case to describe the sustainable performance of
enterprise system in a nested hierarchy. The results of such a case study can then be
used to identify applicable goals and indicators for sustainable decision-making in
manufacturing enterprises.
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Abstract. Automated lip reading (ALR) is a new mode of human-computer
interaction and can directly recognize the speech content from the lip motion
image sequences of the speaker. Using ALR based on convolutional neural
network to realize the control of the set-top box to power on/off, change the
channel and adjust the volume is a challenging and useful work. The paper uses
a coupled three-dimensional convolutional neural network (3D-CNN) archi-
tecture that calculates the similarity between the captured lip instruction char-
acteristic image and the standard image after training. We identify the control
commands, change the channel and adjust the volume to achieve new control
mode for set-top boxes. The experimental accuracy of lip-reading recognition is
obviously improved compared to other similar methods. We are making a
meaningful exploration for the practical use of ALR and our results and
application experience can be easily extended to other machines and smart home
systems.

Keywords: Automated lip-reading � Set-top box �
Convolutional neural network � Human-computer interaction

1 Introduction

Automated lip reading (ALR) is a technique that analyses the content of lips by
capturing the movements of the person’s mouth while speaking. ALR is a compre-
hensive technology that integrates machine vision, artificial intelligence and natural
language processing. Early researches on speech recognition technology introduced
visual features of pronunciation [1–8] and improved recognition accuracy by extracting
comprehensive features of audio and visual information.

In recent years, with the rapid development of artificial intelligence and big data,
deep learning has attracted increasing attention of researchers and has been widely used
in ALR technology. Compared with traditional lip-reading methods including lip
segmentation and feature extraction algorithms [9–12], deep learning often uses depth
network model to extract and understand the features of lip motion image sequences.
Maulana [13] achieved the extraction of lip features by using convolutional neural
network (CNN) and recurrent neural network (RNN). Rahmani [14] used the traditional
GMM-HMM and the existing DNN-HMM to realize the recognition task of continuous
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lip pictures. These previous studies provide technical support and guarantee the better
application of lip-reading recognition to other machines and smart home systems.

The traditional set-top box controller generally uses infrared remote-control system
and set-top box changing system which uses Android device via Wi-Fi network. In this
paper, we propose lip-reading system to achieve a new control of the set-top box.
Considering lip-reading aims at understanding the contents of speaker from lip
movement sequences, the correlated information of inter-frame in video also plays a
significant role in the final recognition accuracy. The paper captures the visual infor-
mation of the lip movement through the high-definition camera, and builds a limited
instruction set automated lip-reading control system for set-top box on a GPU platform.
We use a coupled three-dimensional convolutional neural network (3D-CNN) archi-
tecture that makes special adjustments to the frequently occurring dynamic lip visemes.
It can capture features from space dimension and time dimension simultaneously. 3D-
CNN can join motion information in multiple adjacent frames. Therefore, the auto-
mated lip-reading system based on 3D-CNN is used to control the set-top box
instruction set in this paper. The advantage of the automated lip-reading recognition
system constructed by 3D-CNN is that it does not require manual extraction of features.
Feature extraction and classification recognition have been constituted to an end-to-end
complete closed-loop system.

The main contributions of this paper are as follows:

1. We designed a set-top box automated lip-reading controller based on deep learning
method, which can realize the basic functions for visual control of TV set-top box
and further explore the application of lip-reading recognition technology in other
machines and smart home systems.

2. This paper reduces the initialization value of the parametric rectified linear unit
(PRelu) activation function. The experiment demonstrates that a better network
model can be trained even when the CNN architecture is small.

2 System Scheme

The physical connection of the set-top box automated lip-reading controller is shown in
Fig. 1. The camera acquires instruction videos which are uttered by users. Then, the
set-top box automated lip-reading controller uses lip-reading recognition technology to
recognize commands. Finally, the commands are sent to set-top box via USB cable and
achieve control of the set-top box automated lip-reading controller.

2.1 The Data Preparation of 3D-CNN

There are very few public databases available for lip-reading recognition studies.
Considering the practical needs of study, we have recorded a database with ten
instructions, including up, down, left, right, enter, plus, minus, mute, channel and
volume. The database collects video clips from thirty people and each people repeats
thirty times for each instruction. Therefore, the amount of dataset is composed of 300
videos.
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Since there are only thirty samples for each category, the amount of database is not
enough for deep learning. We use data enhancement technology to make the number of
videos in each category reach to one hundred. Thus, after the video processing, the
number of images for each category turns into 3200.

We analyze and contrast the previous researches which involve in face detection
and lip feature extraction methods. We use Dlib library to achieve face tracking and
mouth area extraction procedures to our own recorded videos. Then, the normalization
of mouth area picture is used to make sure that the input data size of neural network is
same. Therefore, the input data of 3D-CNN is a visual stream which formed by
standardized consecutive image frames.

The visual stream of single sample is shown in Fig. 2. The size of visual stream is
32 � 32 � 32. The first 32 represents the number of frames extracted from sample
video and 32 � 32 represents the size of mouth area image.

Fig. 1. The physical connection of the set-top box automated lip-reading controller.

32

Fig. 2. The visual stream of 3D-CNN.
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2.2 The Construction of 3D-CNN

The architecture and parameters of the proposed 3D-CNN are described in Table 1. It
can be seen from the table that the format of the convolution kernel of the 3D-CNN is
D � H � W � C, where D is the time dimension, H and W represent convolution
kernel size of the height and width dimensions of the image respectively, C is the
number of channels for input pictures. Like the 2D-CNN, the number of convolution
kernel is equal to the number of input channel. The mouth area images used in this
paper are all color images, so the number of input channel C is three.

The specific operations of each layer for the proposed 3D-CNN network are
introduced in the following. Firstly, the input data is convoluted with 64 convolution
kernels of the first convolution layer and obtains output data which contains 64 feature
maps. The output data passes through the first pool layer to extract the main features.
Secondly, the output of the first layer is calculated to the same convolution and pooling
operations exactly the same as the first layer. Then, we can get highly abstracted
features after two fully connected layers. Finally, we use softmax function to get the
probability value for each category and select the biggest probability value as the final
recognition result.

For the proposed 3D-CNN architecture, convolution operations are performed on
successive time frames towards input data stream. Except for the final full connected
layer, all convolutional layers are followed by a modified form of the Relu activation
function, named as parametric rectification linear unit (PRelu) [15]. It differs from the
Relu activation function in that it multiplies a constant when the independent variable is
less than zero and the equation is shown as follows:

f yð Þ ¼ y; y� 0
ay; y\0

�
ð1Þ

Compared with the Relu activation function, the PRelu activation function does not
have the phenomenon of gradient disappearance and it can greatly reduce the over-
fitting risk of the model. Thus, our network more stable. The comparison of the Relu
activation function and PRelu activation function is shown in Fig. 3.

Table 1. The architecture and parameters of 3D-CNN.

Layer Input-size Output-size Kernel Stride

Conv1 32 � 32 � 32 � 1 30 � 30 � 30 � 64 3 � 3 � 3 � 1 � 64 1 � 1 � 1 � 1 � 1
Pool1 30 � 30 � 30 � 64 14 � 14 � 10 � 64 1 � 3 � 3 � 3 � 1 1 � 2 � 2 � 3 � 1

Conv2 14 � 14 � 10 � 64 10 � 10 � 6 � 64 5 � 5 � 5 � 64 � 64 1 � 1 � 1 � 1 � 1
Pool2 10 � 10x6 � 64 4 � 4 � 2 � 64 1 � 3 � 3 � 3 � 1 1 � 2 � 2 � 2 � 1
Fc3 64 � 32 64 � 328 32 � 384 –

Fc4 64 � 384 64 � 192 384 � 192 –

Softmax 64 � 192 64 � 10 192 � 10 –
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2.3 The Classifier of 3D-CNN

We use the cross-entropy function as loss function. The specific implementation of
cross-entropy function is divided into following two steps:

Step 1: Softmax
For the classification tasks, the number of neurons of the output layer in neural

network is the number of categories. The role of the softmax function is to normalize
the output components so that the sum of the components is one. The softmax function
converts the output component values of the output vector into the probability values
which corresponding to categories. Figure 4 shows the specific operation flow of
softmax function with three classifications.

The formula of the softmax function is as follows:

Si ¼ eViP
j e

Vj
ð2Þ

Fig. 3. Comparison of Relu and PRelu.

Fig. 4. The operation flow chart of softmax function.
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Step 2: Calculation of cross-entropy
After calculating by the softmax function, the output layer of 3D-CNN starts to

calculate the loss. In this paper, we use cross-entropy as loss function. Since the input
of label format of tf.nn.sparse_softmax_cross_entropy_with_logits () is a one-
dimensional vector, we need to convert it into a one-hot format. For example, if the
component is 3, it means that the sample belongs to the third category and its corre-
sponding one-hot format label is [0, 0, 0, 1, …. 0]. And if your label is already in one-
hot format, you can use the tf.nn.softmax_cross_entropy_with_logits() function to
perform softmax and calculate loss. After converting the label of the data to one-hot
format, we calculate cross-entropy. The formula is as follows:

Hy0i
ðyÞ ¼ �

X
i

y
0
i logðyiÞ ð3Þ

where y
0
i is the label value, yi is the corresponding component of the vector normalized

by softmax. When the classification is more accurate, the corresponding component
will be closer to one, and the loss value will be smaller. The convolution processes of
the 3D-CNN are shown in Fig. 5.

3 Experiment and Data Analysis

In the experiment, we use the high-definition camera linked to the set-top box to get the
video data of the human lip movement sequences. We record 64 samples of each
category which stand at different positions with 3–5 meters from the camera as our test
data. We use the hybrid contour model as segmentation method to segment the lips, as
shown in Fig. 6. Then we select 32 pictures with obvious changes in lip motion as
input data of the network.

Input  32x32x32x3

Conv1-64 Pool1

30x30x30x64 14x14x10x64

Conv2-64 Pool2

10x10x6x64 4x4x2x64

FC1 FC1 So max

64x384

64x192

64x10

Fig. 5. The construction of 3D-CNN.
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Kappa coefficient is a common method to evaluate the performance of multi-
classification tasks. The paper uses kappa coefficient evaluation method to measure the
accuracy of the model classification. The range of kappa coefficient is [−1,1]. In prac-
tical application, we usually use [0,1]. The kappa coefficient is calculated as follows:

k ¼ p0 � pe
1� pe

ð4Þ

where p0 represents total classification accuracy, pe is expressed as:

pe ¼
a1 � b1 þ a2 � b2 þ . . .þ an � bn

n � n
ð5Þ

where ai represents the number of real samples and bi represents the number of pre-
dicted samples. The larger value of k, the higher accuracy of our classification model.
We use ten categories of data samples to test RNN which has performed well in lip-
reading fields in recent years and the 3D-CNN in this paper. The classification results
obtained by the test samples are shown in Tables 2 and 3 respectively.

Fig. 6. Lip segmentation examples.

Table 2. The classification results of 3D-CNN.

Prediction Truth
Up Down Left Right Enter Plus Minus Mute Channel Volume

Up 58 0 0 2 0 0 0 2 1 0
Down 2 57 1 1 1 2 1 0 1 1
Left 1 1 57 0 1 0 1 1 0 2
Right 1 1 1 60 0 0 1 0 0 0
Enter 0 1 1 0 60 0 0 0 2 0
Plus 0 2 0 0 1 59 0 0 1 0
Minus 1 0 0 1 0 0 57 0 1 0
Mute 0 1 2 0 1 1 2 58 0 0
Channel 0 0 2 0 0 1 0 3 58 0
Volume 1 1 0 0 0 1 2 0 0 61

428 Y. Lu and H. Jiang



Table 4 compares the recognition results of RNN and 3D-CNN with kappa coef-
ficient. By calculating the kappa coefficient, it can be known that the performance of
using the 3D-CNN model in lip-reading recognition is better than the RNN model.

By increasing the number of test samples, we calculate the accuracy of each
instruction that controls the basic operation of the set-top box through the set-top box
lip-reading controller. The comparison of recognition accuracy between RNN and 3D-
CNN is shown in Fig. 7.

Table 3. The classification results of RNN.

Prediction Truth
Up Down Left Right Enter Plus Minus Mute Channel Volume

Up 57 0 0 2 0 0 0 2 1 1
Down 3 56 2 2 1 2 1 0 0 1
Left 1 2 55 0 1 0 1 1 1 2
Right 0 2 1 58 0 0 1 1 0 0
Enter 1 1 2 0 60 0 0 0 2 0
Plus 0 1 1 1 1 60 0 0 1 0
Minus 2 0 0 0 0 0 57 0 1 0
Mute 0 0 2 1 1 1 2 57 1 0
Channel 0 1 2 0 0 1 0 3 57 0
Volume 1 1 0 0 0 0 1 0 0 60

Table 4. The comparison of kappa coefficient between RNN and 3D-CNN.

RNN 3D-CNN

Kappa 84.60% 86.10%

Fig. 7. Comparison of recognition accuracy between RNN and 3D-CNN.
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From Fig. 7, it can be found that the accuracy of each instruction of the set-top box
lip-reading controller using the 3D-CNN model is slightly higher than the RNN model.
The average accuracy of RNN model is 83.38%, while the average accuracy of 3D-
CNN model is up to 86.19%. It verifies the feasibility and effectiveness of the 3D-CNN
architecture used in lip-reading recognition.

In 3D-CNN architecture, we use PRelu activation function to replace Relu acti-
vation function. The PRelu activation function does not have neuron death phe-
nomenon. It is found that when the initialization value of the learnable parameter a is
small, a small CNN architecture can also train network model with better performance.

4 Conclusions

This paper proposes 3D-CNN architecture to implement the lip-reading recognition
system and uses the lip-reading recognition system to replace the infrared remote-
control switching channel system of the set-top box. The experiments have shown that
the lip-reading technology can effectively control channels of the set-top box. Our
study lays the theoretical foundation for the research of lip-reading technology applied
to other machines and smart home systems.
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Abstract. This paper discusses workers’ perception of human-work and work-
organization in a digitized production-drilling activity in mines and its associated
learning that could lead to the creation of harmony between the technical and the
social system in the design of the mining-work environment. Underlined by the
systemic structural activity theory, data was collected in a digitized mine through
interviews and observations of workers engaged in production drilling activities.
Using the systemic analytic approach, the workers’ perceptions of their digitized-
world of work were analyzed functional. It was found that the workers perceive
the mutuality of the exchanges, interactions, and understanding with the human-
work and work organization design as lacking quality inputs from them, but
which knowledge remains tacit and are not shared. It is concluded that by
understanding workers’ perception of the human-work and work-organization
designs of their autonomized work environment, an optimized work-system,
entailing sociotechnical systemic characteristics can be formulated.

Keywords: Employee perception � Autonomized work-system � Human work �
Workorganization �Digitized production drilling �Autonomizedwork environment �
Deep mine

1 Introduction

Miningfirms are known to face several operational constraints in their supply chainswhich
has enormous consequences on their productive performances. Among these constraints
are issues associated with the design and management of actor-technology interactions
(both technically and socially) in the automated-work environment issues. Several mining
firms have had to endure the consequences of such challenges for the past two decades, in
terms of operational inefficiency, low productivity, and decreasing profitability. In bids to
overcome such operational constraints,firms in themining industry are shifting their focus
toward the introduction of innovative and efficient practices underlined by digitizing the
mining operations along their supply chain. According to [1], mining firms’ abilities to
enhance the digitization process will require that they develop newmental images of their
firms introducing new technologies, to be complemented by efficient work-systems and
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conditions that support high productivity [2]. In this vein, most mining firms are today,
focusing the design of operational activities in their supply chains on highly automated
systems [2]. Such systems, according to [2], are built around lean organizationswithmulti-
skilled employees who have the capability to handle and manage a variety of tasks [2]. As
such, technology and work-systems are expected to be integrated efficiently, meaning that
the expected interactive cooperation between machines and workers will have to be built
around a new system of autonomation [2].

Arguing from the perspectives of [3], a mining work environment entailing such
system of autonomation will be a future representation of an intelligent work envi-
ronment that is required to fully automate the operational systems mines [3]. It has been
noted by [2, 3] and [4], that the modeling of such intelligent work environment, which
incorporates a fully functional system of autonomation in the mines, will enable
learning in work-system design, and collaboration between technology and human-
work across organizational borders. Thus, going by the argument of [4], the supply
chain of a modern mine with an intelligent work environment will be so technologi-
cally advanced that the number of its workers who are unskilled will decrease sig-
nificantly and then, disappear altogether with time [4]. Hence, with the progressive
movement from mechanization to automation in the mining industry, the development
of new technologies and work methods need to be enhanced [5] and [6]. By developing
work-systems that challenge the prevailing macho-culture in the mines, and which will
create a safer work environment, the unequal gender balance that existed in most mines
will be broken [4]. It is therefore important to identify innovative ways of enhancing
work-organization in the intelligent mine work environment where gender equality,
cooperation, skills development is key.

Sanda [6] has examined challenges that are associated with the design of a work-
organization system in mining work environments that are highly autonomized. The
underlined purpose of the study was to identify constraints that could be viewed as not
only challenges but also as starting points for designing innovation systems for enhancing
collaboration and social harmony between workers and their autotomized work envi-
ronments. Specifically, [6] examined the effect of work environment autonomation on the
performance of workers engaged inmining activities that are object-oriented and subject-
oriented.According to [7], object-oriented activities are comprised of physical andmental
operations for which the use of advanced technological tools byworkers are required. The
subject-oriented activities, according to [7], involved the dynamics of the workers’ social
interaction and collaboration with their autonomized work environments [6]. Thus, [6]
emphasized the importance of capturing the unshared knowledge of workers in an
autonomized work environment as an additive resource for developing an effective and
efficient autonomized work-system model. This, according to [6], requires that workers
with knowledge on the autonomized work environment be incentivized to share such
knowledge. This sharing, according to [6], will help work-system designers gain an
additive understanding of constraints in the social interaction and collaboration between
workers and their autonomized work-systems. In this regard, [6] argued for the need to
understand the emergingmental images of workers in the design of an autonomized work
environment that are friendly, efficient and effective.

The purpose of this paper, therefore, is to understand workers’ perception of human-
work and work-organization in a digitized production-drilling activity in mines and its
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associated learning that could lead to the creation of harmony between the technical and
the social system in the design of the mining-work environment. The objective is to
challenge the old ways of doing things in the mining industry (especially in the deep-
mines) by stimulating creativity and innovativeness in their organizational processes that
will help them create attractive and stimulatingwork environment for their workers (i.e. to
create new knowledge). In other words, it is to come out with knowledge that could
enhance the creation of an attractive workplace in the mines which can engage and
motivate even youngsters who are not particularly interested to work within the industry,
as well as facilitate the development of an efficient work culture which will not endanger
the health and welfare of mine workers operating in an autonomized work environments.

2 Literature Review

Themining industry has, for the past twodecades, been undergoingvigorous technological
revolutions with several organizations restructuring the functionality of their work envi-
ronments towards autonomation. The restructuring is part of bids byfirms in the industry to
accelerate their production activities while being efficient and effective. In this respect,
many organizations have autonomize their entire value chains [6]. The autonomation
process, as noted by [6], appears to focusmore on developingorganizational structures that
are autonomized. The autonomized system, according to [6], uses very efficient and
effective technologieswith high-performance capabilities and less reliant on humans [6]. It
is argued by [6] that the autonomation of the work environment concerns the design of
automated systems that are adapted to humans. As such, the process of autonomationmust
regard humans as resources in designing better-automated systems. As it is explained by
[6], autonomation of an organization’s work environment involves the harmonious inte-
gration of the systems’ human and technological components [6]. In this vein, [2]
described the automated system as work practices that enable learning for enhanced
human-technology collaborative work. This systemic description is informed by the
argumentations of [4, 7] and [8] to the effect that social relations in work environments are
human-dominated and cannot be completely replaced by technologies. Though there are
indications that the autonomation process in most firms, such as the recent conception of
Industry 4.0 model, is progressing rapidly, [5] argues that such rapid development needs
considerations and reflections that could result in the emergence of new learning from
designers. Arguing from the perspectives of [2], such considerations and reflections are a
manifestation of the challenges that need to be overcome by designers when developing
specialized knowledge in autonomizing the work environment, as it relates to the work-
organization and human systems. In this regard, workers unshared knowledge on the
design characteristics of the autonomizedwork environment,when captured canbe used to
design efficient and effective human-technology interfaces [6]. In this vein, it is important
for designers to understand workers’ narratives about the functionalities of their autono-
mized work-system and its corresponding effect on their performances.

Arguing from the perspectives of [8] and [9], it is imperative for designers of
autonomized work environments to incorporate workers shared mental images when
designing work-systems with modern work-organization that supports harmonious
human-technology collaboration. Thus, in the industrial drive toward autonomization, as
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emphasized by [8], development of autonomated production systems that are highly-
integrated and smarter is a prerequisite. Such systems could serve as enablers for learning
and collaboration across organizational borders [8], as well as facilitate organizations’
capability to become lean. By implication, organizations with autonomated production
systems can engage a few workers who are multi-skilled but have the capabilities to
perform in multiple areas of the organizations’ autonomized activities [4].

3 Methodology

The methodological approach was underlined by the notion professed by [2] that, for
practice in a highly automated work environment to be understood, it is important to
move beyond the environment’s institutional similarities. By implication, [2] deemed it
important to penetrate the situated and localized nature of practice in the environment’s
context. Underlined by this notion, the activities of workers engaged in production
mining activity in a highly automated mining work environment was studied. The
workers’ practices are categorized as skill-based and problem-solving, and each
practice has a level of automaticity with which it is performed [10]. The workers’ skill-
based tasks are performed in rapid automatic ways with minimum concentrations [10].
These tasks include production operations, which are guided by standardized methods
of performance with logical decisions required on the sequence of possible actions.

3.1 Data Collection

Data were collected in a high-tech underground mine. The subjects of the study were
experienced mine workers who were engaged in production mining activities in a
highly autonomized work environment. Figure 1 below shows the external context of
the work environment. The internal context is also shown in Fig. 2 below.

Fig. 1. External context of the production mining activity in the autonomized work environment
with worker positioning highly digitized machine in preparation for work commencement.
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Firstly, the work of the workers was directly observed and video-recorded by the
researcher. The direct and video observations were then used by the researcher to
engage the workers in conversations (interviews) soliciting their subjective perceptions
and unshared knowledge about their work-organization and work environments.

3.2 Data Analysis

The systemic structural analytical approach [11] was used as the basic paradigm for
analyzing the positional actions of the miners who were studied while engaged in the
production mining activity. In this analysis, the elements in the work-system that are
deemed relevant and the dynamic interactions between actors in the work context are
extracted. Such extraction makes it feasible to differentiate elements in the work envi-
ronment, in terms of their functionalities, so that the systematic inter-relationship among
the elements and their work-organization can be described [10]. Therefore, in the conduct
of the systemic-structural analysis, a hierarchical description of activities engaged in by
the miners are outlined. This is because, the organization of the miners’ activities is
hierarchical, and as such, need to be described and analyzed at different operational levels.
This, therefore, necessitated the need to express the units of analysis in ways that will
permit identification in the real work processes under study [10]. It also necessitated the
need to combine theworkers’ activity descriptionswith quantities ofmeasures as away of
enhancing the prognosis of the efficiency of their performances [10]. In this regard, the
description of the workers’ activities is performed in a way that allowed inferences to be
made on how the efficiency of work performances can be increased [10].

In analyzing the collected data, the functional analysis method of the systemic
analytical approach was applied. Firstly, the cognitive aspect of complexity that
depended on the specificity of information processing by the miners in when engaged

Fig. 2. Internal context of the production mining activity in the autonomized work environment
with worker operating highly digitized machine during work.
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in the production mining activity was evaluated. Secondly, the emotional-motivational
aspects of complexity that reflected the energetic aspects of the production mining
activity engaged in by the miners were also evaluated. In this respect, the workers’
perceptions of their work environments design, informed by their mental capture of the
images, concepts and non-verbal signs associated with their work, which were deemed
to constitute their non-shared knowledge were analyzed. In other words, the potential
strategies of activity performance associated with the workers’ actions and operations,
were appraised qualitatively. These included an appraisal of the workers’ goals and past
experiences. The workers’ subjective perceptions on standards of a successful result
and admissible deviation, decision-making on explorative performance actions, and
assessment of activity’s sense and difficulty were also appraised.

4 Results and Discussion

The following is a conversation between the observer (researcher) and an experienced
worker (miner) engaged with the production drilling activity who was subject of
observation and whose work was video-recorded;

Observer: What do make you feel relaxed when working, and that you can come to
work the following day very fit and fully recovered?

Worker: The most important thing when you come to work every day is that the
machine should have repairments. we should have a team to fill diesel,
change oil, everything, and when you come to the machine to work, it is
newly serviced. Also, we have no vehicle to drive around. In my opinion,
if we have one, and if we are on launch break, the team can go around to
fill oil and diesel, and if you have something you want to be fixed, they fix
it for you. That is the most important thing.

Observer: If you want to visit the washroom, what do you do?
Worker: You must take the car. we have the washroom only at level 980 m where

we eat. We must drive from here, level 1330 m up to level 980 m and back.
Observer: So, in your mind, do you think it will be better for management to provide

more washrooms so that you do not have to be going up and down?
Worker: Yeah! More toilets, and more places to eat in the mines so that you do not

need to transport yourself to and fro.
Observer: So, do you think it is possible in the next fifteen years to replace you with

robots? That is to bring robots here.
Worker: No, not in this environment
Observer: Why?
Worker: I know it is impossible. You can see that I spent about six minutes trying

to get the robotic arm complete the drilling of this marked spot. So, I do
not think so. We need people here to work on the machine

The exchanges highlighted above between the worker and researcher (observer)
were analyzed functionally. It is found that the miner’s individual object-oriented
activity entails operations that were characterized by physical and mental actions both
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of which had an influencing effect on the miners’ perceptions of their work entrain-
ment. This is in line with [7]’s argument to the effect that in mine work, the object of
the worker’s self-regulation of orienting activity is influenced by his/her perception of
the work environment design, informed by his/her physical and mental activities. This
is because, self-regulation is not a psychological notion, but a cybernetic one, and is an
influence on a work-system that derives from the system itself in order to correct its
behavior or activity [11]. It can therefore be derived from the exchanges above that the
object of the workers in the autonomized work environment, in terms of their physical
activity, is their engagement in work activity in which they use informed decisions and
programs to explore and innovate additive practices that can enhance their work per-
formances as well as their sensemaking capability when performing their work. Fur-
thermore, the object of the workers in the autonomized work environment, in terms of
their mental activity, is the concurrence of their work performance with task-difficulty
assessment, and communication alertness, for which dynamic mental is a pre-requisite.

The following is also a conversation between the observer (researcher) and another
experienced worker (miner) engagement with the production drilling activity who was
also subject of observation and whose work was also video-recorded.

Observer: I knowyouwant to help your organizationmakemoremoney bywork faster.
Worker: Yes, you are right! At the time, I try to work faster, but my supervisors

will ask me to slow down. But I hope you will agree with me that the more
the machine works, the more money the organization will make.

Observer: I observed that when the machine develops some faults while you are
using it to work, you mostly stop to repair it yourself, instead of notifying
and waiting for the maintenance crew. Why?

Worker: Your observation is right. There are very few mechanics and it is a one-
minute journey between them (i.e. at levels 920 m and 816 m). Sometimes
you must wait for two hours. Therefore, instead of waiting for two hours,
you go ahead and fix the machines yourself. You have to do it. The
managers say they do not have the money to employ many mechanics. We
have only two guys here.

Observer: You think that the management does not have the money? Maybe, the
management is not aware that you always do this kind of machine repairs
as an addition to your normal work, rather than informing and waiting for
the maintenance crew.

Worker: No! They know, but they do close their eyes.
Observer: Those who manufactured this high-tech machine you are using, as well as

your work environment that is, the engineers and the designers. Do they
come to talk to you the workers and ask you to tell them how you feel
about interaction and usage with the machines and the work environment?

Worker: It is only when the company wants to buy a new machine from them that we
see them here. Even with this, they do not show any interest in conversing
with us about the performances of their machines that we are using. Maybe,
because they are the designers, they feel that they knowmore thanwe do and
are not be interested in our views about their machines
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The exchanges highlighted above between the worker and researcher (observer)
were functionally analyzed. It is found that the miners’ have developed subjective
perceptions of various objective activities in the organization’s supply chain, which
remained unshared. These include issues related to the efficiency of their work-systems
and the operational functionality of their work environments. The workers use such tacit
knowledge to negotiate constraints associated with work in their autonomized work
environment. The findings indicate that in the course of their work performance in the
autonomized work environment, the workers develop their own perceptions which
translate into their non-shared procedural knowledge of the work environment. When
such knowledge is shared with designers of the work-system, enormous insight be
gained which will provide space for learning and innovation in the future design of a
highly autonomized and work-friendly work environment. The workers perceive the
mutuality of exchanges, interactions and understanding regarding the human-work and
work organization systemic designs as lacking quality inputs from them. This quality
input, if understood by their management, could have been incorporated to enhance the
quality of the production-drilling task and associated work design. The workers also
perceive the autonomized work-system as negatively affecting human social relations in
the work environment in its structuring of transactions between human-technology roles
as the building blocks of the digitized production-drilling activity. The base for this
postulation is underscored by [7]’s observation that when workers gain experience from
their work performances, the tendency for them to be more abstract in the cognitive
conceptualization of their work environment grows. Such cognition, with its inherent
complexity, influences workers perceptions and interpretations of their work environ-
ment design, leading to an openness towards their tacit knowledge development
influenced by their experiences in the work environment. Arguing from the perspectives
of [12], this cognitive complexity could be viewed as the most useful integrating model
of psychosocial influences in work-organization system design. This is because, such
cognitive complexity, as it is explained by [13], has a higher order structural personality
dimension which persons to develop different conceptual systems for perceiving reality
[13]. Thus, the design of an effective autonomized work environment can be enhanced
by understanding and learning from workers perceptions on the environment. Arguing
from the perspectives of [14], organizations seeking to autonomize their work-systems
and making their work environment intelligent must encourage the practice of proce-
dural knowledge sharing, especially by workers who interact with the work context.
Such practice of knowledge sharing, when cultivated will enhance the practice of
knowledge transfer, competence development, and learning at work for production
workers in mining organizations. All these practices provide spaces for learning and are
relevant human-work and work organization elements that can enhance organizations’
digitization of their work environment. By implication, learning in work scenarios
should be viewed not only in terms of training individuals and work-teams [14] but also
as part of organizational change processes and the development of an autonomized
workplace culture that can handle rapid changes such as, the introduction of highly
digitized production technologies and techniques.
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5 Conclusion

This study has shown that the perception of workers who are engaged in production
mining activity in an autonomized work environment of their work environment is an
important learning medium for designers of such a work environment. It is, therefore,
concluded that organizations seeking to develop an autonomized work environment
should put in place strategies and mechanisms to encourage workers to share their tacit
knowledge on the functionalities of the human work-system as well as the work-
organization systems. By sharing their knowledge,workerswill bring their subjective and
perceptual insights to bear, andwhich insight is key to identifying both the innovative and
constraining characteristics of the human-work and work-organization systems. Thus, it
is important for designers of autonomized work environments to capture and understand
the relived experiences and perceptions of workers who interact daily with the work
context. This understandingwill enable designers to create intelligent work environments
and design autonomized work-systems that are friendly, efficient and effective for the
digitized production drilling activity. As emphasized by [14], those responsible for
designing both human-work and work organization systems need to appreciate that their
organizations are operating in a new industrial context that creates new prerequisites and
new opportunities for development. Involving the individual’s total competence, as a
resource, in the organization’s internal rationalization work [14] is a learning focus that
must be considered as key in the changes required in the autonomized mining industrial
environment. The implication is that the creation of space in organizations, especially in
an autonomized work environment, for capturing workers perceptions and specialized
perspectives in the human-work and organization systems design processes must be
deemed important. This is could result in the development of an innovative autonomized
work environment design that is efficient, and which can enhance a collaborative and
harmonious sociotechnical co-existence between workers and autonomized systems for
enhanced productivity.
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Abstract. With the Development of Artificial Intelligence, there are different
ways to interact with vehicles besides graphical user interface (GUI). Tech-
nology such as speech recognition, gesture recognition, facial expression
recognition, and gaze tracking has gradually gained application in vehicle
interaction. The advances in autonomous driving technology will also lead to the
transformation of vehicle functions from transportation to multi-sensory space.
Users can get a comprehensive experience based on sight, hearing, touch, taste
and smell in future vehicles. Therefore, an exploration of the future vehicle
interaction design combined with vehicle technology is needed. The objective of
this paper is to deliver a vehicle multi-sensory user interaction design model
based on the MINDS method [1]. This paper starts with the function analysis
based on user requirement. On this basis, a connection between user and
innovative services can be illustrated which enhances the user experience. Then
an interaction sketch offered a detailed view of how users interact with vehicles
and how technology impacts interaction. Finally, a new vehicle interaction
model can be created by integrating the scenarios, technology, and users.

Keywords: Vehicle interactive design � Artificial intelligence �
MINDS method

1 Background

In the past 30 years, the human-vehicle interactive mode has changed significantly. The
in-car interactions have gradually transformed from physical buttons to graphical user
interface, voice user interface, gesture interaction, and gaze interaction. A previous
research revealed that humans got 83.0% information from sight, 11.0% from hearing,
3.5% from smell, 1.5% from touch, and 1.0% from taste [2]. This indicated that there are
more ways for users to obtain information, process information, and express their in-car
needs clearly. And it is found that in communication, verbal information only accounts
for 7%, while the remaining are non-verbal information. The non- verbal information is
composed of gestures (55%) and intonations (38%). It means that the vehicles can
“understand” more about their users via facial identification, gesture identification,
intonation identification, and individual style identification. This is closely related to
artificial intelligence technology. AI impacts human-computer interaction, AI promotes
the interactive mode from technology-centered to user- centered. And finally, a
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sense-centered interactive mode developed using AI to enhance context awareness,
conscious awareness, and emotion awareness [3]. In summary, users will get multi-
sensory interactive experience through a variety of interactive ways.

The development of the Internet of Things also leads to the promotion of human-
vehicle interactive mode. Internet of Things is now evolving rapidly, and the CAGRwill
reach 14.4% from 2018 to 2021 [4]. We can see a huge potential in the growth of Internet
of Things, and one of the key development fields is the Internet of Vehicles. The Internet
of Vehicles involved in vehicles, transportation, electronics, and other fields. The
Internet of Vehicles connects users with various users-centered services applications.
These service applications, mainly contain intelligent in-car information system, users
can apply applications such as navigation, music, communication, information research.
As technology develops, users will get more services. The key element of the Internet of
Things is that it connects with all transportation resources. Thus, In- car interaction will
cover multiple factors and multiple usage scenarios. Now the autonomous driving
technology is updated quickly. And the autonomous driving level was classified into six
levels (from level 0 to level 5) in SAE (J3016) [5] based on the level of automation. Once
the technology and the law system get perfected, the amount of fully autonomous
vehicles will increase quickly. Under this circumstance, the function of drivers will
become weakened, and the in-car environment will finally turn into mobile space.
Therefore, in-car user interactive mode and user experience will meet a great difference.

Based on the above consideration, this article is to take a deep exploration into
future vehicle user interaction connecting with technology and usage scenarios. It is
essential to consider the relationship of users, product (software and hardware), and the
scenarios in a more systematic way, for the future vehicle interaction depends heavily
on these elements. Thus, in that context, this article makes research on future vehicle
interaction model based on the MINDS method.

2 The MINDS Method

The MINDS method was proposed by Grenha Teixeira et al. in 2017 [1, 2], which is a
service design method that combing with interaction design method.

Fig. 1. Three key processes of the MINDS method
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The MINDS method paid much attention to how technology affects service
experience and user interactions. This method is to analyze the relation between users,
technology and the context. There are three key processes in this method, as shown in
Fig. 1. In step 1, designers need to collect the demand of users via questionnaire or user
interview. And then typical scenarios should be drawn, while the relations between
users, front interactions, and back interactions can be described in step 2. In the final
step, designers can make interaction sketches for further development. In this paper, we
apply step 2 to study the relation of users and technology.

3 Research on Future Vehicle Multi-sensory Interaction

Combining with related technology and key users researches, the trend of the auto-
motive industry was summarized as “eascy” by PwC – electrified, autonomous, shared,
connected and yearly updated [6]. The renewal of the technology and the industrial
structure will lead to a revolution of vehicles. Then, the application scenarios and the
usages of users are corresponding to be changed in the future.

This article is to discuss the future vehicle multi-sensory interaction based on the
above trends. The objective of this document is to explore a future vehicle interaction
model connected with users, technology, and the context.

3.1 User Requirements Research

The main purpose of this paper is to find and explore the user requirements while the
vehicles are highly automated. We made brief interviews with six drivers to find out
their perspective toward self-driving vehicles, and what action they might do facing this
situation. After an overview about their attitudes, we also gathered more information
from a report about public attitude toward autonomous vehicles in Berkeley [7] and a
similar survey in the U.S., the U.K, and Australia [8].

Fig. 2. Five main concerns in the future self-driving car
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Based on these analyses and our brainstorming, the user preference was created. As
shown in Fig. 2, the primary concern of users is driving safety. Almost all of them
show a sense of distrust toward self- driving car. Is the car really safe? Will it get
operation mistake? Can I take over my car at any time? They also take network security
seriously, fearing about the privacy leaking. The rest elements they care about are the
connection, convenience, and other services.

Then this article proposed a new interaction system. This new proposal pays much
attention to build the feeling of trust with the users and provided optional interactive
modes. The main characteristics are as follows: (1) the in-car system will give the
notification initiative to the users about the vehicle operation, help to establish reliance
between users and the system. (2) Various interactive modes can be identified to help the
users convey their requirements easier, such as speech, eye movements, and gesture.
(3) The proposal provides cross-domain scenarios through the Internet of Vehicles.

3.2 Vehicle Multi-sensory Interaction System

After the definition of the future vehicle interaction proposal, this article explored the
relationship between users, vehicle, and technology based on the MINDS method
(Fig. 3). We used Storyboard to draw below five scenarios, trying to integrate users,
service (the vehicle and other associated locations), and the backend system (the
technology and big data).

Fig. 3. Vehicle multi-sensory interaction system
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3.3 Future Vehicle Interaction Model

Based on the above analysis and exploration, a future vehicle interaction model was put
forward. As shown in Fig. 4, users are the core elements. The environment can impact
the in-car interaction, so the users will get multi-sensory experience. When the users
proposed their commands intuitively or unconsciously, the environment will be
affected and generate different interactive modes.

4 Conclusion and Prospect

This article made an in-depth discussion on the future vehicle multi-sensory interaction
combining with users, technology, and the environment. There is no doubt the future
vehicle interactive pattern will face great changes as technology develops, and different
scenarios will become connected. The vehicle in the future may play a bigger role, not
just be considered as transportation. While in vehicle interaction design, it is essential
to building credibility between users and in-car intelligent systems. Only then can the
users get enhanced experiences.
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Abstract. This contribution summarizes the results achieved from a summative
usability study considering the efficiency, effectiveness, and subjective satis-
faction of final users when using Air Quality, a new mobile software for Public
Air Quality information. Fifty-one participants tested the user interfaces of a
prototype of the application. We use the IBM Computer System Usability
Questionnaire (CSUQ) in order to assess the user experience (UX). The
Microsoft Desirability Toolkit is also applied as complementary tool. We pre-
sent experimental results based on subjective appreciations and self-reported
feed-back. It suggests a favorable trend towards the usability of the application.
Nevertheless, we have found that the quality of the information is a deficiency in
the mobile application. We analyze some recommendations to improve the
mobile application.

Keywords: User interfaces � User experience � User study �
Air pollution mobile application

1 Introduction

Rapid global human population growth, technological development, industrialization
and urbanization are responsible for environmental quality deterioration, overuse of
natural resources, and environmental pollution, among other anthropogenic induced
issues. Constant emission of gaseous and particulate pollution from industrial, resi-
dential and traffic related activities has been increasingly changing the composition of
the atmosphere, ranking air pollution as one of the most critical concerns to human and
environmental health [1, 2].

A vast array of atmospheric contaminants are triggering cardiovascular and respi-
ratory diseases, and causing incidents of cancer, which kills seven million people
prematurely every year [3] While in the developed countries the air pollution is slowly
decreasing due to regulations, it is not quite the same in the developing countries [4],
potentially increasing the mortality rates due to this cause in the next few decades [5].
While it is quite challenging to reduce the unfortunate progression of harmful air
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pollution, escaping the exposure could be a reasonable solution for sensitive popula-
tion. Raising the air quality awareness is limited to the newspaper and television reports
common only during extreme pollution episodes. While the increased air pollution
episodes are extremely harmful to every exposed citizen, the long-term day-to-day
exposure can also cause serious health problems [6]. Therefore, we believe, that a more
efficient way to inform the population of the risks of exposure to poor urban air
conditions is applications used on easily accessible mobile devices [7].

More than 54% of the world population resides in the cities. This number is
estimated to reach 66% by 2050. Studies assert their predictions in the fast urbanization
in developing countries [8]. These effects are represented in the shortage of natural
resources, motorization, climate change and, especially, pollution in our environment.
Actually, 92% of the global human population living in cities with more than 100,000
inhabitants are intensively exposed to the air pollution not meeting the guidelines of the
World Health Organization (WHO), while this value increases to 98% in low-income
countries [1, 9]. At this point, air pollution is one of the main causes of premature
mortality, in addition to being the main environmental risk, causing 7 million pre-
mature deaths per year, and it is expected to double by 2050 [3].

Urban centers contain millions of people of all ages and health states. The popu-
lation most suffering the health effects due to the poor air quality are children, elderly
and risk groups with cardiovascular and above all respiratory diseases. However,
certain daily activities could be avoided by sensitive population, if the awareness of air
quality conditions would be more user friendly/accessible.

In recent years, mobile applications for Public Air Quality Information [7] have
reached increasing levels of presence in the field of environmental quality. Assuring the
acceptance and ease of use of these kinds of applications requires the implementation
of usability studies during the development cycle of such a tool. The usability allows to
measure if a specific product can be easily used by users who wish to reach certain
objectives. The measurements consider aspects such as efficiency, effectiveness and
satisfaction in a specific context of use. The evaluation measures may be both for-
mative or summative [10]. Formative or summative usability evaluation process are
incorporated in UCD practices [11]. Through formative usability evolution, designers
detect early usability concerns. This formative evaluation is complemented with the
summative evaluation or user experience (UX). Formative usability facilitates the
refinement of a product during its design, just as it focuses on studying the quality of
the user’s experience. This method that consists of describing the user experience is
widely adopted in early stages of a User-Centered Development process (UCD) [12]. In
[7], a formative usability is realize considering heuristics and metrics to measure the
potential problems of an Air Quality mobile software for Public Air Quality
information.

The ISO 9241-11 [13] regulates the way in which usability should be applied
within the framework of the use of interactive systems, products and/or services. This
standard defines usability as a measure variable of efficiency, effectiveness and
acceptance of a product by a user who needs to complete several tasks in specific use
contexts [13].
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Tullis et al. [14] recommends the System Usability Scale (SUS) [15] and the IBM
Computer System Usability Questionnaire (CSUQ) [16] to evaluate the usability, as
they are considered to be the most effective. The SUS offers a “quick and dirty”
assessment of the usability of a system, while the CSUQ allows to study aspects such
as, the utility, the information quality and the interface quality of an interactive
application. The utility implies the ease of use, the learning, the speed in accomplishing
the tasks and the friendliness of the user with respect to the interactive system. The
information quality study the errors concerns, the intelligibility and the simplicity of the
information. Finally, the interface quality study the affective attitude of a user when use
the interactive system.

The SUS only provides one score to identify how usability is perceived by finals
users. Regrettably, it has no other measure to measure the appreciations of the users.
On the contrary, the IBM CSUQ facilitates obtaining the satisfaction of the user when
using any interactive system. The IBM CSUQ have nineteen validated 7-point Likert
scale questions organized in 4 categories. All questions have 3 levels for positive
appraisals as well as negative ones. The reliability of this kind of scale is guaranteed by
the alpha coefficient described in [17].

The Microsoft Desirability Toolkit is a method composed of 118 emotional words
[18]. The words allow to obtain the reactions of the participants. These are oriented in
visual aspects of design, functionalities, user experiences that users perceive when
using a product or design. Designers use this method to obtain the emotional feedback
and desirability from the participants after a user experience.

The Microsoft Desirability Toolkit is a method composed of 118 emotional words.
In this toolkit, words are diverse and cover positive or negative reactions in aspects
such as: design, functionality, performance and user experience. Designers use this
method to obtain the emotional feedback and desirability from the participants after a
user experience.

The presented document is organized as follows. Next section describes the main
tasks of the application. In the third section, details of the usability study are described.
Section four summarizes the main findings of the study and discussions. Finally,
conclusions and upcoming efforts are presented.

2 App Description

The value of the AQI of sulfur dioxide (SO2), carbon monoxide (CO), ozone (O3), and
suspended particles (PM2.5 and PM10 particulate matter with aero- dynamic diameters
under 2.5 and 10 µm, respectively) in the air are obtained from the website of the
Environmental Secretariat of Quito Metropolitan District. This city office manages nine
monitoring stations of the atmospheric conditions (meteorology and air pollutants)
across the city. Then, the concentration of the pollutants for a specific position is
obtained by interpolation. The method used to perform this interpolation is called
Inverse Distance Weighted (IDW) [19]. Since the distribution of the monitoring
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stations is relatively sparse, the IDW is used to estimate the in-situ AQI index of a
determined pollutant by only considering the actual values provided by the stations
inside the footprint area surrounding the user. The purpose of such an App is to provide
the population with a ubiquitous tool to inform and alert on possible pollution peaks
and consequent health threats. “Figure 1” displays a screen-shot of the main user
interfaces of the mobile air quality prototype and the navigation from one interface to
another.

These functionalities are the following:

1. Since it is necessary to load several data from a server, the program starts with a
progression bar that provides the user with a feedback on the delay before the
application is available.

2. The geolocation of the user and the stations are displayed on a map of the city. The
users can also deactivate their location.

3. It is possible to move across and zoom-in/zoom-out in the map by using the
established joint gesture of thumb and forefinger.

4. It is possible to reinitialize the map according to the user’s position.
5. The user may change the map display settings, as shown in “Fig. 1” (panel 4). It

means that the user can select the type of map according to the views: normal,
terrain, satellite and hybrid. The color of the text is yellow when the map is shown
in satellite or hybrid mode.

6. The pollution value is associated with a color scale. It is also possible to consult the
documentation of the scale, bymeans of a help option, as shown in “Fig. 1” (panel 2).
According to the pollution levels, the citizens are provided with specific recom-
mendations. This option is particularly relevant for people with health condition,
children and those who wish to practice outdoor activities.

7. The user may activate or deactivate the visual description of each station, as shown
in “Fig. 1” (panel 3). If the user turns OFF this option, the stations will only show
the pollution value.

8. It is possible to filter the contaminant parameters (status ON or OFF), in order to
display only relevant pollutants for the user (“Fig. 1”, panel 5).

9. The user may change the radius of the measurement area, so that a different area is
considered to estimate the concentration of the pollution at the user’s location.

10. A menu must be placed in the superior left corner of the user interface enables the
users to select the contaminant they are interested in. Once the pollutant is chosen,
its name is highlighted to give a visual confirmation that the request is proceeded.

11. The user can receive notifications or alerts when the system detects dangerous
values of pollution.

12. The user may share the pollution values and their recommendations through the use
of social networks. This allows the user to alert their relatives, friends and other
citizens.
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Fig. 1. The user interfaces of the air quality mobile application
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3 The Experiment

We conducted an experiment involving final users to comprehend the usability for the
mobile air quality interactive prototype.

3.1 Participants

A total of 51 people (distributed in 42 males or 82.3% and 9 females or 17.6%)
participated in our usability experiment with the mobile air quality interactive proto-
type. The participants were selected by convenience sampling. For the participation in
the experiment no specific skill was required. From the total of participants, 42 par-
ticipants (or 82.3%) were between ages of 18 and 21 years old, while 7 participants (or
13.7%) were between 22 and 25 years old. Only 2 participants (or 3.9%) were between
ages of 26 and 30 years old. From the 51 participants, 40 participants (or 78.43%)
reported that they had never used an air quality app before. On the contrary, 11 (or
21.57%) participants who claimed to use an air quality system. Likewise, from the 11
participants, 5 (or 9.8%) have used these systems for less than 1 year. 2 participants (or
3.95%) have used these systems between 1 and 2 years. 3 participants (or 5.9%) have
used these systems between 3 and 4 years. Finally, only 1 participant has used these
systems between 5 and 6 years. The daily use of these systems was the following: 8
participants (or 15.7%) use these systems for less than 1 h. 1 participant (or 2.0%) use
these systems between 1 and 2 h. 2 participants (or 3.9%) use these systems between 3
and 4 h.

3.2 Tasks

Table 1 presents the four tasks to be performed by participants during the experiment.

3.3 The Experimentation Procedure

We started by having each participant sign an informed consent. Next, we ask each
participant to answer a demographic questionnaire. Then, each participant received
training on how to use the mobile application. The participants were able to ask their
questions after using the mobile air quality prototype. Immediately, when the scenarios
of the experimentation were clarified, and after all the participants were self-confident
with the use of the mobile application, they were invited to perform the four tasks. The
experimentation lasted about 10 min. Once all the tasks accomplished, the participants

Table 1. Experimental tasks.

Nro. Task

1 Change the map display settings to a terrain view
2 Consult the recommendations of the air quality index
3 Deactivate the visual description of each station
4 Filter the contaminant parameters
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were requested to fill in the CSUQ [16], plus the optional open question: Are there any
comments you’d like to make about the air quality mobile application or your expe-
rience in using it during the experiment? Finally, participants were asked to select as
many words as they wished from a Microsoft Desirability Toolkit [18] in order to
describe their experience with the user interfaces.

4 The Results

This section presents the results of applying the IBM CSUQ instrument. Table 2 shows
the measure scores grouped by the four categories of the CSUQ. Figure 2 (left panel)
shows also, the results of the IBM CSUQ questionnaire.

In general, a favorable trend is observed, given that most participants valued
positive responses. In almost the majority of cases, the averages in the answers to the
questions were superior than 4.02 and the standard deviation obtained was less than
1.28. The results of the question Q2, Q3 and Q4 indicate that participants consider the
system as simple to use and promoting an effective completion of the tasks.

The results of questions Q9, Q10, Q11, and Q15 concerning to the information
quality (Mean (µ) = 5.15, Median (M) = 5.00, Std. Dev. (r) = 1.47) suggest that the
participants involved on the study were not in full agreement with the online help, error
messages and other documentations offered with the mobile air quality prototype. On
the contrary, the results obtained in question Q14, allows us to affirm that the partic-
ipants found effective the information and helping them to perform the tasks asked with
the system.

Table 2. Structure of the IBM CSUQ. Mean = (µ). Median (M). Std. deviation (r)

Category # Question µ M r

SYSUSE 01 Overall, I am satisfied with how easy it is to use this system 5.45 6.00 1.00

02 It was simple to use this system 5.66 6.00 1.21

03 I could effectively complete my work using this system 5.70 6.00 1.00

04 I was able to complete my work quickly using this system 5.54 6.00 0.96

05 I was able to efficiently complete my work using this system 5.54 6.00 1.10

06 I felt comfortable using this system 5.49 6.00 1.17

07 It was easy to learn to use this system 5.80 6.00 1.31

08 I believe I could become productive quickly using this system 5.47 6.00 1.34

INFOQUAL 09 The system gave error messages that clearly tell me how to fix problems 4.01 4.00 1.78

10 Whenever I made a mistake using the system, I could recover easily and quickly 5.03 5.00 1.48

11 The information (such as online help, on-screen messages, and other
documentation) provided with this system was clear

5.11 6.00 1.45

12 It was easy to find the information I needed 5.47 6.00 1.28

13 The information provided for the system was easy to under-stand 5.60 6.00 1.20

14 The information was effective in helping me complete the tasks and scenarios 5.41 5.00 1.20

15 The organization of information on the system screens was clear 5.41, 6.00 1.28

INTERQUAL 16 The interface of this system was pleasant 5.37 5.00 1.21

17 I liked using the interface of this system 5.49 6.00 1.23

18 This system has all the functions and capabilities I expect it 5.54 6.00 1.08

OVERALL 19 Overall, I am satisfied with this system 5.60 6.00 1.04
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Regarding the interaction quality (Mean (µ) = 5.47, Median (M) = 6.00, Std. Dev.
(r) = 1.18), the question Q17 suggests that only 31.37% of the participants did not like
the user interfaces of the system.

Figure 2 (middle panel) shows the score values obtained for each question of the
IBM CSUQ. The results to the system usefulness (Mean (µ) = 5.59, Median
(M) = 6.00, Std. Dev. (r) = 1.14). It allows us to indicate that the participants
appreciated the platform. However, the results of question Q7 assert that 45.1% of
participants do not believe that it was easy to learn the system. However, we corrob-
orate that it is necessary to carry out complementary studies that measure the perfor-
mance of using system tasks.

In relation to the information quality (Mean (µ) = 5.15, Median (M) = 5.00, Std.
Dev. (r) = 1.47), the results confirm a positive appreciation of the quality of the
information for the participants involved on the study. Nevertheless, we consider that
the improvements of the mobile air quality application should point towards: (i) the
icons must be more representatives, and (ii) a more direct and short recommendation
regarding the pollution value should be provided. Also, the results obtained in relation
to the quality of the interface quality (Mean (µ) = 5.47, Median (M) = 6.00, Std. Dev.
(r) = 1.18) suggest that the UIs of the air quality mobile prototype are acceptable.
However, we believe that we must make an effort to reduce the interactions between
the interfaces. Overall satisfaction (Mean (µ) = 5.61, Median (M) = 6.00, Std. Dev.
(r) = 1.04) indicates that the mobile air quality prototype is positively appreciated. The
responses of the participants suggest a positive attitude to resolve the errors when they
are presented. In general, the usability of the system was also positively perceived by
the users. We consider that the participants like the system and its functionalities.

4.1 The Complementary Analysis of Variance and Correlation

This section presents the complementary study to analyze the one-way variance and the
correlations of the results. Figure 2 (right panel) presents a strip plot containing the
CSUQ average response for all the categories. The “Jittering” representation was
selected in order to provide a better visualization and understanding. We highlight three
measures: (1) the minimum score in each category given by the participants; (2) the
mean value obtained for each category; and (3) the confidence interval for each cate-
gory. Based on the results, we can affirm that there are no important differences
between the categories. The value of (p- value = 0.1) indicate an approximating pos-
itive appreciation for all statements of the IBM CSUQ.

Regarding the correlation between the answers between the categories. Figure 2
(right panel) shows that the OVERALL and SYSUSE measurements were the highest
(r = 0.77). This allows us to state that the positive general perception of the participants
is associated with each positive response for the questions of the SYSUSE category.
This phenomenon can also be observed in Fig. 2 (left panel) where the results of the
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aforementioned questions were perceived as highly positive. The higher correlation
was acquired with the SYSUSE category (r = 0.76) for INTERQUAL. It means that
the more appreciate and more pleasant is using the system for the user, the more
friendly and productive is.

4.2 The Analysis of Microsoft Desirability Survey

This section describes the score values achieved when applying the Microsoft Desir-
ability Toolkit [18] to describes the experience of participants with the application. The
participants selected an average of 12.5 words, with half of them selecting more than 9
words.

Figure 3 (left panel) shows a word cloud using all the 91 words selected by the
participants. We found that the first 10 words with the highest frequency where positive
(see right panel of the Fig. 3). Table 3 shows the relationships between the emotional
words: Clear, Usable and Easy-to-use, which describes how often the selected emo-
tional words appear together relative to how often they appear separately. The words
Clear, Usable and Easy-to-use are the most frequent words picked by the users and are
presented in an individual column in Table 3 Then follows a column with the top
correlated words and the correlation value. A threshold value of hcorr [ 0:3 is used for
selecting the correlated words.

Fig. 2. The IBM CSUQ results. Left panel: the IBM CSUQ questions summarized. Right panel:
mean average responses grouped by categories.
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5 Conclusions

Throughout this contribution, we detailed a usability study that considers the efficiency,
effectiveness and satisfaction of 51 participants who made use of a mobile application
for public air quality information. The work intends to provide some guidelines to
improve the development of air quality mobile applications. In the context of this
research, an appropriate usability is fundamental for a correct understanding and
interpretation of the data offered by the system.

In general, the results obtained induce a good usability of the application. For us the
most important results obtained during the study, and its subsequent analysis, was the
possibility of identifying the early usability problems and interaction concerns. Among
the problems encountered, we have identified that a better handling of errors and
system documentation is necessary. Likewise, the performed test by the participants
shows that a significant part of the population does not believe that the mobile
application was intuitive. Likewise, the presence of poor user feedback was considered
as a barrier in the acceptance of the application.

Fig. 3. Desirability results from the Microsoft reaction cards.

Table 3. Correlations between words

Word Correlated with Corr Word Correlated with Corr Word Correlated with Corr

Clear Intuitive 0.44 Usable Credible 0.44 Easy to
use

Controllable 0.54
Comprehensive 0.39 Business-like 0.37 Consistent 0.45
Flexible 0.35 Trustworthy 0.37 Approachable 0.41
Effortless 0.33 Useful 0.36 Friendly 0.41
Efficient 0.32 Fresh 0.36 Comprehensive 0.39
Time-saving 0.32 Flexible 0.35 Simple 0.36
Predictable 0.32 Approachable 0.33 Satisfying 0.36
Appealing 0.30 Sophisticated 0.32
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We must do what is necessary to improve these aspects and make users feel
comfortable using the mobile application in development. Future efforts should have
the following directions: (i) considering the opinion of these individuals to redesign
certain aspects of the interface; (ii) carrying out tests to evaluate the user’s performance
of users according to the completion time, number of interactive movements, error
rates, among others; (iii) carrying out cognitive tests considering aspects like: mental
workload and frustration; and (iv) conducting accessibility evaluations.

As a final reflection, we conclude that User-Centered Development practices in
conjunction with air quality analysis research and the usability of monitoring tools are
necessary when implementing intuitive techniques of data visualization and informa-
tion interaction, such as multi-modal user interfaces.
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Abstract. This paper summarizes the heuristic evaluation carried out to the
ePHoRt, a web-based platform that aims at improving the rehabilitation of
patients after an arthroplasty. The development of the interfaces is carried out by
an agile, collaborative and user-centered methodology. The heuristic evaluation
was performed by four experts, considering four ergonomics principles as fol-
lows: user guidance, user support, user control and freedom, and user support.
The results have allowed us to obtain a series of recommendations that could be
applied to improve the functionalities and the user interface of our tele-
rehabilitation platform.

Keywords: Usability � Heuristic evaluation � E-health �
Physical rehabilitation � Physiotherapist activities

1 Introduction

The ePHoRt project is a web-based platform that aims at improving the rehabilitation
of patients after an arthroplasty [1, 2]. Usability studies are performed from the
patient’s perspective [3, 4]. However, new challenges are primarily related to develop a
system to support the physiotherapist for planning, monitoring and evaluating reha-
bilitation exercises. These aspects are important in the therapeutic process, because it
allow for selecting the most appropriate exercises (planning), assessing in real time the
execution of the movements (monitoring), and quantifying the progress of the patient
(recovering) [5–7]. The current clinical practice lacks computerized methods to support
physical rehabilitation programs, although the stakeholders (health professionals,
caregivers, and patients) agree on the fact that IT can enhance a certain autonomy of the
patients by promoting a therapeutic education [8]. In order to make sure that the
developed platform supports effectively and efficiently the physiotherapist’s activities,
an agile, collaborative and user-centered methodology is used. The use of the system
requires studying the usability of the interfaces in early stages of a collaborative
development process focused on the user.
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A sets of usability heuristics have been grouped under four ergonomics principles as
follows: user guidance, user effort, user control and freedom, and user support. This paper
summarizes a preliminary heuristic evaluation carried out on the ePHoRt application and
from the physiotherapist’s perspective. The heuristic evaluation is performed by three
usability experts and is focused on the physiotherapist’s interface. The results are
intended to provide a series of recommendations that will be applied to improve the
functionalities of the user interface. The remaining of the paper is organized into six
section. The next section presents some related work in the domains of tele-rehabilitation
and usability evaluation. Section 3 describes the case study. Section 4 presents a task-
oriented usability evaluation method. In Sect. 5, the usability evaluation results are
presented. Section 6 suggests some improvements according to the usability evaluation
results. Finally, the last section presents conclusions and future work.

2 Related Work

The ISO standard 9241-11 [9] provides a framework for understanding the concept of
usability and applying it to situations where people use interactive systems, and other
types of systems (including built environments), and products (including industrial and
consumer products) and services (including technical and personal services). The
official ISO 9241-11 definition of usability is “the extent to which a product can be used
by specified users to achieve specified goals with effectiveness, efficiency and satis-
faction in a specified context of use” [9]. Usability evaluation can be formative or
summative [10]. Formative usability evaluation aims to evaluate a product or a design.
It allows to identify shortcomings in order to produce a set of recommendations with
the goal of improving the design before it has been finalized. Currently, there are many
methods of inspection and testing that make it possible to obtain the usability of an
application. These inspection methods are based on usability problems known as
heuristic metrics, among which Nielsen’s 10 usability heuristics are the most widely
used [11].

A systematic literature review to develop usability heuristics was presented in [12].
This work performs an exhaustive review of 73 studies related to usability heuristics
conducted between 2006 and 2016. Recently, an extended set of usability heuristics
integrating the usability heuristics of Nielsen [13] with the ergonomics criteria pre-
sented in [14] has appeared. However, we focus on using a set of usability heuristics for
the evaluation of the ePHoRt platform because they have been grouped under four
ergonomics principles as follows: user guidance, user effort, user control and freedom,
and user support [13].

3 Case Study

3.1 The Home Motor Rehabilitation Platform

ePHoRt [2] is a web-based tele-rehabilitation application to support people recovering
from a hip replacement surgery. We adopt the User-Centered agile.
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Development (UCD) approach [15] to specify and design the main functionalities of
the therapeutic programs (TPs), through a flexible and efficient manner. This process is
described by using the task tree model. It was inspired by the Concur Task Trees (CTT)
notation described in [16]. In our case, icons may vary due to the toolkit used. We have
adopted this representation because it supports the design of interactive applications for
user interface model-based design. It generates a tree graphical representation of the
hierarchical decomposition of the tasks provided by the platform. A TP is a plan that
describes a set of exercises that should be accomplished by the patient over a certain
period of time. Figure 1 shows the tasks that must be performed by the physiotherapist
to create a therapeutic program.

3.2 Application’s Tasks

According to the case study, Table 1 shows the main tasks to create a therapeutic
program with ePHoRt. These tasks are used by the experts to make the heuristic
evaluations of the physiotherapist interfaces of ePHoRt.

Fig. 1. Task model to create a therapeutic program

Table 1. The evaluation tasks

Reference Task

T1 Add general information
T2 Add medical history
T3 Write a pre-surgical evaluation
T4 Define the stages of a therapeutic program
T5 Assign exercises to the therapeutic program
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3.3 Add General Information

The physiotherapist can add general information regarding the therapeutic program.
This includes a title, a brief description, a period of beginning and ending, the patient
who requires rehabilitation and his/her referring physician. Figure 2 shows the user
interface to create a therapeutic program.

3.4 Add Medical History

The physiotherapist has the possibility of documenting the preliminary information of
the patient. This information refers to any relative, and/or personal medical record (see
Fig. 2).

3.5 Write a Pre-surgical Evaluation

With the creation of the therapeutic program, the physiotherapist has the possibility of
registering a pre-surgical evaluation. Two types of evaluation are available: (1) func-
tional, or (2) by body segments. The functional evaluation requires an assessment of
the patient’s physical-motor conditions. The evaluation by body segments considers an
assessment of the limbs of the patient, in order to evaluate the levels of pain, strength or
movement.

Upper panel of Fig. 3 shows the user interface to write a pre-surgical evaluation.

3.6 Define the Stages of a Therapeutic Program

The physiotherapist must indicate the number of stages in which a therapeutic program
will be divided (see middle panel of Fig. 3). At each stage the physiotherapist can
record the following elements:

Fig. 2. UI to create a therapeutic program
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Fig. 3. UIs to create a new therapeutic program. Upper panel the UI to write a pre- surgical
evaluation. Middle panel the UI to define the stages of a therapeutic program. Bottom panel the
UI to assign exercises to a therapeutic program.
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– a consecutive period of validity.
– a set of learning resources.
– a set of exercises the patient must perform during a rehabilitation session.
– a post-surgical evaluation the physiotherapist must perform at the end of a stage.

The physiotherapist can define the rest time the patient must respect between the
exercises, the series and the repetitions. The hierarchical links between these func-
tionalities are illustrated in Fig. 1.

3.7 Assign Exercises to the Therapeutic Program

The functionality of assigning exercises to a therapeutic program allows the physio-
therapist to establish the link between the therapeutic program and the exercises that
should be performed. For each stage, the physiotherapist associates a set of exercises,
as shown in the bottom panel of Fig. 3. Each associated exercise must contain the
number of sessions for a particular day, the number of series in each session and the
number of repetitions per series.

4 Usability Evaluation

This section describes the details of the task-oriented usability inspection method [13]
used in this study.

4.1 Materials and Methods

Four experts tested the mobile application in order to find the difficulties end- users
might have when using the application. Each expert received a user manual for the
application, including the evaluation tasks, the set of usability heuristics (according to
[13]), a series of steps to perform the evaluation, and an evaluation template. The
usability experts used the set of 14 heuristics presented in Table 3. Usability problems
are evaluated based on the severity listed in Table 2. The levels of severity range from
1 to 5. The value of 1 represents the lowest level of severity while a value of 5
represents the most serious problem of usability.

Table 2. The list of severities

Reference Description

1 A usability problem is not considered, in its entirety
2 Barely aesthetic problem: it does not need to be modified, unless there is time

available
3 Less usability problem: the solution to this problem should have low priority
4 Major usability problem: it is important to solve it, for this high priority must be

given
5 Usability catastrophe: it is mandatory to resolve it, before the product is

disclosed
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4.2 Procedure

The usability problems are evaluated by following a task-based approach. Table 1
presents the evaluation tasks that were used during the usability evaluation. Each
heuristic presented in Table 3 was used to explain and comment the usability problems
found by experts when analyzing the tasks presented in Table 1. The evaluation pro-
cedure was as follows:

1. Each expert became familiar with the application.
2. Each expert made an individual evaluation considering the set of heuristics eval-

uation and the severity’s levels.
3. The results of each expert were merged for further analysis.

5 Results and Discussion

After the individual evaluations, the number of problems detected by each expert
varied between 13 and 65 (see Fig. 4). We analyzed each individual evaluation in order
to eliminate the duplicates and the false problems. Table 3 shows the collaborative
consolidation of usability problems, grouped by categories and severities. Overall, a
total of 124 usability concerns where founded. Most of the usability problems detected
are related to:

1. There is no help option and documentation for the user.
2. It is not clear when the user should use the “Save” button.
3. The buttons must be more representative of the action that the user must perform.

Fig. 4. Usability problems and severity for all experts
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4. Some of the buttons do not suggest the action that the user should do. For instance:
“New record” in the upper panel of Fig. 3.

5. The registration groups in the tables present in the interfaces are not identified.
6. Tables using in the UIs are not the same presentation style.
7. The user can not delete a particular stage.
8. The user can not dissociate a particular exercise.
9. As the records of the tables increase, it will increase the level of scrolling that the

user should perform.
10. There is no separation between the evaluations by functional type and by body

segments.

Table 3 shows the usability problems per usability heuristics. User support and are
mainly related to all heuristics. The user interfaces does not have help and documen-
tation. Error messages are non-existent and the messages of the buttons do not guide
the therapist in the task to be performed. User guide problems are mainly related to the
fact that it is difficult to have the feedback of the user tasks and the does not help the
user to understand the result of their task. These problems are aligned with user
support. This is mainly because the system does not offer good compatibility with the
user, nor does it provide help and documentation. The problems obtained in the cat-
egory of user effort are due to the that the user does not have a good understanding of
the table elements presented in the user interfaces (see Fig. 3). Finally, user control and
freedom are related to the fact that the user does not have enough flexibility to delete
the stages and the exercises.

Table 3. Usability problems and severity for all tasks

Usability heuristics Severity Total
problemsGroup ID Description 1 2 3 4 5

User guidance H1 Prompting 13 7 0 0 0 7
H2 Feedback 9 11 0 0 0 11
H3 Information architecture 14 5 1 0 0 6
H4 Grouping/distinction 13 7 0 0 0 7

Total - user guidance 0 30 1 0 0 31
User effort H5 Consistency 14 6 0 0 0 6

H6 Cognitive workload 12 7 1 0 0 8
H7 Minimal actions 13 7 0 0 0 7

Total - user effort 0 20 1 0 0 21
User control and
freedom

H8 Explicit user actions 14 4 2 0 0 6
H9 User control 14 4 2 0 0 6
H10 Flexibility 13 5 0 0 2 7

(continued)
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6 Recommendations

Figure 5 shows some modifications performed to the user interface to assign exercises
for each stage of a therapeutic program, as an alternative to solve the problems
encountered by the usability experts. Modifications like a pagination to navigate
between the exercises of each stage, an input field to incorporate the date for each
exercise, a button to disassociate exercises from a stage and a search box to identify
specific exercises and to allow the user filtering and/or sorting the elements of the tables
present in the interfaces considering a specific text. Also, the input field to incorporate
the order of the exercises in the stage. It allows alter the order of apparition of the
stages or exercises.

Table 3. (continued)

Usability heuristics Severity Total
problemsGroup ID Description 1 2 3 4 5

Total - user control and freedom 0 13 4 0 2 19
User support H11 Compatibility with the

user
15 5 0 0 0 5

H12 Task guidance and support 5 13 2 0 0 15
H13 Error management 3 10 5 2 0 17
H14 Help and documentation 4 4 5 2 5 16

Total - user support 0 32 12 4 5 53
Totals 0 95 18 4 7 124

Fig. 5. Proposal for the UI to define the stages of a therapeutic program
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On the other hand, the text associated to the button “Therapeutic program” was
changed by the text “Go to the therapeutic program” while the button “Save” was
changed by the text “Save the therapeutic program”. It is a better description of what it
means due to be more understandable for the user.

7 Conclusions

In this paper, we carried out a usability inspection with the ePHoRt platform. Our
objective was to explore the usability concerns of the application, but also, we intended
to investigate the extensions of this platform. The results obtained suggest improving
existing functionalities, and also, development perspectives. Future efforts should focus
on conducting subsequent usability evaluations, once the suggestions and changes in
the platform are completed. As a priority we consider carrying out user experiences
involving physiotherapists in clinical environments.

Acknowledgements. The work is supported by Universidad de Las Am´ericas (UDLA) under
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Abstract. Global industrialization, urbanization and technological development
have been rapidly changing the atmospheric composition. Air pollution is one of
themost critical concerns to human and environmental health, causing respiratory,
cardiovascular diseases and incidents of cancer, responsible for seven million
premature deaths every year. While most of the major cities have some level of air
quality monitoring, the data reported on the official websites are not easily
accessed, and are rarely communicated to the citizens, mainly limited to the
newspaper and television reports of extreme pollution events. A more efficient
way to stay informed of the risks of exposure to bad air quality is a mobile
application that can be accessed from anywhere. In this study, we evaluate
available open source mobile phone applications for Android and iOS systems.
Specifically, we analyze the usability and accessibility functions of the applica-
tions in the most populous and most contaminated South American capital cities.

Keywords: Evaluation � Mobile applications � Air pollution

1 Introduction

Rapid global industrialization, urbanization and technological development have been
increasingly changing the composition of the atmosphere. Air pollution is becoming
one of the most critical concerns to human and environmental health [1, 2]. An array of
atmospheric pollutants are causing respiratory, cardiovascular diseases and incidents of
cancer, costing seven million of premature deaths every year [3]. Unfortunately, these
numbers are forecasted to double in the next few decades [4].

Governmental and non-governmental organizations have demonstrated the need to
develop action plans aimed to reduce air pollution [5–7]. While this is difficult to
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achieve immediately, on the other hand, avoiding the exposure to critical concentra-
tions could be a feasible solution for the current circumstances [8, 9]. The awareness of
the air quality and the exposure to toxic atmospheric pollutants relies on the existing
urban networks of air quality monitoring. This highly depends on the dedicated funding
for air quality monitoring purposes, and often works discriminatory against poorer
countries and cities due to high investments to infrastructure. While most of the major
cities have some level of air quality monitoring, the data reported on the official
websites are not easily accessed, and are rarely communicated to the citizens, mainly
limited to the newspaper and television reports of extreme pollution episodes. A more
efficient way to inform the population of the risks of being exposed to bad air quality in
their city is a mobile application that can be accessed from anywhere [10, 11]. Recent
developments of mobile phone applications have been quickly saturating the market.
Several existing mobile phone applications share the information on the air quality in
the main urban conglomerates. However, not all of them offer the same quality of
information, and the necessary parameters, crucial in helping the user to plan or avoid
their daily activities based on the health risks [12].

Therefore, in this first of the kind study, we propose an evaluation of available open
source mobile phone applications for Android and iOS systems. This work aims to
classify the selected applications by the list of the necessary mobile application
parameters (e.g. Air Quality Index (AQI), map, historical trend of pollution, health
recommendations, etc.) to raise the awareness of the public about the current air quality
conditions in the region. In addition, for our case study of usability of the mobile
applications, we choose to evaluate the functionality provided by the tools in order to
recommend the most complete application offering all functionalities essential for the
users. Finally, most of the mobile applications are not accessible or inclusive, so the
Web Content Accessibility Guidelines 2.1 are applied in order to achieve a higher level
of accessibility for users with disabilities. The results of this study will enable the
development of more usable and accessible mobile applications to ensure the avail-
ability of crucial information in order to make educated decisions to prevent health risks.

2 Methodology

To evaluate the mobile phone applications, 12 applications were downloaded onto the
android (Samsung Galaxy J7, OS 6.0.1) and Apple (i-Phone 7, iOS 12.1.2) cellular
phones. Selected applications include Air Visual (IQAir), Air Matters (Air-Matters),
BreezoMeter (Eureka Forbes), Air Bubbles (Wynd Technologies, Inc.), Sh**t! I Smoke
(A.Martiny, M.Celho), Plume (Plume Labs), Air Quality - Monitoring Global Air
Quality (Mingwei Zhang), HazeToday (Emir Fithri Bin Samsuddin), Global Air
Quality Index (Mai Huy Toan, (c)WMOApp), Air quality – AQI PM2.5 Checker
(Amber Mobile Limited), EPA AIRNow (EPA), AirQualityEx. Table 1 presents the list
of features that were evaluated for both operating systems (A-Android and I-IOS).

Based on the importance of the parameters for human health considerations, we
have retained three features to evaluate the usability of each air quality application:
risk/color scale, map and health recommendations. The traffic light-based risk/color
scale was selected in order to understand the air quality conditions, which is an intuitive
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way to interpret otherwise unfamiliar concentrations of the pollutant or AQI. The
availability of a map of the area was also chosen to help the user know how close they
are to the monitoring data point reporting the air quality. And finally, health recom-
mendations are also extremely important for the user, to help them plan their daily
activities in terms of health risk prevention.

The complexity of the feature was evaluated by three interaction criteria: (i) direct
interaction of the end-user selecting an element (for example clicking on AQI button);
(ii) the scrolling quantity that the end-user has to perform to visualize desired infor-
mation; and (iii) the number of navigations necessary between the screens to complete
a specific task.

Mobile applications [13] must be accessible to all types of users, to guarantee this
requirement, we applied the Web Content Accessibility Guidelines (WCAG) 2.1.
According to the World Wide Web Consortium (W3C), accessibility refers to a mobile
application design that allows people to perceive, understand, navigate and interact
with the application while providing content [14]. More detail of the method is
described in a previous study [12].

3 Results and Discussion

The completeness of the 12 mobile phone applications for air quality was evaluated by
estimating an inclusiveness of the characteristics presented in Table 1 available as
features. Table 2 presents these findings for Android (A) and Apple (I) mobile phone
applications. The reviewed free access applications include between 11 and 2 param-
eters. More of the applications are freely accessible for Apple (12 applications) if
compared to the Android (7 applications) operating system. The most complete in
terms of parameters are Air Matters (11 features), AirVisual (9 features) and Plume (9
features), Air Checker (8 features, but only available for Apple) (see Table 2).

Table 1. Features evaluated for availability for mobile phone air quality applications.

# Feature Description

1 Air quality index (AQI)
2 Concentration of

pollutant
3 The scale of risk of the

pollution
Based on the colors of traffic light (most common – green (safe) to red
(dangerous)) or other (lighter to darker grey, blue to red)

4 Pollutant information

5 Weather forecast
6 AQI forecast

7 Graphs
8 Map
9 Health

recommendations

10 Comparison with other
cities

11 Historical data
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Table 2. Features evaluated for availability in 12 mobile phone applications: for Android
(A) and i-Phone (I). (1) Air quality index (AQI); (2) Concentration of pollutant; (3) Risk/color
scale; (4) Pollutant information; (5) Weather forecast; (6) AQI forecast; (7) Graphs; (8) Map;
(9) Health recommendations; (10) Comparison with other cities; (11) Historical data.

App name (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
AirVisual A/I A/I A/I A/I A/I A/I A/I A/I A/I

Air matters A/I A/I A/I A/I A/I A/I A/I A/I A/I A/I A/I

Air bubbles A/I I A/I A/I

BreezoMeter A/I I A/I I I A/I A/I

Plume A/I A/I A/I A A/I I A/I A/I A/I A/I

Sh**t! I smoke! smoke A/I A/I

Air Quality I I I I I I

Haze today I I I

Gobal Air Quality Index I I I I

Air Checker I I I I I I I I

AirNow A/I I

Air Quality I I I I
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To focus on the usability of the applications, we reviewed the availability of the
three basic components of the air quality applications: Risk/color scale, Map, and
Health recommendations. Three mobile applications contained all these three param-
eters: Air matters, Plume, and BreezoMeter. A brief description of these applications is
shown below.

3.1 Air Matters

Air Matters mobile phone application is available in both the Android and iOS platforms
and is the most complete in terms of the number of features (11) for both operating
systems. This application allows the user to consult the weather and concentrations of
atmospheric pollutants in most urban centers around the world, as shown in Fig. 1 for
South America. It displays the air quality index and indicates a specific risk/color scale
(from green - good (AQI: 0) to purple – bad (AQI: 500)) on the first loaded screen
(Fig. 2a). In addition, it shows the concentration values for each criteria contaminant:
CO, NO2, SO2, PM2.5, PM10 and O3. If clicked on each of the atmospheric pollutants,
the information about the sources and ranges of risk pop up (U.S. standards) (Fig. 2b). If
returned to the main page, this application also provides health recommendations for the
conditions in more detail for different activities. For example, recommendations are
given in relation to the necessity of purifier use, if it is advisable for children and elders
to do outdoor activities, ventilation, mask use and outdoor activities. It forecasts the air
quality and displays historical data for hours, days or months (Fig. 2c). Finally, to get to
the map, it is necessary to scroll to the bottom of the page (Fig. 2d). In addition, Air
Matters allows observing the places with the worst and best AQI and pollutant con-
centrations. This application also has the peculiarity that it can be connected to a purifier
or to a monitoring equipment to check the internal air quality.

Fig. 1. Map of South American continent AQI’s displayed by Air Matters mobile phone
application for the last 48 h. Colors represent the severity of AQ conditions (green-good, yellow-
elevated pollution).
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3.2 Plume

Plume mobile phone application is also available for both the Android and iOS sys-
tems. While it is not as complete in terms of the number of features (total of 9) as the
previously discussed Air Matters, it is one of the more dynamic applications. Here in a
very visual manner, the important user information is displayed on the first page. As the
application is loaded, the first thing that pops up is the air quality index (from blue –

clean (AQI: 0) to black – very polluted (AQI: 200)) positioned in the comparative scale
of hazard and a relative evaluation of pollution conditions, for example “High”
(Fig. 3a). If clicked on the circle, the more detailed information pops up with the AQI
for the most common air pollutants: PM10, PM2.5 and Ozone, depending on the location
(Fig. 3b). Below the risk circle, the temperature, wind speed, UV index and humidity
values are displayed as well. At the bottom of the screen an interactive historical (solid
line) and forecast (broken line) curve is shown. Finally, the health recommendations for
outdoor activities and health problem populations are provided if consulting a few easy
graphical icons (Fig. 3a).

To get to the map, the top left corner icon must be selected (Fig. 3a), and the option
of world map must be chosen (Fig. 3c). Once the map is loaded, an interpolated world
map appears centered on Europe. If this is not the location of your interest, you must
scroll to find your region (for example, Ecuador, (Fig. 3d). While, it takes a few extra
steps to get to the map, it is one of the very few applications that has an interpolation of
the air pollution map. This feature is very important in case there are no monitoring
points near the location of your interest. However, there is no guarantee that the
interpolation is highly reliable, as usual for this type of air pollution maps [15].

Fig. 2. The screen evolution of Air Matters application: (a) first image of the loaded application
displaying the AQI and concentrations of each of the contaminants, general evaluation of AQ
conditions is given (good); (b) by clicking on a pollutant of interest the information and risk
ranges are provided, (c) in addition to the historical data diagram, health recommendations are
given, in the case of returning to the main page and scrolling down; and (d) Map of the location
and weather forecast are provided.
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3.3 BreezoMeter

BreezoMeter mobile phone application is also available for both the Android and iOS
systems. While it is not as complete in terms of the number of features (4 for Android
and 7 for i-Phone) as the previously discussed Air Matters and Plume, it is one of the
most logically configured applications. Here all the important user information is
displayed on the first page. As you load the application, the first thing that pops up is
the air quality index (from green – clean (AQI: 100) to red – very polluted (AQI: 0))
positioned in the comparative scale of risk and a relative evaluation of pollution
conditions, for example “Moderate Air Quality” (Fig. 4a). Not only that, but also
which pollutant is the most present and responsible for the air pollution conditions at
the moment. At the same screen, the recommendations for planning activities outside
are given. These recommendations are suggested for: General population, People with
heart diseases, People with lung diseases and asthma, Children, Elderly, Active out-
doors, and Pregnant women. If you scroll down you can consult pollutant concentra-
tions of each of the criteria pollutants (CO, NO2, SO2, PM2.5, PM10 and O3) (Fig. 4b),
and learn about their sources and specific health issues by clicking on each of the
pollutants (Fig. 4c). Right below you can consult the next 6 h of forecast for the AQI
and current weather conditions (Fig. 4b). Finally, at the bottom of the main screen the
map is displayed, centered on your location, and indicating air quality color in the scale
of health risk, intuitively based on traffic light (Fig. 4d).

Fig. 3. The screen evolution of Plume application: (a) first image of the loaded application;
detailed pollution information image appears if clicked on the pollution circle (b); another click
takes you to the main page, where health recommendations can be viewed by consulting any of
the action icons on the bottom of the main screen; click on the upper left corner icon takes you to
more options window (c); selecting map a user can consult interpolated map of air pollution
anywhere in the world (d).
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4 Recommendations

Based on the usability evaluation we propose a new user interface combining the three
features used to evaluate the applications Air matters, Plume and BreezoMeter. The
characteristics were designed taking into account the improvement of the three inter-
action criteria described at the beginning of Sect. 3. We also incorporate the recom-
mendations suggested by the accessibility study. Figure 4 presents the recommended
user interface (Fig. 5).

Fig. 4. The screen evolution of BreezoMeter application: (a) first image of the loaded
application; (b) scrolled down image of the pollution concentrations and next 6 h forecasting of
AQI for the location of interest; if curious for more information on pollutants click to appear the
image (c); and at the bottom of the screen if keep scrolling a map of the location of the user is
shown (d).

Fig. 5. The recommended user interface.
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Results of a previous study using Accessibility Scanner Tool [12], where acces-
sibility assessment was applied to 10 air quality mobile applications, including Air-
Visual, BreezoMeter, and Plume, revealed that the most of the mobile applications did
not achieve an acceptable level of accessibility. It was identified that the most frequent
failures are related to “Text Contrast” followed by “Tactile Target”. As mobile devices
are more likely to be used in a variety of environments, including outdoors, where
strong light sources are more likely to occur, this scenario increases the importance of
using a good contrast for all users and can aggravate the challenges that low vision
users face in accessing low contrast content on mobile devices.

Therefore, we suggest that the contrast (minimum) which requires a contrast of at
least 4.5:1 (or 3:1 for large-scale text) and contrast (enhanced) which requires a con-
trast of at least 7:1 (or 4.5:1 for large-scale text) are used (Fig. 6). This problem is
resolved by applying the tool Contrast Ratio Calculator1. For example, Fig. 6a shows
an example of applying the minimum 3:1 contrast. Where the background has the color
#990 and the text #fff, it does not comply with the WCAG 2.1. Figure 6b shows an
example of the application of the enhanced 7:1 contrast. Where the background has the
color #60f and the text #fff, it complies with WCAG 2.1.

5 Conclusions

More of the applications are freely accessible for Apple (12 applications) if compared
to the Android (7 applications) operating system. Even though a number of applications
contained more features, in order to focus on the usability of the applications, we
reviewed the availability of the three basic components of the air quality applications:
Risk/color scale, Map, and Health recommendations. Eventually, retaining three
mobile applications – Air matters, Plume, and BreezoMeter – including all three fea-
tures. In quite a few cases, the user must keep scrolling or clicking to find the essential
information, and possibly not finding it due to a number of steps leading to it.

Fig. 6. (a) Contrast (minimum) 3:1; (b) contrast (enhanced) 7:1.

1 http://www.msfw.com/Services/ContrastRatioCalculator.
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Therefore, according to the findings of this study we suggest improvements of the
mobile phone applications to provide the key information as soon as the application is
loaded. The best way to present the information would be to center the map to the
location of the user and allow interactively move around the map of interpolated air
pollution map, preferably indicating the risk of the exposure to the pollution by the
color scale. The same initial screen should contain the information of the relative
risk/color scale of the pollution in terms of danger to the health. The initial page must
also contain an instant action recommendation. The latter could be directed to the risk
groups such as children and elders, and people that may be performing physical
activities. Finally, to assure the accessibility of the mobile application, the interface has
to be readable, with enough contrast and fair size text, especially for the health rec-
ommendations. Even though there are number of mobile phone applications, not all of
them are organized in the most efficient manner, thus the findings of this work may
help raise the air quality awareness more inclusively and more effectively.
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Abstract. At present, advances in technology, the use of smartphones and
access to the Internet pose significant challenges in the area of accessibility of
mobile applications. This study identified the lack of clear policies and methods
for assessing accessibility in apps as a significant challenge for web accessibility
experts.
On the other hand, the heuristic evaluation concept proposed by Nielsen and

Molich is an inspection method based on the evaluation of an interactive system.
To reduce accessibility barriers, in this research we propose a heuristic method
based on Brajnik’s Barrier Walkthrough. The method helps to propose some
improvements to evaluate accessibility in mobile applications between a
heuristic method and the Web Content Accessibility Guide 2.1. As a case study,
we applied this evaluation to users with low vision who use mobile applications
under the Android operating system that helps users monitor the air we breathe.
The results of this research can help future works about the development of
accessible mobile applications.

Keywords: Accessibility � Air � Applications � Evaluation � Heuristic method �
Monitoring � Mobile � Quality � WCAG 2.1

1 Introduction

Currently, the way society connects and interacts on the web has changed a lot. It was a
great challenge the technological advance during the evolution of the computer to the
present with smartphones, which have become an excellent alternative to navigate
cyberspace and infinite content.

Today, the number of mobile phone users was 5 billion in 2017, but that number
will increase to 5.5 billion users in the next five years according to the report from
networking technology provider Cisco [1].
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First, according to the Convention on the Rights of Persons with Disabilities
(CRPD) [2, 3], it establishes the right of access to “information intended for all users
with appropriate technologies and accessible formats for different disabilities.” As a
result, accessibility has become one of the main concerns of our society.

Second, Bourne et al. [4] argue that globally, we can find some form of visual
impairment in 1.3 billion people. Concerning farsightedness, 188.5 million individuals
show a mild visual impairment, 217 million present variations from moderate to severe
visual impairments, and 36 million people are entirely blind [4]. Of which approxi-
mately 80% of all vision-related impairments are preventable1. According to the
authors, most visually impaired people are approximately 50 years of age [4].

Therefore, it can be inferred that users with disabilities are not the only ones
excluded by technology. This condition indicates that developers must consider
accessibility parameters; during the development of mobile applications [5], when
generating a high impact, for the elderly population that is acquiring disabilities related
to old age.

Consequently, this study firstly proposes to apply a set of heuristics to achieve
accessibility in mobile applications aimed at users with low vision. For which we
propose a checklist as a result of a literature review study and the guidelines that are
part of this area of knowledge. Second, it suggests using the low vision accessibility
checklist. Our research presents a case study of mobile applications related to computer
programs that allow us to monitor the kind of air we inhale.

Nielsen and Molich proposed the concept of heuristic evaluation; it is an inspection
method based on the evaluation of an interactive system [6]. This research proposes
Brajnik’s heuristic method based on the Barrier Walkthrough (BW) method for eval-
uating the accessibility of websites [7].

Therefore, we will use a variation of Brajnik’s Barrier Walkthrough2 method. In
which, it is essential to define two concepts, (i) the heuristic method which is an
analytical process based on trial and error inspections with several accessibility barriers
and (ii) the accessibility barrier which is the limitation that prevents the user from
interacting with an application. Accessibility barriers include parameters according to
the user, the context of use, the purpose, and the website. From which information [8]
is extracted to establish relationships between user satisfaction, effectiveness, and
productivity.

The proposed heuristic method for evaluating accessibility in mobile applications
has the following phases:

• randomly select applications
• to select the category of users
• identify the scenarios
• evaluate the application with the barrier travel method
• save the results
• analyze the results
• suggest improvements to assessment accessibility

1 https://www.who.int/news-room/fact-sheets/detail/blindness-and-visual-impairment.
2 https://users.dimi.uniud.it/*giorgio.brajnik/projects/bw/bw.html.
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The rest of this document is structured as follows: Sect. 2 presents the background
and related work, Sect. 3 details the case study and method, Sect. 4 presents the
discussion and results, and finally, Sect. 5 details the conclusions and future work of
this research.

2 Background and Related Work

Currently, the “Web for all” proposed by the World Wide Web Consortium (W3C) is
essential knowledge when applying the Web Content Accessibility Guidelines (WCAG
2.0) [9] which were replaced in June 2018 by WCAG 2.1, to develop accessible and
inclusive Web sites for all users. Therefore, some studies related to accessibility
heuristics applied to mobile devices apply WCAG 2.1 [10] based on best practices.

The accessibility [11] refers to the process of removing barriers that prevent
communication and interaction between the mobile application and users. It refers to a
design of mobile applications that allow users to understand, navigate, perceive, and
interact with the application while providing content.

Web Content Accessibility Guidelines (WCAG) 2.1 [10], consist of four principles,
13 guidelines and 76 compliance criteria.

Perceivable - The first principle argues that people should be able to perceive
content visually, sonorously and tactilly [10].

Operable - The second principle of WCAG 2.1 states that users should be able to
use and navigate the interface components [10].

Understandable - The third principle indicates that both the content and the
interface controls for its management must be understandable to the user [10].

Robust - The fourth principle is that the content must be robust enough to be
reliably interpreted by the users of the application, and support work with current and
future technologies [10].

There are associated with one of the following levels of compliance:
Level “A” is the minimum accessibility level [12].
Level “AA” is the intermediate accessibility level [12].
Level “AAA” is the maximum accessibility level. A mobile application that reaches

level “AAA” is an application that can be accessed by all people [10].
Previous research by several authors related to accessibility in mobile applications

was reviewed:
Acosta-Vargas et al. [14–16] applied Accessibility Scanner tool with WCAG 2.1 in

mobile applications; results reveal that not all of these mobile applications are acces-
sible. It recommends correcting the barriers identified in order to improve the level of
accessibility.

Grellmann et al. [17] argue that WCAG 2.0 is a standard for the evaluation of web
accessibility. They propose an adaptation of the standards to the mobile version applied
to people with aphasia (PWA). The results describe the effectiveness of the guidelines
in the broader context of addressing various disabilities and offer recommendations for
the design of users with aphasia.

According to Wilson et al. [18] point out that mobile applications in video games
have evolved. However, they present a continuing problem related to accessibility
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barriers that users face when they play. The authors propose to apply the W3C
guidelines for building accessible mobile applications.

The study of Yan and Ramachandran [19] share the analysis of the accessibility
status in mobile applications based on a graphical user interface (GUI) study. The
authors tested the compliance of the applications with the accessibility guidelines in
479 applications for Android. The authors propose to apply guides and tools to reduce
accessibility problems in mobile applications.

In this research, we apply the [23] “Barrier Walkthrough” (BW) method. BW is an
analytical technique based on a Brajnik [20] heuristic evaluation. This method consists
of the inspection of the mobile application to identify possible accessibility barriers.
A barrier is an affectation that prevents people from achieving the objectives when they
navigate through a mobile application [21]. Barrier Walkthrough’s heuristic method
aims for the evaluator to identify scenarios composed by different categories of users,
configurations, objectives and possible tasks. Also, it is essential to define the barriers
related to a type of user in a specific context regarding efficiency, productivity, safety,
and user satisfaction, identifying the degree of severity of each barrier [22].

Brajnik et al. [23] argue that manual accessibility assessment plays a vital role in
validating the accessibility of web pages. As a result, the authors applied methods to
manually evaluate the accessibility of applications in different categories of users,
including those with hearing, visual, cognitive, motor and other disabilities. As a result,
both the effectiveness and reliability of the experts are significantly superior to those of
non-experts.

3 Method and Case Study

3.1 Case Study

In this research, four mobile air quality monitoring applications running on the Android
system were evaluated. Data collection took place on January 6, 2019. Table 1 sum-
marizes the free applications used to assess the kind of air we inhale, contains the
identifier assigned to the application, the tool name, the logo, the update date, the
current version, the company responsible for the application and the number of
downloads.

3.2 Method

Figure 1 contains a summary of the heuristic method to evaluate accessibility in mobile
applications.

Phase 1: Select the applications to evaluate; in this first phase we select four
mobile applications for air quality monitoring. The number of discharges was an
essential indicator in the selection of mobile applications. Table 1 contains the infor-
mation of the mobile applications evaluated with the heuristic method.

Phase 2: Select the type of users, in this second phase, is essential to select the
category of users, in this case, applied to users with low vision. This phase is vital
because it defines the category of users that use the Android applications selected in
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phase 1. Application functions include parameters such as font size increase, color
polarity, contrast levels, and reduced screen resolution.

Phase 3: Identify the user scenarios, in this third phase, the context of the evalu-
ation is defined, we applied this case study only to the first interface of each mobile
application with which the user interacts. Table 2 contains the principles of WCAG 2.1
that are related to each of the 18 barriers for low vision users.

Phase 4: Evaluate the application with the Barrier Walkthrough (BW), In this
fourth phase, we apply the Barrier Walkthrough method proposed by Brajnik [20] with
the modification indicated above by the authors. In such a way that for cases that do not
present serious problems, we record the value of zero. Finally, when the problem is

Table 1. Mobile applications evaluated with the heuristic method

Id Tool  Logo Updated Offered by Download 

A AirVisual June 1, 
2018 AirVisual 1.000.000+ 

B Plume Air 
Report July 9, 2018 Plume Labs 100.000+ 

C 
Air Quality 

Index 
BreezoMeter

July 11, 
2018 BreezoMeter 100.000+ 

D Air! World Air 
Quality

June 18, 
2016 Inside 100.000+ 

Fig. 1. A heuristic method for accessibility assessment
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critical, we give the value of 3. Table 3 contains information on the values for cal-
culating the severity score of each barrier.

Phase 5: Record the results, in this phase records the results of the heuristic
evaluation of AirVisual, Plume Air Report, Air Quality Index BreezoMeter, and Air
World Air Quality. Table 4 contains the evaluation values, recording the impact and
persistence of each of the 18 barriers related to low vision users. To find the degree of
severity, the values recorded in Table 3 apply.

Table 2. Barriers for low vision users

Id WCAG 2.1 (principle) Barrier type

1 Operable Functional images (background) [20]
2 Operable Functional images (lacking text) [20]
3 Operable Dynamic menus in JavaScript [20]
4 Operable Internal links are missing [20]
5 Perceivable Rich images (poorly positioned)
6 Perceivable Rich images (background)
7 Perceivable Color is necessary [20]
8 Perceivable Insufficient visual contrast [20]
9 Perceivable Moving content [20]
10 Perceivable Too long tooltips
11 Perceivable Missing layout clues
12 Perceivable Dynamic changes
13 Robust Text cannot be resized [20]
14 Robust Inflexible page layout [20]
15 Robust Skip links not implemented [20]
16 Understandable Too long lines of text [20]
17 Understandable Too many links [20]
18 Understandable Image used as titles

Table 3. Values for calculating the severity

Impact Persistence Severity

0 0 Non-severity [20]
1 1 Minor [20]
1 2 Minor [20]
1 3 Significant [20]
2 1 Significant [20]
2 2 Significant [20]
2 3 Critical [20]
3 1 Critical [20]
3 2 Critical [20]
3 3 Critical [20]
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Phase 6: Analyze the results; at this phase, the most severe tool is AirVisual,
followed by Plume Air and BreezoMeter. Table 5 contains the barriers identified in the
heuristic evaluation, as well as the degree of severity identified. We have detailed
further analysis of the results and discussion section.

Table 4. Heuristic evaluation of mobile applications

Barrier type
Plume 

Air BreezoMeter Air Quality

I P S I P S I P S I P S
Functional images embedded 1 1 m 1 1 m 0 0 N-s 0 0 N-s
Functional images lacking text 2 3 c 2 2 s 2 2 s 2 2 s
Dynamic menus in JavaScript 1 1 m 1 1 m 1 1 m 1 1 m
Internal links are missing 1 1 m 1 1 m 1 1 m 1 1 m
Rich images (poorly posi-
tioned) 2 2 s 2 2 s 1 1 m 1 1 m
Rich images (background) 1 1 m 1 1 m 1 1 m 1 1 m
Color is necessary 2 2 s 2 2 s 2 2 s 2 2 s
Insufficient visual contrast 3 3 c 2 3 c 2 2 s 3 3 c
Moving content 1 1 m 1 1 m 1 1 m 1 1 m
Too long tooltips 1 2 m 1 1 m 1 1 m 1 1 m
Missing layout clues 1 1 m 1 1 m 1 1 m 1 1 m
Dynamic changes 1 1 m 1 1 m 1 1 m 1 1 m
Text cannot be resized 2 2 s 2 2 s 1 1 m 1 1 m
Inflexible page layout 1 2 m 1 2 m 1 1 m 1 1 m
Skip links not implemented 1 2 m 1 1 m 1 1 m 1 1 m
Too long lines of text 2 2 s 1 1 m 1 1 m 2 2 s
Too many links 1 1 m 1 1 m 1 1 m 1 1 m
Images used as titles 2 1 s 0 0 N-s 0 0 N-s 0 0 N-s

I=Impact, P=Persistence, S=Severity, N-s=Non-severity, m=minor, s=significant, c=critical 

AirVisual

Table 5. Types of barriers identified in the heuristic evaluation

Barrier type AirVisual Plume Air BreezoMeter Air Quality

Functional images lacking text critical significant significant significant

Rich images that are poorly positioned significant significant minor minor

Color is necessary significant significant significant significant

Insufficient visual contrast critical critical significant critical

Text cannot be resized significant significant minor minor

Too long lines of text significant minor minor significant

Images used as titles significant Non-severity Non-severity Non-severity
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Phase 7: Suggest accessibility improvements, in this phase the barrier faced by the
user is identified to suggest a possible improvement. Table 6 presents the principle
related to WCAG 2.1, the type of barrier and the improvement that can be applied to
solve the problem of users with low vision.

4 Results and Discussion

Figure 2 presents the severities identified for the mobile applications evaluated, and it
is observed that the application with the highest number of severities of the “critical”
type corresponds to AirVisual, the applications with “significant” severities correspond
to AirVisual and Plum Air. Among the four applications evaluated, the one with the
lowest number of severities is BreezoMeter, although not in its entirety with the
guidelines for acceptable accessibility. The data set and analysis is available in Men-
deley Data3.

From the data recorded in Table 6, we can observe that 55.2% presents a severity of
the “significant” type, 20.7% presents a severity of the “minor” type, 13.8% presents a
severity of the “critical” type; finally, 10.3% do not present serious problems.

From the analysis obtained, it is concluded that the principle that is most violated is
“perceivable” with 42.9%, followed by “understandable” with 28.6%, “operable” and
finally, “robust” with 14.3%.

From results it can be concluded that: (i) the Brezzo Meter tool is the most
accessible, it does not present “critical” severity, which means that users can access the
mobile application with fewer problems. (ii) not all users can perceive the content in a

Table 6. Barriers and possible improvements

Principle WCAG
2.1

Barrier type Problem

Operable 1.1, 1.1.1,
1.4, 1.4.5

Functional images
(lacking text)

Include the attribute ALT.
Informative text that allows the user
to understand the effects

Perceivable 1.3, 1.3.1,
1.3.2

Rich images that
(badly positioned)

Reduction of effectiveness

Perceivable 1.4: 1.4.1 Color is necessary Reduction of effectiveness
Perceivable 1.4: 1.4.3,

1.4.6
Insufficient visual
contrast

Reduction of effectiveness

Robust 1.4, 1.4.4 Text cannot be
resized

Reduction of productivity and
satisfaction

Understandable Too long lines of
text

Reduction of productivity and
effectiveness

Understandable 1.4, 1.4.5 Images used as
titles

Reduction of effectiveness

3 https://data.mendeley.com/datasets/kxnsjkddwv/4.
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visual. (iii) users may have problems using and interacting with interface components.
(iv) the content and interface controls for the management of mobile applications are
not completely understandable by the user, and (v) assistive technologies can not
interpret the content because of the lack of robustness.

5 Conclusions and Future Works

The inclusion of low vision users can be achieved by reducing the number of barriers
identified in mobile applications, which must be corrected before the application goes
into production.

The results of the evaluated mobile applications reveal that the applications do not
reach an acceptable level of accessibility. Therefore, we suggest correcting errors that
affect users with low vision in order to reach the “AA” level of accessibility recom-
mended by the W3C. In order to solve the “operable” principle with severity “critical,”
it is suggested to avoid using empty ALT for clickable images. It is important that
functional images without text include the “ALT” attribute and write the text in a way
that allows the user to understand the effects of link activation. About the “perceivable”
principle, with the types of severity “critical” and, “significant,” the problem of rich
images that are poorly positioned, color and insufficient visual contrast, produce a
reduction in effectiveness. Therefore, it is recommended to change the design of the
application so that it does not provide erroneous visual clues. We recommend using
redundant means to differentiate information elements when applying typographical
conventions that do not only set colors.

On the other hand, it is suggested that any background image is removed or
changed so that it never interferes with the perception and interpretation of foreground

2

1

1

5

5

3

3

0 1 2 3 4 5 6

AirVisual

Plume Air

BreezoMeter

Air Quality

Non-severity minor significant critical

Fig. 2. Severities identified in mobile applications
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content. For the “robust” principle, with the severity of the “significant” type, with the
problem of not being able to change the size of the text, which causes a reduction in
productivity and user satisfaction. It is recommended to specify the font size, always
use the CSS properties. To give a solution to the “Understandable” principle, with a
“significant” severity, related to too long lines of text, or with images as titles. We
suggest implementing a design so that the text automatically adapts to the width of the
window.

In the future, it is suggested to combine the automatic and heuristic method to
achieve a complete accessibility assessment. The evaluation method applied can serve
as a reference in future scenarios for mobile applications, taking into account the type
of barrier and accessibility for users with different disabilities.

Acknowledgments. The researchers thank Universidad de Las Américas (Ecuador) for funding
this study through the project “CEPRA XII-2018-13”.
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Abstract. This work describes the architecture details of a remote- controlled
mobile robot prototype that allows to monitor the real-time concentrations of
Sulfur Dioxide (SO2), Nitrogen Dioxide (NO2), Carbon Monoxide (CO), tro-
pospheric Ozone (O3), carbon dioxide (CO2) and methane (CH4) that could
seriously affect human’s health after a violent natural or human caused phe-
nomena. Parameters such as temperature and humidity will also be monitored in
order to understand the conditions of the people to be rescued from dangerous
environments. In order to establish the air quality inside a collapsed structure
after a disaster and how it could affect the health of rescuers and the people at
risk, the measurements will be displayed inside a user-friendly interface which
will be able to generate real-time graphics of these parameters and the possible
consequences of being exposed to high concentrations of pollution or heat.
Additionally, a task model is provided to describe the interaction among the
system and the final users. The data acquired by the robot are transmitted
through a point to point network based on elements of low consumption and
cost. These elements let the robot transmit the information to a computer, which
through the graphic user- friendly interface will indicate the parameters of air
quality in a friendly way for the end user.

Keywords: Remote � Monitoring � Robotic � Platform � Air quality �
Collapsed structures � User interface

1 Introduction

Every day the world’s population is threatened by disasters that can be caused by
violent phenomena of natural or anthropogenic origin. Earthquakes, hurricanes, land-
slides or collapse of structures can cause serious material damage and mainly injuries to
the physical integrity of people. In all these events, emergency personnel must be able
to respond promptly in order to safeguard the lives of people at risk, however, this can
put their own lives in danger. For instance, a hurried entry to a disaster zone can cause
the loss of lives among the rescuers, especially due to the lack of knowledge of the
environment with which they will encounter. In the case of collapsed structures, the
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risk of inhalation of toxic substances that may affect the health of the rescuers must be
considered. In addition, it must be taken into account that a previous analysis of
environmental characteristics can help make an evaluation of rescue strategies and
times, which can be crucial when safeguarding the lives of people at risk.

The World Health Organization (WHO) considers that Sulfur Dioxide (SO2),
Nitrogen Dioxide (NO2), Carbon Monoxide (CO) and tropospheric Ozone (O3) and
particulate matter (PM) are dangerous for human health when its concentrations are
above of established safe levels. For example, (SO2) above 30 ppm can cause death
after 10 min of exposure; while (NO2) above 500 ppm is a lethal dose due to the
developing lung edema [1, 2]. CO is a common silent killer in domestic gas leaks,
concentrations above 800 ppm which initially may cause dizziness, nausea, within
45 min cause convulsions and within 2 h leave a person insensible. Meanwhile CO
concentrations twice as high will result in death within 2 h due to tissue hypoxia and
organ failure [3]. However, in a mild to heavy smoke CO concentrations may reach
from 2000 ppm to 10000 ppm, respectively, which may cause death within a few
minutes in the worst-case scenario. As for particulate matter, smoke inhalation is the
principal cause of death in fires by asphyxiation (choking) and lack of oxygen.
Moreover, the carbon dioxide (CO2) methane (CH4) could affect human health quite
considerably, as increased CO2 concentrations increase respiratory distress. Also, CH4

and CO2 are known greenhouse gases that may absorb the infrared radiation and further
increase temperatures. Additionally, parameters such as temperature and humidity
should be reviewed in order to establish the health conditions of the people to be
rescued. While the comfort level is defined by a very narrow window of variation in
temperature and relative humidity, extreme heat and humidity may expose a person to
dangerous conditions, mostly due to the overheating, causing heat cramps, heat
exhaustion or even heat stroke, in which case, unless treated promptly, it is a life-
threatening emergency (coma, stroke).

The remainder of this manuscript is organized as follows. Next section introduces
several related works and background. Third section introduces the main functionalities
of air quality robotic platform. Fourth section presents details of the user-friendly
interface and data transmission architecture. Section five discusses a preliminary
experiment. Finally, section six shows conclusions and future work.

2 Related Work

Natural disasters could seriously affect the local infrastructure of a city and could be
really critical when it affects industrial zones where harmful pollutants could be
released. In the case of hurricane Harvey in 2018, the air quality measurements were
important during and after the natural disaster in order to establish the air pollutants
which people faced [4]. For example, disasters like hurricanes influence the air quality
due to the damages that they provoke; or the effects accumulated over three years of
seismic activity in Canterbury, New Zealand. In the latter case, the liquefaction process
released high concentrations of air pollutants that along with the dust, generated from
building destruction induced by earthquakes, caused damages for people’s health [5].
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On the other hand, the Health - Related Quality of Live parameter (HRQoL) has
been analyzed in order to establish the physical and psychological impact on the
rescuers after a disaster, which showed that the risk of exposure to a potential toxic
substance and the previous preparation to a specific situation could affect the HRQoL
of the emergency personal in long term [6, 7].

A series of investigations related to air pollution monitoring systems have been
done, especially in urban areas establishing parameters of measurements, schemes, case
studies and sensor technologies [8–10]. The wireless network for a real time air quality
monitoring system is one of the best options because of its portability, fast deployment
and low cost. The reliability of these monitoring networks depend of the sensors to be
mounted and the specific application to be used [11, 12]. A natural disaster could cause
damages in local network monitoring systems. This was the case of Puerto Rico, where
after the Hurricane Maria the main air monitoring network suffered damages. Based on
previous lessons, a case study was presented in order to deploy a low cost air quality
system based on Real Time Affordable Multi-Pollutant (RAMP) and a black carbon
(BC) monitoring system [13].

Finally, the way how the air quality parameters are visualized over a human-
machine interface, is important as it can help the final users understand and keep
attention on the data that is being visualized. Some studies have been developed in
order to evaluate air quality interfaces. A previous case study worth mentioning, is
related to the development of inclusive mobile application based on an accessibility test
[14]. In [15] a model of a mobile interface for air quality monitoring is presented,
which provides air pollution data in the whole city of Quito, Ecuador, and gives a series
of recommendations to develop an interface and a method to interpolate measurements.

3 The Air Quality Sensor Monitoring Application

The Air Quality Sensor Monitor (AQSM) application is a solution for air quality
monitoring in hazardous environments for people. The global vision of the application
is to offer a mobile robotic platform and software for visualization to support the
monitoring of pollution parameters in conditions of risk to human health (Fig. 1).

3.1 Hardware Architecture

The AQSM Hardware architecture consist of 3 subsystems: Mobile Robotic platform,
Platform Movement Control and Receiver System. All these parts let the final user have
a total control over the robot and let him see the data acquired over the main user
interface. The general scheme of the hardware architecture can be seen in Fig. 2.
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Mobile Robotic Platform. The mobile robotic platform prototype works thanks to a
commercial structure consisting of six motors over which the electronic and sensing air
system is implemented. The motors are controlled by the use of a radio control receiver
with a motor driver device. The electronic system allows to use the Global Positioning
System (GPS) in order to get the location of the mobile robot. Also, it is possible to
acquire the data incoming from 9 sensors that provide information about environmental
air conditions. Some of these sensors require the use of a vacuum pump in order to get
the sufficient quantity of air to perform the measurements. All these acquired param-
eters are embedded and sent by a transmitter system through a 2.4 GHz band and
power of 60 mW based on a Xbee module.

In order to recognize the environment where the robot is moving around, a video
camera system of 5,8 GHz with a power of 2000 mW system is used. Moreover,
because the prototype must function in dark areas, it is provided with a light system that
is controlled through the main user interface.

The energy system is spread in two stages. The first one dedicated to the electronic
and air sensing system while the second one is necessary for the use of the elements
that consume great amount of energy such as motors, vacuum pump, lights and motor
controllers.

Platform Movement Control and Receiver System. The end user must be capable to
control the robot in agile and effective way in order to position it in a desired location.
To accomplish this objective, the operator uses a commercial radio-frecuency control
with a wide operation range so it can command over large distances. This is a spe-
cialized device that is used commonly in applications like unmanned aerial vehicle
(UAV) control or hobby activities, thanks to robustness and fiability. In order to
accomplish missions, the movement control must be combined with the receiver sys-
tem that provides the user with information about the GPS position, path and terrain
conditions through the transmitted video signal from the mobile robot. The receiver
system works with two principal elements. The first one is specialized in data acqui-
sition, like GPS information or sensor measurements by the use of a Xbee receiver.
While the second one is used with a video real time receiver system. Both are con-
nected to the PC main user interface by USB ports.

Fig. 1. General scheme of the AQSM
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3.2 AQSM User Interface

Figure 3(a) shows the main user interface of AQSM. Basically, the user screen is
composed of five key areas. In order to give the reader a good understanding of AQSM,
we describe the main features of the application.

We adopt the User-Centered agile Development (UCD) approach [16] to specify
and design the concepts and the main functionalities to create therapeutic programs
(TPs) with the platform in a flexible and efficient manner. This process is described by
using the task tree model. It was inspired by the Concur Task Trees (CTT) notation
described in [17]. We have adopted this representation because it supports the design of
interactive applications for user interface model-based design. It generates a tree
graphical representation of the hierarchical decomposition of the tasks provided by the
platform. Figure 4 shows the tasks of the application.

3.3 Application’s Tasks

The acquisition process of air pollution and meteorological parameters is initiated by
the tasks of connecting to a mobile robotic platform. To start the connection, the
operator must assign a connection port. Once the connection is established, the operator
can start capturing the data.

Once the connection with the mobile robotic platform has begun, the operator can
visualize the exact location where the device is located. The operator can modify the
parameters map display, change its orientation, zoom level, etc. through the interface.
Also, the operator can observe the level of autonomy of the mobile robotic platform at
all times so the platform can be recovered in case of a drop in autonomy levels.

Once the process of capturing the pollution values has started, the operator disposes
of a visualization area of the image captured by the mobile robotic platform. This
image depends on the orientation and/or location of the camera built into the mobile
robotic platform.

Fig. 2. General hardware architecture scheme of the mobile robot platform
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Fig. 3. Interface of AQSM. (a) Main user interface of AQSM system. (b) Parameters’
information. (c) Parameters’ report.

Remote Monitoring Air Quality in Dangerous Environments 501



The operator can activate or deactivate the obtaining of the images of the camera.
Also, manipulate the activation or deactivation of a light to support the required
visualization in dark spaces.

The system shows the pollution and meteorological parameters. For each pollution
value the operator may be informed of warnings by change in the color of each
parameter. The operator may consult the details of any pollution parameter at any time
(see Fig. 3(b)). From a selection the system shows a descriptive graph, associated with
a scale of interpretation. Finally, the operator can see the history of the statistics
captured by the device (see Fig. 3(c)). This report can be generated from the all sensors
or individually. Once the report is generated it has a series of functions, like print onto
PDF and filter the informations by dates.

4 Preliminary Experiment

4.1 The Plan

We performed a heuristic evaluation in order to detecting usability concerns. Four
experts tested the mobile application in order to find the difficulties end-users might
have when using the application. Each expert received a user manual for the appli-
cation, including the evaluation tasks, the set of usability heuristics (according to [18]),
a series of steps to perform the evaluation, and an evaluation template. The usability
experts used the set of 14 heuristics presented in Table 2. Usability problems are
evaluated based on the severity listed in Table 1. The levels of severity range from 1 to
5. The value of 1 represents the lowest level of severity while a value of 5 represents
the most serious problem of usability.

Fig. 4. The application’s tasks.
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The task to be evaluated was the consultation of the information on a contamination
parameter present in the AQSM system. Each heuristic presented in Table 2 was used
to explain and comment the usability problems found by experts when analyzing the
task to be evaluated. The evaluation procedure was as follows:

1. Each expert became familiar with the application.
2. Each expert made an individual evaluation considering the set of heuristics eval-

uation and the severity’s levels.
3. The results of each expert were merged for further analysis.

4.2 The Results

The number of problems detected by each expert varied between 6 and 13. Table 2
shows the collaborative consolidation of usability problems, grouped by categories and
severities. Overall, a total of 37 usability concerns where found. Most of the usability
problems detected are related to:

1. There is no help option and documentation for the user.
2. The user does not have a guide that identifies where it is when selecting a com-

ponent of the main interface.
3. There are many elements that can confuse the user.
4. The information in the recommendation table presents a lot of information. In it, a

vocabulary based on iconography could be used.
5. The contamination parameter selected by the user is not highlighted.
6. It is not indicated what is the pollution value belonging to the statistics.
7. It is not allowed to filter the information in the sensor report. For example, the

operator may need to indicate a range of dates.

Table 1. The list of severities

Reference Description

1 A usability problem is not considered, in its entirety
2 Barely aesthetic problem: it does not need to be modified, unless there is time

available
3 Less usability problem: the solution to this problem should have low priority
4 Major usability problem: it is important to solve it, for this high priority must be

given
5 Usability catastrophe: it is mandatory to resolve it, before the product is

disclosed
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Table 2 shows the usability problems per usability heuristics. Most of the usability
problems found are related to the “user guidance” (which 2 catastrophic and 6 minor
usability problems), “user support” (with 3 catastrophic, 1 mayor and 5 minor
usability problems). User support and are mainly related to all heuristics. The user
interfaces does not have help and documentation. Also, error messages are non-
existent. User guide problems are mainly related to the fact that it is difficult to have the
feed-back of the user tasks and the does not help the user to understand the result of
their task. These problems are aligned with user support. This is mainly because the
system does not offer a manner to identify when a contaminant parameter is selected to
visualize their statistics and recommendations. The problems obtained in the category
of user effort suggests that the user interface have many elements that can confuse the
user.

4.3 Discussion

Based on the usability problems detected, a final main user interface version was
developed (see Fig. 5). The actions taken to correct the principal concerns found by the
test are presented in Table 3.

Table 2. Usability problems and severity for all tasks

Usability heuristics Severity Total Prob.
Group ID Description 1 2 3 4 5

User guidance H1 Prompting 0 2 1 0 1 4
H2 Feedback 0 0 3 0 1 4
H3 Information architecture 2 1 1 0 0 2
H4 Grouping/distinction 2 0 1 1 0 2

Total - user guidance 4 3 6 1 2 12
User effort H5 Consistency 2 1 1 0 0 2

H6 Cognitive workload 0 2 0 2 0 4
H7 Minimal actions 3 1 0 0 0 1

Total - user effort 5 4 1 2 0 7
User control and freedom H8 Explicit user actions 3 0 1 0 0 1

H9 User control 2 1 0 0 1 2
H10 Flexibility 0 3 1 0 0 4

Total - user control and freedom 5 4 2 0 1 7
User support H11 Compatibility with the user 2 2 0 0 0 2

H12 Task guidance and support 0 0 2 1 1 4
H13 Error management 2 0 1 0 1 2
H14 Help and documentation 1 0 2 0 1 3

Total - user support 5 2 5 1 3 11
Totals 19 13 14 4 6 37
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Fig. 5. Interface of AQSM improved. (a) Main user interface of AQSM system. (b) Parameters’
information. (c) Parameters’ report.
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5 Conclusions

In this paper we present an Air Quality Sensor Monitor system for human activities in
dangerous environments. We propose a hardware architecture so a mobile robotic
platform could acquire environmental parameters and send it to a PC interface.
Moreover, a friendly-user interface was developed in order to show the parameters
collected by the robot. The user interface was submitted to a heuristic evaluation in
order to detect usability concerns. The results showed that the system proposed has a
potential application. Likewise, several recommendations made by experts were taken
in to account in order to improve the user interface usability. Finally, the original and
the improve interface with the expert’s recommendations were presented.

Acknowledgements.. The authors thank the staff of Unidad de Innovación y Tecnológia
(UITEC) for their support, equipment and infrastructure.
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Abstract. Currently, the accelerated evolution of technology and the adoption
of new platforms in the field of telerehabilitation pose considerable challenges in
the field of web accessibility. Web accessibility aims to make web pages usable
by the maximum number of people, regardless of their knowledge, personal
abilities or the technical characteristics of the equipment used to access the Web.
This paper presents the accessibility evaluation of ePHoRt, a web platform that
aims to improve the rehabilitation of patients after a total or partial hip
replacement operation known as arthroplasty. The accessibility method is based
on the Website Accessibility Conformance Evaluation Methodology 1.0 that
considers the Web Content Accessibility Guidelines 2.1. We evaluate first the
accessibility of ePHoRt using the WAVE automatic tool. Then, manual
inspection was performed. Based on the results, we present recommendations to
ensure that the application is accessible and inclusive. The results can serve for
future work related to web accessibility in telerehabilitation platforms.

Keywords: Accessibility � Analysis � Evaluation � e-Health �
Hip arthroplasty patients � Improving � Platform � Telerehabilitation �
Web Content Accessibility Guidelines (WCAG) 2.1

1 Introduction

World Wide Web Consortium (W3C) [1] defines that a website is accessible if people
with disabilities can use it as effectively, safely and securely as people without dis-
abilities. Web accessibility means that people with disability will be able to perceive,
understand, navigate and interact with the web. Web accessibility also benefits other
people, including older people who have seen their skills diminish as a result of age.

According to the guidelines proposed by the Web Accessibility Initiative
(WAI) [2], for a website to be accessible it must contain a content that is easily
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understood and navigable by all people, regardless of the physical, intellectual or
technical disability they present.

Following the World Health Organization, about 15% of the world’s population
lives with some form of disability [3]. The global estimate of disability is increasing
due to population aging and the rapid spread of chronic diseases.

More than a billion people around the world have some disability [4], in future
years, disability will be an even higher concern, as its prevalence is increasing. At
present, [4] the high rate of elders’ population in developed countries is an essential
socio-health concern for governments.

The accelerated advance of information, communication, and medical technologies
have the development of telemedicine platforms. However, not all platforms can be
used by all people, because the factors of inclusion and access to them are not con-
sidered. As a result, existing platforms are not accessible [5], which creates a problem
of interaction between users and platforms.

The ePHoRt is aWeb platform that aims to improve the rehabilitation of patients after
a total or partial hip replacement operation known as arthroplasty [6, 7]. The goal of the
application is to reduce recovery costs as well as provide access to health at a low cost.

On the other hand, the new challenges of the platform and accessibility are pri-
marily related to the development of a system to support the physiotherapist during the
process of planning, monitoring, and evaluation of rehabilitation exercises [8]. In order
for the telerehabilitation platform to be inclusive for all types of users, according to
previous studies carried out for the patient [9], this study must also be accessible for the
physiotherapist.

In this research, the standards of the Web Content Accessibility Guidelines
(WCAG) 2.1 [10] and an adaptation of the Website Accessibility Conformance
Evaluation Methodology (WCAG-EM) 1.0 [11] were applied. The study proposes to
apply an interactive evaluation method for the telerehabilitation platform that consists
of nine phases: (i) define the scope of the evaluation, (ii) explore the destination
website, (iii) select the representative sample, (iv) evaluate the selected sample,
(v) record the results of the evaluation, (vi) analyze the results, (vii) manually check for
errors, (viii) suggest improvements, and (ix) correct errors.

In future work, it is suggested to look for new methods, techniques and combined
strategies to evaluate and improve web accessibility in the telerehabilitation platform.
This study suggests to website developers and designers to apply WCAG 2.1 in order
to generate more inclusive web platforms.

The rest of this article is structured as follows: Sect. 2 details the background and
related work, Sect. 3 presents the method used and the case study, Sect. 4 presents the
results and discussion, and finally, Sect. 5 presents the conclusions and future work of
this research.

2 Background and Related Work

At present, the trend in rehabilitation medicine is distance therapy platforms. Patients
can perform rehabilitation therapies [12] from home through a web platform, which
brings several advantages regarding cost reduction, time, and access to health services.
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Rybarczyk et al. [8] initiated the ePHoRt project for remote monitoring of telere-
habilitation in patients after hip replacement. In another study [13] used hidden Markov
models to assess the quality of patient movements, and a Kinect camera was used to
capture the movements.

The implementation [14] of an appropriate telerehabilitation web platform is
essential so that patients can follow the physiotherapist’s instructions after arthroplasty.
It is, therefore, necessary for the physiotherapist to have an accessible web platform.

Previous studies by several authors related to web accessibility in telerehabilitation
applications were reviewed, described below:

Calle-Jiménez et al. [15] propose an iterative method to improve the level of
accessibility through automatic evaluation tools. The results indicate that the studied
platform does not comply with all WCAG 2.0 accessibility standards.

Acosta-Vargas et al. [16] present an accessibility study performed on a Web
platform to promote physical rehabilitation of patients with an arthroplasty. The authors
used tools through plugins installed in the Web browser. WAVE1, Siteimprove2, Open
WAX3, and Tenon4 were used. The results indicate that the tele-rehabilitation platform
requires improvements to reach an appropriate level of Web accessibility.

Also, Bargagna et al. [17] describe a set of computerized exercises designed for
cognitive training of adults with Down Syndrome. The objective of the study was to
develop a web telerehabilitation platform by following WCAG 2.0.

Smeddinck et al. [18] argue that motion-based video games may have a variety of
benefits to apply to physiotherapy, rehabilitation, and prevention in older adults. The
authors suggest that aspects of accessibility and immersion should be considered to
harness the potential benefits of motion-based video games.

Winters [19] proposes a novel framework for the development of interfaces leading
to universal access to telerehabilitation for persons with disabilities. This study makes
use of some guidelines related to WCAG and Section 508.

Finally, Bąkała et al. [20] explain the concept of online health services in Poland,
which tends to include people with disabilities. The researchers present a comparative
analysis of e-health solutions in Poland and other European countries.

We focus on using an adaptation of Website Accessibility Conformance Evaluation
Methodology (WCAG-EM) 1.0 and, Web Content Accessibility Guidelines (WCAG)
2.1 [10], contain four principles, 13 guidelines and 76 compliance criteria (success),
plus an indeterminate number of sufficient techniques and counseling techniques. The
principles are the following:

Principle 1: Perceivable - All users must be able to perceive the content in a visual,
sound, tactile way.

Principle 2: Operable - Users must be able to use and navigate the interface
components.

1 https://wave.webaim.org/.
2 https://siteimprove.com/.
3 https://github.com/goonoo/OpenWAX.
4 http://tenon.io/.
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Principle 3: Understandable - Both the content and the controls of the interface for
its management must be understandable to the user.

Principle 4: Robust - Content must be robust enough to be reliably interpreted by a
variety of application users, and to work with current and future technologies.

3 Method and Case Study

3.1 Case Study

The case study was applied in ePHoRt [8] which is a project that aims to develop a
web-based system for remote monitoring of rehabilitation exercises in patients after hip
replacement surgery. The platform uses Kinect as an appropriate tool for the thera-
peutic purpose of the project. In this case, six web pages of the platform were eval-
uated. The evaluation was applied to the pages related to the management of the
physiotherapist. It contains functions for the management of patients, physicians,
messages, monitoring of therapeutic programs, management of learning resources and
results of therapeutic programs.

3.2 Method

This study applies an adaptation of the WCAG-EM 1.0 and the Web Content
Accessibility Guidelines (WCAG) 2.1.

Fig. 1. Method for accessibility assessment in telerehabilitation platform
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The study proposes to apply a combined evaluation method between the WAVE
(Web Accessibility Evaluation tool) used in previous studies by the authors [16] and
the manual revision until the telerehabilitation platform is accessible, according to the
level of accessibility defined by the evaluator, this method consists of nine phases,
according to Fig. 1.

WCAG-EM 1.0 is a methodology adapted to different situations, such as self-
evaluation and third-party evaluation. However, accessibility should not be applied only
in the evaluation phase, but throughout the development cycle of the platform. All phases
are applied in the sameway as proposed inWCAG-EM1.0, with a variation from phase 4.

Phase 1: Define the Evaluation Scope. In this phase, six web pages were randomly
selected from the telerehabilitation system, including physiotherapist pages. At this
stage, the adequacy level (A, AA, AAA) to be assessed must also be defined. It is
generally applied up to level AA, but it is often useful to broaden the scope to make the
site more accessible. It is essential to define a list of browsers with which to navigate,
support products or other user agents with which accessibility features must be com-
patible. Table 1 contains the identifier of the screen, the name, and the description.

Table 1. Web pages of the telerehabilitation platform to evaluating the process

ID Screen Description

A Physiotherapist Menu It presents the options that the physiotherapist has in the
platform like patient management, doctor management,
messaging, suspended therapeutic programs management,
therapeutic programs management, exercise management,
learning resources management, and results of the
therapeutic programs

B Therapeutic Program
Management

It allows managing the current therapeutic program
considering the associated patient and doctor. It also
duplicates a previous therapeutic program and shows a
button to check the details of each one

C New Therapeutic Program Add and edit information about exercises and resources in
each stage. Three stages are defined by default considering a
period. The physiotherapist can add new ones

D Doctor Management It allows managing the information of the patient’s doctors.
This information is essential in the case; the physiotherapist
needs to talk with the patient or if he needs to send a report of
the patient’s therapeutic program

E Therapeutic Program |
Learning Resources

It allows managing a set of learning resources for the patient
and letting the physiotherapist planning the therapeutic
programs by using them. Also, a learning resource can be
duplicated and associated with another therapeutic program
as required

F Therapeutic Program |
Asign Exercises

It allows for creating a new exercise in order to use later in
the planning therapeutic programs process. It requires a
name, a set of instructions, a video and a skeleton file as
reference. It also allows associating a therapeutic program
previously defined in with the stages. The uploaded skeleton
file is mandatory for the evaluation of the exercises

512 P. Acosta-Vargas et al.



Phase 2: Explore the Destination Website. In this phase, the features of the pages
evaluated are studied, such as styles, structures, designs and the functions they perform.
The technologies used are identified, such as HTML, CSS, and JavaScript. In this phase
also identifies the statuses of the relevant pages for people with disabilities, as well as
the preferences and options of the site to support instructions. The evaluator can access
all the pages, at this phase, the use, purpose, and functionality of the site are better
understood, and it is also essential to identify the relevant or problematic pages that can
be included in the sample to be analyzed.

Phase 3: Select the Representative Sample. In this third phase, it is essential to
include the complete processes to achieve more reliable results. The idea is to evaluate
the entire web platform. It should be noted that in this phase the screens were taken
randomly. The sample size depends on several factors, such as site size, complexity,
functionality, technologies used, coding styles, processes and functions performed by
users.

Phase 4: Evaluate the Selected Sample. In this phase, the automatic WAVE tool
(version: 1.0.9, updated on November 17, 2017) was selected for evaluation, with
extensions in Google Chrome due to the ease of evaluation on websites that require
authentication. This guarantees accessibility reports 100% private and secure. The
extension can verify intranet web pages, including password, protected web pages,
dynamically generated or sensitive. This tool was evaluated in previous studies by the
authors [16]. The tool helps to verify each page according to the compliance criteria of
WCAG 2.1.

Phase 5: Record the Results of the Evaluation. In this phase, the Therapeutic
Program Management screen was used as a case study; Fig. 2 presents the errors that
exist on the page.

Fig. 2. Screenshot Therapeutic program management with errors
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Figure 2 presents errors related to missing form label, implying that a form control
does not have an appropriate text label for the function of the form, which is an issue
because it is not presented to users using screen readers. This problem can be corrected
by placing a text label for a form control that is visible, using the <label> element
associated with the corresponding form control.

In the fifth phase, the results are recorded in a spreadsheet. Table 2 contains the
data obtained in the evaluation of the web pages recorded in Table 1.

Phase 6: Analyze the Results. In this phase, a detailed study of the errors identified
with the WAVE tool is carried out. Table 3 shows the errors with the success criteria of
WCAG 2.1.

Phase 7: Manually Check for Errors. In this phase, the errors identified on each
page are checked manually. Table 4 records the detail of errors, standards and
guidelines and level that violate some accessibility principles.

The error that is repeated most frequently corresponds to 1.1.1 with 26.7%, fol-
lowed by 1.3.1 and 2.4.4 with 20%, with this it can be inferred that the most affected
principle is Perceptible, where all content that is not text must place an alternative text
to indicate to the user about a specific purpose.

Table 2. Evaluation results with WAVE tool

ID Errors Alerts Features Structural elements HTML5 and ARIA Contrast errors

A 1 1 0 3 14 9
B 43 2 1 24 8 30
C 38 2 6 34 15 7
D 10 4 0 14 8 7
E 26 3 5 19 15 17
F 10 3 1 5 9 3
Total 128 15 13 99 69 73

Table 3. Evaluation results with WAVE tool

ID Errors Styles Contrast
Multiple
form
labels

Missing
form
label

Empty
button

Empty
link

Empty
table
header

Linked image
missing alternative
text

Very
low
contrast

A 1 1 9
B 43 28 1 1 13 30
C 38 14 11 3 10 7
D 10 3 1 1 4 1 7
E 26 5 10 1 10 17
F 10 8 1 1 3
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Phase 8: Suggest Improvements. In this phase, each page is corrected according to
the suggestions identified. Table 5 contains the details of the errors and suggestions for
correcting them.

Table 4. Errors vs. standards and guidelines

Detail of errors Standards and guidelines Level

Multiple form labels 1.1.1 Non-text Content,
1.3.1 Info, and Relationships
2.4.6 Headings and Labels
3.3.2 Labels or Instructions

A
A
AA
A

Missing form label 1.1.1 Non-text Content
1.3.1 Info and Relationships
2.4.6 Headings and Labels
3.3.2 Labels or Instructions

A
A
AA
A

Empty button 1.1.1 Non-text Content
2.4.4 Link Purpose (In Context)

A
A

Empty link 2.4.4 Link Purpose (In Context) A
Empty table header 1.3.1 Info and Relationships A
Linked image missing an alternative text 1.1.1 Non-text Content

2.4.4 Link Purpose (In Context)
A
A

Very low contrast 1.4.3 Contrast (Minimum) AA

Table 5. Suggestions for fixing errors

Detail of errors Suggest improvements

Multiple form labels Ensure that at most one label element is associated with the form control. If
multiple form labels are necessary, use aria-labelledby
This attribute is used to specify the name or label of the current item

Missing form label For a visible form control, use the <label> element to associate it with the
respective form control
If no label is visible, provide an associated label, add a descriptive title
attribute to the form control, or reference the label using aria-labelledby
Labels are not required for an image, send, reset, button, or hidden form
controls

Empty button Place text content within the <button> element or give the <input> element
a value attribute

Empty link Remove the empty link or provide text within the link that describes the
functionality and target of that link

Empty table header If the table cell is a header, provide text within the cell that describes the
column or row. If the cell is not a header or should remain empty, make the
cell <td> instead of <th>

Linked image missing an
alternative text

Add appropriate alternative text that presents the content of the image and
the function of the link

Very low contrast Increase the contrast between the foreground (text) color and background
color. Large text (larger than 18 points or 14 points bold) does not require as
much contrast as smaller text
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Phase 9: Correct Errors. In this phase, the errors presented in the evaluation were
corrected with the automatic tool. Figure 3 presents the corrected errors in the Ther-
apeutic Program Management website. If the website meets the acceptable level
defined by the evaluator, the process is finalized, otherwise returns to phase 1 to repeat
the process until it reaches an acceptable level. According to WCAG 2.1 the definition,
an acceptable level is considered if it reaches level AA [10].

4 Results and Discussion

Tables 2 and 3 contain details of the errors found in the evaluation of web pages. The
analysis can help to understand the applicability of WCAG 2.1. The information found
can be useful for designers, developers, and evaluators of web applications. Figure 3
presents a summary of the errors found on the pages evaluated. The screen with the
most significant number of errors corresponds to the Therapeutic Program Manage-
ment, followed by the New Therapeutic Program and Therapeutic Program|Learning
Resources.

Besides, Fig. 3 shows that the most frequent error is very low contrast with 73
errors and corresponds to 36.3%, followed by missing form label with 60 errors that
correspond to 29.9%, finally, empty table header with 37 errors that corresponds to
18.4%. Table 6 presents a summary of the principles, guidelines, success criteria and
levels identified in the evaluation process.

Fig. 3. Screenshot Therapeutic program management without errors
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It is observed that 50.0% have faults related to the principle of perceivable, fol-
lowed by operable with 33.3% of faults, finally, understandable with 16.7%.

In order to resolve the most frequently recurring faults in this telerehabilitation
platform, the following improvements are suggested:

For the error related to very low contrast, it is suggested to increase the contrast
between the foreground (text) color and the background color. Large text (more than 18
dots or 14 dots in bold) does not require as much contrast as smaller text.

The error related to the missing form label can be corrected by using the <la-
bel> element associated with the control of the respective form. If there is no visible
label, it is necessary to provide a descriptive label with the form control.

To correct the error related to the empty table header, if the table cell has a header,
it is suggested to provide a text within the cell that describes the column or row. If the
cell is not a header or should remain empty, it is recommended to keep cell <td> in-
stead of <th>.

Table 6. Summary of accessibility principles identified in the evaluation

Principle Guideline Success criteria Level

1. Perceivable 1.1 Text Alternatives 1.1.1 Non-text Content A
1. Perceivable 1.3 Adaptable 1.3.1 Info and Relationships A
1. Perceivable 1.4 Distinguishable 1.4.3 Contrast (Minimum) AA
2. Operable 2.4 Navigable 2.4.4 Link Purpose (In Context) A
2. Operable 2.4 Navigable 2.4.6 Headings and Labels AA
3. Understandable 3.3 Input Assistance 3.3.2 Labels or Instructions A
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Empty button Empty link
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Fig. 4. Errors found in the evaluation
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5 Conclusions and Future Work

Evidently, from the experiment, we can conclude that it is not possible to measure the
level of accessibility of a website in a fully automated way. Compliance criteria require
that human judgment is validated. The tools are useful for a quick evaluation and to
find common accessibility errors. However, they are not enough to determine if a
website is 100% accessible, which will require a manual evaluation, despite being more
expensive.

It is essential that the information reaches all people without any discrimination. It
is essential to raise awareness and apply the principles of web accessibility to
demonstrate and generate social responsibility in our society, while at the same time
positively reinforcing the corporate image.

In future work, it is suggested to continue looking for new methods, techniques and
strategies to evaluate and improve web accessibility on the telerehabilitation platform.
Finally, this study suggests raising awareness among web developers and designers to
apply the WCAG 2.1 guidelines during the application development cycle to create
accessible and inclusive platforms.

Acknowledgments. The authors thank UDLA for funding this study through the project “SIS.
JPM.18.01”.
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Abstract. Pharmaceutical business has started reaching out for e-business in
Brazil, trying to better fill the digital gap and reach a higher audience. This type
of business doesn’t show the same relation between digital and physical stores,
as the Chris Anderson’ long tail theory perceived in bookstore business, but the
recent increase of the delivery business has open possibilities and urged the
pharmaceutical enterprises to follow. Based on precedent data, a high fidelity
prototype was developed and a series of tests were applied to verify its usability
and task flow. Conclusion discusses the relation of proposed interaction with
users’ expectations, the usability tests with the prototype, the relation between
stakeholders’ interests in the project, the influence of this factor in the applied
methods and the final outcome, merging research science with market and
business demands.

Keywords: Human factors � Human-computer interaction � Usability

1 Introduction

Pharmaceutical business has been reaching out for e-business in Brazil, trying to better
fill the digital gap and reach a higher audience. This type of business doesn’t show the
same relation between digital and physical stores, as the Anderson’ long tail theory [1]
perceived in bookstore business [2], as it its digital branch doesn’t focus on products of
the far tail. The recent increase of the delivery business [3] has open possibilities and
urged the pharmaceutical enterprises to follow. In the 3rd wave of computing era,
where daily chores are being fulfilled more often with the help of a digital devices in
pervasive actions, it becomes imperative to any business to consider the digital inter-
action as part of the business model and flow.

This paper presents the phases related to the design revision of an online phar-
maceutical store, developed with the 2 wave of computing thinking into a pervasive
experience journey interaction system. The process merges the understanding of users’
needs and expectations with the stakeholders’ premises and strategies.

Based on business directives, initial phases of the project included detailed analysis
from Google Analytics to understand the online store’s sales performance, conversion
rate, bounce rate as well as most visited categories, followed by Card Sorting [5, 17] to
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help establish the structure and information architecture of the store and its place in the
interactive journey. Based on these precedent data, a high fidelity prototype was
developed and a Heuristic Evaluation [6] analysis based on Nielsen and Molich 10
heuristics with 3 UX experts, was applied to verify the system usability and task flow.
The project is presented through its sequential UX testing phases and validation of the
updated prototype using Think-aloud Protocol [7, 8] with final users.

Conclusion discusses the final results, validation and next steps as well as the
relation of stakeholders’ strategies with users’ mental model and expectations, from
collected data and usability tests, to analyze the full research process and its impact on
stakeholders’ interests and the final outcome, merging research science with market and
business demands.

As technology advances and gets to be part of pharmaceutical business growth
(stock management, larger product offer, consumer behavior data, digital stores), since
the early 1980’s, Brazil has the 6th biggest pharmaceutical market of the world –

according to IQVIA, with profits reaching US$ 33.1 billions in 2017 (Fig. 1).
The EMIS Insights Market Analysis puts Brazil surpassing France for the 5th place on
2022. Interfarma (Pharmaceutical Industry Research Association) shows a total of US$
43.7 billions which in the next 5-year period will increase 60%.

The Venancio Drugstore chain has focused its business for 39 years exclusively on
Rio de Janeiro. The business model acts from service to products, based on three major
lines: beauty, health and well-being. The first store was founded in Tijuca, a middle
class neighborhood, and the business has gradually spread to 67 stores, from very poor
areas to high per capita income neighborhoods of the city. The business attends not
only people as final consumers, but also hospitals, government and private medical
clinics. Attempting to reach a broader audience of consumers, the drugstore takes its
first step towards e-business and delivery system, offered exclusively through phone
sales until recently.

Fig. 1. Pharmaceutical market growth in the last 5 years (IQVIA).
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Although the drugstore offers a diverse and broad range of services and products,
the increasingly presence of online businesses since the 1990’s makes the e-business
move seems a little late in the 3rd wave of computing. However, the proposal intends to
offer availability of connection and purchase from different channels, expecting at least
to provide responsive design and usability to easier the user experience and meet users’
expectations and mental models.

The online stores, as oppose to brick and mortar stores, do not inflict social
embarrassment during search-purchase procedures and users feel free to give up
products in the middle of the experience [9, 10]. Usability still plays a major role to
help users fulfill tasks, find products and influence positively purchase decision and the
reliability of the store. According to Banati et al. [11] and Renzi and Freitas [12],
usability is closely related to users’ trust on an e-business. The authors (ibidem)
exemplify the relation as auto-stimulatory as the good reputation of an e-business
attracts users to visit the website for the first time, either by recommendation, refer-
ences or exploratory search. The good experience using the e-store, with good usability
to build a satisfactory experience journey, will have users coming back for future
consulting and purchase, even if nothing was bought in the first time. Users ponder
over risks and benefits associated to online shopping before finalizing the purchase
[12], from security and privacy to improper billing not fully disclosed from the
beginning of the user experience.

The main goal established by Venancio Drugstore was to develop a better user
experience and interconnect both desktop and smartphone channels in one continuous
interaction, since the system has been previously observed as confusing and with many
usability problems. The whole strategy starts with re-thinking the e-commerce structure
and extends further to its physical stores, putting together an omnichannel experience.
This is the first phase of the project focused on the digital branch, but understanding the
whole integration of the business.

For this part of the project Original.io, a UX design agency located in Rio de
Janeiro, had the primal challenge to reach the balance between Venancio Drugstore’s
interests on the growth of the brand’s position in the market and users’ needs and
expectations using the drugstore website. The agency calls this balance challenge a
Relation Triad, which involves (1) the stakeholders’ interests and business strategies,
(2) users’ needs and expectations and (3) UX design directives – one nurturing and
influencing the other.

On the e-commerce business segment, it is important to reach a responsible relation
between brand strategies and users’ needs, as developing empathy for stakeholders
means looking at the project from their perspective and take to action, understanding
the stakeholder’s pain as well as the user’s.

During the development of interactive products it is important to understand users
using research methods and test the project itself throughout the whole process. Star-
tups, when conceptualizing new products or services, need to find balance between
technology, process and market expectations. They need to identify and involve people
to find what delights them and then transform them in users. The UX design approach

Pharmaceutical Online Store Project: Usability, Affordances and Expectations 525



could diminish the risks of new enterprises, financially and timely, and can be the key
to make users fall in love with new products and help filter ideas that seemed incredible
at first [13]. Since the beginning of the user centered design [14] it is recommended that
testing methods throughout the whole development process could bring products closer
to users’ expectations as well as minimize errors and loss of investments. According to
Abras et al., the direct benefits of using usability testing during the creation process are:
(1) usability increase of the product, (2) involve real users in the process, (3) give real
tasks for users to test, (4) enable researchers to observe and record users’ actions with
the product and (5) enable researcher analyze collected data and make proper changes
to the project.

Szuc and Wong [15] principals and cofounders of Apogee Usability Asia Ltd, point
a few factors that should be considered to create great UX design:

– meets user needs that a business fully understands and nurtures
– maps to business needs, whose improvement we can track over time
– connects to data points that speak to the product or service story
– uses a well-defined and well-understood design framework that scales well and

promotes consistent and usable interactions
– leverages design patterns that promote useful, usable, and delightful interactions
– maps to well-defined design principles that connect to brand principles and business

goals and directions
– undergoes continuous improvement through customer and business feedback
– tries out new ideas and conducts experiments that do not disrupt the core value
– is led and owned by people who are well educated and grounded in deep knowledge

of design foundations
– is visible and improves through structured and balanced critique

2 Analytics and Card Sorting

After a few meetings to better understand stakeholders’ expectations, the first location
visit had the objective to analyze similarities between the information architecture of
the drugstore e-business and the physical stores. The two branches of the business were
identified as very different proposals with just a few similarities, lacking connections
for an integrated user experience. All categories of products were analyzed and the best
selling products were identified, having medicine as the biggest seller, followed by
dermatological cosmetics. Although the pharmaceutical market is very inconsistent
regarding product categorization, based on the 5 major pharmaceutical companies, a
series of cards were created for the Card Sorting execution.

A preliminary analysis of Venancio Drugstore older website, using Google ana-
lytics, helped understand the basics of their online consumers. This phase surfaced
which users are commonly attracted to the e-store, the most visited pages, the most
common paths used to explore and origins of connection. This data helped select users
to participate in the Card Sorting phase.
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According to Sherwin [17], from NN group (https://www.nngroup.com/articles/
card-sorting-definition/), Card Sorting is “a UX research method in which participants
group individual labels, written on notecards, according to criteria that make sense to
them. This method uncovers how the target audience’s domain knowledge is struc-
tured, and it serves to create an information architecture that matches users’ expecta-
tions”. The method has 4 phases:

1. Choose a set of topics. The set should include 40–80 items that represent the main
content on the site. Write each topic on an individual index card.

2. User organizes topics into groups. Shuffle the cards and give them to the partici-
pant. Ask the user to look at the cards one at a time and place cards that belong
together into piles. Some piles can be big, others small.

3. User names the groups. Once the participant has grouped all the cards to her
satisfaction, give her blank cards and ask her to write down a name for each group
she created. – Debrief the user. (optional, but highly recommended.) Ask users to
explain the rationale behind the groups they created.

4. Analyze the data. Once you have all the data, look for common groups, category
names or themes, and for items that were frequently paired together.

For this project it was used the Closed Card Sorting [4, 17] with representation
cards of the main categories, since Venancio Drugstore has in total 619 different
product categories. Closed Card Sorting is a variation where users are given a prede-
termined set of category names, and they are asked to organize the individual cards into
these predetermined categories. Closed Card Sorting does not reveal how users con-
ceptualize a set of topics. Instead, it is used to evaluate how well an existing category
structure supports the content, from users’ perspective.

Participants between ages 20 and 35 from male and female genders were selected to
participate. The invitees represented users who frequently buy drugstore products
through Internet, users who buy sporadically and users who have never bought any
product on any e-drugstore.

There were many similar information structures between the participants, but a few
particularities called attention: different genders with different points of view regarding
beauty products and daily care categorization; part of the participants preferring to have
vitamins & supplements apart from medicine, but some suggesting that everything
should be under medicine; users got confused with the term convenience and what
should be part of it.

From users’ feedback, a basic structure of the system (Fig. 2) was proposed and a
high fidelity prototype was developed for usability evaluation. Keeping each depart-
ment colors from the physical stores helped users identify easier the different sessions
of products. The informational structure had in consideration the unification of
duplicate categories from the older website version, in order to each product be linked
to only one category.
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3 Heuristic Evaluation and Think-Aloud Protocol

The Heuristic Evaluation consists of 3–5 experts going through a system to analyze and
evaluate its interactions based on a set of heuristics. According to Nielsen’s experiment
in 1992 [6] with 19 usability experts, the use of heuristic evaluation showed that using

Fig. 2. Information structure based on Pharmaceutical business analysis, online analytics and
Closed Card Sorting [4, 16].
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3–5 experts could bring up around 75% of the total usability errors. For this project, the
Heuristic Evaluation using desktop/laptop encompassed 3 usability specialists. Each
specialist accessed the online prototype using their own computer, as a different device
could be unfamiliar and bring factors to distort the results.

The first phase consists of each expert going through the system to analyze and
evaluate its interactions based on Nielsen and Molich set of heuristics. The experts
evaluate the system separately, with no exchange of information between them, and
present a report with all notified issues. Each notified usability problem is related to one
or more heuristics. The ten heuristics, created during the 2nd wave of computing, are:
(1) Visibility of system status; (2) Match between system and the real world; (3) User
control and freedom; (4) Consistency and standards; (5) Error prevention; (6) Recog-
nition rather than recall; (7) Flexibility and efficiency of use; (8) Aesthetic and mini-
malist design; (9) Help users recognize, diagnose, and recover from errors; and
(10) Help and documentation.

The 3 experts evaluations are compiled in one final report by the main researcher
and the pointed heuristic problems are categorized by each expert in degrees of gravity,
from 0 to 4:

– Gravity 0 (zero): It is not a problem. Usually pointed to parts of the system or
interface that could be considered awkward, but does not get in the way of users.

– Gravity 1 (one): It is an aesthetic problem. Pointed mostly to parts of the system
related interface layout that may not follow users expectations or are considered an
aesthetic flaw, but do not affect users interactions or interoperability of information.

– Gravity 2 (two): It is a minor problem. These are problems that cause discomfort to
users, may bring misunderstandings of information, result in interaction or action
confusion, oblige users to re-do or take longer actions, or distort the notion of place-
making. These problems do not impede procedures nor may cause serious inter-
action problems, but certainly are problems that bring discomfort and irritability to
users.

– Gravity 3 (three): It is a major problem. These are problems that may diverge users
from their objectives. They can take forms such as misleading information or
interactions, actions requirements that are not obvious or are completely different
from other channels, lack of interoperability between channels, information or
action break, functionalities that are far from users expectations or do not follow a
set pattern or have low affordance. These problems can make users give up using
the system if there is any other option out of it.

– Gravity 4 (four): It is a catastrophic problem. These are problems that may impede
users to reach objectives or compromise the whole system structure or interfere
seriously in users’ sense of Place-making. Mostly, these are problems instated in the
system’s concept, structure, taxonomy, interoperability and information system that
affects the whole idea of cross-channel interaction, or even just isolated interactions.
Serious problem can bring companies to re-think the whole idea of a product.

Although it is expected that evaluators explore the whole system to search and
analyze problems, it was suggested to all evaluators to fulfill the task: search and buy a
pain killer and execute payment through invoice – a bank slip commonly used in Brazil
for people who do not wish to use credit cards for online purchases.
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From the heuristic pointed problems, the prototype was updated and 4 users were
invited to be part of a Think-aloud Protocol in order to validate the changes [8, 9]. The
invitees were representatives of final users, based on precedent user mapping in the
beginning of the project. The same task of “buying a pain killer and paying through
bank slip” was presented to the invited users. The observation focused specially on
updated parts from the Heuristic Evaluation report: information understanding during
check out procedure, payment action flow and recognition of products and labels.

According to Villanueva [8], the method consists of a researcher observing users
doing specific tasks within a controlled environment. The users’ actions and thoughts
are to be described verbally aloud on real time. The researcher records the users’
actions by written notifications, video or voice recording. Filming and voice recording
have the advantage of capturing the exact steps and descriptions of users, while written
notifications depends on the researcher experience with observing reactions and
quickness in writing down relevant actions of the experiment [9]. When noticing some
reluctance from the users in verbalizing actions and thoughts during the Think-aloud
Protocol, questions related to the users’ actions should be placed to keep the flow of
verbalization of their thoughts.

Villanueva [4] indicates the use of Think-aloud Protocol in 4 steps

1. Organize a small number of users (around 4)
2. The researcher meets each user separately
3. The researcher provides a prototype for users to execute a list of tasks
4. Users verbalize thoughts and actions while executing tasks
5. Researcher makes notes on improvements to be considered for the system when

analyzing results.

4 Results

The evaluators reported a total of 83 usability problems using the high fidelity pro-
totype. The most number of occurrences were related to heuristic 4 (consistency and
standards) with 25 errors. Error prevention (h5) in second was cited to 15 usability
errors, followed by heuristics 3 (user control and freedom) and 7 (flexibility and
efficiency of use) to 11 problems, each (Fig. 3). No errors were linked to heuristic 9
(help users recognize, diagnose and recover from errors) – a difficult heuristic to verify
in a prototype.

As an example of the pointed problems, the overlapping label with discount
information on product’s information averts users to see properly its characteristics (h2,
h4, h8). The noted problem led to the creation of a specific area in each product for
sales and discount labels.

Evaluators also pointed the lack of option (h7) to print an invoice for payment – a
bank slip commonly used in Brazil for online purchases. Many errors related to
heuristic 5 (error prevention) was expected as the prototype still showed incompletion
and malfunction in certain areas.
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Major problems were marked more frequently (32 problems), mostly related to
heuristics h3, h4, h5 and h10. The amount of errors related to heuristic 3 surpasses the
sum of all the other heuristics’ major issues (Fig. 4). The lack of users’ control while
trying to choose the payment option before finalizing the purchase process is one
example of many problems related to the heuristic. From users’ point of view, the
payment method selection should be before finishing the product order. The confusing
documentation regarding the company’s policy, statements and how to proceed was
also a common pointed issue.

Problems categorized as minor totaled 27 notifications, mostly related to heuristic 4
(10 errors). Heuristics 7 and 5 also show significant number of notifications by the
evaluators, such as in products description page, the correlated suggestions of other
products automatically increase the size of the page, taking down the Finalize Order
button, reachable only by scrolling down (h7). The sudden disappearance of the button
could bring confusion to users and impact negatively the flow process.

Fig. 3. Usability problems related to each of the10 heuristics of Nielsen and Molich.

Fig. 4. Relation between usability erros, heuristics and gravity
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The cited catastrophic problems were numerous (18), considering the usual low rate
found in Heuristic Evaluations, mostly related to the malfunction of the system (h5)
and heuristics 4 ad 6, such as “no breadcrumbs nor category title when entering any
department page”.

5 Conclusion

The sequential tests with users participation and UX experts approximated the project
to users’ mental model. Each step brought up new marks to the project to be reshaped,
fixed and rethought in a continuous refining. The Card Sorting helped understand the
users’ product organization point of view and clarified the middle point between users’
thinking and stakeholders strategies. The information architecture was a turning point
to establish the base for the prototype development. Even though the information
structure is the foundation of the project, the creation of the interactive prototype still
showed many glitches to be fixed and rethought. Specially related to consistency and
standards of icons, types, information and actions.

Heuristic 4 was related to a significant amount of errors during the evaluation, and
too present on major problems – problems that may diverge users from their objectives
and can make users give up using the system if there is any other option out of it. Errors
linked to heuristic 3 also called attention, as it showed many occurrences considered
major and one catastrophic. Since the lack of user control and freedom is usually
considered frustrating, by users, rethinking the approach for the noted errors was
considered urgent.

Often related to minor and aesthetic severities, heuristic 8 surprisingly was linked to
major problems and one catastrophic issue on this project. Although with relative
urgency, the errors to be fixed usually do not present complexity.

Most of the fixed problems reported by the Heuristic Evaluation were validated
with users going through the system on Think-aloud Protocol, but new problems were
pointed during the new testing. Users showed to have problems finding the specific
medication, with the bank slip printing process and errors in buttons related to the
purchase process: “the biggest problem was not being able to find the medication using
the search tool (homepage). But I found all information clear and succinct”, “the print
slip button is not clickable. The cursor did not change to the hand-cursor shape” and “I
tried to click on buy many times, but it seems that I should click on ‘one-click
purchase’, instead. I though it was a problem with my browser, but no”.

Although many updated were validated, new recommendations surfaced on the last
testing phase (Think-aloud Protocol) for the refinement of the system: (1) revise the
vocabulary broadness of the search tool and optimize the informational structure,
(2) make easier to users to recognize the function mini-cart, where costumers can view
all their selected items before purchase, (3) limit to one button option at product
description page to minimize purchase action doubt to users and (4) shipping cost have
to be clear at all times. But (5) the checkout process follows a standard flow in the
system and can’t be redesigned. The best direction is to design it more related to the
brand standards.
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The development of the project involving different research methods with experts
and final users on diverse phases proved to be efficient to avoid development misleads
and it saved unnecessary expenses during the project. Although the development
through integrated phases might seem to take longer time, the whole process was
essential to approximate users’ expectations to stakeholders’ strategies and the brand.
Results from each phase were presented to stakeholders for a closer integration of the
Relation Triad and be sure that taken steps were validated by all actors involved. In
order to compensate the number of phases, the whole proceedings were agile executed
and each method was applied in a faster pace to attend the market timing expectations.
The future steps of the project intend to expand interaction propositions to the physical
branch of the business.
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Abstract. Social meetings and events pose a major part in Brazilian culture and
have great importance throughout various interaction contexts: from daily
neighborhood social activities to workplace relations. In a country well known
by its festivities, to gather people, from small parties to huge events, can bring a
certain social impact. Since the beginning of the 3rd wave of computing, the use
of digital apparatuses and social medias became gradually part of the Brazilian
social processes and directly affect their daily social life and work [1]. Tech-
nology has been changing social behavior and the way people interact with each
other, with less direct interaction, but never the less connected. This research is
part of the project “RatatApp”, a system to help organize collaborative events
that can encompass multiple administrators and manage multiple events, users,
schedules and finance. Although the whole research comprises many phases,
this paper presents the high fidelity prototype-testing phase.

Keywords: User experience � Management systems �
Human-computer interaction

1 Social Meetings and Digital Culture

Social meetings and events pose a major part in Brazilian culture and have great
importance throughout various interaction contexts: from daily neighborhood social
activities to workplace relations. In a country well known by its festivities, music and
carnival, to gather people, from small parties to huge events, can bring social impact, in
diverse proportion. And to plan and organize an event that involves different people,
with different interests, can be a hard task, even if managing just an alumni barbecue
reunion.

Friendships are built with time, and according to Silva [1], besides “permanency,
affinity and affection, the three basic factors for long-term friendships, to have shared
experiences with friends is a key coefficient to make the bond stronger”. In which,
Norman [2] add: “we are social creatures, biologically prepared to interact with others,
and the nature of these interactions depends on understanding others’ emotions”.

From the beginning of the 3rd wave of computing (many computer for one user),
the use of digital apparatuses and social medias become gradually part of the Brazilian
social processes and directly affect their daily social life and work [3]. Technology is
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changing social behavior and the way people interact with each other, with less direct
interaction, but never the less connected. As Norman [4] indicates, “The confusions
foisted upon us by technology are increasing at a faster pace than ever before. Today’s
heavy usage of the Internet, cellular telephones, portable music players, and the wide
variety of portable, wireless message and e-mail systems shows just how important
these technologies have become to our lives”.

As interaction becomes more and more pervasive, every touchpoint with a digital
apparatus is part of a whole user experience journey [5], integrating people within
contexts of use. More than ever before, digital interactions are part of users’ story and
technology shapes users’ behavior, as much as users shape technology advancements.
From Turkle’s [6] view of this relation, when people exchange instant messages, e-
mails and tweets, the technology reshape the boundaries of intimacy and solitude.
Youngsters avoid phone calls afraid of revealing too much of themselves and prefer
text messages to each other. Adults also prefer to use the keyboard instead of their
voice, substantiated of being more efficient to communicate, as real time actions take
too much time. As people gets more attached to technology, the unplugged world
means less and unsatisfying.

Silva [1] steps up the hypothesis that face-to-face gatherings are of utmost
importance to friendship maintenance, as 3 factors seem to help determine a long-
lasting friendship: permanence, affinities and affection. Permanency is how long friends
know each other; Affinity is about friends shared experiences and their story together;
and Affection the nurture of stronger caring and love, built from joined experiences.
Nevertheless, as technology has gradually been growing into our daily interactions,
modifying the way we work, perceive our environment and socially relate, more
customized communication tools surface to providing broader possibilities to gather
people. As Castelli [7] indicates, what the Internet does is process the virtuality and
transforms it into our reality, constituting the network society, which is the society in
which we live.

The advancements of technology through the 3rd wave of computing bring forward
new possibilities of interaction, where computers are integrated in one dynamic system
ecology and transforming human-computer interaction into human-information inter-
action [5]. Digital artifacts are not isolated interactive devices, as each one is part of an
ecosystem and the user experience is build through pervasive interaction with diverse
touchpoints, part of the system ecology, and blended spaces [8, 9].

This research is part of the project for the event management system “RatatApp”, a
system to help organize collaborative events. The system can encompass multiple
administrators and helps manage multiple events, and their related users, schedules and
finance. Based on previous interviews with users and mental model mapping, the use of
smartphones was presented as the most common artifact used for social interaction.
And so, for this research, the prototype and usability testing were all focused on
smartphone usage.

536 T. G. da Silva and A. B. Renzi



2 RatatApp: Mental Model and Structure

Based on precedent studies regarding social technology relations, a semi-structure
questionnaire was applied to users in order to better understand their mental model,
necessities and expectations for an event management system. All selected participants
were users with frequent experience in organizing social events.

The questionnaire was structured based on Mucchielli’s [10] studies on psycho-
social surveys and focused on mapping the whole managing process, the factors of
influence, the difficulties involved in event administration and users’ needs (managers
and invitees).

The answers from the selected participants surfaced important points to be con-
sidered for the development of the project:

– The finance involved must be clear and suitable for all involved, as this is con-
sidered a factor that could determine the number of participants. For a non-profit
event (a friends’ reunion for example) the numbers should be clear to everyone.

– The process of finance administration (for friends events) was unanimous to have
organizers centralizing the full expenses, based on the number of confirmed par-
ticipants, and later collect dividends from the participants.

– The conciliation of time availability among participants is a big issue and the
system should present schedule easily manageable by either the main organizers or
all involved (if the event if for a small number of people).

– The easiest device to check and participate in the process of preparing the event is
the smartphone, so the system should be developed for smartphone use.

– Minimize the steps of the event process as much as possible. The system has to be
direct to the point and easy to access.

The interaction structure of the smartphone app was based on similar event man-
agement systems, information architecture theories of Resmini and Rosatti [11] and
Agner [12] and interview results (Fig. 1).

From the information structure strategy, a high fidelity prototype was developed to
experiment and further analyze users’ interactions. The prototype was built with
InVision in order to provide easy online access through smartphones and better sim-
ulate the final product.

The testing of the high fidelity prototype usability was conducted using two
simultaneous methods: Heuristic Evaluation and Cooperative Evaluation, as these two
different methods could provide important data for comparison. The Heuristic Evalu-
ation, as it follows a set of usability criteria, allows a broader vision of the project based
on experts’ point of view. The Cooperative Evaluation brings users’ point of view from
direct experience with the app to help analyze the project’s usability and interaction
problems.
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Fig. 1. Basic structure of the app: group and event creation tasks and finance and schedule
management.
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3 Heuristic Evaluation and Cooperative Evaluation

When new necessities derived from the third wave in computing, researchers adapted
the 10 usability heuristics of Nielsen and Molich [13] to new contexts of interaction
and new devices. As smartphones becomes more present in people’s daily routine,
Inostroza et al. [14], in 2012, presents twelve heuristics for smartphone interaction. The
researchers adapt the precedent Nielsen’s ten usability heuristics for desktop to the new
interactive perspectives and display size of the smartphone. Most of the 10 heuristics
are easily applied to the smaller device, but three heuristics had to be more focused to
the new challenge: the heuristic seven (flexibility of use) is expressed as “customiza-
tions and shortcuts”, a new eighth heuristic focus on efficiency and performance of use,
and a twelfth heuristic is added for the smaller display size of smartphones and the
context of interaction with fingers: physical and ergonomic interaction (Table 1).

The Heuristic Evaluation consists of 3–5 experts going through a system to analyze
and evaluate its interactions based on a set of heuristics. According to Nielsen’s
experiment in 1992 [15] with 19 usability experts, the use of heuristic evaluation
showed that using 3–5 experts could bring up around 75% of the total usability errors
(Fig. 2). For this project, the Heuristic Evaluation using smartphone [14] encompassed
3 usability specialists. Each specialist accessed the online prototype using their own
smartphone, as a different device could be unfamiliar and bring factors to distort the
results. Since the project is based on smartphone interaction, the evaluation was based
on Inostroza’s proposal of 12 heuristics for smartphone.

Table 1. Comparison of the heuristic sets for desktop and smartphone – Nielsen and Molich and
Inostrozza et al.

Nielsen e Molich (1990) Inostroza (2012)

Desktop Smartphone
Usability of graphic interfaces Usability of graphic interfaces

1. Visibility of system status 1. Visibility of system status
2. Match between system and the real world 2. Match between system and the real world
3. User control and freedom 3. User control and freedom
4. Consistency and standards 4. Consistency and standards
5. Error prevention 5. Error prevention
6. Recognition rather than recall 6. Minimize the user’s memory load
7. Flexibility and efficiency of use 7. Customization and shortcuts
8. Aesthetic and minimalist design 8. Efficiency of use and performance
9. Help users recognize, diagnose and
recover from errors

9. Aesthetic and minimalist design

10. Help and documentation 10. Help users recognize, diagnose and
recover from errors
11. Help and documentation
12. Physical interaction and ergonomics
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The first phase consists of each expert going through the system to analyze and
evaluate its interactions based on Inostroza’s set of heuristics. The experts evaluate the
system separately, with no exchange of information between them, and present a report
with all notified issues. Each notified usability problem is related to one or more
heuristics. The 3 experts evaluations are compiled in one final report by the main
researcher and the pointed heuristic problems are categorized by each expert in degrees
of gravity, from 0 to 4:

– Gravity 0 (zero): It is not a problem. Usually pointed to parts of the system or
interface that could be considered awkward, but does not get in the way of users.

– Gravity 1 (one): It is an aesthetic problem. Pointed mostly to parts of the system
related interface layout that may not follow users expectations or are considered an
aesthetic flaw, but do not affect users interactions or interoperability of information.

– Gravity 2 (two): It is a small problem. These are problems that cause discomfort to
users, may bring misunderstandings of information, result in interaction or action
confusion, oblige users to re-do or take longer actions, or distort the notion of place-
making. These problems do not impede procedures nor may cause serious inter-
action problems, but certainly are problems that bring discomfort and irritability to
users.

– Gravity 3 (three): It is a big problem. These are problems that may diverge users
from their objectives. They can take forms such as misleading information or
interactions, actions requirements that are not obvious or are completely different
from other channels, lack of interoperability between channels, information or
action break, functionalities that are far from users expectations or do not follow a
set pattern or have low affordance. These problems can make users give up using
the system if there is any other option out of it.

– Gravity 4 (four): It is a catastrophic problem. These are problems that may impede
users to reach objectives or compromise the whole system structure or interfere
seriously in users’ sense of Place-making. Mostly, these are problems instated in the
system’s concept, structure, taxonomy, interoperability and information system that
affects the whole idea of cross-channel interaction, or even just isolated interactions.
Serious problem can bring companies to re-think the whole idea of a product.

Fig. 2. Nielsen’s relation between number of experts and percentage of errors found [13].
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In Cooperative Evaluation, the researcher selects users to analyze a system. Each
user, separately, fulfills pre-defined tasks by the researcher and verbalizes issues and
doubts during the process [16]. The surfaced issues are discussed with the researcher,
who usually sums questions with the purpose of deepening further discussed subjects
and gather data for the analysis. It is important to be full aware of users’ mistaken
actions and misunderstanding perception in order to pinpoint problems and elucidate
solutions from users’ perspective. User and researcher evaluate the system together and
the participants are encouraged to ask questions about the purpose and interaction of
the product.

Miranda and Moraes [17] recommend the use of Cooperative Evaluation in
products that need improvement and in prototypes while in intermediary and final
phases. According to the authors, the evaluation follows 4 basic steps:

– 1. Recruit participants who are representative of final users
– 2. Plan and prepare tasks for the participants to execute in order to let them explore

the whole system or at least the parts considered most relevant
– 3. Record and make notes of all actions, questions and discussions during the

execution of tasks by users
– 4. Analyze the collected results.

The Cooperative Evaluation was conducted with the help of 3 users, with their
actions written and audio recorded. All 3 selected participants had frequent experiences
in organizing events. The context of use was presented to all participants and all doubts
clarified before starting each session. There were 4 proposed sequential tasks:

– 1. Create a new group
– 2. Create an availability schedule
– 3. Create a new event
– 4. Create a new expense in the group and divide the finance among group

participants.

4 Results

The data analysis compiled both Heuristic and Cooperative Evaluations. Any user
observation, collected though Cooperative Evaluation, that haven’t been noted by the
experts on Heuristic Evaluation, were classified based on Inostroza’s heuristics for
better comparison and analysis.

A total of 55 problems were reported (Fig. 3) and most problems pointed by the
specialists were related to heuristics 4 (consistency and standards), 5 (error prevention),
6 (Minimize the user’s memory load) and 7 (Customization and shortcuts), linked to 9–
10 errors, each. Heuristics 2 (Match between system and the real world) and 3 (User
control and freedom) were related to 4–6 errors. The rest of the heuristics were asso-
ciated to small number of occurrences. The heuristic 12 (Physical interaction and
ergonomics) was not associated to any of the pointed problems.

Catastrophic problems (Fig. 4) were mostly related to heuristics 3 (user control and
freedom) and 7 (Customization and shortcuts). As an example of catastrophic problem
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related to heuristic 7, while users were using the creating group page it was hard to
understand the difference between the options “quantity” and “per person”. The con-
fusion surfaced doubts about the necessity at all of having a quantity field, as the action
of including new members, the system automatically adds to the quantity of partici-
pants of the group.

Although heuristic 3 was related to a small number of problems, these few prob-
lems were considered to be issues that could impede users to fulfill tasks or increase the
chances of quitting, as the heuristic is cited for catastrophic and major problems: as
users open the lateral menu, they could not close it back (heuristic 3). Users also
accused frustration with the lack of back option and cancel an action while interacting
with the system (heuristic 3).

The problems considered major issues were mostly related to heuristics 5 (error
prevention) and 7 (Customization and shortcuts), such as the lack of examples in how
the functionalities worked in the app (heuristic 5) and the creation of events not
presenting an area to determine the hour and duration of the event (heuristic 7).
Heuristics 2, 4 and 6 have also been associated to major problems, such as the order of
the items in the event creation area, whose specialists suggested it should be changed
(heuristic 2), the color inconsistency between buttons of same function throughout the
app (heuristic 4) and misunderstanding the label of some buttons in the Sign In area
(heuristic 6) – Fig. 5. Regarding major problems, no issue was reported related to
heuristic 8.

Fig. 3. Reported usability problems related to 12 heuristics for smartphones [14].

Fig. 4. Catastrophic problems related to heuristics for smartphone [14].
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The 21 problems considered minor issues (Fig. 6) were mostly related to heuristics
4 (consistency and standards) and 5 (error prevention). Variation of font size identified
at the home screen (heuristic 4) and the presence of both “check” and “confirm”
buttons on different pages, which could confuse users (heuristic 5) are examples of he
cited heuristics.

The majority of reported usability issues were classified as major and minor
problems, as normally expected on Heuristic Evaluations. But, for this evaluation, a
high number of major problems surpassed the total of minor problems.

5 Conclusion

The reported problems from both methods helped fix important issues in the high
fidelity prototype. Although results from the interviews and benchmark research lead
the basic structure and visual design of the project, only after the evaluations was
possible to identity usability issues and interaction misleads that were not considered
before. The results surfaced the necessity of changes in the project to better reach users’
expectations. Icons and fonts were fixed to keep the consistency and bring a better
perception of functionality, as well as, all considered dead end interactions were

Fig. 5. Major problems related to 12 heuristics for smartphones [14].

Fig. 6. Minor problems related to 12 heuristics for smartphones [14].
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modified for better users’ control. Features of creation and management of events were
reformulated to make the process more obvious and easier to edit.

Customization and shortcuts (heuristic 7) was the most cited heuristic, related to
both catastrophic and major problems. The constant relation emphasizes users’ interest
in fulfilling tasks and reaching objectives with few steps through their own interaction
and decision paths. The constant appearance of the heuristic in reports and feedbacks
from specialists and users helped turn the experience process more intuitive and more
direct to the point. Figure 7 presents two examples of modifications from heuristic 7
problems: the staring point to create a new group or event, or edit the program schedule
became more intuitive direct and with less steps to conclude the tasks; the creation of a
new event has less information to fill out and became easier to manage, reducing also
the steps of the process.

The two different evaluating methods showed different perspectives for the pro-
totype testing: (1) the Heuristic Evaluation, with usability specialists, collected tech-
nical inputs for the structure, context of use and system general functionality. The
results surfaced problems that affected the system interaction in the whole experience
strategy; (2) the Cooperative Evaluation, with final user, brought up points important to
users, more focused on interaction easiness and experience flow, evincing points that
should be more intuitive. Users’ collaboration and their reported issues indorsed the
importance of fixing the errors related to the heuristic 7, in order to make the whole
experience direct to the point and flexible to customization.

Although the Heuristic Evaluation found more problems than the Cooperative
Evaluation, the choice of using both methods was assertive, as their results showed to
be complementary. The 2 evaluations results helped fix many usability problems that
were not predicted in earlier stages of the project and better approach the app to users’
expectations for a better experience journey construction. However, although with
problems fixed, the high fidelity prototype was once more evaluated with users to
validate the modifications and analyze new reactions with the app.

Fig. 7. Reports of problems related to heuristic 7 (customization and shortcuts) brought changes
to the project to make the user experience more intuitive and direct to the point, diminishing the
number steps to fulfill tasks, considered too much by users and specialists.
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After the prototype was adjusted to be closer to users’ expectations and needs, new
tests were conducted to validate the applied changes and check for new usability
problems. As expected, new interesting feedback surfaced from further testing, keeping
the project development process dynamic, as pointed by Resmini and Rosatti’s man-
ifest [11]. Although this paper focus on the prototype testing phase, the development of
the project had a broader range of action to understand the role of the app and digital
devices within the full experience journey [3, 5, 8] of planning and managing a social
event with friends. The most lucrative aspect to all students involved in the project
certainly was to experience the whole process from start to finish, encompassing
research, development, testing, adjustments and validating.
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Abstract. Differently to usability metrics, which tends to focus on specific
tasks with specific digital apparatuses and contexts, the pervasive experience
permeates different digital devices to build an experience journey with many
interaction touchpoints. Each interactive device play a part, sometimes com-
plementary, to help users fulfill their needs or just generate an experience. As
user experience develops to pervasive cross-channel interaction, it becomes
difficult to relate ecology systems UX problems to formal usability heuristics.
A set of UX heuristics was proposed in 2016 and first tested in 2018 with the
multi-channel Airbnb system through pervasive testing on 3 different devices:
desktop, tablet and smartphone. This paper presents a comparison analysis of
heuristic evaluations, using Nielsen’s desktop/tablet heuristics, Inostroza’s
smartphone heuristics and Renzi’s UX cross-channel heuristics.

Keywords: User experience � Pervasive interaction systems � Cross-channel

1 Pervasive Interaction

Since the 3rd wave of computing has emerged in the beginning of this century,
designing interactivity has been gradually changing, as new possibilities of interactions
and technology have surfaced and mental models and expectations have evolved. The
diversity of digital apparatuses in our daily lives has been aiming and directed for an
interoperability merge in an ecology of systems [1], where the ecosystem can be one
system, integrating many devices and many systems, to create a journey of sequential
events. Digital devices are more integrated into our daily chores as wearables and
interactive objects, in a internet of things (phones, watches, glasses, refrigerators, cars,
makeup, papers, toys, home, etc.), suiting the development path expected for the next
10 years [2]: “In 5 years, technology will start to disappear from sight and be more
integrated to objects and accessories around us. Wearables will be more and more
common (glasses, watches, key holders, bracelets, shoes, hats and coats). The pro-
cessing will be on the server’s side and the portable artifacts will serve as data inputs
and outputs. In 10 years, all objects and artifacts will be imbued with digital interaction.
Smart glasses and wearable accessories will be commonly used among people. The
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computer ubiquity will have reached its maturity and smart/electronic homes (houses,
building, offices) will be an important tool for this evolution, saving time, resources and
energy. The paradigm of product purchase will gradually be substituted by the idea of
product use (rental), as well as the notion of acquiring being substituted by the notion
of usage. Walls around us will be touch screen displays, creating the possibility of total
customization of environments. Everything that can be digitally interactive, it will be.
Interaction will transcend tablet and smartphone devices and will be integrated to the
environment around us or projected on surfaces”.

The Internet of Things is a system of systems, interconnected at different scales, with
the information architecture conceptualization of cross-channel ecosystems [3]. As the
interoperability between systems gets more accurate, the user experience journey detach
from isolated devices and becomes a pervasive interaction, crossing many interactive
devices and environments. From the architecture information’s point of view, Benyon
and Resmini [4] bring forward that the cross-channel experience understands that actors
(users) interact with information across a multitude of devices, platforms, locations, and
contexts, resulting in complex, activity-based ecosystems that are experienced as a
continuous flow or movement across digital and physical space, and as an “ecosystem
resulting from actor-driven choice, use, and coupling of touchpoints, either belonging to
the same or to different systems, within the context of the strategic goals and desired
future states actors intend to explicitly or implicitly achieve” [3]. Bødker and Kolomose
[5] have presented the idea of an increasingly interaction with multiple interactive arti-
facts with overlapping capabilities during users daily activities. The authors, at first,
called this integrated interaction an artifact ecology, as the use of an interactive artifact
cannot be understood in isolation and each artifact influence the use of others. Each
device used, affects users’ perception, as defined by Kirsh’s Theory of embodied cog-
nition [6], provides a first clue of things to come. When people heft a tool the neural
representation of their body schema changes as they recalibrate their body perimeter to
absorb the end point of the tool [7]. As mastery develops, the tool reshapes the users’
perception, altering how they see and act, revising their concepts and changing how they
think about things.

The embodied cognition applies the same way to digital devices and cross-channel
interactions, as the interoperability between systems brings users to feel devices, fea-
tures and the whole experience as an extension of their bodies and abilities. The
understanding, adapting and mastery of the interactions within devices and the expe-
rience journey change users perceptions, mental model, expectations [8] and their sense
of things [9].

The more and more present pervasive cross-channel interaction, bringing together
different artifacts to help users fulfill an experience journey, the more difficult is to
analyze the experience focusing on isolated devices. The development of new digital
apparatuses, with new interactions and new display sizes, brings the necessity of new
heuristics to better guide developers and analyze usability focused on each new pro-
posed device.
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2 Heuristics Evolution

In 1990, Nielsen and Molich developed a set of usability principles to be considered
when planning a system with a visual interaction interface [10]. The ten principles were
well known as the ten usability heuristics and became a base for a heuristic evaluation
method, to evaluate a system’s usability and point out problems. The heuristics are
consecution to users’ needs in a time where the world was moving to the second wave
of computing (one computer to one user). As Nielsen and Molich, other authors
developed similar principles to help evaluate usability and interaction with interfaces:
Bastien and Scapin [11] developed eight ergonomic criteria in 1993 for systems’
interface evaluation and Schneiderman [12], in 1986, based on his research regarding
human-computer interaction presented eight golden rules for user interface.

When new necessities derived from the third wave of computing (many computers
to one user), researchers adapted the 10 usability heuristics of Nielsen and Molich to
new contexts of interaction and devices. Apted et al. [13], analyzing tabletop’s pos-
sibilities of interactions, focused on the difference of display size, its proposal of
collaborative interaction and reorganization of elements, proposed 7 heuristics that
takes human reach, physical ergonomics and multiple interaction points into consid-
eration. Inostroza et al. [14] in 2012 presents twelve heuristics for smartphone inter-
action. Based on Nielsen’s ten heuristics, Inostroza et al. [14] express the heuristic
seven (flexibility of use) as “customizations and shortcuts”, specify a new eighth
heuristic regarding efficiency and performance of use, and add a twelfth heuristic
regarding the smaller display size of smartphones and the context of interaction with
fingers: physical and ergonomic interaction. When Neto and Campos [15], two years
after Inostroza, present their 12 heuristic principles for multi-modal interactive ambi-
ences (a combination of inputs and outputs of several sensory modalities – hearing,
smell, taste, touch, sight – as part of a more natural computer communication), it is
perceptive the strong relation with the ten heuristics from Nielsen and Molich, added
by important points on physical ergonomics and vocal commands (organized content,
direct manipulation, human range).

However, these proposed principles focus on direct use with specific devices,
making it hard to use on pervasive cross-channel scenarios. The five principles of
Resmini and Rosatti [1] encompass the cross-channel concept from the information
architecture perspective and are the perfect start, due to its pervasive cross-channel
characteristics, to the idea of dynamic interaction ecology. But when relating to
usability and UX evaluation, the five concepts have to expand, considering user
experience concepts and its relation to visual cognitive recognition, physical and vocal
interactions, as perceived in a previous research evaluating the GloboPlay system
interaction [16].

In order to analyze the whole experience journey and the cross-channel interaction
within one integrated ecology system, a set of 9 UX heuristics [17] was proposed in
2016, encompassing interface cognitive perception, 5-sense interaction, pervasive
information and interoperability between systems (Table 1).
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This paper intends to present the results of simultaneous heuristic evaluations of the
Airbnb ecology system using different apparatuses of access. The company has over 3
million active places for renting in more than 191 countries and 65 thousand cities.
Over the years, more than 100 million guests have used at least one of Airbnb’s
affiliated hosts. During the established period of research, the Airbnb system could be
reached through desktop/laptop (website), Ipad (app) and smatphone (app). Due to
these possibilities, three heuristic evaluations were conducted for comparison:
(1) heuristic evaluation of Airbnb website using Nielsen’s 10 heuristics [10],
(2) heuristic evaluation of smartphone app using Inostroza’s 12 heuristics [14], and
(3) UX heuristic evaluation [18] using Renzi’s 9 heuristics [17] permeating three
devices (desktop, tablet and smartphone).

Table 1. Comparison of the three heuristic sets used in this research project – Nielsen and
Molich [10], Inostrozza [14] and Renzi [17]

Nielsen e Molich (1990) Inostroza (2012) Renzi (2016)

Desktop Smartphone Cross-channel
Usability of graphic
interfaces

Usability of graphic
interfaces

Usability of graphic interfaces,
pervasive information and 5-sense
interactions

1. Visibility of system
status

1. Visibility of system
status

1. Place-making

2. Match between system
and the real world

2. Match between system
and the real world

2. Consistency

3. User control and
freedom

3. User control and
freedom

3. Resilience

4. Consistency and
standards

4. Consistency and
standards

4.Reduction

5. Error prevention 5. Error prevention 5. Correlation
6. Recognition rather
than recall

6. Minimize the user’s
memory load

6. Equivalency to cultural
conventions

7. Flexibility and
efficiency of use

7. Customization and
shortcuts

7. Visual intuitive content

8. Aesthetic and
minimalist design

8. Efficiency of use and
performance

8. Natural, intuitive and direct
interactions

9. Help users recognize,
diagnose and recover
from errors

9. Aesthetic and
minimalist design

9. Contextual ergonomics

10. Help and
documentation

10. Help users recognize,
diagnose and recover
from errors
11. Help and
documentation
12. Physical interaction
and ergonomics
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3 Heuristic Evaluations: Nielsen, Inostrozza and Renzi

The three heuristic evaluations of the Airbnb system were conducted following Niel-
sen’s proposal, in order to keep the factors involved to a minimal of influence. Each
type of heuristic evaluation was executed isolated, with no exchange of data before the
final documentation. Three main researchers conducted the evaluations, but each one
was responsible for just one heuristic evaluation type (desktop, smartphone, cross-
channel). One research coordinator managed all three researchers and put together all
data for analysis.

According to Nielsen’s experiment in 1992 [19], with 19 usability experts, the use
of heuristic evaluation showed that using 3–5 experts could bring up around 75% of the
total usability errors (Fig. 1). The heuristic evaluations using desktop [10] and
smartphone [14] encompassed 5 usability specialists, each one. For the UX cross-
channel evaluation [17], 3 UX experts with diverse background agreed to participate.
For the UX evaluation, the invitee had to be UX experts with previous experiences in
evaluating systems using the traditional heuristic evaluation, as well as understanding
the pervasive cross-channel concept.

Following Nielsen’s proposal, the heuristic evaluation consists of experts going
through a system to analyze and evaluate its interactions based on a set of heuristics.
However, since the UX heuristic evaluation has a broader analysis (encompassing all
channels involved), an order for interaction evaluation was proposed to help the experts
test the whole experience journey. The sequence of interaction followed previous
findings from interviews [20], confirming Google’s insights on travel costumer journey
4 micro-moments: dreaming moment (I want to get away), planning moment (time to
make a plan), booking moment (let’s book it) and experience moment (can’t wait to
explore). The evaluation tried to encompass the planning, booking and experience
moments [18], with each specialist starting the analysis journey with a smartphone,
continuing with a desktop/laptop, going through a tablet and finishing with a smart-
phone (Fig. 2). All pointed heuristic problems were categorized by the experts in
degrees of gravity, from 0 to 4:

Fig. 1. Nielsen’s relation between number of experts and percentage of errors found [19].
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– Gravity 0 (zero): It is not a problem. Usually pointed to parts of the system or
interface that could be considered awkward, but does not get in the way of users.

– Gravity 1 (one): It is an aesthetic problem. Pointed mostly to parts of the system
related interface layout that may not follow users expectations or are considered an
aesthetic flaw, but do not affect users interactions or interoperability of information

– Gravity 2 (two): It is a minor problem. These are problems that cause discomfort to
users, may bring misunderstandings of information, result in interaction or action
confusion, oblige users to re-do or take longer actions, or distort the notion of place-
making. These problems do not impede procedures nor may cause serious inter-
action problems, but certainly are problems that bring discomfort and irritability to
users.

– Gravity 3 (three): It is a major problem. These are problems that may diverge users
from their objectives. They can take forms such as misleading information or
interactions, actions requirements that are not obvious or are completely different
from other channels, lack of interoperability between channels, information or
action break, functionalities that are far from users expectations or do not follow a
set pattern or have low affordance. These problems can make users give up using
the system if there is any other option out of it.

– Gravity 4 (four): It is a catastrophic problem. These are problems that may impede
users to reach objectives or compromise the whole system structure or interfere
seriously in users’ sense of Place-making. Mostly, these are problems instated in the
system’s concept, structure, taxonomy, interoperability and information system that
affects the whole idea of cross-channel interaction, or even just isolated interactions.
Serious problem can bring companies to re-think the whole idea of a product.

4 Results from Simultaneous Evaluations

Since evaluations were applied separately, their respective results are presented apart
for better comparison and discussion: desktop, smartphones and cross-channel
experience.

Fig. 2. Planned pervasive actions for evaluation, following users’ travel journey [18].
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The heuristic evaluation on desktops pointed a total of 51 problems. The heuristic 2
(match between system and the real world) was related to 10 problems and the most
prominent among all heuristics, followed closely by heuristic 4 (consistency and
standards), related to 9 usability problems. Heuristics 3 (user control and freedom), 5
(error prevention), 6 (recognition rather than recall) and 7 (flexibility and efficiency of
use) had similar number of usability problems: 6 and 7.

Heuristics 1 (visibility of system status), 8 (aesthetic and minimalist design) and 10
(help and documentation) had a lower incidence, related to 3–4 usability problems.
Heuristic 9 (help users recognize, diagnose and recover from errors) was related to only
one problem.

As expected from the heuristic evaluation method, the majority of problems were
considered of minor (27) and major (13) gravities. Catastrophic severity was related to
5 problems and 7 problems were classified as aesthetic issues (Fig. 3).

Although the invited specialists were able to surface diverse usability problems on
every step of the common search-compare-reserve process [18], the reservation phase
presented problems that could lead users to give up their purchase. Some of these
reported issues were classified as catastrophic, such as the payment slip generator not
working and the information disappearance between steps of the reservation process.
Evaluators also pointed as catastrophic problem the disappearance of user information
whenever a process is interrupted or users try to go back to a precedent phase or
homepage. The search results presented places not related to keywords was as well
classified as catastrophic and some of the experts reported difficulty with filters.

Major and Minor problems were mostly related to icons significance, the use of
map and its lack of location precision, the apt/room information, design inconsistencies
and the half-translated texts.

The heuristic evaluation of the Airbnb smartphone app pointed a total of 59
usability problems. The heuristic 4 (consistency and standards) from Inostrozza
heuristics was the most cited (17) related usability issues, followed closely by the
heuristics 2 (match between system and the real world) and 8 (efficiency of use and
performance), each related to 13 different pointed problems – Fig. 4.

Heuristics 1, 5 and 6 are similarly related to 7–8 usability problems and heuristics
3, 7, 9 and 11 to 4–5 problems. The 10th heuristic was related to just one problem and
heuristic 12 was not cited by any of the experts (physical interaction and ergonomics).

Fig. 3. Airbnb website usability problems reported by experts using desktop/laptop and relation
with each heuristic.
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It is important to notice that the heuristic 8, an adaptation for smartphone inter-
action evaluation, played an important role to help categorize issues with the device.
The same occurs for the heuristic 7 – also adapted from Nielsen’s proposal. Even if
these pointed problems can be related to desktop heuristics descriptions, Inostroza’s
adaptation seems more appropriate for smartphone specifics. No usability problem was
related with heuristic 12 (physical interaction and ergonomics).

Among all presented errors, a total of 25 problems have been considered to be
minor by the experts, followed closely by 20 pointed major problems. Just 4 usability
issues were classified as an aesthetic matter, but a higher incidence of catastrophic
problems was reported with the smartphone interaction: 8.

The 8 catastrophic problems are related to various simultaneous heuristics, but the
frequent relation to h5 (error prevention) and h8 (efficiency of use and performance),
are connected to disastrous results of information disappearance and impediment of
interaction to fulfill tasks.

The UX cross-channel evaluation pointed a total of 81 problems, dis-
tributed through smartphone, desktop and tablet. More than half (53%) of reported UX
errors were connected to smartphone, while 35% was related to desktop and just 12%
to tablet.

The most part of problems found was related to heuristic 7 (visual intuitive con-
tent), occurring 9 times with the Airbnb app for smartphones, 6 times for the desktop
and 4 times while using the company’s app for tablet. The gravity of problems related
to heuristic 7 (visual intuitive content) was rated mostly as minor and major problems,
as expected from heuristic evaluations. But 1 catastrophic problem related to this
heuristic is reported while using desktop.

The heuristic 6 (equivalency to cultural conventions) is the second most reported
heuristic, more present during the use of smartphones with 9 noted reports. Desktop use
shows 5 problems and tablet presents just 1 issue. Although not as many errors as the
visual intuitive content (h7), the experts considered 5 errors connected to this heuristic
as catastrophic (gravity 4), with 3 errors using the smartphone and 2 for the desk-
top. These are mostly related to information inconsistency during pervasive interaction
with different channels. Evaluators point as an example, the price of the saved

Fig. 4. Airbnb website usability problems reported by experts using smartphones and relation to
heuristics.
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apartment changing from desktop to smartphone. This was considered a catastrophic
problem as it may directly infuse doubts about the security of the system.

Heuristics 1 (place-making) and 2 (consistency) follow closely, related to 12 and 10
UX errors, respectively. Both of them having more occurrences while using the
smartphone: place-making (h1) appears 4 times on desktop, 7 times on smartphone and
just once while using tablet; Consistency (h2) appears 3 times on desktop, 5 times on
smartphone and twice on tablet. Heuristics 3, 4, 5 and 8 fall behind with similar number
of errors (6–7). Except for heuristic 5 and 9, the rest of the heuristics follows the pattern
of having the majority of errors related to smartphone use (Fig. 5).

Analyzing the pointed problems by their gravity, catastrophic problems (gravity 4)
are connected to the use of smartphone app. Major problems (gravity 3) are frequently
related to the use of the smartphone app and desktop. The tablet app only shows
presence related to minor problems (gravity 2) – except for one (h5), but still is
surpassed by both smartphone app and desktop experiences.

Part of the notified problems became more evident during the cross-channel
interaction evaluation. As for example, while using the search tool on desktop it was
not possible to find a place for rent, previously found using the smartphone Airbnb
app. Not even rewriting the same words. The problem got worse when evaluators
proceeded to step 3 (from desktop to tablet) and realized that it was not possible to
retrieve information of the place, previously saved on smartphone and resaved on
desktop. It was necessary to search once again the desired place and save it again.
Evaluators considered this error through channels related to heuristics 1 (place-making)
and 3 (resilience).

Another cross-channel problem example regards taxonomy and functionality
recognition that affects users’ sense of self-location within the system: different names
are used in different devices, confusing users. Related to heuristic 1 (place-making) due
to the loss of self-location, heuristic 4 (reduction), due to the system’s unnecessary

Fig. 5. UX heuristics related to each interaction device: desktop, smartphone and tablet.
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complexity of interaction, and heuristic 5 (correlation), due to taxonomy differences
and lack of relation between representations of same functionality.

Noticed by evaluators in all 3 heuristic evaluations processes and present in all
channels, while users visit apartment options, there is no information indication of
neighborhood nor precision of locality, unless the renter insert in the title of the place.
This was considered to affect users’ experience journey and related to heuristics 5
(correlation) and 3 (resilience). Considering the importance detailed information about
a place’s location and its relation to mobility easiness, safety and distance to tourist
points, from previous interviews with users [20], the lack of information about location
was marked as a major problem and could completely invalidate places for renting.

5 Conclusions

The simultaneous heuristic evaluations helped to show that some errors are solely
related to branched systems of specific devices and do not repeat throughout the UX
journey. But also shows that part of noted problems appears in more than one apparatus
(sometimes in all of them), integrated to the whole system ecology. For instance, the
lack of location precision while analyzing places for rent was considered a severe
problem by all evaluators. The catastrophic problem occurs in all system ecology, not
to a specific device, for example.

The use of UX heuristics to evaluate the user experience full journey within the
Airbnb system was able to pinpoint more errors (81) than the usability evaluation of
each specific device (51 and 59 errors). Although the summation of both smartphone
and desktop errors surpass the UX evaluation and the analysis of 3 integrated appa-
ratuses naturally brings up more problems, many of these pointed errors repeat on all
devices and were noted as one occurrence by the UX evaluation.

As shown in Nielsen’s graphics [19], correlating “number of evaluators” and
“number of errors found”, having only 3 evaluators participating in the UX evaluation
– as oppose to the 5 experts for each of the other devices (desktop and smartphone) –
naturally surfaces a less number of problems. Therefore, part of the isolated device
reported problems were not equally found during the UX evaluation.

Comparing the reported issues from the 3 groups of evaluators, it is perceptive that
usability problems based on Nielsen’s and Inostroza’s respective heuristics can be re-
categorized by the 9 UX heuristics. But not always the contrary. If all errors registered
to solely the smartphone and desktop would be translated to equivalent UX heuristics,
the total number of UX errors would increase at least 30%. As an example, the noted
problem regarding the Airbnb logo being part of the fixed footer, near action icons in
the smartphone app was related to Inostroza’s heuristic 9 (aesthetic and minimalist
design). The UX heuristics related to this problem would naturally be 7 (visual intuitive
content). Similarly, the error “too many steps to reach the starting page”, related to
Inostroza’s heuristic 8 (efficiency of use and performance), is equally represented by
UX heuristic 4: reduction.

However, it is important to acknowledge that the heuristic 5 (error prevention),
present in both Nielsen and Inostroza’s set of heuristics, could be hard to have an
equivalent in UX heuristics, depending on the context. For instance, the “payment slip
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generator not working”, noticed on the desktop evaluation, is a system error hard to
translate to a UX heuristic. The closest translation would be place-making (h1), as the
malfunction of the system could leave users confused with the status of their UX
journey and impeded of moving forward.

Commonly, systems and evaluations efficiency are compared based on number of
errors, primarily during the second wave of computing, but this experiment surfaces
important comparative information beyond numeric metrics. Analyzing the results of
the 3 different groups, it becomes evident that:

– The adaption of Nielsen’s heuristics into 12 heuristics to evaluate smartphone
systems seems effective, as some pointed problems using the Airbnb app were more
properly categorized. The utterly presence of heuristic 8 related to various problems
is a good example of this.

– The 3 different evaluations brought up similar problems, confirming common issues
of the system ecology, despite the variety of experts and the differences of
heuristics, the majority of problems are related to similar concepts (Fig. 6).

– Noted errors based on both isolated devices (desktop and smartphone) can be
categorized to equivalent UX heuristics, but not necessarily the contrary. Since UX
heuristics investigates experiences and information that goes between devices and
the whole system ecology, some cross-channel concepts don’t have equivalency in
evaluations focused on isolated devices [17].

– Evaluating the Airbnb system ecology using UX heuristics, crossing different
channels, surfaced problems that could not be traced by traditional heuristic eval-
uations, confirming previous research [17].

– All 3 sets of heuristics are effective to analyze systems and can utterly bring
complementary results. Nevertheless, objectives, apparatuses involved and the
context of research/project are imperative to choose the appropriate evaluation set of
heuristics.

– It seems that (h5) error prevention could be translated to different UX heuristics,
depending on the context of the problem. Nevertheless, it is important to further
investigate the subject.

Fig. 6. Airbnb website usability problems reported by experts using smartphones and relation to
heuristics.

User Experience Interaction in Cross-Channel Systems 557



References

1. Resmini, A., Rosatti, L.: Pervasive Information Architecture – Designing Cross-Channel
User Experiences. Morgan Kaufmann, Burlington (2011)

2. Renzi, A.B., Freitas, S.: Delphi method to explore future scenario possibilities on technology
and HCI. In: Human-Computer Interactions International. DUXU, pp. 644–653. Springer.
Los Angeles (2015)

3. Resmini, A., Lacerda, F.: The architecture of cross-channel ecosystems – from convergence
to experience. In: Proceedings of the 8th International ACM Conference on the Management
of Digital Ecosystems (MEDES 2016), Hendayne (2016)

4. Benyon, D., Resmini, A.: User experience in cross-channel ecosystems. In: 31st British
Human Computer Interaction Conference, Sunderland, UK (2017)

5. Bodker, S., Klokmose, C.N.: Dynamics in artifact ecologies. In: Proceedings of NordiCHI
2012, pp. 448–457 (2012)

6. Kirsh, D.: Embodied cognition and the magical future of interaction design. ACM Trans.
Comput.-Hum. Interact., IN (2011)

7. Làdavas, E.: Functional and dynamic properties of visual peripersonal space. Trends Cogn.
Sci. 6(1), 17–22 (2002)

8. Renzi, A.B., Freitas, S.: Affordances and gestural interaction on multi-touch interface
systems: building new mental models. In: HCII 2014, Crete (2014)

9. Sande, A., Renzi, A. B., Schnaider, S.: Experience, usability and the sense of things. In:
Design, User Experience, and Usability: Designing Pleasurable Experiences. HCI Interna-
tional 2017 Proceedings, Part II, Vancouver, BC, pp. 77–86 (2017)

10. Nielsen, J.: 10 usability heuristics for interface design (1995). www.nngroup.com/articles/
ten-usability-heuristics

11. Bastien, C., Scapin, D.L.; Critères Ergonomiques pour l’Évaluation d’Interfaces Utilisa-
teurs (version 2.1). INRIE. Relatório Técnico No. 156, Paris (1993)

12. Schneiderman, B., Plaisant, C.: Designing the User Interface. AddisonWesley, Boston (1986)
13. Apted, T., Collins, A., Kay, J.: Heuristics to support design of new software for interaction at

tabletops. In: 2009 Computer-Human Interactions, Boston, MA (2009)
14. Inostroza, R., Rusu, C., Roncaglioso, R., Rusu, V.: Usability heuristics for touchscreen-

based mobile devices. In: 9th International Conference on Information Technology. IEEE
Computer Society, Temuco (2013)

15. Neto, E.V., Campos, F.F.C.: Evaluating the usability on multimodal interfaces: a case study
on tablets applications. In: Design, User Experience, and Usability: Theories, Methods, and
Tools for Designing the User Experience. DUXU, Part 1, Crete, Greece, pp. 484–495 (2014)

16. Agner, L., Necyk, B.J., Renzi, A.B.: Pervasive information architecture and media
ecosystem: a Brazilian video on demand user experience. In: Design, User Experience, and
Usability: Designing Pleasurable Experiences. HCI International 2017 Proceedings, Part III,
Vancouver, BC, pp. 570–580 (2017)

17. Renzi, A.B.: UX heuristics for cross-channel interactive scenarios. In: Design, User
Experience, and Usability: Theory, Methodology, and Management, Vancouver, BC,
pp. 481–491 (2017)

18. Renzi, A.B., Almeida, O.: UX heuristic evaluation of cross-channel interaction systems: first
experimentations. In: Interaction Latin America 2018, Rio de Janeiro, RJ (2018)

19. Nielsen, J.: How to Conduct a Heuristic Evaluation (1995). https://www.nngroup.com/
articles/how-to-conduct-aheuristic-evaluation/

20. Renzi, A.B., Muniz, J.V.A., Fiúza, F.; In: Experiência do usuário pervasiva no planejamento
de viagens: mapeando modelo mental e criando personas. In: SPGD 2018 Proceedings, Rio
de Janeiro (2018)

558 A. B. Renzi et al.

http://www.nngroup.com/articles/ten-usability-heuristics
http://www.nngroup.com/articles/ten-usability-heuristics
https://www.nngroup.com/articles/how-to-conduct-aheuristic-evaluation/
https://www.nngroup.com/articles/how-to-conduct-aheuristic-evaluation/


Banking Cross-Channel System UX Evaluation

Olnei Fonseca de Almeida1(&) and Adriano B. Renzi2

1 Banco Original, São Paulo, Brazil
nei.fda@gmail.com

2 UFF – Universidade Federal Fluminense, Niterói, Brazil
adrianorenzi@gmail.com

Abstract. As interaction evolves from the second wave of computing to the
third wave of computing, where one user connects to many computers, the
physical and digital world becomes more integrated and the user’s experience
journey encompass diverse apparatuses to build one whole story. The human-
computer interaction turns to human-information interaction, systems become
ecosystems, users become intermediaries, static becomes dynamic, dynamic
becomes hybrid, horizontality overcomes verticality, product design gradually
turns into experience design and experiences become cross-media. As the cross-
channel interaction brings the necessity of new concepts and new ideas, a new
set of 9 UX heuristics was proposed in 2016 [1] to map cross-channel experi-
ences with new technology and interaction possibilities. This paper presents the
evaluation of the system using cooperative evaluation based on the UX
heuristics to discuss the system role as part of the UX journey and effectiveness
of the UX heuristics.

Keywords: User experience � Cross-channel � Ecosystems �
Human-computer interaction

1 Introduction

As interaction evolves from the second wave of computing to the third wave of
computing, where one user connects to many computers, the physical and digital world
becomes more integrated and the user’s experience journey encompass diverse appa-
ratuses to build one whole story. The human-computer interaction turns to human-
information interaction, systems become ecosystems, users become intermediaries,
static becomes dynamic, dynamic becomes hybrid, horizontality overcomes verticality,
product design gradually turns into experience design and experiences become cross-
media [2].

Cross-channel interactions regard the experience of multiple users moving through
individual ecosystems of connected touchpoints to achieve a desired objective.
Resmini and Lacerda [3] formally define a cross-channel ecosystem as “the ecosystem
resulting from actor-driven choice, use, and coupling of touchpoints, either belonging
to the same or to different systems, within the context of the strategic goals and desired
future states actors intend to explicitly or implicitly achieve”. John C. Thomas, PhD,
from the IBM J.T. Watson Research Center sees the process of user experience as
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narratives [1], and he structures it as several short stories with connections and
touchpoints (Fig. 1).

Each touchpoint is connected to a system, part of a ecology of systems, integrated
as one, to give users the sense of one whole integrated experience. Interactions with
digital systems are not isolated interactions, as systems are connected through a sys-
tems’ ecology [4], within physical ambiances, involving actors and other users, to
create a pervasive cross-channel experience [5] with blended spaces [6]. Even when not
properly planned to blend in, users tend to connect channels by themselves, using
different systems on complementary actions and even going out of the systems, if
necessary, to fulfill the gaps of interaction [7, 8]. As observed with people going
through the 4 micro-moments to fulfill a trip [7], users utilize different devices and
services to complete the UX journey and the context of use outside the apparatuses can
be factors of influence to choices. The UX designer has to understand the whole
journey in order to plan possible touchpoints and create a service or product experience
integrated by different channels: a pervasive cross-channel experience.

New technology and interaction possibilities, take users to gradually change their
mental models, their behavior and expectations towards new affordances and experi-
ences. As the cross-channel interaction brings the necessity of new concepts and new
ideas, a new set of 9 UX heuristics was proposed in 2016 [1] to map cross-channel
experiences with new technology and interaction possibilities that are expected to
surface and improve in the next 10 years [9]: touch, vocal, gestural, vision, though etc.:

1. Place-making – refers to the self localization of users in the system and within the
experience journey. Visual interaction, hierarchical layout and structure, as well as
physical environment should facilitate the user’s understanding of where he is.
Since users most likely will use different devices and the ambience itself1 to fulfill
objectives, it is important that physical environments also be part of the user
experience strategies to create an integrated journey;

Fig. 1. Construction of an UX narrative through pervasive cross-channel sequence of
interactions. Touchpoints with each apparatus can have diverse temporality and contexts.
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2. Consistency – the system has to present visual, typographic, information, actions
and interaction consistency. If a user utilizes different devices to execute partial
actions of the whole experience, each touchpoint access has to present the same
rules and responses to actions, independent of the artifact that is being used;

3. Resilience – flexibility of the interaction flow and touch points in order to adequate
to different users, different journey strategies and different contexts of use. The
interactive ambiance and the system structure should be prepared to search, inter-
action and journey diverse strategies by different users, sometimes with distinct
roles in the same journey;

4. Reduction – even if the back-end of the system is complex in its structure, the
options and the contents have to be presented to the users in objective way and with
simple usage, providing reduced interactive actions and minimum cognitive
workload in their journey. From the users’ point of view, the path of possible
actions has to be obvious to their necessities;

5. Correlation – the system has to go beyond the semantic correlation to help users
find information and content naturally. The principle expands to a correlation of
data between distinct points of interaction and apparatuses, as well as correlation of
actions from different users within the same experience journey;

6. Equivalency to cultural conventions – it is important to understand users’ references
regarding technology, processes, functionality comprehension and interactions, to
use as a base in the development of a new system. To create structures and inter-
actions that users are not familiar with can surface doubts and misunderstanding
about the system;

7. Visual intuitive content – users must recognize functionalities, hierarchy, pathways
and information with minimal memory load, by making objects, actions and options
easy to recognize and understand;

8. Natural, intuitive and direct interactions – any touchpoint of interaction with the
system should be as intuitive as possible, by direct gestural manipulation or
objective simple vocal commands;

9. Contextual ergonomics – physical environments, contexts of use within the journey
of experience and human physical limitations should be considered while projecting
touch points of interaction with the system.

First experimentations with these heuristics were conducted through heuristic
evaluation of the Airbnb ecosystem, using 3 digital artifacts (desktop computer, table
and smartphone) in a cross-channel pre-set path [8]. The collected results clarified
important questions regarding the evaluation process and the use of the heuristics in a
cross-channel context. This paper presents sequential test with the UX heuristics, but
using Think-aloud Protocol with final users [10, 11].
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2 Cross-Channel Digital Banking

The Original Bank was founded in 2015, in a growing wave of pervasive interactions,
and is recognized as an innovative entrepreneurship for being the first Brazilian bank
institution to provide the possibility of opening a checking account through online
channels and have a virtual assistant through its social networks.

It is a Brazilian 100% digital bank – considered in this research as banks that do not
have physical branches and all offered transactions to clients are through digital arti-
facts. Its ecosystem encompass different channels of interaction with clients: the
Original smartphone app, the official website, the internet banking platform and many
conversational interfaces to fill in any possible gap, such as Messenger, WhatsApp and
URA (audible response unit), through which users can execute transactions, money
transfers, credit card tracking, activate the security system, check their account balance
and read information about procedures in the bank.

Since the primal connection with users occurs exclusively through digital channels,
the company continually invests in UX teams to make the whole experience journey
smooth and easy to users. Constant usability and performance tests are run in the
system and service offers evolve according to technology possibilities and new chan-
nels that may surface to common use.

The system is constantly evaluated with the help of users and mostly based on
usability heuristics focused on specific apparatuses. But in order to properly evaluate
the ecology system, it is important to have a cross-channel approach.

Using the 9 UX heuristics, a first experimentation was conducted on the Airbnb
ecosystem [8] using the Heuristic Evaluation method, for comparison with isolated
one-artifact usability evaluations. Collected results from the first experiment presented
interesting outcomes and possibilities in systems development and evaluation.
Although the UX heuristics are the foundation to evaluate the system in this research,
the method is shifted from Heuristic Evaluation to Cooperative Evaluation with final
users. As exposed in previous research [8], the UX Heuristic Evaluation can take a long
time to fully execute, depending on how many channels and digital artifacts are
involved in the UX journey. The Airbnb system evaluation had to go through smart-
phone, desktop/laptop, tablet and back to smartphone to fully test the system. The
experimental execution of the evaluation also required UX experts very familiar and
experienced with Heuristic Evaluation, which showed to be a recruiting challenge.

Since the Original Bank has a high security system with no open access to new
users or outside experts. Any evaluation has to be conducted with internal experts and
this could be problem to use the UX Heuristic Evaluation, on aspects of experts’
availability and time availability.

As new approach to further experiment the heuristics and fully evaluate the
ecosystem, this research proposes the use of Think-aloud Protocol as the interactive
testing basis and all collected data to be categorized and discussed on the 9 UX
heuristics.
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3 Think-Aloud Protocol

Think-aloud Protocol was applied to better understand users’ interactions with the
ecosystem. According to Villanueva [10], the method consists of a researcher
observing users doing specific tasks within a controlled environment. The users’
actions and thoughts are to be described verbally aloud by themselves on real time. The
researcher records the users’ actions by written notifications, video shooting or voice
recorder.

Filming and voice recording have the advantage of capturing the exact steps and
descriptions of users, while written notifications depends on the researcher experience
with observing reactions and quickness in writing down relevant actions of the
experiment [11]. However, using writing notes have the advantage of creating an
informal observing environment, resulting in more flowing sessions with the partici-
pant. While the choice of filming captures every movement for future analysis, but
could be considered intimidating. For this research the chosen direction was to use both
voice recording and written notifications in order to keep the users in an informal
environment and record all their spoken actions.

When noticing some reluctance from the users in verbalizing actions and thoughts
during the Think-aloud Protocol, questions related to the users’ actions can placed to
keep the flow of verbalization of their thoughts, based on Xiao’s [12] experiments: the
researcher used general questions as users advanced on the proposed tasks for the
session: “what do you think about the tool?”, “did you understand the steps?”, “any
doubts regarding the tour?”, “do you have suggestions?”. According to Xiao, the insert
of questions during the session helped to identify problems from the perspective of
users of varying degrees of skill with the virtual system, as well as get constructive
ideas for improving the tool.

Villanueva [10] indicates the use of Think-aloud Protocol in 4 steps

1. Organize a small number of users (around 4)
2. The researcher meets each user separately
3. The researcher provides a prototype for users to execute a list of tasks
4. Users verbalize thoughts and actions while executing tasks
5. Researcher makes notes on improvements to be considered for the system when

analyzing results.

The Think-aloud Protocol was conducted with the help of 4 users, between the ages
of 25 and 35 years old, familiar with technology. Half of the invitee are recent Original
Bank clients and half are not, in order to minimize the familiarity with the system as an
influence factor. The method follows a pre-set cross-channel path to fulfill specific
tasks in order to simulate a real context, based on interviews and task observation with
the help of 3 users, with their actions written and audio recorded. The context of use
was presented to all participants and all doubts clarified before starting each session.

In order to evaluate the ecosystem and its information architecture pervasively, the
proposed task obliged the users to go through 2 different channels and 4 different
displays, based on most frequent actions by real users: cash deposit. The task goes
through 4 sequential steps (Fig. 2):
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1. Add the number 11 4004 0800 in the smartphone list of contacts and name it Virtual
Assistant Original Bank. Initiate a conversation with the Virtual Assistant using
WhatsApp to understand how to deposit in cash.

2. Access the Original Bank App through smartphone to make the proposed deposit on
a pre-set checking account.

3. Access the website (www.original.com.br) and the Original Internet Banking using
a desktop or laptop. Search for the account statement to identify the deposit from
step 2.

4. Back to the Original Internet Banking, contact the Virtual Assistant to check
information regarding the deposit status.

The collected results from all 4 users were further analyzed using the 9 UX
heuristics. Each reported problem and its referenced discussion was related to one or
more correspondent heuristic for further discussion and analysis.

4 Results

The first phase of tasks had users insert the bank official contact number in their contact
agenda and star a conversation through WhatsApp and obtain information on how to do
a deposit in cash. All participating users showed easiness in accomplishing this first
step and interacted naturally with the Virtual Assistant and none have flagged any
difficulties: “I liked that the important words are in bold and help for a faster reading”.

However, a discomfort was evident with the quantity of information given from the
start of the conversation. The problem reported is related to heuristic 4 (reduction) as
an unnecessary amount of information is exposed to users – even if the back-end of the
system is complex in its structure, the options and the contents have to be presented to
the users in objective way and with simple usage. Two participants noted the lack of
objectivity from the Virtual Assistant answers, as one user expressed during the
Cooperative Evaluation: “It doesn’t have to be so extensive. I wish the assistant
answered direct to the point. This huge text is unnecessary”.

After receiving the instructions from the Virtual Assistant, users should access the
Bank App to make the deposit. As explained by the chat bot, digital banks use a bank
invoice/slip (printed by the client) in order to make the payment and the money is

Fig. 2. Sequence of touchpoints with the ecosystem through each apparatus with diverse types
of interaction: textual chat, direct touch, indirect control and textual chat.
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credited to the client’s checking account. When accessing the bank app, all partici-
pating users had difficulties in finding where to reach Deposit in the app’s menu. At this
point, all users minimized the app and went back to the Virtual Assistant to check again
the instructions. It was confirmed that one step was missing in the instructions. After a
few minutes searching through the app’s starting page to find the Deposit link inside
the menu. As users interacted with the Virtual Assistant to get answers on steps to
fulfill the task, the missing information was an impact factor to mislead users and keep
them from understanding what would be the next natural step. These reported problems
are related to heuristics 1 (place-making) and 5 (correlation), as users get confused on
where they are in the experience, the lack of consistency in the instructions with actions
– correlation of data between distinct points of interaction and apparatuses, as well as
correlation of actions.

Two users expressed their frustration: “Oh! But this was not mentioned in the
instructions”, “I found it because I have experience with other bank apps, but my father
would be looking around looking for the deposit icon” and “The answer (Virtual
Assistant) has to specify the need to enter the menu to reach deposit. One step was
missing” (Fig. 3).

Users follow the sequence of actions after Deposits is found and none showed
difficulties in identifying the option deposits in cash. But when entering the deposit
area, two users stopped the task as presenting difficulties to understand the relation
between deposits in cash the bank invoice generator. When instigated by the evaluator
to search for instructions, these users reached the “how it works” button to obtain
informative instructions and returned to fulfill the task.

The problems registered for this phase of the experience journey are related to
heuristics 2 (consistency), 5 (correlation) 6 (equivalency to cultural conventions) and 7
(Intuitive visual content). Comparing the app experience with known daily concepts,
users found it difficult to finish the task. The instruction to generate a bank invoice with
no detailed explanation and no relation to physical cash deposit convention resulted in
doubts, misunderstanding of the correct and insecurity by users.

Fig. 3. Deposit in cash section – accessing the How it works page.
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After the bank invoice session is entered, users have to fulfill the slip information
using the app digital form. One user showed problems to select the payment date for
the same day, as the test was executed on Saturday and no banks are open for deposit.
Nevertheless, the problem was related to heuristics 6 (equivalency to cultural con-
ventions) and 7 (intuitive visual content) as the app’s calendar does not the rules clear
enough, making the user confused: “I can’t choose today, only after tomorrow. How
can I make the deposit?”

The exclusion of weekends for deposit was based on physical bank availability,
however, for physical banks it is possible to deposit using the bank’s ATM machine (a
cultural convention), making it natural to users to be surprised by this unavailability. In
the sequence, three users chose immediately the copy the barcode as sharing option,
while the last user tried to manually copy the barcode numbers before realizing the
copy function.

When accessing the website (Fig. 4), the visual design was celebrated, but one user
had problems entering his account through the Internet Banking, as the link did not
respond accordingly and the access menu did not appear. The user had to reopen the
browser and access the Internet Banking once again, related to heuristic 1 (place-
making). The problem could be from the browser, but the user blamed the bank system:
“It’s not working. It doesn’t click. That’s bad!”.

When entering the Internet Banking to check the account statement, user spent a
few seconds to familiarize with the design and structure of the page. All passed the
mouse over the shortcut to account statement, but only two identified it as a shortcut
and clicked on it for a quick access. The other two users went through the option
account, on the lateral menu. But the system did not have the recent deposit statement
for them. For one user, the lack of statement caused confusion for a while, but relieved
when finding the information in future transactions. To reach future transactions, it is
necessary to click the futures transactions on the lateral menu. The problem is related to
heuristics 1 (pace-making), 4 (reduction) and 7 (intuitive visual content), as users got
confused when not finding the statement and had to do an extra action to reach the
information. The action was not obvious.

Fig. 4. Original bank homepage – access your account signalized in red on upper right area.
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Although all users were able to fulfill the task, they expressed confusion and
questioning based on the lack of information about their recent deposit. The user who
used the future transaction option showed even more confusion: “I don’t get it. I am at
the account statement and there is no info on the money I’ve just deposited. Was it
accepted? I’m not sure where to check if I did it right or not” (Fig. 5).

The last part of the task would be to go back to the Virtual Assistant using the
Internet Banking and check information regarding the deposit status. For 2 users, going
back to the assistant using the channel showed no problems, but to one user it was not
obvious to find the option in the Internet Banking system. He did not understand how
to proceed and use the interaction with the assistant: “Can I use WhatsApp? I am more
familiar with it”. Another user ignored the proposed task and went back to WhatsApp
to fulfill the task. The problem is related to heuristics 7 (intuitive visual content) and 8
(natural, intuitive and direct interactions), as the action was not considered obvious
and the user could not understand the procedure – any touchpoint of interaction with
the system should be as intuitive as possible.

When using again the Virtual Assistant to get information about the deposit
statement, users did not find the answers conclusive and would contact an human
attendant of the bank to ask about it (Fig. 6). All users were confused on how to
proceed and how to properly interact with the chat bot, causing an extra effort and
frustration: “I give up, I ‘m calling the bank and ask a human”, “I feel very ignorant
when talking with the assistant (chat bot)”. The interaction problem with the bot is
related to heuristics 4 (reduction), 5 (correlation) and 8 (natural, intuitive and direct
interactions), as the responses are redundant, don’t relate to the other channels and the
interaction is not natural, nor direct.

Fig. 5. Future transactions page – message: there is no planned future transactions.
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5 Conclusion

The use of Think-aloud Protocol has shown to be more a agile method to help analyze
the system, if compared to the previous experience with the cross-channel UX eval-
uation [8]. Both methods have to go through all channels related to the whole UX
journey to fully evaluate the ecosystem. But using Think-aloud could be faster, as the
process includes users and all problems are real time verbalized, instead of inviting UX
experts and having formal notifications.

The previous experimentation with UX heuristic evaluation presented difficulties in
reaching experts with proper experience to participate, as it happens with all heuristic
evaluations. The Think-aloud protocol, or any method that works directly with users,
can be faster as there is more availability of participants and no particular expertise is
necessary. Since the ecosystem would be hard to connect by outside experts, the Think-
aloud Protocol was an assertive choice to have the system evaluated in less time.

However, the use of the UX Heuristic Evaluation could surface more problems and
more depth of discussion, as the system would be evaluated with experienced spe-
cialists, as stated by 83 problems in its first experiment. The use of Think-aloud
Protocol needs a lower budget and faster accepted by stakeholders, and due to its
results it could be a first step to further investigation with a higher budget.

The collected results from the Think-aloud Protocol could be easily translated to
one or more UX heuristics. This experiment in particular was interesting because
provided the possibility of having conversation interaction part of the evaluation and

Fig. 6. Virtual Assistant chat bot conversation – user: my money has not got in | bot: ops! I
didn’t understand what you said. I am learning and do not know about this. Can I help you with
one of the subjects bellow? | user: my statement account didn’t get in | bot: Check out our account
statement daily. Mouse over “my available money”, or if you prefer, use the option “account”
that shows at the main screen of Internet Banking | user: I paid a bank invoice and the money did
not get in | bot: Hi! I am the Virtual Assistant. To better understand you, it is preferable to talk
with me using short direct messages.
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properly translated to the heuristics, as it was primarily proposed to encompass visual,
touch, voice, gestural and though actions.

The insertion of chat bot interaction as part of the cross-channel journey in a
planned pervasive interaction is important to keep the flow [13, 14] and vividness [15],
but if inserted isolated and with bad correlation to the journey, could bring bigger
frustration than if it didn’t exist in the system, as presented by users facing problems
with the Virtual Assistant. It is perceived that many pointed problems by users could be
prevented if information and documentation were offered complete and in context of
use. Many situations showed that comprehension of functionalities and help were
crucial to forward users actions, but were absent or creating misunderstanding about the
system.

Users showed hesitation when interacting with conversational interfaces, difficulties
in communicating their doubts in condensed phrases for better recognition by the
Virtual Assistant. As a consequence, the whole journey was affected by conversation
interaction problems and users’ unfamiliarity with this type of interaction. The system
has to adapt to users; expectations and mental model, therefore, be more simple to use
and have a broader vocabulary reach to understand poorly constructed phrases and
contexts of use – heuristic 4 (reduction), heuristic 5 (correlation) and heuristic 8
(natural, intuitive and direct interactions).

Interactions and information architecture have to be planned more pervasively in
order to accommodate close future technology advancements and users’ expectations,
as everything will be more integrated and connected [9]. The near future brings our
five-senses together in one flow of interaction to build experience journeys. Entre-
preneurs, designers and developers need to strategically plan possibilities of interaction
to accommodate the flexible strategies of users and minimize glitches in the UX
process.
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Abstract. Apartment complexes in Brazil are usually managed by its residents,
as each one represents an equal share in administrative decisions regarding the
building they live. According to the housing syndicate survey, applied to
apartment complexes administrations, the most common pointed problems are
related to communication, behavior, security and payment debts. This paper is
part of an extensive research, part of the Interaction Design program project,
with building managers and residents, involving observation, interviews, sto-
rytelling, cooperative evaluation and think-aloud protocol to help understand
and map users’ mental model, their expectations and affordances to integrate the
use of digital devices into building managing processes and improve the user
experience.
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1 Managing Apartment Complexes

In Brazil, apartment complexes are usually managed by its residents and each one
represents an equal share in administrative decisions regarding the building they live in.
According to Brazilian legislation, the residents, part of the same apartment complex,
must elect one central administrator to manage the building. The elected manager can
be either one of the residents or an outside professional administrator, who becomes the
spokesperson for all administrative matters, who deals with daily dilemmas of residents
and ensure that the building rules are applied. The manager also takes care of the
financial management, manages employees and suppliers, as well as, has other
responsibilities.

According to the housing syndicate survey (Rio Grande do Sul), applied to
apartment complexes administrations, the most common pointed problems are related
to communication, behavior, security and payment debts. The survey shows that 91%
prefers to contract administrative companies to act in partnership with the elected
central administrator (either a resident or an outside professional administrator).
Independently of the source of administration, 73% of the interviewed wish to have
more agility in issues resolve.
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Using digital apparatuses to help accomplish tasks and do daily chores have been
gradually integrated to people’s everyday lives. Future interaction scenario prediction
surfaces expectations of an even greater integration of digital and physical worlds, with
wearable technology more accessible and interactive surfaces everywhere [1]. But even
nowadays, the usage of smartphones, smart watches, tablets etc. are already part of
cross-channel experiences to accomplish tasks and build experience journeys [2, 3].

This paper is part of an extensive research, part of the Interaction Design program
project at Senac, with building managers and residents, involving observation, inter-
views, storytelling, cooperative evaluation and think-aloud protocol to understand and
map users’ mental model, their expectations and affordances to integrate the use of
digital devices into building managing processes and improve the user experience.

Based on users’ mental model, the digital platform Desate Nó was proposed to
easier the issue reports process and connect residents directly to the responsible
administrator, minimizing behavior problems, bringing transparency of the adminis-
trative processes and making the communication better.

Although a research with many phases, this paper focus mostly on the high fidelity
prototyping and testing phase, using Think-aloud Protocol [4] and Cooperative Eval-
uation [5]. From precedent research on users’ mental model and context of use, a digital
prototype was built to test the system usability, as well as users’ expectations, to better
simulate the connection of users with the system through smartphones. The results
surfaced important adjustments to the app and better understanding of users’ needs.

Attempting to map residents’ most urgent necessities and their mental model, a
qualitative semi-structured interview was conducted with inhabitants of a pre-selected
apartment complex in Rio de Janeiro. The interview structure followed concepts of
Muchielli’s [6] psychosocial surveys. All interviewed participants are members of the
same WhatsApp apartment complex group, as the use of WhatsApp is common
practice in Brazil and considered the easiest channel to communicate and exchange
information within a preset group of people. Observing the group using Netnographic
research method [7] has also brought important information regarding the major dis-
cussed issues and residents’ social relation. Although an informal channel, the What-
sApp group brings people together to discuss common problems, exchange experiences
and share suggestions for improvement. However, it can become a nightmare to the
building manager, as it doesn’t control of people behavior nor prevents out of topic
subjects, which frequently could vary from a burnout bulb to the latest Internet meme
to neighbors arguing about personal issues.

Important information was collected during the users’ mental model mapping phase
that helped establish the basic structure for a high fidelity prototype development.
Among these collected results, we highlight a few:

– Some of the residents acknowledge that probably their messages reporting a
problem can sometimes be missed by the manager, as the amount of messages is
huge and it is hard to reach older posts.

– The physical book of occurrences, located near the building entrance, is the official
channel of communication, but residents prefer to use the smartphone as is more
convenient and gives the notion of more agility.
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– All interviewed residents would like to receive an immediate reply from their
message and have the possibility of following the status of proceedings regarding
their reported problem.

– Residents wish for more agile procedures to solve reported problems.
– Some of the interviewed residents show dissatisfaction for the lack of reply and lack

of transparency from the building manager. For these reasons, they stopped
reporting issues.

– Part of the interviewed users do not trust the management.
– Residents wish to be heard by the building manager, to have a closer and trans-

parent administration, and to live in a building with cleanness and order.

In order to better understand the manager’s point of view, the main researcher
played the role of manager-for-a-day and became responsible for following the
WhatsApp group, checking the book of occurrences, solving reported issues (with the
help of the official manager) and feeding back the status of activities. The experiment
helped confirm a few noted data from the interviews and a few factors were
acknowledged to better understand the manager’s mental model and develop the
structure of the management system:

– The manager can get confused with so many messages from the WhatsApp group. It
is hard to read all messages through the fast passed daily routine with many tasks to
accomplish along the day.

– Too many demands to be concluded, as it is hard to keep up with employees, tasks
and messages to respond.

– It is constantly asserted for transparency in his administration.
– Doesn’t have the global understanding of correlated reported issues and preventive

maintenance, as the incoming information are decentralized and not organized.
– Part of the manager’s day is consumed by phone calls, many invoices requests and

follow licenses expiration dates and needs.
– The task and employee management is sometimes ineffective, due to the lack of

accomplished tasks and to do list overview. The difficulty leads the manager to
personally go many different places within the building just to have an overview of
the general “on-goings”.

Based on collected information from interviews, the netnographic observation [7]
and the experience of being the manager for one day, a structure of information (Fig. 1)
was established to develop a high fidelity prototype for further testing. The structure
and system was planned for smartphone use, as it became clear this type of device was
the easiest channel for users to access and communicate.

2 Usability Testing: Think-Aloud Protocol

The collected data and noted factors of influence helped configure the basics of
information architecture structure for a refinement based on Resmini and Rosatti [8]
and Agner [9] concepts of dynamic architecture. From insights concerning smart-
phone’s heuristics [10] a high fidelity prototype was developed for testing with users.
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Before developing the prototype, an additional card sorting test [11, 12] was applied to
4 users who lived at the building.

The prototype was built with the help of InVision. The system enables an easier
online access by users through their own smartphones and presents building features to
better simulate the final product. Each user accessed the prototype individually, using
his/her own smartphone, accompanied by the researcher. In order to evaluate the
prototype two methods were used simultaneously for comparison: Think-aloud Pro-
tocol and Cooperative evaluation.

The main objective of using Think-aloud Protocol and Cooperative evaluation for
the prototype phase is to check if the system can be easily understood by users, the
steps to fulfill tasks are obvious, the interaction flow is smooth and if there are any
usability problems along the experience. Both methods are very similar in their pro-
ceeding, but with a few specific differences and results. It was expected that results
from each method could surface similar as well as complimentary problems.

For each method, 4 users between 25 and 75 years old, representatives of male and
female genders and diverse education formation and professions were selected to
participate. All invitee had to live in the apartment complex previously part of the
research and use often the smartphone on daily basis.

Login 

Register

Global Vision

Home 
Page

Notifications

Menu

Step by step to make your reporting simplified

My re-
ports

Communicat-
ed

List of Neighbors’ 
Reports 

Neighbors’ 
Reports 

Notifications

Fig. 1. Basic structure of Desate Nó app and flow of actions
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According to Villanueva [4], the method consists of a researcher observing users
doing specific tasks within a controlled environment. The users’ actions and thoughts
are to be described verbally aloud on real time. The researcher records the users’
actions by written notifications, video or voice recording.

Filming and voice recording have the advantage of capturing the exact steps and
descriptions of users, while written notifications depends on the researcher experience
with observing reactions and quickness in writing down relevant actions of the
experiment [13].

However, the use of writing notes has the advantage of creating an informal
observing environment, resulting in more flowing sessions with the participant, while
the choice of could be considered intimidating. For this research the chosen direction
was to use both voice and screen touch recording as well as written notifications in
order to keep the users in an informal environment and record all their spoken actions.
The App DU recorder was used for this phase, where the participants could be recorded
while doing the required tasks at the same time.

When noticing some reluctance from the users in verbalizing actions and thoughts
during the Think-aloud Protocol, questions related to the users’ actions should be
placed to keep the flow of verbalization of their thoughts [11]: “what do you think
about the tool?”, “did you understand the steps?”, “any doubts regarding the tour?”,
“do you have suggestions?”.

Villanueva [4] indicates the use of Think-aloud Protocol in 4 steps

1. Organize a small number of users (around 4)
2. The researcher meets each user separately
3. The researcher provides a prototype for users to execute a list of tasks
4. Users verbalize thoughts and actions while executing tasks
5. Researcher makes notes on improvements to be considered for the system when

analyzing results.

In Cooperative evaluation, the researcher also selects users to analyze a system.
Each user, separately, fulfills pre-defined tasks by the researcher and verbalizes issues
and doubts during the process [13]. The surfaced issues are discussed with the
researcher, who usually sums questions with the purpose of deepening further dis-
cussed subjects and gather data for the analysis. It is important to be full aware of users’
mistaken actions and misunderstanding perception in order to pinpoint problems and
elucidate solutions from users’ perspective. User and researcher evaluate the system
together and the participants are encouraged to ask questions about the purpose and
interaction of the product.

Miranda and Moraes [14] recommend the use of Cooperative evaluation in prod-
ucts that need improvement and in prototypes while in intermediary and final phases.
According to the authors, the evaluation follows 4 basic steps:

1. Recruit participants who are representative of final users
2. Plan and prepare tasks for the participants to execute in order to let them explore the

whole system or at least the parts considered most relevant
3. Record and make notes of all actions, questions and discussions during the exe-

cution of tasks by users
4. Analyze the collected results.
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The selected 4 tasks, to be executed by users, simulated the whole user experience
based on results from previous collected data (interviews, netnography, manager-for-a-
day) and intended to reach all major pages of interaction:

– Create a new report of a problem in the building
– Search and follow the problem report (previously created) status
– Verify if the report was sent and checked by the management
– Access non read notices from other users and open at least one to read.

Although both of the chosen methods are considered as qualitative research and do
not require too many participants to help test the system, the research schedule the
sessions according to users’ availability to avoid any discomfort or rush from partic-
ipants while executing tasks. Each session lasted for 10–30 min and some selected
locations for the tests were difficult for audio recording, due to playground noise or just
people walking/chatting nearby.

3 Results

Before the high fidelity prototype development, a prior design was established for
testing and discussion with the design team and interaction design mentors from
national and international companies, as part of the educational program. The design
team and mentoring evaluated the first proposal graphic language and pointed a few
changes in the project. The graphic layout used bright warm colors and elements
related to infancy, which could bring fun and childish characteristics that could distort
the seriousness impact of the app. After a few sessions to discuss the direction of the
project, a new proposal was presented with a more seriousness graphic impact. The
prototype for usability testing was developed following the new graphic proposal.

Users easily accomplished the first task (to create a new report of a problem in the
building). The icons were considered obvious as well as the order of actions to com-
plete it (Fig. 2): open app > click on report > add an issue > write specifics > send.

While fulfilling the second task (search and follow the problem report status), a few
usability problems were highlighted by the participating users. As they tried to find and

Fig. 2. Sequence of actions to report a problem using the Desate Nó app.
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select the proper reported issue, three users did not recognize the significance of the
proposed icons to filter reports nor their relation to filtering feature (Fig. 3). The icons
were related to reported issues. The first one (clock icon) refers to reported problems in
progress, which helped filter the issues in read and non-read messages. The checked
icon referred to solved problems, the flag icon referred to saved problems for a closer
monitoring and the heart icon referred to problems supported by other residents, with
further comments and different points of view.

Still related to the perception of the icons, 3 of 4 users reported lack of contrast,
making it difficult to notice and “read” them. Although the colors were considered
matching choices, the gradient visual brings up a non-clickable feeling: “The icons are
too subtle and the colors don’t have enough contrast”, “These do not look like buttons.
They look like indicators of quantity or something like that”.

The third proposed task (verify if the report was sent and checked by the man-
agement) showed many issues, as only 2 users were able to recognize (Fig. 4) the
similarity of checked items with Whatsapp checked messages. While browsing the list
of problem reports, users could not understand which messages were already read by
the management. The icons and difference of colors used for this feature were not
considered obvious.

Even the 2 users who recognized the icons, took considerable time to understand
the significances and what to do. For an older user, not very experienced with mes-
saging apps, to conclude this task was impossible and reported to not understand the
differences of messages nor what to do.

Although the forth task (access non read notices from other users and open at least
one to read) was accomplished by all users, the action was considered completely
compromised by its relation to task 2. As visual elements and position of icons in these
two tasks have many similarities, the pointed problems in task 2 were perpetrated on
task 4.

Fig. 3. Icons are hard to comprehend due to lack of contrast, legibility and choice of
iconographic representation.
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The same way reported on task 2, users mention similar problems during the
execution of the 4th task. Part of participants could accomplish the task from the
experience executing task 2, but not all. Users took a long time to associate icons with
same functionality from the previous phase because were presented with different
designs. The colors are noticed as a problem once more: “These colors look like a
gradient, but too subtle. It confuses too much”.

The Cooperative Evaluation, applied after the Think-loud Protocol, validated all
problems noted intuitively by users fulfilling the tasks. Although the app was con-
sidered with clean and enjoyable design and with easy first steps, when going through
more complex actions participants concluded that as progressing through the tasks, the
system turned out to be hard to understand and accomplish.

Users wished to have more explanatory documentation with easy access and more
obvious graphical elements to help the understanding of features and actions to take. It
was unanimous the feedback on how the chosen colors palette affected negatively the
fulfilling of tasks, as the used colors showed lack of variety, significance and contrast.

During the Cooperative Evaluation, discussions have enabled a deeper under-
standing of pointed problems and many suggestions for improvements were given.
Some of the most relevant suggestion from users:

– Some participants suggested that all filters of informational content should have a
direct brief written explanation above or bellow of the icons in sections “my story”
and “comments”. All participants agreed that this could help the understanding and
use of the functionalities.

– Users propose the removal of quantity indicators, below the filtering icons in “my
story” and “comments”. They were considered useless information and cause dis-
traction from important things.

– All emphasize the need to change completely the color palette. They are too
lightened and need to have more contrast and legibility. The colors are too subtle.

– A check
p

icon shows when messages are already read. But users suggested the
check marks should mimic the ones used on WhatsApp for sent message (

p
), for

message received by manager (
pp

) and message read (
pp

). This way, users
would automatically relate to symbols well know for them.

Fig. 4. The difference of sent messages and messages that are already read was not obvious, as it
didn’t mimic WhatsApp cultural conventions.
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4 Conclusion

The Think-aloud Protocol helped highlight problems through users natural interactions
with the app, grasping glitches and usability problems from a first time usage and many
outside references to influence perception and actions. The Cooperative Evaluation
enabled users to be part of the process and discuss problems further and suggest
solutions for specific parts, as well as, the whole experience. The merge of both
methods helped compare the natural bumps of the system with descriptive and dis-
cussed issues with users. If only Think-aloud Protocol was used, the collected data
would not have the deepness needed to fully understand the needs of residents.

It is important to notice that usually researchers use one of these two methods,
integrated to a usability test with experts, such as Heuristic Evaluation. Although
Cooperative Evaluation and Think-aloud Protocol have very similar procedures and the
participation of users is the main detail to tell them apart, the complementary results
showed an interesting facet to be further tested in the future.

The whole previous integrated process with interviews, Card Sorting and manager
for one day were crucial to properly direct the prototype development and create a
trusting relation with users (residents of the apartment complex) and a closer part-
nership between users and researcher. The division of the project in many phases
having the direct participation of users was very relevant to users develop a higher
perception of factors involved, a better sense of critique and more detailed
contributions.

After collecting the data from the prototype evaluations, it was possible to set a
strategy to fix problems and enhance important features to the user experience. The
adjustments were organized in two phases: (1) revise all visual language of the app,
setting visual standards for easy comprehension and legibility; (2) re-think the visual
design and interaction for the sections “my story” and “comments”. Throughout the 2
phases of adjustments it is important to make visual elements more cognitively obvi-
ous, include explanatory labels, exclude unnecessary information, make sequence of
actions more optimized and flexible to different users and make interaction closer to
residents’ cultural conventions (messaging, WhatsApp, problems process rituals, users
with different roles within the same UX journey).

The cultural conventions that should be considered are related to messaging rituals
inherited from Whatsapp use. The recognition of icons and functionalities should also
consider graphical elements from this system, to make cognitive comprehension more
obvious.

The cultural conventions are built outside digital apparatuses as well and residents
are already familiarized with the apartment complex procedures involved in the
problems solving processes. From discovering a problem and reporting it to checking
results, the sequential phases should be the main line of the UX experience journey [2,
3] to understand the possible touchpoints, the sense of things [2] and contexts of use for
the app be part of it. The journey (Fig. 5) has many different actors (users) involved,
each with his/her own objective, contributing to a better coexistence and usufruct of the
building area, including their own short stories to the whole and having complementary
roles at some points.
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The UX journey occurs pervasively, as it starts with a resident noticing (outside the
app) a problem in the building area, using the app (touch interaction + text) to notify
the problem and interact with other residents (text) – many actors. The manager
(different actor) gets alert (touch interaction) and solves problem on the marked area.
Manager updates information (touch interaction) and residents follow the update (touch
interaction).

Although the UX journey takes place on both physical areas of the building and
smartphones, the Desate Nó project would concentrate the whole communication on
just one channel, minimizing problems of communication, lack of focus from users and
loss of information related to problems. It would optimize the process through orga-
nized data, bring transparency to management and make easier to check the status of
problems.
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Abstract. The machine parsing and translation of Chinese complex structures
need the involvement of syntactic and semantic knowledge. The application of
computational linguistics in parsing and translation helps bilingual system
construct the special knowledge database used to revise and post-edit the strings.
It is concluded that with the help of advanced bilingual dictionaries and domain-
specific corpora, system can effectively analyze the lexical information and
thematic relationship, parse the syntactic structure and translate the original
sentence to the target one.

Keywords: Machine translation � Computational linguistics �
Natural language processing

1 Introduction

Machine translation offers an attractive prospect for computational linguistics. In 2013,
143 machine translation systems including translation tasks, run-time estimation, and
unofficial metrics tasks were successfully evaluated both automatically and manually
[1]. MT system focuses on the challenging problems faced by designers of systems and
on explanation of hope of attaining human-level performance [2]. It seeks to dispense
with the human translator, and the computerized aids seek to support the human
translator and increase productivity by automating those tasks that can be automated
reliably [3]. For example, the application of hardware bytecode translation is effective
for the improvement of Java virtual machine [4], and systems based on edge weight
instrumentation during the translation from executed code to native code can converge
more quickly [5].

Statistical machine translation (SMT) system is efficient for natural language pro-
cessing. Quality was the goal of a shared task at the workshop on SMT, the dissem-
ination is limited by the lack of reliability of outputs [6]. The system can bring a
significant increase in efficiency for the translation of morphologically rich and com-
plex languages [7]. The statistics-based translation of long and complex sentences
needs enormous computational time and space. The method to segment the long
sentences into a few segments to analyze separately is proved to be helpful for the
problem resolution [8]. With the help of standard phrase-based and alternative N-gram-
based systems, both morpho-syntactical and statistical information can be effectively
used to capture short- and long-distance word distortion dependencies [9]. The
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alignments, defined as a mapping between the words in the source and in the target
sentence, are useful to train the statistical models and to link the words in the source
sentence to the words in the partial hypotheses [10].

Machine translation involves the interaction between linguistic and computational
knowledge. On the basis of computational model of tutorial feedback and extensive
linguistic analysis, linguistic ability is proved to be practical to enhance the naturalness
of interactions [11]. The ontological semantic technology with an explicit under-
standing of what meaning is can be helpful for natural language understanding and
information processing [12].

Semantic information is necessary for MT system. The improvement of efficiency
of natural language processing needs the semantic involvement and the explicit plan-
ning of a semantic process from cognitive linguistic perspective at the memory level
and the justification of the functionality [13]. For example, lexicalization by which
people lexicalize new referring expressions in different situations involves the choice of
appropriate vocabulary to transform the conceptual content of a referring expression
into the corresponding text in natural language [14]. The nonlinguistic factors can affect
the result of processing. For example, during the experiments of binding information in
the mixed-effects models, old adults with higher working memory span rather than
readers with average span are proved to be able to allocate extra time to resolve global
ambiguities [15]. The parsing is sensitive to the conceptual representation of a plural
constituent. With the existence of conceptual plurality, sentences with reciprocal verbs
sometimes can bring the temporarily ambiguous effect, i.e. garden path effect [16].

This paper will discuss the machine parsing and translation of complex syntactic
structures of Chinese garden path sentence from the perspective of computational
linguistics, and show how the parsing and translation is affected by syntactic and
semantic knowledge.

2 Machine Parsing and Translation Model

Translation Corresponding Tree (TCT) Structure is an example-based machine trans-
lation system [17]. It considers bilingual knowledge base as the basic annotation
structure to facilitate the representation of examples which are usually annotated using
a pair of analyzed structures. The construction of the TCT structures is involved in the
automatically processing and generating a preliminary TCT representation structure for
a translation example. The TCT editing program can be used to edit the annotation tree
to meet the requirement of any changes of the representation structure. See Fig. 1.

Machine Translation system needs grammar-based analysis of original and target
sentences. Having finished the establishment of Bilingual Texts, system begins the
process of translation. With the help of Parser and Lexical Analyzer, TCT generation
starts from the grammatical analysis. Correspondences Mapping, Correspondences
Tree and Phrase Alignment are the result of syntactic analysis of Parser, which is
efficient to find the correspondences between the surface sub-strings and the inter levels
of the structure. Word Alignment is the result of involvement of lexical analysis of
Lexical Parser and Bilingual Dictionary whose linguistic knowledge is helpful for
segmenting and tagging the words with a part of speech. The system relies on the
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grammatical information of the analyzed structure and a given bilingual dictionary to
search for the corresponding translation sub-strings to establish the translation corre-
spondences for the structural constituents. TCT tree is the comprehensive involvement
of phrasal and lexical information. The processing above is basically automatic and the
systematic result needs the manually post-editing process to obtain the final repre-
sentation, which is considered the basic element of the Knowledge Database.

TCT system shows the importance of structural analysis. Garden path sentence has
a complex structure which is difficult for system to parse. During the translation from
Chinese to English, the syntactic analysis and parsing of Chinese garden path sentence
has to be efficient and effective. The structural analysis of the complex syntactic
structure will be shown below.

3 Structural Analysis of the Chinese Complex Structure

The analysis of the complex syntactic structure needs the support of skills of com-
putational linguistics and computer techniques. Context-Free Grammar is an effective
programming presentation for the processing of complex structure. Well-formed sub-
string table is another useful application of computational linguistics for sentence
parsing. Recursive Transition Network and CYK algorithm originating from the
computer science are proved to be helpful for sentence processing in MT system.

3.1 The Application of CFG in Parsing

A context-free grammar belongs to the domain of formal language theory. In the
grammar, every production rule is the form of “V ! w”. “V” means the nonterminal
symbol. The symbol of “w” mainly refers to the terminals and/or non-terminals (“w”
can be empty). Regardless of the context of non-terminals, the right terminals can be
used to replace the left non-terminals, and production rules of the grammar are con-
sidered to be effective and efficient. Please see the segmentation and parsing of
Example 1.

The rules of CFG in Fig. 2 show that the sentence can be clearly segmented and
parsed. If the rule of “IP ! NP VP” and the structure of [[dongshi zhang]NP+[chuchai

Fig. 1. TCT structure by Wong et al. [17]
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shanghai gongsi]VP] IP are accepted by the system firstly, the effect of garden path
comes into being. Please see Fig. 3.

Having experienced the processing breakdown, system returns to the crossroad
where the rule of “WHP (IP) ! NP VP” and the structure of [[dongshi zhang]NP
+[chuchai shanghai]VP] WHP are parsed. Then we can obtain the successful result.

Fig. 2. Rules of CFG of Example 1

Fig. 3. Breakdown and backtracking of Example 1

Fig. 4. Successful processing of CFG for Example 1
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The parsing in Fig. 4 can be shown in the tree diagram in which the rule of
“S ! WHP IP” becomes the top rule. Thus the complex syntactic structure is parsed
successfully. Please see the Fig. 5.

Besides CFG and tree diagram, the Recursive Transition Network is another formal
language helpful to analyze the complex structure of Chinese garden path sentence.
Please see the application of RTN in the processing.

3.2 The Application of RTN in Parsing

A recursive transition network is a graph-related theory. It can present the rules of a
context-free grammar and show the full construction of the formed sub-string table. If
the processing is involved in the backtracking and breakdown, the table will be the
non-well-formed. However, if the processing is perfect, the well-formed sub-string
table takes effect. According to the CFG-based analysis above, we can obtain the
particular RTN used to describe the procedure of sentence parsing. Please see Fig. 6.

Fig. 5. Tree diagram of Chinese GP sentence

Fig. 6. The RTN of Chinese GP sentence
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In Fig. 6, RTN comprises one net and five subnets. Nearly all the elements in CFG
are included in the network. By means of the RTN, the steps of processing breakdown
and backtracking can be described step by step.

In the initial processing in Fig. 7, system suffers the breakdown now that the right
elements, i.e. “de kuaiji tuo ta gei fudan dushu de erzi shao tai diannao”, fail to be
included in the parsing if the structure of “[[dongshizhang]NP+[chuchai shanhai
gongsi]VP] IP” is chosen as the prototype. The result is as same as the one analyzed in
CFG.

When the processing shifts from the prototypical structure to the low frequency
one, the garden path phenomenon appears. Please see the correct processing in which
all the elements are parsed successfully in Fig. 8.

In the procedures shown below in Fig. 8, we find the fact that the parsing is well-
formed, and the structure of “[[dongshizhang]NP+[chuchai shanghai]VP] WHP” is
proved to be the ultimate processing which can lead to the success.

Fig. 7. The breakdown and backtracking of RTN
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3.3 The Application of CYK in Parsing

CYK algorithm is a parsing algorithm used for CFG. CYK is the abbreviation of first
letters of the inventors’ family names, namely J. Cocke– D. Younger–T. Kasami.
Bottom-up parsing and dynamic programming are the basic strategies employed by
CYK algorithm which has high efficiency in the parsing of garden path sentence.
According to the algorithm, we can construct a matrix describing the processing. Please
see the Table 1.

Fig. 8. The successful processing of RTN

Table 1. CYK matrix for breakdown of Example 1
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In Table 1, the symbol “S” can be obtained at the chart(0, 4), which means not all
the elements are included in the processing. Since no rule of CFG is available for all the
strings’ processing, the created structure of “[[dongshizhang]NP+[chuchai shanghai
gongsi]VP]” is proved to be a failure, and the sub-string table is not well-formed.
Please see the presentation of processing breakdown in Fig. 9.

The construction of Fig. 9 originates from the steps of Table 1 in which no more
CFG rules used to replace the terminals of “S, D, N, VP, PP, VP”, which means the
failure of processing. However, if the symbol “WHP” can be obtained at the chart (0, 3)
and the ultimate symbol “S” is accepted at the final chart (0, 16), system succeeds in
parsing the complex structure. Please see the matrix of successful parsing in Table 2.

According to the procedures in Table 2, we can create the well-formed sub-string
table in Fig. 10 in which each element in Example 1 will be included.

According to Fig. 10, the procedure of how the complex structure is parsed is
shown step by step in Fig. 11. The created CYK algorithm is long and complex, and
we select the last step in which the string of “j = 16, chart(15, 16) =: {diannao}” is
parsed. Please see the steps below:

Fig. 9. Non-well-formed sub-string table of Example 1

Table 2. CYK matrix for parsing of Example 1

Fig. 10. Well-formed sub-string table of Example 1
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The processing algorithm at the chart (0, 16) above reflects the fact that the
structure is well-formed and all the elements are parsed successfully.

Based on the CFG, RTN and CYK algorithm, the structural analysis of Example 1
is proved to be effective and efficient. Generally speaking, the processing of Chinese
garden path sentence comprises initial breakdown, in which the most likely interpre-
tation is proved ungrammatically correct and turns out to be a dead end, and ultimate

Fig. 11. Processing algorithm of CYK for Example 1
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processing which replaces the original breakdown and is inconsistent with the path
down which readers have been led.

The structural analysis paves the way for translation. Once the successful syntactic
parsing completes, the efficiency of translation system is promoted considerably.

4 Machine Translation of Chinese Complex Structures

The bilingual lexical analysis in translation is necessary. In the mental lexicon or
lexicon, system knows the lexical item and the distribution frame. The subcatego-
rization frame, selection restriction and thematic relationship help system find the
appropriate elements. With the help of bilingual dictionaries and corpora, system can
analyze the lexical information and translate the original sentence to the target one [18–
22]. In the online Chinese-English dictionary (http://www.iciba.com/) and English-
English dictionary (http://www.ldoceonline.com/), we can obtain the necessary lexical
information in Fig. 12.

According to the lexical semantic analysis above, we can construct a basic
framework of the translation in Fig. 13 by means of the corpora.

Fig. 12. The bilingual lexical analysis of Example 1
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Thus, after the word and phrase alignments, system can post-edit the frame from the
structural and semantic perspectives. “(while)CEO travel(s) on official business
(to) Shanghai, (sb__NP[+Agent]) be entrusted with the task of (taking__NP[+Agent]
NP[+Theme]PP[+Goal]] a computer to sb__NP[+Theme] the son who has been
studying at Fudan University)(by) ___NP[+Agent] an accountant of company”.

According to the knowledge database with cognitive and linguistic information,
system can obtain the relatively perfect translation shown below. “While CEO traveled
on official business to Shanghai, he was entrusted by an accountant of company with
the task of taking a computer to her son who had been studying at Fudan University.”

The result of translation above shows the importance of pre-analysis of syntactic
and semantic information. Knowledge database is helpful for the post-editing and post-
revising, by which the relatively perfect result can be achieved.

5 Conclusion

Syntactic analysis and semantic construction are the basic strategies of machine
translation. During the natural language processing of Chinese complex structures, the
methods of computational linguistics are effective and efficient. Lexical subcatego-
rization frame, selection restriction and thematic relationship help system complete the
translation with a high quality.
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Abstract. The development, implementation, and contracts involving interac-
tive systems in Brazil have direct influence over educators and managers
regarding and the digital technology potential. And these factors facilitate to
choose, among many possible tools, the ones that have elements to better
support learning in school environments. EMIS (Educational Management
Integrated System) is a fundamental piece to consolidate quality education.
Any ERP is usually capable of integrating diverse data in one system: finance,
sales, accounting, stock, debts and income balance, human resources, produc-
tion processes and logistic activities. However, education related systems sur-
face factors related to classroom dynamics, to students and to teachers. These
factors must be contemplated and evaluated as part of the whole context, part of
a country with such cultural diversity and lack of resources, such as Brazil. This
paper presents the unfolding of the project developed between IDB (Inter-
American Development Bank) and FVG (Fundação Getúlio Vargas) to analyze
EMIS systems in two public schools for basic education in Brazil.

Keywords: Human-computer interaction � Interoperability � Human factors �
BID � Human-systems integration

1 Introduction: Brazil’s Context

The Education Ministry in Brazil is the regulator above everything that concerns about
educational national politics and highly motivated to care about every kind of systems
and political articulation with twenty-seven states and Federal District. Every state or
municipal has responsible to develop or contract their educational management sys-
tems, that we called EMIS (Educational Management Integrated System)1. States and
municipal governments can develop even their properly educational curriculum,
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teachers KPIs and training and choose who will manage every school unity, but just
need respect national Education Ministry guidelines. The municipal and state education
systems and the federal system comprise a National Education System not constituted
by law, but by responsibilities and attributions defined in the Federal Constitution - FC
and in the Law of Guidelines and Bases of National Education - called LDB. However,
this national system is characterized as not organic and functional, decentralized and
asymmetrical.

The federal constitution determines that federal, state and municipal governments
must have integrated learning systems, to ensure mutual collaboration and better
education access by the population in Brazil. The federative union is responsible for the
authorization, recognition, accreditation, supervision and evaluation of institutions of
higher education. The states are responsible for middle school and emphasis in high
school. The municipal governments are responsible for kindergarten and part of ele-
mentary school. The federal district has state’s and municipal’s responsibilities. The
normative, supplementary and redistributive function of the Union to the States [4],
Federal District and Municipalities, whose basic education is the responsibility of these
federated entities, has contributed to the marked reduction of the inequality of access to
education and the universalization of education in all segments. However, despite
advances such as legal programs and mechanisms, the quality of education remains a
challenge for the Brazilian government. Actions to improve basic education require
access to educational data. According to LDB, Brazil must have to collect, analyze and
disseminate information on education and to ensure the national process of evaluation
of school performance in elementary, middle and high schools in collaboration with
other federated entities.

The National Institute of Educational Studies and Research Anísio Teixeira - INEP
[5] is the federal agency, linked to the Ministry of Education, whose mission is to
promote the formulation of educational policies through the collection and statistical
treatment of data. INEP is responsible for calculating the Basic Education Development
Index - IDEB. Created in 2007, the IDEB is an indicator (KPI) that gathers two
concepts relevant to the quality of education: (1) School census, which provides data on
school approval, and (2) Prova Brasil, a census evaluation conducted every two years,
to analyze the performance in Portuguese and Mathematics of elementary and high
school students of the public school system [1]. The IDEB is published every two years
and works as a tool for monitoring education goals, as set out in the National Education
Plan (in portuguese: PNE).

INEP indicators contribute to monitoring the performance of basic education.
However, the administration of education systems and their school institutions requires
the management of other elements and educational processes. In Brazil, the charac-
teristic of basic education education systems is that few have a culture of academic
follow-up and, mainly, a management aimed at learning. Therefore, educational pro-
cesses in all dimensions require improvements so that managers can increasingly focus
on the issue of learning.

Understanding that, we can easily identify that the efficient and effective man-
agement and improvement of the educational system are intrinsically related to the
improvement of Educational Management and Information Systems, covering all
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processes and resources. This makes research timely and justifies the study of EMISs
available in the Brazilian market.

Specially when talking about education related to public schools. Precedent
research pointed that among the twenty-seven Brazilian states and the federal district,
five do not have (or didn’t identified) the EMIS (Educational Management Integrated
System) implemented. Only two states have their systems developed by private
companies or consulting and thirteen systems are from either self-development ini-
tiatives or from a partnership with CAED – UFJF (Universidade Federal de Juiz de
Fora). According to Marins [6], the adoption of these kinds of systems is a result from
(1) disappointments with former incompatible system, (2) impossibility to integrate
multiple systems or (3) the centralization of indicators.

2 EMIS Project

To understand every characteristic to have an effective EMIS, is very important that we
can release about every kind of school management that we can find although
kindergarten, elementary, middle of school and high school. In Brazil, K12 schools
needs to report to local entities. They visit the schools to check if everything works as
low. So, EMIS has an important contribution in these visits, because they can view
reports and student information in real time (Fig. 1).

Elementary and Middle School:
The follow-up of the students of the elementary and middle school segment, in sys-
temic and process view, has great impact when compared to the routine of the High
School segment. At this point in the child’s life, the concern is how to report to parents
about the food routine, issues related to hygiene, medications and development itself.
In addition, issues such as disciplinary occurrences, classroom support, and the family-
school relationship are critical. Therefore, the keywords in EMIS access interfaces need
to reflect what, in fact, corresponds to the parent environment, as well as facilitating
access to essential information. Here, we have an example of a functional interface for
parents (Fig. 2):

Informations about
students

alimentation,
hygien, discipline

and others

Development
monitoring

Follow-up with
parents

Fig. 1. Information about routine. Font: by the authors
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That EMIS called AGENDAEDU has functions and keywords suitable to parents
on mobile phone. We can see the day-resume of students’ activities, all academics
activities, everything about events in school, school-parents communicate by chat,
photos, health and notifications. We have a very large contrast If we compare with what
we found in the interface of most EMISs in Brazilian public schools was that there was
a great lack of detailing of keywords, even though there were the same functionalities.
Clusters of data are confusing or pointless to the parents’ environment. Here an
example (Fig. 3):

Fig. 2. Mobile EMIS. Font: sistema AGENDAEDU

Fig. 3. Interface with differents functionalities. Font: SEDU PE
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3 Discovering EMIS in Brazil

These are all systems found in the Brazilian states. In general, they were verified from
the following functionalities:

Management of Physical Infrastructure, Furniture and Equipment
The physical infrastructure management, furniture and equipment management process
refers to the management of school buildings, inventory of assets, basic services
available as well as physical capacity for educational attendance of buildings. It covers
interventions and routine management of physical infrastructure and equipment,
allowing the insertion of programmed supervision and maintenance routine. It also
refers to the management of information in real time, with visions and access to the
different managers of the educational system.

Management of School Institutions
This process concerns the management of school institutions. It covers the management
of lesson plans, faculty and grouping of students in shifts, classes, segments and school
grades. It addresses the fulfillment of the minimum space per student for the proper
occupation in the classroom. Issues related to the transfer of resources directly to
schools for small repairs and emergency assistance, as well as access to real-time
information, according to access profile, are also addressed in this item.

Management of Human, Budgetary and Financial Resources
In the process of human, budgetary and financial management, the various aspects
related to the administration of personnel, financial resources and budgetary resources
for schools are analyzed, allowing a global view of the Department of Education. It
seeks to evaluate the single registration in the personal data system, academic and
professional trajectory, registration of training courses, assiduity, complaints, adjust-
ments, assignments, functions and positions held. It also addresses issues such as the
number of teaching positions or not, related to student demand, salary settlement based
on professional registration, and assessment of the school environment, such as views
and privileges associated with different managers of the education system.

Student and Learning Management
Student and learning management includes aspects related to student management
through the implementation of the student’s unique register. The register is composed
of personal data, academic, socio-educational, school performance, promotion, repe-
tition, dependencies, transfer and dynamics of student mobility between classes and
school institutions. It includes attendance, performance, conduct and individual mon-
itoring with online access for parents and guardians. In addition, the student man-
agement and learning system verifies the issuance of certificates and declarations via
EMIS and allows the real time access to the managers of the educational system.
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Management of Digital Technologies and Content for Teaching
Learning and Training
The topic of digital content management refers to the management of digital tools for
student learning and teacher training, based on new curricular requirements and the
learning challenges of students, with guaranteed access, regardless of the location of
the teacher. In addition, it incorporates tools to support and monitor students’ learning
and development, such as learning and assessment platforms, distance education and
Learning Management System (LMS) and transversal tutorials (asynchronous and/or
synchronous). It also considers the training of teachers and the encouragement of
publication and sharing of practices based on digital resources, as well as access to
information in real time.

Tools for Strategic Management
By tools for strategic management is meant the use of business intelligence tools for the
delivery of updated and consolidated management indicators individually or in com-
bination, displayed on control panels. The combination of data allows the visualization
of information such as total cost versus academic performance, investment in assistance
(transport, food, scholarship), student-teacher ratio, paid and unpaid leave, vacant and
occupied positions and charges by number of students. In addition, the panels allow the
interpretation of the performance of the different processes, programs and projects at
each level of EMIS, such as real-time information for system managers according to the
access profile.

Technological Infrastructure
Refers to aspects related to technological infrastructure and redundancy in the pro-
duction environment. It covers information protection and restoration, automatic data
auditing, and technical and operational documentation of the implemented systems. It
also considers the arrangements for connectivity, identity protection, cyber security,
interoperability with external systems, and EMIS’s maintenance and support policy.

Governance and Institutional Arrangement
This process concerns the clear and strategic view of the information system by the
highest authority of the educational system as a tool to support strategic planning and
optimize institutional processes. It is related to the availability of human resources and
financial resources to improve the EMIS in the short, medium and long term and to
establish norms that regulate the processes and their improvement, as well as the
dissemination of information linked to the results of the current educational system.

Below, we will see that Brazil is very fragmented, with different systems. In this
research, we bring a survey of systems used only in the Brazilian states, understanding
that the number can be around 10 times higher, since the municipalities of the Brazilian
states also use different EMIS (Fig. 4):
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ACRE – AC: Not found.
ALAGOAS – AL: SAGEAL – Developed by CAED UFJF.
AMAPÁ – AP: SIGEDUC – Developed by ESIG Software and Consulting is a
company specialized in the construction and implementation of management systems.
The company was born in 2011 from a UFRN spin-off where its founders were
responsible for the development and implementation of GIS systems in the institution.
Since then, the company has worked to contribute with other organizations in order to
reach maturity in computerization in the areas of education, e-government and science
and technology.
AMAZONAS – AM: SIGEAM - Developed by PRODAM - Data Processing of
Amazonas S/A is a privately held mixed-capital company with state control of the state.
It was created by Law No. 941 of July 10, 1970, and began operations in September
1972. Currently the company is administratively linked to the Secretariat of Planning
and Economic Development (SEPLAN), in accordance with Law 2,783/2,003.
BAHIA – BA: SEC BA – Own development: SEC/CMO/Desenvolvimento
CEARÁ – CE: – SIGEESCOLA – Own development: SEDUC CE

Fig. 4. Brasilian states
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DISTRITO FEDERAL – DF: SEI – Electronic Information System, developed by the
Federal Regional Court of the 4th Region (TRF4) and provided free of charge to the
public administration.
ESPÍRITO SANTO – ES: SEGES – Developed by CAED UFJF
GOIÁS – GO: SIGE – Own development.
MARANHÃO – MA: SIAEP Móvel
MATO GROSSO – MT: SIGEDUCA - Own development
MATO GROSSO DO SUL – MS: SGDE – Own development
MINAS GERAIS – MG: SIMADE – Developed by CAED UFJF
PARÁ – PA: Not found.
PARAÍBA – PB: Not found.
PARANÁ – PR: SERE – Sistema Educacional de Registro Escolar – Developed by
CELEPAR, Companhia de Tecnologia da Informação e Comunicação do Estado do
Paraná.
PERNANBUCO – PE: SIEPE – Developed by AUGE.
PIAUÍ – PI: Sistema Acadêmico – Own development.
RIO DE JANEIRO – RJ: Conexão Educação – Own development
RIO GRANDE DO NORTE – RN: SIGEduc – Developed by SEEC RN.
RIO GRANDE DO SUL – RS: Not found.
RONDÔNIA – RO: Not found.
RORAIMA– RR: Not found.
SANTA CATARINA – SC: SISGESC – Desenvolvimento próprio.
SÃO PAULO – SP: Not found.
SERGIPE – SE: SIGA e SIAE – Developed by CODIN – Coordenadoria de Infor-
mática do Estado.
TOCANTINS – TO: SGE – Own development: SEDU.

4 Conclusions

We can verify, with the above survey that of the 26 states and Federal District, 7 do not
have or could not identify the EMIS. Only 2 are developed by outside companies or
consulting. 11 of the systems are own development initiative and the rest in partnership
with CAED - UFJF.

When carrying out the proposed survey, it was observed a great difference in the
process of contracting the functionalities and understanding of the interface of an EMIS
to Brazilian public schools, mainly regarding the process of choice, contracting and the
use of modules such as food and school transportation, being optional in some seg-
ments and lasting in all public schooling. As a suggestion of improvements, it would be
important to check and standardize the keywords of the systems, establishing a pattern
of interactivity between schools and parents.
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