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Preface

In the early 2005, the Tunisian Association for Mechanics (ATM) was founded to
promote activities related to the large field of mechanics and has made impressive
progress. The most important scientific event of ATM is the TUnisian COngress on
MEchanics (COTUME), which is organized every three years.

The first was held in Hammamet, Tunisia, 17–19 March 2008, then in Sousse,
19–21 March 2012, and then in Sousse, 24–26 March 2014; such meetings are now
being settled as a comprehensive series entitled COTUME. This year’s COTUME
was held in Hammamet from 13 to 15 October 2018.

Major topics included design methodology, dynamics and vibration of struc-
tures, manufacturing processes, structure modelling and computational mechanics,
advanced materials and mechanical behaviour, contact mechanics, reliability and
risk, fluid mechanics, heat transfer and robotics.

We were delighted by the enthusiastic response to this year’s meeting. About
120 papers were presented, and more than 200 participants discussed, during the
three days of the congress, latest advances in the field of mechanics, advanced
materials, manufacturing processes and opportunities for Tunisian laboratories
within the framework of European research programmes.

The proceedings contains 32 peer-reviewed conference papers which are
selected from 126 papers submitted to COTUME 2018. The chapters included in
this book cover a broad overview of the state of the art in the field and a useful
resource for academic researchers and industry specialists active in the field of
mechanical engineering and have been classified into the four following parts:

1. Structure modelling and computation
2. Design methodology and manufacturing process
3. Materials: Mechanical behaviour and structure
4. Fluid mechanics, energy, mass and heat transfer

The organizers of the congress were honoured by the presence of international
associations and keynote speakers, who are experts in the covered research topics,
namely
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Prof. Arquis Eric, President of the French Association of Mechanics (AFM),
I2M Bordeaux, France,

Prof. El Had Khalid, President of the Moroccan Society for Mechanical Science
(SMSM), Morocco,

Prof. Rossignol Philippe, European Research Programmes Advisor, France,
Prof. Bouguecha Anas, LA2MP, ENIG, Gafsa University and IFTM, Leibniz

Universität Hannover, Garbsen, Germany,
Prof. BenSalah Nizar, LMMP, ENSIT University of Tunis, Tunisia,
Prof Hamdi M.A, ISI group, Université de Technologie de Compiègne, UTC,

France,
Prof. Bouraoui Chokri, LMS, ENISo, Sousse University, Tunisia, and
Prof. Chrigui Mouldi, UR-MMS, ENIG, Gabes University and IEPPT, Technical

University of Darmstadt, Germany.

We also would like to take this opportunity to thank all members of the orga-
nizing committee, the scientific review committee and the doctoral school of
Science and Technology for Engineers at ENIM, as well as the generous sponsors
such as JUSTECH for helping make COTUME 2018 a successful event.

Tunisian Association of Mechanics, ATM
BenAmara A. (President)
Dogui A. (First Honorary President)

Organizing Committee
Bradai C. (President)

Scientific Committee
Benameur T.
Mezlini S.
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About this Book

This book offers a selection of original peer-reviewed papers presented at the 4th
TUnisian COngress on MEchanics (COTUME 2018), held in Hammamet, Tunisia,
from 13 to 15 October 2018. It reports on fundamental research studies and
innovative industrial applications mainly related to structure modelling and com-
putation, design methodology and manufacturing processes, mechanical behaviour
of materials, fluid mechanics, energy, mass and heat transfer. It covers a broad
overview of the state of the art in the field and a useful resource for academic
researchers, postgraduates and industrial specialists in mechanical engineering.
The COTUME 2018 was organized by the Tunisian Association of Mechanics
(ATM) and honoured by the active participation of the President of the
Mediterranean Network of Engineering School, General Director of Scientific
Research in Tunisia, the French Association of Mechanics (AFM), the European
Research Council and the Moroccan Society for Mechanical Science (SMSM).
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Femoral Postoperative Bone Adaptation –

Numerical Calculation and Clinical Validation
with DEXA Investigations

Anas Bouguecha1(&), Bernd-Arno Behrens2, and Matthias Lerch3

1 ENIGa, Laboratory of Mechanics, Modeling and Manufacturing (LA2MP)
of the National School of Engineers of Sfax, Sfax, Tunisia

Anas.bouguecha@gmx.de
2 Institute of Forming Technology and Machines,
Leibniz Universitaet Hannover, Hannover, Germany

behrens@ifum.uni-hannover.de
3 Clinic of Orthopaedic Surgery,

Hannover Medical School, Hannover, Germany
Matthias.Lerch@diakovere.de

Abstract. Nowadays the finite element method (FEM) presents an established
tool in the field of biomedical engineering and is applied for the numerical
simulation of several biomechanical phenomena. Nevertheless, the accuracy of
the simulation results essentially depends, on the material modeling. To point
this up, FE computations of the strain-adaptive bone adaptation (remodeling)
after total hip arthroplasty (THA) are presented in order to predict the secondary
stability of the prostheses. Reliable calculation results are possible here only, if
prerequisites are fulfilled. These include especially an accurate mathematical
model for the description of the postoperative changes in the apparent bone
density (ABD). In addition, clinical studies play a crucial role in the validation
of these complex computations. In this context corresponding DEXA (dual-
energy x-ray absorptiometry) investigations are presented in this work.

Keywords: FEM � Bone remodeling � THA � DEXA

1 Introduction

The physiological function of the hip joint can be disturbed by osteoarthritis (oa) and
diseases leading to oa such as hip dysplasia (Fig. 1a), avascular necrosis of the femoral
head or by trauma such as the femoral neck fracture (Fig. 1a). All these conditions will
cause severe pain which will be first treated conservatively. However, the conservative
treatment of hip pain (of the hip joint) is often limited and the patient needs surgery on
the hip joint.

© Springer Nature Switzerland AG 2019
A. Benamara et al. (Eds.): CoTuMe 2018, LNME, pp. 3–15, 2019.
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For the treatment of advanced degenerative (Fig. 1c) or traumatic injuries (Fig. 1d)
of hip joints, the use of hip implants has been proven (Adam and Kohn 2000).

Nevertheless, the aseptic loosening of the prosthesis, which is caused inter alia by
bone loss processes in the periprosthetic bone, remains a problem of hip arthroplasty.
These degradation processes often result from a change in the physiological load
distribution in the joint treated with THA (Kuiper and Huiskes 1997) and are usually
associated with prosthetic migration.

There is a considerable variety of THA available today. These are usually modular.
Figure 2 shows an example of this modular design for the AnCA Fit (Cremascoli
Ortho, Italy) prosthesis system. Here, the femoral component consists of the prosthetic
head, the cone and the shaft. The pan and the inlay together form the pan component. In
particular for the femoral components, many different designs exist.

Fig. 1. Rehabilitation with THA (b, d) for the treatment of osteoarthritis or dysplasia (a) as well
as the fracture of the femur neck (c) (according to Stöckle et al. 2005; Gabler 2010)

4 A. Bouguecha et al.



But all these stems have the common problem of stress shielding due to alterations
of load transfer (Aamodt et al. 2001; Goetzen et al. 2005). The femoral loading is
changed from externally to internally, thus severely disturbing the bone stress gradient
that reaches from the metaphysis to the diaphysis of the femur. The more the design of
the femoral stem enables the natural physiologic load transfer, the less change to the
bone is to be expected. However, one of the most important reasons for stress shielding
is non-physiologic load transfer (Bryan et al. 1996; Goetzen et al. 2005; Pritchett 1995;
Sumner et al. 1998).

Fig. 2. Modular design of a THA (according to Toni et al. 2001)

Fig. 3. Problem of THA (according to Bouguecha 2013)

Femoral Postoperative Bone Adaptation 5



This stress shielding causes a bone resorption and consequently the aseptic loos-
ening of the implant and is in the majority of cases related with a revision operation.
This is a very strong problem that influences the secondary stability of the implant and
can be detected until now only in clinical studies. Bone resorption can happen around
an uncemented or cemented implant (Fig. 3).

Therefore, a reliable prediction of this phenomenon of bone adaptation (remodel-
ing) in the preclinical phase is essential. That’s why the aim of this work is the
development of a numerical model to calculate the bone remodeling for preclinical
evaluation of the biomechanical performance of hip prostheses and its validation with a
clinical study. Thus we performed a dual-energy x-ray absorptiometry (DEXA) study
as it is well suited to validate the numerical model. DEXA is a very well-established
method for the evaluation of bone adaptation after THA (Albanese et al. 2006; Lerch
et al. 2012a; Panisello et al. 2006).

2 Materials and Methods

2.1 Modelling

In the first step, the FE model for the physiological femur was established.
From CT data the CAD surface model of the femur was created using reverse

engineering, and a meshed solid model was generated. This model was meshed using
4-noded tetrahedrons (Fig. 4).

Fig. 4. FE modeling (according to Behrens et al. 2009, Bouguecha 2013)
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Then the material data will be defined. From the HU the apparent bone density
(ABD) (Rho et al. 1995) and the YOUNG’s modulus as a function of the ABD (Carter
and Hayas 1977) are determined.

q ¼ 0:114þ 916 � 10�6 � HU ð1Þ

E ¼ 3790 � q3 ð2Þ

On the right side you see the distribution of the ABD in the frontal section of the
femur. The comparison of an x-ray image of this FE model shows a very good
conformity.

The implantation of the implant is done virtually based on the OP instructions of
the manufacturer as well as the radiographs from the patient data base of the Clinic of
Orthopaedic Surgery (in the DIAKOVERE Annastift) of the Medical School in
Hanover.

In this work the focus will be on the cement less short stem prosthesis the META
(from Aesculap B.Braun). This implant is anchored per press-fit technique and has a
coating with pure titanium Plasmapore in the proximal part of the stem (Fig. 5).

For each simulation boundary conditions are required. In this application physio-
logical boundary conditions are necessary, which conform to the patient activities after
THA.

Investigations of Morlock et al. 2001 show that the most frequent dynamic activity
of people with a hip implant is walking. This presents about 10% of the whole

Fig. 5. Virtual implantation of the stem (according to Lerch 1012a; Bouguecha 2013)
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activities. Lying sitting and standing are not very important due to the lower stresses
acting on the hip joint.

So the loads during a gait cycle are needed to use them in the boundary conditions
of the bone remodeling tool.

As former numerical studies have shown the influence of the muscle forces on the
load distribution and on the computation of bone adaptation, a reduced muscle system
according to Heller et al. 2005 was used. It consists of abductors (M. gluteus minimus,
M. gluteus maximus and M. gluteus medius), the M. tensor fascia latae, the M. vastus
medialis and the M. vastus lateralis. The acting points of the hip resulting force and the
different forces in the used reduced muscle system are illustrated in Fig. 6. The pro-
gress of these forces during the gait cycle is taken from the investigations of Bergmann
et al. 2001 and Duda et al. 1997.

2.2 Bone Adaptation Law

For the determination of the postoperative bone adaptation first a reference is needed.
This is the distribution of the load in the intact bone. This calculation will be done in a
single run (Fig. 7).

Fig. 6. Evolution of hip contact and muscle forces during the gait cycle (according to Heller
et al. 2005; Bergmann et al. 2001; Duda et al. 1997)
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Then the load in the bone after implantation of the stem is computed. We determine
the bone remodeling stimulus as a ratio of the elastic strain energy in the periprosthetic
bone to the one in the intact femur (Eqs. 3 and 4).

@ ¼ Spro
Sref

ð3Þ

S ¼ D
q
¼

1
2 � rT � e

q
ð4Þ

With a bone adaptation law the new material properties can be calculated. This is an
iterative loop that will be executed until the convergence condition is achieved (Fig. 7).

The basis of this simulation is the bone adaptation law, which has been developed
at the IFUM in Hannover. This mathematical model gives the evolution of the bone
adaptation rate as a function of the stimulus (Fig. 8).

Fig. 7. Numerical computation method of the postoperative bone adaptation (Behrens et al.
2008; Behrens et al. 2009; Bouguecha 2013)
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The model is divided into 4 zones:

• Zone 1: Bone resorption due to an underload
• Zone 2: There are no modifications in the bone density (dead zone) due to small

changes in the loading situation
• Zone 3: Bone formation due to an overload
• Zone 4: Bone resorption due to severe overloading (Lysis)

2.3 DEXA Investigations

By means of the dual-energy x-ray absorptiometry (DEXA) method the bone mineral
density (BMD) can be assessed by a fan beam going through the objects tissue. The
system detects the radiation after passing the object and then calculates the bone
mineral content (BMC). BMD is calculated dividing the measured BMC by the
detected scan area. DEXA is usually performed in the spine or hip in humans, both
areas of major fracture risk in the elderly or in people with osteoporosis (Lucas et al.
2017). DEXA is considered the most reliable tool for the evaluation of bone remod-
eling after THA using different stem designs (Albanese et al. 2006; Lerch et al. 2012a,
b, c; Lerch et al. 2013b; Panisello et al. 2006; Stukenborg-Colsman et al. 2012). The
analysis of the 7 periprosthetic Gruen zones (Regions of Interest, ROI) is the most
commonly used protocol to evaluate bone adaptation after the implantation of con-
ventional femoral stems (Stukenborg-Colsman et al. 2012; Boden et al. 2006; Panisello
et al. 2006; Aldinger et al. 2003; Kobayashi et al. 2000).

The complete DEXA study protocol can be viewed in our previous publications
(Lerch et al. a, b, c; Lerch et al. 2013b; Stukenborg-Colsman et al. 2012).

In brief: From July 2008 to January 2009, a consecutive series of 25 patients (9
(36%) female and 16 (64%) male) with unilateral short stem (Metha® BBraun,
AESCULAP AG, Tuttlingen, Germany) implantations were included in a prospective
study. The number of patients was calculated by a power-analysis performed by our
institute for biometry. This was required by our institute’s institutional review board
committee to obtain approval for this study (Ethic Committee No. 4226). Inclusion

Fig. 8. Bone adaptation law (Behrens et al. 2009; Lerch 1012a; Bouguecha 2013)
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criteria were the indication for unilateral implantation of the implant due to
osteoarthritis of the hip and an age between 35 and 70 years. Patients with a body mass
index (BMI) over 30, with a history of previous surgery on the same hip, femoral
fracture, metabolic bone disease, use of steroids or other drugs affecting bone meta-
bolism, intraoperative cracks, or severe osteoarthritis of the contralateral hip were
excluded from the study. Mean age was 58.9 years (range 38–69 years), mean pre-
operative BMI was 24.6 (range 20.6–27.4) The patients underwent DEXA examina-
tions preoperatively and after 1 week, 6 months, 12 months and 2 years after
implantation. Bone mineral density (BMD, g/cm2) data collected one week after sur-
gery served as baseline value for the following DEXA examinations. All patients had
full weight bearing postoperatively. DEXA scans were performed using a HOLOGIC
Discovery A S/N 80600 device (Hologic Inc., Waltham, MA). The BMD of the
operated hip was measured using the “metal-removal hip” scanning mode. Conven-
tional Gruen’s zones were adapted to the short stem design in Metha cases (Falez et al.
2008; Falez et al. 2015; Lerch et al. 2012a, c; Lerch et al. 2013a; Roth et al. 2005;
Speirs et al. 2007). The Shapiro-Wilk-tests did not show a normal distribution for the
DEXA measurements; the Wilcoxon signed-ranks test was used to statistically compare
the density changes. P < 0.005 was considered significant. Data analysis was per-
formed using SPSS (11.05 SPSS Inc. Chicago, Illinois).

3 Results

In the numerical FE calculation of the postoperative bone adaptation after THA,
convergence was reached after 40 computation steps. The ABD distribution in this
increment represents the medical long-term situation, while the initial state (step 1)
corresponds to the medical situation directly after TRA. Figure 9 illustrates the ABD
distribution in the frontal section of the proximal part of the composite. It clearly shows
that the ABD decreases considerably in the bone close to the prosthesis due to the
change in the physiological load situation.

Figure 9 shows a heavy decrease of the bone density in the distal and lateral
proximal part of the femur. The progress of the bone mass in the femur is presented in
Fig. 9.

In Table 1 the calculation and the results of the DEXA investigations are compared.
Especially, in the last column of this Table the difference between measurement and
simulation results in each ROI is presented. In Table 1 a very good conformity in all
areas is shown except from ROI 7.
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Fig. 9. Femoral postoperative bone remodeling after THA with the Metha stem (Lerch 1012a;
Bouguecha 2013)

Table 1. Change in bone mass after implantation of the Metha short stem (*: Lerch et al.
2012a, c).

Regions of interest Simulation [%] DEXA* [%] Deviation [%]

ROI 1 −16.7 −7.7 9.0
ROI 2 −8.8 −1.4 7.4
ROI 3 −3.1 −8.8 5.7
ROI 4 0 −5.3 5.3
ROI 5 −0.6 −6.0 5.4
ROI 6 −6.8 10.6 17.4
ROI 7 −52 5.7 57.7
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4 Conclusion and Discussion

The established numerical model shows good accordance with the clinically collected
data thus our model is well suited to predict periprosthetic bone mineral changes after
THA. The deviation between the numerical and the DEXA data was pronounced in the
very proximal regions (Table 1).

We can find a higher ratio of spongiosa in these areas representing more biological
activity in reaction to the implant. This makes the proximal areas less predictable.
Further studies are needed to assess the biological impact on bone adaptation in these
areas. However, probably the validation itself needs to be further assessed as we
detected a reduction of scanned bone surface in ROI7 (calcar region). This led to an
increase in BMD in ROI7 between the 1st- and 2nd year after surgery due to strong
bone resorption in the calcar. The system identifies tissue as bone and measures the
detected area. If this tissue is not dense enough, it is not included into the BMD
measurement. Thus, the Hologic system only detects the residual bone nearby the
minor trochanter where stress transfer increases bone mass. This might lead to a false
increase in BMD in ROI7.

If the changing of the bone surface, a very distinct bone resorption is calculated.
This corresponds to a mass loss of about 32%. And thus a small difference between the
simulation and the clinical values of bone degradation of only 20% is the result.

We already reported the limitations of our model and the validation (Lerch et al.
2012a, b, c; Lerch et al. 2013a, b; Stukenborg-Colsman et al. 2012): The individual
bone remodeling variations are unclear, especially among different ages and bone
morphologies. It is likely that some individuals have better implant match than others.

For the simulation only no biological considerations were taken into account. The
implant coating seems to have an influence on the periprosthetic bone changes.
A representative study showed that hydroxyapatite-tricalcium phosphate coated
femoral implants caused significantly less femoral bone loss than the uncoated stems
(Tanzer et al., 2001). We have to take into account that the dicalcium phosphate
dihydrate layer has an unquantified effect on periprosthetic bone remodeling that was
not considered in our simulation. We assumed that the proximal portion of the stem has
full bonding to the bone. Probably, this does not correspond to the physiological facts,
as different periprosthetic tissue differentiations are known to affect bone formation
around the implant (Puthumanapully and Browne 2011).
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Abstract. In this paper, we will explain the interest of developing a new active
suspension control approach for trucks HGVs based on Artificial Neural Net-
work ANNs. The suspension system can be categorized into passive, semi-
active and active suspension system. In active suspension system control, the
required performance is based on the following: Ride comfort, Suspension
travels and Road handling. The model is developed with MATLAB Toolbox
and estimated and validated using data collected through tests done with a truck.
There are several methods for modelling a system. One of them is to use the
laws of physics to describe the system and use experimental data or given
information about the system to determine the system’s parameters. The state-
ment of the problem of this research is to develop a robust controller that can
improve the performances of the nonlinear active suspension system of the
Heavy Truck and its verifications using graphical and animation output.

Keywords: Heavy Goods Vehicles (HGV) � Suspension system �
Vibration � MATLAB Toolbox � Artificial Neural Networks (ANN)

1 Introduction

Freight transport is a vital part of the global economy and the lives of citizens. The
share of road transport is largely dominating in Tunisia with 85% of the land freight
tonnage and 95% of passenger transport. The situation is similar in most countries.
Trucks are therefore becoming more and more important in our country, and pose
increasingly serious problems in terms of road safety, comfort and damage to infras-
tructure. The implementation of effective suspension overload control systems has been
a stated goal of research for the past decade, to improve road safety and preserve
infrastructure. In a first part, we will detail the different types of the suspension system.
In a second part we will discuss the problematic of our research. Finally we will explain
the relief used based on artificial intelligence.

The model-free fuzzy logic control (Cherry and Jones 1995; Yeh and Tsao 1994)
and neural network control (Hampo and Marko 1992; Huang and Lian 1996) were
employed to design the controllers of vehicle active suspension systems for releasing
the requirement of complicated dynamic model. Rao and Prahlad (1997) proposed a
tuneable fuzzy controller for an active suspension system. Huang and Lian (1996)
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proposed a fuzzy and neural network hybrid control scheme to compensate the cou-
pling dynamics for improving control performance. However, these approaches need a
complicated learning mechanism or a specific performance decision table, which is
designed by a trial-and-error process. The Radial Basis Function (RBF) scheme was
first proposed by Hardy (1971). It has been used to represent nonlinear correspondence
between inputs and outputs of nonlinear control systems. Sanner and Slotine (1992)
employed Gaussian basis functions in nonlinear adaptive control, (Lu and Basar 1998)
used RBF to develop a neural-network based identification algorithm, and (Liu and
Chen 1993) employed the Radial Basis Function Neural Networks (RBFNN) scheme to
model some unknown nonlinear functions for deriving a feedback linearization control
law. Here, a new sliding mode controller based on RBFNN is developed for direct
control purposes and implemented on a quarter-car active suspension system. This
control strategy is based on a RBF structure and combines the advantages of adaptive
control schemes and sliding modes. The adaptive rule is used to adjust the weighting of
the RPF online using the condition of reaching a specified sliding surface. Since this
approach has learning capability to establish and regulate continuous RPF weightings,
its control implementation can be started with zero initial weighting RBFNN. Ieluzzi
et al. (2006) develop control design, development process and overall performance of a
semi-active suspension control for a heavy truck.

2 Suspension Systems

Suspension systems are among the most critical components that guarantee driving
comfort, good handling and safety in vehicles on the ground. A vehicle is always
subject to random excitation due to an uneven road profile. Vehicle suspension systems
are designed to absorb energy and mitigate annoying vibrations due to this random
excitation. Therefore, the way to develop a completely model-free adaptive control
structure has become an interesting area of research. These suspension systems can be
classified as passive, semi-active and active suspension systems depending on the
external power supply of the system and/or a control bandwidth (Appleyard and
Wellstead 1995). The suspension consists of the spring system (Hamza et al. 2015),
shock absorbers and links that connect a vehicle to its wheels. In other words, the
suspension system is a mechanism that physically separates the body of the car. The
main function of the vehicle suspension system is to minimize the vertical acceleration
transmitted to the passenger that directly provides comfort (Hamza et al. 2013a).

There are three types of suspension: passive suspension, semi-active suspension
and active suspension (see Fig. 1). Active and semi-active suspensions aim to improve
comfort (especially for active ones) and to modulate the suspension adjustment on
demand. Traditionally, the design of truck (truck) height suspension has been com-
promised between the three conflicting criteria: road handling, loading and passenger
comfort. The suspension system must support the vehicle, provide steering control and
provide effective passenger isolation. Good driving comfort requires a flexible sus-
pension (Hamza et al. 2013b).
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3 Problem Formulation

The sensitivity of the human body to vibrations is frequency dependent and is high at
frequencies where chassis accelerations are increased for higher damping values.
Moreover, the sensitivity has also a directional dependence why researchers have
differentiated vertical and horizontal vibrations. The human sensitivity to whole-body
vibrations in the vertical and horizontal directions have been treated quantitatively in
the standard ISO 2631-1 (IOS 1997).

In addition to the comfort of the cabin, we want to increase road safety, the goal of
this paper is to enable the design of a controller algorithm that uses the advantages
given by an active suspension to retain or adjust the HGVs. The model developed
should be accurate enough for the developer to evaluate different controller methods.
The model is developed in MATLAB and estimated and validated using data collected
through tests done with a truck (See Fig. 2).

Fig. 1. The suspension system

Fig. 2. Behaviours of the truck on a curve.
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There are several methods for modeling a system. One of them is to use the laws of
physics to describe the system and use experimental data or given information about
the system to determine the system’s parameters. Another way is to use black-box
modelling (ANNs) to describe the whole or parts of the system. Black-box modelling is
when the relation between input and output is described through a model class and the
parameters estimated through statistical methods with the help of experimental data.
Thereafter the model is compared against a new data set, to see how well the model
describes the true system. This is done without the need of knowing the underlying
physical relations. Finally, there is the alternative that is known as grey-box modelling,
where the parameters have physical interpretations but are estimated through statistical
methods. This can be described as a mix between black-box and physical modeling
methods. The statement of the problem of this research is to develop a robust controller
that can improve the performances of the nonlinear active suspension system of the
Heavy Truck and its verifications using graphical and animation output.

4 Active Suspension System Schema and Model

The dynamic equations of this suspension system are as follows:

Ms€Zs ¼ �ksðZs � ZuÞ � gsð _Zs � _ZuÞþFa � Ff

Mu€Zu ¼ ksðZs � ZuÞþ gsð _Zs � _ZuÞþ ktðZr � ZuÞ � Fa þFf

(
ð1Þ

Where Zr is the road surface position variation, Zs and Zu are measured variables
representing the sprung mass displacement and the displacement of tire axis, respec-
tively. Fa and Ff are the hydraulic actuating force and the hydraulic friction force,
respectively. The relationship between XvðtÞ the servo valve spool displacement and
QðtÞ the hydraulic flow rate, and the continuity equation of the hydraulic cylinder
chamber give:

QðtÞ ¼ KgðtÞXvðtÞ � KcðtÞPðtÞ ð2Þ

QðtÞ ¼ Að _ZxðtÞ � _ZuðtÞÞþCTPðtÞþ ðVT

4b
Þ _PðtÞ ð3Þ

Where Kg is a time-varying servo valve flow gain, Kc is the servo valve flow
pressure coefficient, PðtÞ is the cylinder differential pressure, A is the cross section area
of cylinder, CT is the total leakage coefficient of the cylinder, VT is the total compressed
volume, and b is the effective bulk modulus of the system.

The relationship between the servo valve spool displacement and the control
voltage is described as:

XvðtÞ ¼ KvUðtÞ ð4Þ
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And Kv is the servo valve gain. Then, the time derivative of the actuating force of
this hydraulic suspension system can be derived:

_FaðtÞ ¼ A _PðtÞ ¼ AðVT

4b
Þ KgðtÞKvUðtÞ � CTPðtÞ � Að _ZxðtÞ � _ZuðtÞÞ
� � ð5Þ

The dynamic equations of this suspension system can be rewritten as follows:

MsVT €Zs ¼� 4bCTksZs � ks þ 4bðCTgs þA2Þ� �
VT _Zs

� ðgs þ 4bCTMsÞ€Zs þ 4bAKgðtÞKvUðtÞ � ð4bCTFf þVT _Ff Þ
þ gsVT €Zu þðksVT þ 4bA2 þ 4bgsCTÞ _Zu þ 4bCTksZu
� � ð6Þ

The dynamic equation of this hydraulic servo control system comprises a coupling
with several outputs, a variable characteristic in time and non-linear. It is difficult to
estimate these system parameters and use this dynamic equation to design a model-
based controller. Therefore, the intelligent control scheme by Artificial Neural Net-
works (ANN) is used to design the active suspension controller.

5 Artificial Neural Networks (ANN)

An adaptive neural network (ANN) control method for a continuous damping control
(CDC) damper is used in the Heavy Truck suspension systems. The control objective is
to suppress positional oscillation of the sprung mass in the presence of road irregu-
larities. To achieve this, a boundary model is first applied to depict dynamic charac-
teristics of the CDC damper based on experimental data (Fig. 3).

Fig. 3. Damper current control based on HGVs state and their characteristics.
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To overcome nonlinearity issues of the model system and uncertainties in the
suspension parameters, an adaptive radial basis function neural network (RBFNN) with
online learning capability is utilized to approximate unknown dynamics, without the
need for prior information related to the suspension system.

In addition, particle swarm optimization (PSO) technique (Fikret Ercan 2009) is
adopted to determine and optimize the parameters of the controller. Closed loop sta-
bility and asymptotic convergence performance are guaranteed based on Lyapunov
stability theory. Finally, simulation results demonstrate that the proposed controller can
effectively regulate the chassis vertical position under different road excitations.

Artificial neural networks (ANNs) can be used to design digital controllers that can
maintain high dynamic performance of HGVs even with the misalignment problem.
ANNs have been proven to be universal approximations of nonlinear dynamical sys-
tems (Hunt et al. 1995). ANNs have been developed as distributed network parallel
models based on the biological learning of the human brain.

Having been used for many years in pattern recognition applications as well as
signal and image processing (Miller et al. 1992), ANNs are currently employed in a
wider class of scientific discipline. They are also able to operate in noise environments
and have the ability to generalize that allows them to tolerate errors or lack of data. The
choice of the architecture of the neuron network is based on the mean squared error
(MSE) obtained after learning ANN system. The structure of the network is obtained
after study and several tests, by varying the number of entries, of hidden layer and of
neurons in each layer. The neurons of the hidden layer have a nonlinear sigmoid
transfer function and the output neuron has a linear transfer function (Figs. 4 and 5).

Fig. 5. Regression curve between actual
and predicted values

Fig. 4. Evaluation of the sprung mass displacement

Intelligent Neural Network Control for Active Heavy Truck Suspension 21



6 Conclusion

In this paper, an adaptive neural network controller for a nonlinear HGVs suspension
system using a CDC damper is proposed. An active control design is considered using
a boundary model of the CDC damper. The adaptive controller is designed to meet
control objectives and RBFNN is used to approximate the nonlinear uncertain part of
the suspension system. Finally, the closed loop stability along with asymptotic con-
vergence performance are proved using Lyapunov theory. As prospects, the perfor-
mance of this controller will be validated by numerical simulations under different road
conditions.
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Ford Otosan in Algeria & Tunisia.
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Abstract. To improve the quality and the precision of the complex surfaces
obtained by high speed milling, it is necessary to ensure the continuity in
tangency and curvature of the tool motion. This is possible using one of two re-
interpolation methods of the tool path, with local or global smoothing. The
present work consists to model the transition element geometry of the locally
smoothed tool path based on the sinumerik CNC models. The smoothing ele-
ment is assimilated to a quintic hermite polynomial and the experimental tests
carried out showed a good correlation between the simulated and the smoothed
tool path.

Keywords: High-speed milling � Discontinuity � Smoothing �
Hermite polynomial

1 Introduction

Milling a free form surface by high-speed milling requires a numerical control
(NC) program generated by CAM software. The tool path defined in the NC program is
characterized by a succession of linear segments discontinuous in tangency. During
high-speed milling of a workpiece, the tool must follow the discontinuous trajectory in
tangency defined in the NC program. This mode of machining generates facets and
vibrations at the level of the machined surface due to the jerky variation of the kine-
matic axis motions parameters (Siemens 2004).

Local smoothing of the discontinuities between the successive segments permit to
avoid these problems (Siemens 2010).
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The literature interested in the geometric modeling of the smoothing elements can
be classified into two categories:

– The real-time machining: the motion setpoint of the machine axes are generated
through a program proposed by the user (Sencer et al. 2015; Tulsyan and Altintas
2015; Yang and Yuen 2017; Huang et al. 2018).

– The machining with a computer numerical control (CNC) machines. The Sinu-
merik CNC can generate two modes of local smoothing: The first involves using
circle arc as a transition element (Gassara et al. 2013a, b). The second is to add a
spline element in the corner (Siemens 2010).

The geometry of the smoothing element can be defined by three geometrical
parameters (Siemens 2010): length transition, contour tolerance or tolerance for each
axis of the machine (Fig. 1).

The optimization of machining parameters and the estimation of the machining
time necessitate the simulation of the trajectory. The tool path smoothed with tolerance
imposed for each axis was developed by (Pessoles et al. 2010). Until now, the
smoothed tool path with contour tolerance programmed qð Þ is unknown.

This paper presents an analytical approach to the geometry of smoothed corner with
contour tolerance imposed.

2 Geometric Modeling of the Smoothing Element

The new computer numerical control (CNC) machine tools are capable to interpolate
cubic and quintic Hermite polynomial. Quintic Hermite polynomial is used to model
the geometry of the transition block. Figure 2 illustrates a tool path composed of two
discontinuous linear segments in tangency PiPiþ 1½ �; Piþ 1Piþ 2½ �ð Þ. The segment
Piþ 1Qiþ 1½ � represents the maximum contour tolerance defined in the machine
parameters or in the NC program.

Fig. 1. Parameters defining the geometry of the smoothing element
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The type of the continuity of the tool path (tangency or curvature) depends on order
of the smoothing parametric curve. In the limit case, the tool path is continued only in
tangency. Please note that SLiðuÞ is the limit curve of the smoothing element follows
this geometric boundary condition. It is continued in tangent to the two segments
PiPiþ 1½ � and Piþ 1Piþ 2½ �, respectively at the points Qi and Qiþ 2 and passing through
the point Qiþ 1 (Fig. 2).

The adopted approach to model the trajectory with local smoothing consists:

– In a first time, to identify the expression of LTi.
– In a second time, to define the expression of SLiðuÞ and SiðuÞ.
– In a third time, to model the effect of the lengths of linear blocks on the smoothing

elements geometry.

The following six hypothesis define the boundary geometric conditions of the
rounding contour (see Fig. 2).

– The first geometric derivative SL
0
i uð Þ� �

at two points Qi and Qiþ 2, is respectively
equal to the two vectors Ti and Tiþ 1.

– The smoothing element SiðuÞð Þ and its limit curve SLiðuÞð Þ are symmetrical with
respect to the bisector of the angle formed by the two segments of the tool path Di.
This geometric condition can be expressed as follows:

SLi 0:5ð Þ ¼ Qiþ 1 ð1Þ

– The lengths of the two linear tool path are sufficiently long, that the CNC unit does
not reduce the length transition LTið Þ.

– Transition block is defined by a quintic Hermite polynomial: Si uð Þ is continued in
tangency and curvature at the linear tool path.

– Si uð Þ and SLi uð Þ have the same length transition; therefore they have the same start
and ending point.

Fig. 2. Geometric parameters of a smoothing element
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– Ni and Niþ 1 are two normal vectors to the linear tool path respectively at the two
points Qi and Qiþ 2.

– The maximum error of the tool path eið Þ is limited by q: the transition curve is
bounded by SLi uð Þ and the linear tool path (Fig. 1): ei � qð Þ.
According to this boundary conditions, SLiðuÞ, TLiðuÞ and SiðuÞ can be expressed

as follows:

SLi uð Þ ¼ 1� 3u2 þ 2u3
� �

Qi þ 3u2 � 2u3
� �

Qiþ 2 þ u� 2u2 þ u3
� �

Ti þ �u2 þ u3
� �

Tiþ 1

ð2Þ

LTi ¼ XQiþ 1 � Xiþ 1

0:375 VX � UXð Þ ð3Þ

Si uð Þ ¼ 1� 10u3 þ 15u4 � 6u5
� �

Qi þ u� 6u3 þ 8u4 � 3u5
� �

wTi

þ 1
2
u2 � 3

2
u3 þ 3

2
u4 � 1

2
u5

� �
Ni þ 1

2
u3 � u4 þ 1

2
u5

� �
Niþ 1

þ �4u3 þ 7u4 � 3u5
� �

wTiþ 1 þ 10u3 � 15u4 þ 6u5
� �

Qiþ 1

ð4Þ

To satisfy the last boundary condition, the weight wð Þ of two tangential vectors
Ti; Tiþ 1ð Þ must be greater than or equal to one. w is determined through an experi-
mental test.

If the tool path is described by a small length segments (Milling free form surface).
The CNC reduces the length transitions of the smoothing elements in order to ensure
the continuity of the tool motion. The geometric parameters of this boundary condition
are represented in Fig. 3.

Denoted P�
i the set of control points of the tool path with local smoothing: P�

i and
P�
iþ 1 are the start and ending points of SiðuÞ respectively.
Considering a tool path composed of three linear segments (Fig. 3), the tool path

continuity is assured only if the sum of LTi and LTiþ 1 deduced from Eq. 3 is smaller
than the length of the common segment (Fig. 3a).

LTLi are the lengths transition of the smoothing blocks ensuring continuity in
tangency and curvature of the tool motion (Fig. 3b). Along a tool path composed with
N linear blocks, LTLi must satisfy the following geometric boundary condition:

LTLi ¼ min LTi;
Li
2
;
Liþ 1

2

� �
ð5Þ
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3 Experimental Tests and Results

In order to identify the value of the parameter w (weight of two tangent vectors of the
smoothing element) and to validate the analytical models of the tool path with local
smoothing, a set of experimental tests were carried out using a 3-axis machining of the
SPINNER MVC 850 type with a SINUMERIK 840D CNC. The unit NC allows the
recording of the commanded position data (position setpoint) and actual position data
for each axis machine every 2 ms. The results are saved as an XML file in a flash drive.
The experimental tests were performed with 0.01 mm contour tolerance.

Figure 4 shows the reference tool path, chosen as a test case; the chosen shape of
the tool path is composed of two equidistant linear segments equal to 10 mm.

Along the tool path, there is always an offset between the actual and setpoint
position of the machine axes, this offset depends on numerical parameters defined in
the CNC (Siemens 2010). In order to avoid the offset effect on the searched value of w,
we compare the simulated smoothing elements w ¼ 1; 2; 3ð Þ to the axes motion
setpoints.

Fig. 3. Modeling of the length transition limit. (a) Without reducing the length transition.
(b) With reducing the length transition
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Fig. 4. Linear tool path test
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Figure 5 illustrates the simulation results of the smoothed tool path and the set-
points of the axes machine with details at the discontinuity point.

One can note that:

– The tool path setpoints are between the two parametric curves simulated with
w ¼ ð1; 3Þ:

– Simulated tool path with w ¼ 2 and tool motion setpoints are merged
– The transition length of the simulated smoothing element are equal to that

measured.

We adopt now that the weight of two tangential vectors w ¼ 2.
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The second test was performed with an elliptical trajectory (Fig. 6a). The com-
parative study between simulated and measured trajectory at the junction points defined
in Fig. 6b, shows a high accuracy of the adopted model (Fig. 7). The tool trajectory
along the segment Piþ 2Piþ 3½ � is completely transformed into a polynomial motion, the
length transition of the two corners smoothed at two points Piþ 2 and Piþ 3 satisfies the
boundary condition defined in Eq. 5 (Fig. 7b).

4 Conclusion

An analytical model of the tool path locally smoothed with programmed contour
tolerance is presented in this paper. The theoretical study was based on the geometric
boundary conditions of the smoothed corner. A spline tool path is used to validate our
approach. The experimental results are in good correlation with the proposed model. It
is noted that the local smoothing ensures continuity in tangency and curvature. Our
next work is to model the kinematics of the machine axes along the smoothing element.
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Abstract. This paper aims at investigating the Interference Fit Process as a
procedure to repair cracked structures. A cracked SENT specimen is considered
in the current work using 2D-FE analysis. Lemaitre-Chaboche model was
considered for characterizing the material behavior. FE simulations are carried
out at different crack hole CAH diameters and different IF sizes. According to
the findings, the highest value of fatigue life improvement is obtained at IF size
equal to 0.2 mm and CAH diameter equal to 6 mm.

Keywords: Crack repair � Fatigue life improvement � IF process �
FE-analysis

1 Introduction

Generally, all mechanical parts contain cracks. These cracks can be always generated
and propagated in mechanical structures either during manufacturing, during design
stage or during assembly and operation service. Hence, it is very important to find the
accessible methods for retarding, or even arresting the fatigue crack propagation in
structural elements before final failure. The main purpose of such methods is to
improve the fatigue life of cracked structure when its replacement by a new part is time
consuming and costly, which commonly happens in the aircraft industry.

Therefore, looking for a procedure/method to arrest fatigue crack growth before
failure is very useful. In this context, Several investigations have dealt with the idea of
arresting fatigue crack growth (Domazet 1996) such as: repairing the cracked zone by
applying of composite patches (Ayatollahi and Hashemi 2007), indentation (Song and
Sheu 2002) (Ruzek et al. 2012), cold expansion hole technique (Ghfiri el al. 2000),
drilling holes near the crack tip (Song and Shieh 2004) (Ayatollahi et al. 2015)
(Ayatollahi et al. 2014) (Fanni et al. 2015) (Razavi et al. 2016), and applying an
overloading step (Carlson et al. 1991).
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The current work presents a study aiming at investigating the Interference Fit
Process as a procedure to arrest fatigue crack growth. A 2D FE analysis of a cracked
SENT specimen using ABAQUS software is implemented in order to predict the
residual stress distribution and the fatigue life improvement after repair.

2 FE Analysis

In the present section, a 2D-finite element analysis using ABAQUS software is carried
out. A Single Edge Notch Tension (SENT) specimen, having a and D, the crack length
and the hole diameter located at the crack tip is considered. In this study, the FE-
analysis includes two load steps. In the first step, the interference fit process was
simulated by applying a radial displacement on the nodes situated at the hole edge up to
the desired interference fit level resulting in expansion similar to the insertion of pin
(Fig. 1). In the second step, a cyclic axial loading (R = 0.1) is applied to estimate the
fatigue life improvement of the cracked SENT specimen after repair. In order to capture
the proper stress-strain behavior arising from the interference fit process, a very fine
mesh is implemented near the hole edge as illustrated in Fig. 2.

In order to take into account the mean stress relaxation, the Bauschinger effect and
the cyclic hardening during cyclic loading, Lemaitre and Chaboche kinematic hard-
ening model, embedded in the commercial code ABAQUS, is used.

It should be noted that the interference fit process can produce a beneficial com-
pressive residual stress along the hole edge for improving the fatigue life. However,
this beneficial effect cannot be appreciable due to the damage associated with the high
level of the interference fit size. In order to make a compromise between the beneficial
compressive residual stress distribution and the damage associated with the interference
fit process, Lemaitre and Chaboche’s damage model (Lemaitre and Chaboche 2002) is
used in its integrated form. User material subroutine is developed to integrate the
Lemaitre and Chaboche’s damage model in the commercial FE code ABAQUS.

The SWT model (Smith et al. 1970) coupled with the FE analysis is used to predict
the fatigue life improvement of the cracked SENT specimen after repair. The ability of
this model for estimating the fatigue life of mechanical parts after repair is discussed in
Sect. 3.

It should be noted that all the existing studies have essentially used the Interference
Fit Process to improve the fatigue resistance of fastener holes or joints in the
mechanical structures. However, in our work, the Interference Fit Process is used as a
technique to arrest an existing crack in mechanical structures before it becomes critical.
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Fig. 1. IF process steps.

Fig. 2. Finite element mesh.
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3 Results and Discussion

(i) The first application is established to validate the SWT model‘s effectiveness for
predicting the fatigue life improvement after repair. Therefore, a holed plate
specimen repaired by high interference fit bushing is considered. The interfer-
ence fit bushing diameter expanded into the hole is equal to 5.05 mm. After the
interference fit process simulation, the specimen was applied to a cyclic fatigue
loading with zero load ratio (R = 0), for different applied loads. The SWT model
is implemented to predict the fatigue life improvement after repair. Figure 3
shows a good agreement between the available experimental data (Chakherlou
et al. 2010) and the SWT model for predicting fatigue life improvement after
interference fit process.

Fig. 3. Comparison between experimental data (Chakherlou et al. 2010) and numerical results.
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(ii) Figure 4 shows a comparison between the fatigue life improvement of cracked
SENT specimen repaired by crack arrest hole (CAH) method (i.e. Ex = 0%) and
by an interference fit bushing (i.e. Ex = 2.5%). It is found that the interference fit
process provides significant fatigue life improvement compared to the conven-
tional CAH method, extensively used in several research works (Ghfiri et al.
2000) (Ayatollahi et al. 2015). The effectiveness of the proposed method is
attributed to the induced compressive residual stress around the hole which
shields it from the effect of cyclic loading.

(iii) Figure 5a and b show the variation of fatigue life improvement for a cracked
SENT specimen repaired by high interference fit bushing at different stress
amplitude levels. It is found that the highest fatigue life improvement is corre-
sponding to small expanded hole diameters and higher interference fit size.

Fig. 4. Comparison between the IF process and the conventional CAH method for crack repair
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Fig. 5. Fatigue life improvement after repair (a) at different expanded hole diameters and
(b) at different Interference Fit sizes.
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4 Conclusion

This paper aims to investigate the interference fit process as a technique to arrest an
existing crack (crack repair) in mechanical structures. In this context, a cracked SENT
specimen is considered on the basis of this work. The non-linear kinematic hardening
model embedded in ABAQUS is used to characterize material behavior. According to
the findings, CAH diameter equals 6 mm with larger interference fit size IFS = 0.2 mm
provide higher beneficial compressive residual stress distribution and higher fatigue life
improvement. The interference fit process provides considerable fatigue life extension
and significant cost saving for arrest existent crack compared to the conventional
technique (i.e. drilling hole near the crack tip).
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Abstract. Perfect design of non-linear electromagnetic vibration energy har-
vester is disturbed in presence of imperfection. In this paper, we introduced a
realistic design of imperfections to study the robustness of the optimized non-
linear electromagnetic vibration energy harvester. A generic discrete analytical
model is derived and numerically solved. The proposed procedure includes the
usage of MANLAB coupled with multi-objective optimization. Thanks to the
imperfections, modal interactions and nonlinear coupling, the stochastic design
enables for harvesting the vibration energy in the operating power Mean of 373
mW with the frequency Mean of 195 Hz and the bandwidth Mean of 151 Hz.

Keywords: MANLAB � Multi-objective optimization � Stochastic design �
Energy harvester � Imperfections

1 Introduction

Harvesting energy has been investigated for more than a decade, resulting from an
interesting applications for wireless sensors and electronic devices. Several studies
present three main methods for converting mechanical vibrations into electrical energy.
These techniques are electromagnetic, piezoelectric and electrostatic. Some authors
have presented a hybrid energy harvesting, which associate two or three transduction
techniques to produce energy in the same device. Dynamic analysis is really simplified
by using the appropriate mathematical equations. Conversely, Imperfections (Qiao
et al. 2017) can be due to material defects, manufacturing defaults, structural damage,
fatigue, aging, etc., and reflect the authenticity of systems, can disturb the collected
energy and modify significantly the dynamic performance of the collected energy. For
a bistable generator, stochastic forcing can induce transitions to stable equilibrium
positions, resulting in large amplitude of oscillations. For example, Lin and Alphenaar
(Lin et al. 2010), and And’o et al. (Andò et al. 2010) established this idea to increase
the energy harvesting performance by using a set of bistable cantilevers with repulsive
magnets for wide-spectrum vibrations. The purpose of these studies is to permit the
harvester to easily shift between two stable positions, which depends on the excitation
frequency, amplitude and the extent of non-linearity. To increase the performance of a
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bistable system and to enhance the probability of transition to the potential wells, some
authors (Yang et al. 2018) have suggested to exploit the phenomenon of stochastic
resonance. The phenomenon of stochastic resonance can occur, when the dynamic
system is forced (Wellens et al. 2004). The concept of harvesting energy with multiple
degrees of freedom, non-linearity and uncertainty is a complex challenge and the main
purpose of this study is to deal with. To explore the vibrational energy of N nonlinear
degrees of freedom and to control the modal interactions, previous works (Abed et al.
2016) suggested discrete analytical models joining the Asymptotic Numerical Method
(ANM) and the Harmonic Balance method (HBM) method. The core objective of the
present study is to extend these works in the presence of imperfections by introducing a
constraint of incertitude. For this purpose, uncertainty propagation methods must be
used, when imperfections are used as parametric uncertainties modelled by random
variables. The objective of using uncertainty parameters in these models is to evaluate
robustness of the harvested power against randomness of the uncertain input param-
eters. The established discrete analytical model leads to a series of coupled algebraic
equations. These equations are written according to uncertainty in the generator and
numerically solved by using the ANM method coupled with the HBM method
(Cochelin et al. 2009). The sampling method Latin Hypercube (LHS) (Helton et al.
2003) is used as a method to propagate uncertainties of the proposed model.

Imperfections effects on the nonlinear dynamics of one, two and three coupled
clamped-clamped beams are studied in this paper. Dispersion analysis of the nonlinear
bandwidth response, nonlinear frequency responses and maximal nonlinear power is
carried out. Additionally, in order to highlight the complexity of multimode solutions
in terms of collected power and bandwidth, a detailed analysis through a multi-
objective optimization study (Deb et al. 2002) followed by the sensitivity study is
performed. The robustness of the harvested power against uncertainties of the selected
bandwidth domain and nonlinear frequency is investigated.

2 Mechanical Model

Figure 1 shows a magnetic VEH for N joined clamped-clamped beams of identical
rigid length L, elastic length, thickness of the beam h, mass of the magnet m and
electromagnetic damping coefficient produced by wire-wound copper coil. The
clamped-clamped beams are joined by N moving magnets M, which are attached to the
medium of all beams and bottom beam are subject to an external excitation. All
coupled beams are positioned between two fixed magnets respectively at the top and
the bottom. The magnetic poles are focused on a way that repulsive forces are gen-
erated between two adjacent magnets. These forces lead to “nonlinear and linear
magnetic stiffness”.
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The periodicity of the magnetic VEH is destroyed by existence of p clamped-
clamped beams containing parametric uncertainties which can be the beams number s
as explained in Fig. 1.
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Imperfections are supposed to disturb structural input parameters, as rigid lengths,
the elastic lengths, thickness of the beam and mass of the magnet, and to vary ran-
domly. A probability modelling on uncertainties is used to estimate the influence of
randomness in magnetic VEH input parameter on the coupled clamped-clamped beams
chain. Since linear and nonlinear magnetic coupling between beams is very weak.
When parameters beam are stochastic, the deterministic displacement is replaced by
stochastic parameters ~ai in Eq. 1.

Resolving analytically these equations by using Multiple Scale Method is very
difficult. To overcome this problem, numerical solving method must be used. In the
current work, we used the Asymptotic Numerical Method (ANM) in graphical inter-
active software named MANLAB.

Fig. 1. Periodic non-linear clamped-clamped beams chain with imperfection.
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3 Numerical Examples

In this paper, deterministic study is presented at first and second we present stochastic
study to determinate the robustness of the collective dynamics of the VEH structures
against uncertainties. In the deterministic example, the physic properties and geometric
of the considered VEH are given in Table 1. Uncertainty propagation is achieved using
the LHS method.

Effects of uncertainties of the VEH structure are explored through analyses of the
frequency response and the dispersion of the collected power. The VEH is composed of
two clamped-clamped beams magnetically joined with two moving magnets m, which
are attached to the medium of both beam and positioned between two fixed magnets
respectively at the top and the bottom.

3.1 Deterministic Study

Figure 2 shows the evolution of the phase, the amplitude and harvested energy for
design parameters listed in Table 1. It is presented that the two clamped-clamped
beams magnetically coupled vibrate in phase up to an excitation frequency of 50 Hz.
Then, a phase between the two signals increases and reaches a maximum (p) up to an
excitation frequency of 95 Hz. In the deterministic study, we seek to take benefit of the
nonlinear and linear magnetic coupling between two clamped-clamped beams in order
to improve the harvested power and the nonlinear bandwidth of the considered device.
To do, two objective functions have been defined.

g1 ¼ BWNL

f2
g2 ¼ Pmax ð3Þ

Table 1. Geometric and physical and properties of the vibration energy harvester.

Parameters Value

L (mm) 75
Lc (mm) 6
b (mm) 10
h (mm) 0.6
m (g) 5
d1 (mm) 13
B (T) 0.35
n 0.016
ce (Ns/m) 0.19

gðms�2Þ 9.8

f ðms�2Þ 5 * g
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Two cost functions are simultaneously maximized with respect to the seven
retained design parameters (ce, L, hs, b, Lc, m and d1). The Chosen solutions to the
multi-objective optimization problem by 50 population sizes of 100 generations are
exposed in Fig. 3. Three solutions have been selected on the Pareto front.

3.2 Stochastic Study

Stochastic Study for the case of 2DOF VEHs is explained by nonlinear bandwidth
response amplitude, the nonlinear frequency responses amplitudes and the maximal
nonlinear power P.

This uncertainty is used for two dispersion levels. The uncertainty result of two
coupled beams responses depends on the imperfection applied to the input parameters
ce, L, hs, b, Lc, m and d1. Figure 4a shows the PDF variation of nonlinear bandwidth
Df, Fig. 4b present the PDF variation of the nonlinear frequency f2 and Fig. 4c shows
the PDF variation of the nonlinear power P output parameters for 2DOF VEHs. We
remark that the PDF variation of the statistic parameters outputs f2, Df and P are
unequal for everywhere dispersion. For this, we study the statistic parameters of Mean
µ, Standard deviation r, dispersion d, skewness c, kurtosis b and confidence intervals
CI. The statistic output parameters for the input dispersion variation are given in
Table 2.

(a). Phase and displacement (b). Power

Fig. 2. Forced frequency responses of 2DOF VEH.

Fig. 3. Periodic non-linear clamped-clamped beams chain with imperfection.
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From Table 2, we note that the coefficient skewness of f2 and Δf are positive and
the coefficient skewness of P is negative. Furthermore, when we vary the coefficient
dispersion of the input parameters, the coefficient skewness of Δf vary rapidly and the
coefficient skewness of f2 and P varies slightly. Moreover, when we vary the coefficient
dispersion of the input parameters, the mean of Δf, f2 and P varies slightly. When we
change the input dispersion set, we note that confidence interval varies as well as other
parameters. For this reason, the variation of confidence interval for nonlinear band-
width Δf, maximal nonlinear frequency f2 and P with respect to the coefficient dis-
persion of the input parameters is illustrated in Fig. 5. From Fig. 5a and b, the

(a). Nonlinear Bandwidth
(b). Maximal nonlinear frequency

(c). Maximal nonlinear harvested power

Fig. 4. Probability distribution functions of 2DOF VEH Probabilities distribution function of
low input dispersion set and for high input dispersion set.

Table 2. Parameters outputs for low and high input dispersion set Design parameters.

Dispersion set Parameters
l r dð%Þ c b CI

Low input (Δf (Hz)) 153.238 0.37 0.24 10.5 494 [153.23 153.245]
High input (Δf (Hz)) 151.8 0.66 0.44 0.11 3.2 [151.79 151.82]
Low input (f2 (Hz)) 195.79 0.095 0.05 0.89 4.6 [195.791 195.795]
High input (f2 (Hz)) 194.96 0.5 0.25 0.74 4.1 [194.95 194.97]
Low input (P (mW)) 373.69 1.63 0.44 −1.51 6.57 [374.66 374.73]
High input (P (mW)) 373.34 7.24 1.94 −1.15 4.87 [373.19 373.478]
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dispersion level of the input parameters of the thickness and the length of the beam
have a small effect on the dispersion and the confidence interval of the bandwidth and
the frequency. And from Fig. 5c, the dispersion of the input parameter of the thickness
hs and the length L of the beam has a considerable effect on the dispersion and the
confidence interval of the power P. From these results, it is concluded that the dis-
persion of input parameters such as thickness hs and length L has a large effect on the
confidence interval of the obtained results.

4 Conclusions

In this paper, we suggest a multi-modal vibration energy harvesting technique based on
arrays of a bi-clamped beams coupled magnetically. The equations of motion have
been resolved taking into account the mechanic nonlinearity, magnetic nonlinearity and
electromagnetic damping. They have been resolved by using the HBM coupled with
the ANM method. The case of 2DOFs VEHs have been analytically studied. Mul-
tiobjective optimization Procedures are investigated and achieved by using NSGA-II
algorithm for the cases of two bi-clamped beams coupled magnetically in order to
choice optimal solutions in term of performances.

The VEH permits to study the robustness of the harvested power of a two of bi-
clamped beams coupled magnetically and take into account parametric uncertainties.
Uncertainties guarantee a realistic modelling on imperfections, which can disturb the
perfect collected power of real engineering harvester. In a probabilistic framework, an

(a). Nonlinear Bandwidth (b). Maximal nonlinear frequency

(c). Maximal nonlinear harvested power

Fig. 5. Variation of confidence interval for different input dispersion set.
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analysis of dispersion of nonlinear bandwidth, nonlinear frequency and nonlinear
power of 2DOFs energy harvesters were achieved. Statistical estimations of the non-
linear frequency, nonlinear bandwidth and nonlinear power responses compute the
variability of the thickness, length, width, magnet radius, mass and gap distance. The
complexity of the performance responses identified in terms of nonlinear frequency,
nonlinear bandwidth and nonlinear power, in deterministic case, was intensified in
presence of uncertainty.

The benefits of the linear and nonlinear coupling have been pointed out by eval-
uating the performances and robustness results of a coupled two-DOFs VEHs.
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Abstract. In the present paper, mechanical properties of monolayer coatings
were investigated. Particularly, an analytical model was considered to charac-
terize the mechanical properties of TiN thin film deposited on Zr60Ni10Cu20Al10
substrate. As a results, the elastic modulus of the TiN thin films is equal to
415.6 GPa. Based on numerical confrontation results, the limit of the considered
model was observed for the soft thin film on hard substrate. The main error is
caused by a wrong estimation of the contact surface Ac between the indenter tip
and the film surface. Hence, the response to the nanoindentation test is quite
influenced by the presence of the substrate for thin hard film.

Keywords: TiN thin film � Elastic modulus � Nanoindentation test �
Substrate effect

1 Introduction

Development of Thin films technology is stimulated by the industry demand for
improving the effectiveness of contact surfaces. Nevertheless, the mechanical proper-
ties of thin films are quite different to materials in bulk. As a matter of fact, charac-
terizing the mechanical behavior of thin film systems is quite important in order to
understand the performance of these materials in service (Chakroun et al. 2017, 2018).
This task is particularly relevant as it is necessary to improve the durability of coated
materials (Inui et al. 2016; Kumar and Zeng 2010). The nanoindentation test is the most
useful technique for extracting the mechanical properties of materials with low
dimensions such as thin films. This method uses an indenter that comes into contact
with the surface applying a load. Therefore, using the nanoindentation technique
several studies are developed to characterize thin film properties (Doerner and Nix
1986; Oliver and Pharr 1992). In the literature, many models were developed so as to
characterize surface coatings (Jung et al. 2004; Liao et al. 2009; Mercier et al. 2011;
Bull 2015; Chakroun et al. 2017). These models determine thin film properties taking
into account especially the substrate effect.
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In particular, the main objective of this paper is the characterization of thin film
materials deposited on a substrate. To that end, we used an analytical model and more
specifically the Bec model (Bec et al. 1996). The present study is focused on measuring
the intrinsic film properties for experimental TiN/Zr60Ni10Cu20Al10 sample (hard
film/soft substrate). Furthermore, we evaluated the responses by the considered model
using numerical confrontation results.

2 Mechanical Characterization of TiN/Zr60Ni10Cu20Al10

2.1 Experimental Details

Monolithic nanocoating of Titanium Nitride (TiN) was deposited on Zr60Ni10Cu20Al10
BMG substrate by Radio Frequency (RF) sputtering technique in nitrogen atmosphere
at room temperature. In the deposition process, 99.9% pure Titanium (Ti) target was
used. A typical base pressure of about 1.33 � 10−6 Pa was in the deposition chamber
and the total pressure was 0.66 Pa. The typical deposition rate for titanium was about
0.9 nm/min. A film thickness of 300 nm was obtained. Further preparation details were
described elsewhere (Tekaya et al. 2014). Table 1 summarizes the deposition technical
parameters of the monolayer TiN. The nanoindentation tests were realized with a
Hysitron triboscope apparatus. Before indentation measurements, the system was
calibrated by conducting several indents on a fused silica sample under normal loads.
Machine compliance, thermal drift and area function were corrected. The nanoindenter
depth and load resolution were 0.04 nm and 1 nN, respectively. The indenter was a
Berkovich tip with an included angle of about 142.3°. Figure 1 shows experimental
nanoindentation curve for TiN film deposited on Zr60Ni10Cu20Al10 substrate.

Table 1. Details of deposition parameters for TiN monolayer.

Parameter Value

N2 gas pressure (Pa) 0.07
Total pressure (Pa) 0.66
Pre-deposition vacuum (Pa) 1.10−6

Target to substrate distance (mm) 70
Sputtering power density (W/cm2) 0.63
Deposition time (min) 90
Temperature of substrate holder (°C) 35
Auto bias voltage (V) −300
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2.2 Analytical Model

In 1996, Bec et al. (Bec et al. 1996) proposed an analytical model for a film deposited
on a substrate. The model of Bec et al. models the film/substrate system as a series of
two springs. Results obtained on a gold layer (soft film on hard substrate) are presented
as an illustration of the method. The model is presented by the following relation:

1
2acE

0 ¼
t

ðpa2c þ 2tacÞE0
f

þ 1
2ðac þ 2t

pÞE0
s

ð1Þ

Where E0
s is the reduced elastic modulus of the substrate and E0

f is the reduced
elastic modulus of the film as shown in Fig. 2.

Furthermore, t and ac are the thickness and the contact radius of the film, respec-
tively. Figure 3 demonstrates the contact radius ac.

Fig. 1. Nanoindentation curve for TiN/Zr60Ni10Cu20Al10
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Fig. 2. Film/Substrate system
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The analytical model of Bec was considered to characterize the experimental
TiN/Zr60Ni10Cu20Al10 sample based on the nanoindentation test (Fig. 1). As a results,
the elastic modulus of TiN thin film is equal to 415.6 GPa.

3 Results

3.1 Numerical Model

The finite element analyses were carried out using the commercial code ABAQUS
6.12. The indentation problem is considered as an axisymmetric model owing to the
conical indenter. The film and the substrate materials are assumed to be isotropic. Four-
node axisymmetric elements (CAX4R) with reduced integration are considered, as
presented in Fig. 4. Along the axis of symmetry, roller boundary conditions are used.
Besides, fixed boundary conditions are applied in the substrate base (Fig. 4). The
indenter is a rigid truncated cone with a half angle of 70.3 which makes the same
projected area as the Berkovich indenter (Jayaraman et al. 1998). Contact surface is
assumed to be frictionless while indentation friction coefficient is a minor factor (Cheng
and Cheng 2004).

θ

ca

th ch

P

cA

ca

Fig. 3. Nanoindentation details
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3.2 Numerical Confrontation

To verify the result found by the model of Bec et al., we performed a numerical
nanoindentation test by introducing the value identified by Bec as a modulus of elasticity
of the film. Figure 5 presents the experimental nanoindentation curve and the curve
obtained by the developed numerical model for the sample TiN/Zr60Ni10Cu20Al10.
Figure 6 presents the error between the two P-h curves presented in Fig. 5. Conse-
quently, the considered model is limited for the case of hard film (TiN) on soft substrate
(Zr60Ni10Cu20Al10).

The average relative error between the experimental curve for the
TiN/Zr60Ni10Cu20Al10 sample and the numerical P-h curve is equal to 18.2(%).
Accordingly, the analytical model considered in the present research is not suitable for
the case of hard film deposited on soft substrate such as the TiN/Zr60Ni10Cu20Al10
sample. In fact, for soft film on hard substrate, the load applied in the nanoindentation
test is essentially absorbed by the film. In this case the response to the nanoindentation
test represents mainly the film behavior. In this case, the Bec model characterizes the
film properties. However, when the film is harder than the substrate (as the case of
TiN/Zr60Ni10Cu20Al10), the load applied in the nanoindentation test is transferred to the
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symmetry
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Fig. 4. (a) Schematic of nanoindentation model and (b) Finite element mesh for the
film/substrate system.
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substrate. This fact causes a wrong estimation of the contact surface Ac between the
indenter tip and the film surface. Thus, the Bec model, based essentially on the
nanoindentation test, can not characterize properly the mechanical properties of hard
film material.

4 Conclusion

In this paper we studied the mechanical properties of TiN thin film material using an
analytical model. Based on the model of Bec et al., the elastic modulus of TiN thin film
deposited on Zr60Ni10Cu20Al10 substrate is equal to 415.6 GPa. According to numerical
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confrontation results, we have demonstrated the limit of the considered model for hard
film on soft substrate. In this case, the response of the analytical model is quite influ-
enced by the substrate effect.

As perspectives of this research, we propose to develop a new model so as to
characterize properly the coating materials for a hard film on soft substrate.
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Abstract. The aim of this work is to identify the local behavior of a mechanical
sample’s surface layers from the instrumented indentation test and through
optimization techniques. These tools are used to automate the search of the
parameters of the mechanical constitutive law used in a finite element
(FE) calculation and to reduce the number of calculations necessary to solve the
problem of calibration. The experimental database includes mechanical
responses of instrumented indentation performed on aluminum Alloy AA2017
and AISI 316L austenitic stainless steel samples. The Hooke and Jeeves iterative
optimization method is used due to its efficiency, cost of calculation and pre-
cision. The procedure predictive aptitude is validated by determining correctly
the behavior law of the aluminum alloy sample. The modification of the local
material behavior induced by electrical discharge machining to the AISI 3016L
sample is highlighted by identifying the tensile curves of different surface layers
using the proposed procedure.

Keywords: Optimization techniques � Finite element method �
Inverse analysis � Instrumented indentation � Mechanical behavior of materials

1 Introduction

The control and prediction of the physical mechanisms associated with the different
deformation modes are often carried out through monotonic or cyclic tests according to
different load paths (tensile, compression, shear). These tests, commonly performed on
standardized specimens, are destructive and practically unusable for the characteriza-
tion of mechanical parts having complex geometries and dimensions ranging from the
micron scale to the metric scale. In addition, the prediction of fatigue life of mechanical
component requires the determination of the local material behavior of layers affected
by processes or treatments which is not possible using classical characterization tests
(Zouhayar et al. 2013; Yahyaoui et al. 2015; Sidhom et al. 2014a, b; Ben Moussa et al.
2014a, b). Instrumented indentation, which appeared in the 1980s, is an interesting
alternative for characterizing the mechanical and tribological behavior of parts and
coatings. The analysis of the load-displacement curve resulting from the test allows,
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using analytical models such as Oliver and Pharr model (Oliver and Pharr 1992), the
most conventionally used, to determine the average modulus of elasticity and the
average hardness of the material. Nevertheless, it remains difficult to exploit instru-
mented indentation results to identify the coefficients of models like Chaboche, Lud-
wig, Hollomon, Voce, etc. commonly used to describe the material behavior law.
Several studies have been conducted to identify the behavior of the material from the
indentation test. Most of the proposed methods are limited to the case of spherical
indenters and are based on the estimation of the indentation representative strain and
the ratio of plastic and total energies (Dao et al. 2001). Beghini et al. (Beghini et al.
2006) determined the constitutive law parameters by the inversion of the P(h) curve
resulting from a spherical indentation test. Authors assumed that the elastic properties
of the material are known and their method led to a good approximation of some
metallic materials parameters. Concerning the problem of the solution uniqueness in
indentation test, Cheng and Cheng (Cheng and Cheng 2004) proposed a very complete
study of the indentation and more particularly the possibility of determining a mate-
rial’s behavior law from an indentation test. Bucaille et al. (Bucaille et al. 2003)
proposed a method to determine the tensile curve parameters by using two different
conical indenters. In this context Nakamura et al. (Nakamura and Gu 2007) used an
inverse analysis based on the Kalman filter technique and two indenters tips in order to
obtain as much information about an anisotropic material’s response. Although the
robustness of their method, the error on the estimation of the hardening coefficient and
their hypothesis of its compensation with the yield stress value, presents a limitation of
their work. In the current study, a new procedure for identifying an elastoplastic
constitutive law’s parameters from the instrumented indentation test was established.
This procedure is based on a numerical simulation of the instrumented indentation test
and Hooke-Jeeves pattern search technique. The procedure ability to predict the local
material behavior is validated using an aluminum alloy sample then it was applied to
the case of a stainless steel sample machined by electrical discharge.

2 Numerical Study

The determination of the constitutive law coefficients using inverse methods requires
performing a large number of indentation simulations before finding the correct values
minimizing the differences between the experimental and the simulation results. This
requires a significantly reduce of computing time significantly without affecting results
quality. One of the alternatives commonly used in numerical simulation based on finite
element method, is to take advantage of the problem symmetries to switch from the
three-dimensional model to a bi-dimensional configuration. For indentation simulation,
Vickers and Berkovich indenter can be assimilated to a conical geometry to make the
problem axisymmetric (Fig. 1). The determination of the equivalent conical indenter
and more particularly the semi-apex angle was carried out in this work by conducting
several simulations with a semi-apex angle variation in 2D models until the results
were consistent with those of the 3D models. Since both indenters have similar pro-
jected surfaces and generate the same representative strain, an equivalent semi-apex
angle of 70.32° is retained.
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The indenters used are generally made of diamond or sapphire having high
mechanical characteristics (Ei = 1140 GPa and vi = 0.07) compared to the sample
material, which justifies the definition of the indenter as a rigid solid. This avoids
unnecessary calculations of deformations in the indenter. The specimen behavior law
was described in this work by Ludwig’s isotropic elastoplastic model linking true stress
r to true strain ɛ by the relation:

r ¼ ry þ k:en ð1Þ

The determination of the elements’ mesh size is a crucial step in order to com-
promise speed and calculation precision. Within this framework we chose a structured
quadratic mesh refined of 0.1 µm in the contact zone (under the indenter) and a mesh
with quadratic elements dominant in the rest of the geometry (Fig. 2a).

Fig. 1. Berkovich and Vickers indenters

Fig. 2. Instrumented indentation simulation, a: model details, b: Indentation von Mises stress
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3 Parameters Identification Procedure

3.1 Inverse Analysis Technique

An inverse analysis procedure is proposed in this work to identify the material’s
parameters from the load-displacement curve (P-h) obtained during the loading and
unloading phases of an instrumented indentation test (Fig. 3). This procedure consists
in conducting a first simulation of instrumented indentation with an initial combination
of material parameters saved in an “inp” data file. The calculated load displacement
curve of the node located at the indenter tip is written in an “odb” file. This curve is
read by an optimizer tool and compared to the experimental load displacement curve.
Based on the differences between the experimental and calculated curves and according
to Hooke and Jeeves pattern search technique (Hooke and Jeeves 1961), the optimizer
tool tries a new combination of material parameters by updating the input data file and
executes a new instrumented indentation simulation.

The procedure is repeated automatically until reaching the optimal material coef-
ficients, minimizing the differences between the numerical and experimental results.

Fig. 3. Material parameters identification procedure
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3.2 Validation of the Proposed Procedure

The evaluation of the proposed methodology ability to predict correctly the material’s
behavior from instrumented indentation test, is performed by trying to find out the
parameters A, B and n of an aluminum alloy. An AA2017 aluminum prismatic sample
with dimensions 20 � 20 mm was mechanically polished with emery papers grad 600,
1000, 2400 and 4000 to remove the layers affected by anterior machining and retrieve
the bulk material. Subsequently, an instrumented indentation test with an imposed load
of 100 mN using a Berkovich indenter was performed on the sample (Fig. 4a). The
numerical simulation of the indentation test was performed with an initial combination
of the coefficients (A = 623, B = 1436 and n = 0.66). After a series of simulations
performed automatically using the proposed procedure and during which the differ-
ences between the calculated and experimental load-displacement curves have been
minimized, the values of the behavior model’s parameters found to be close to those
obtained by tensile test. The optimality criterion chosen is the sum of the squared
differences defined as follow:

f ¼
Xn

i¼1
Pi simulation � Pi experimental
� �2 ð1Þ

The AA2017 parameters found at the end of the identification procedure are:
A = 605 MPa, B = 1452 MPa and n = 0.62 corresponding to a deviation of 1E−6.
The identified stress-strain curve of the aluminum alloy AA 2017 has been represented
and compared to the experimental tensile curve in Fig. 4b.

4 Application

After the validation of the aptitude of the proposed procedure to predict the mechanical
behavior law of aluminum sample, the same procedure is used to identify the effect of
residual stress and hardening induced by electrical discharge machining (EDM).
An AISI 316L stainless steel prismatic sample was machined by EDM sinking using a

Fig. 4. Validation of the procedure for the case of aluminum alloy AA2017
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graphite tool. The intensity, pulse duration and pulse-off time duration of discharge are
5A, 26 µs and 5 µs, respectively. The chemical composition and the mechanical
properties of the AISI 316L stainless steel are presented in Table 1.

In order to characterize the local behavior of the surface layers affected by the EDM
process, instrumented indentation tests were carried out at different depths over a
thickness of 200 µm. The load-displacement curves P = f (h) for seven depths acquired
at a frequency of 10 Hz are presented in Fig. 5a. The differences between the load-
displacement curves reveal the modification of the material local behavior resulting
from the residual stress and hardening distributions induced by the EDM process. The
local material behavior law for each layer is identified by the determination of Ludwig
model coefficients using the proposed methodology from the indentation curves and
plotted in Fig. 5b. It has been demonstrated that EDM process leads to a hardening
resulting in an increase of yield stress with a maximum value at the surface. This effect
decreases in deeper layers until reaching the bulk material. The tensile residual stresses
induced by EDM process act in the same direction since the material is subject to
compressive stress during instrumented indentation.

Table 1. Chemical composition and mechanical properties of the AISI 316L stainless steel.

C
0.018

N
0.078

Cr
16.6

Ni
10.2

Mo
2.02

Mn
1.84

Si
0.38

Cu
0.36

Co
0.18

S
0.029

P
0.035

Fe
Balance

Elastic modulus
E=210.3 GPa

Ultimate strength
Rm= 578 MPa

Yield stress 
Rp0.2=302 MPa

Elongation 
A=63% 

Hardness 
HV0.05=232

Fig. 5. Application to electro eroded sample, a: experimental indentation curves, b: identified
tensile curves
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5 Conclusion

In this work, a methodology of identification of local material behavior from instru-
mented indentation test is proposed. This methodology is based on a numerical sim-
ulation of the indentation test coupled to Hooke and Jeeves iterative optimization
method. The numerical simulation of the instrumented test was optimized by deter-
mining the semi-apex angle of equivalent conical indenter making the problem
axisymmetric and by testing several configurations and mesh sizes in order to reduce
computation times while improving results precision.

The validation of the methodology accuracy is performed by identifying the tensile
curve of aluminum alloy AA2017 from an instrumented indentation test. For the case
on AISI 316L sample, the identification of the local material behavior of different
surface layers highlighted the effects of hardening and residual stress distribution
induced by the EDM process.

The identification of the local material behavior of each affected layers is very
useful to enhance the predictive aptitude of fatigue life models by considering the
correct behavior resulting from process and surface treatment.
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Abstract. This paper presents a numerical simulation of single point incre-
mental forming (SPIF) process. An elasto-plastic constitutive model with
quadratic yield criterion of Hill’48 based on a combination of the non-associated
flow rule theory and mixed isotropic-nonlinear kinematic hardening behavior
has been implemented in user material subroutine (VUMAT) to describe the
behavior of sheet metal during SPIF process. The simulation results included the
variation of the thickness along transverse direction and the localization of the
major Von Mises stress.

Keywords: Single point incremental forming � Non-associated flow rule �
Mixed hardening material model � Elasto-plastic model

1 Introduction

Single Point Incremental Forming (SPIF) is an emerging manufacturing process, which
is identified as a potential and economically viable process for sheet metal prototypes
and small batch production. This process has attracted an increasing interest in the field
of sheet metal forming in the past decades due to its unique advantages, including
process flexibility, reduced tooling costs and increased material formability (Lu et al.
2015). During the SPIF process, a flat sheet is incrementally deformed into a desired
shape by the action of a tool that follows a defined tool path conforming to the final part
geometry (Behera et al. 2017).

Several researchers have an increasing attention on finite element methods which
are widely used to develop the manufacturing process and to investigate the effects of
process parameters, taking into account of different material behaviors proposed for
assessing the formability.
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Han et al. (2013) controlled the springback to design an accurate tool path for ISF
using a three-dimensional elasto-plastic finite element model based on the particle
swarm optimization neural network which has illustrated a good result in the prediction
of springback.

Malhotra et al. (2010) have proposed several material behaviors and element for-
mulations to simulate the SPIF process. It was demonstrated that the material model
represents a vital part of sheet metal forming simulations, which are captured varied
phenomena occurring during plastic deformation, like anisotropic yielding, nonlinear
isotropic hardening and kinematic hardening.

Robert et al. (2012) have investigated a new algorithm based on incremental
deformation to simulate elasto-plastic material behavior with anisotropic plasticity
criteria, in order to analyze the stress state and thickness distribution of sheet metal
studied without taking into account the kinematic hardening in the material behavior.

Ben Said et al. (2016) developed an elasto-plastic constitutive model without
kinematic hardening to optimize the SPIF process and to see which tool path strategy
makes this process more effective. This formulation, based on the associated flow rule,
was coupled with isotropic ductile damage and kinematic hardening to predict the
ductile damage in SPIF process presented in Ben Said et al. (2017).

In this paper, finite element model is developed to describe the behavior of blank
sheet during single point incremental forming (SPIF) process by taking into account the
prediction of both anisotropy and mixed isotropic/kinematic hardening behaviors based
on non-associated flow rule and on Hill yield criterion.

2 Elasto-Plastic Constitutive Equations Based
on Non-associated Flow Rule

The objective of this section is to present an elasto-plastic model to describe the
behavior of the blank sheet during the incremental sheet metal forming process. The
non-associated model improves the prediction of both anisotropy yielding and non-
linear mixed isotropic/kinematic hardening, even though rather simple quadratic con-
stitutive equations were used.

– Decomposition of the total strain

e ¼ ee þ ep ð1Þ

– Hook’s law

r ¼ D : ee ð2Þ

– Back-stress tensor

Xk ¼ ak ak ð3Þ
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– Yield function

f ¼ uf rð Þ � rP � 0 ð4Þ

uf rð Þ ¼ rk kP¼
ffiffiffiffiffiffiffiffiffiffiffiffi

rt P r
p

ð5Þ

rP ¼ rY þR rð Þ ;R rð Þ ¼ Q 1� e�br
� � ð6Þ

– Plastic potential function

F ¼ uF rð Þ � rP þ 1
2

X

M

k¼1

bk
ak

Xk :Xk ð7Þ

uF rð Þ ¼ rk kQ¼
ffiffiffiffiffiffiffiffiffiffiffiffi

rt Q r
p

ð8Þ

– Flow rule

_ep ¼ _c
@F
@r

¼ _cn; n ¼ 1
uF

Qr ð9Þ

– Kinematic hardening

_Xk ¼ ak _e
p � bk _cXk ð10Þ

– Isotropic hardening

_r ¼ _c ð11Þ

where ee and ep are the elastic and plastic strain tensor respectively, r is the stress
tensor, D is the elastic stiffness tensor, ak and Xk are the kinematic hardening variables,
rY is the initial yield stress, r and R are the isotropic hardening variables, ak, bk , b and
Q are material parameters, _c is the plastic multiplier and finally, P is a fourth-order
tensor presenting the initial plastic anisotropy of the yield function and Q is the fourth-
order tensor representing the initial anisotropy of the plastic potential function

P ¼ P F;G;H;N;M; Lð Þ ¼

HþG �H �G 0 0 0
HþF �F 0 0 0

FþG 0 0 0
2N 0 0

Sym 2M 0
2L

2

6

6

6

6

6

6

4

3

7

7

7

7

7

7

5

ð12Þ

Q ¼ Q F
0
;G

0
;H

0
;N

0
;M

0
; L

0
� �

ð13Þ
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The parameters F; G; H; N; M; L;F
0
;G

0
;H

0
;N

0
;M

0
and L

0
are the anisotropy of the

material and can be obtained by tests of the material in different orientations. r0; r45 and
r90. The details of the formulation and numerical implementation of the present model
can be found in Bouhamed et al. (2019).

3 Numerical Results

A numerical results set of single point incremental forming (SPIF) process are pre-
sented to show the applicability and versatility of the proposed non-associated model.
The presented FE model was implemented in a user-defined subroutine (VUMAT) for
ABAQUS/Explicit to conduct the simulation of ISF process of the cone. The material
considered in this study was AA6022-T43 aluminum alloy sheet having a thickness of
1mm. Its mechanical properties are listed in Table 1. The punch tool has a diameter of
10mm and considered as discretized rigid body. The blank sheet is meshed using S3R
shell element with five integration points through the thickness. The friction coefficient
between the blank and the punch is 0.1 to describe the contact condition (Ben Ayed
et al. 2014). The forming strategy during the simulation is depicted in Fig. 1.

Numerical results presented in this section are carried out using FE simulations of
SPIF process based on the proposed non-associated model incorporated by utilizing
yield function and plastic potential as separated functions.

Fig. 1. Tool path.
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Fig. 2. Thickness strain along the transverse direction.

Fig. 3. Thickness distribution.
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The evolution of the thickness strain along the transverse direction is illustrated in
Fig. 2. From Figs. 2 and 3, it is noted that the thickness on the upper and the lower
surfaces of the manufactured part are not influenced, however, the maximum of
thinning is located mainly in the vicinity of punch path.

According to the distribution of the Von Mises stress, Fig. 4 illustrate that the major
Von Mises stress located principally along the punch path and minor deformations are
located on the borders near to the clamped shape.

Fig. 4. Von Mises stress distribution.

Table 1. Material properties of AA6022-T43 (Brem et al. 2005, Wali et al. 2016)

Young modulus (GPa) 70
Poisson’s ratio 0.33
Anisotropic coefficients Yield function coefficients F G H N

0.632 0.496 0.504 1.585
Potential function coefficients Fʹ Gʹ Hʹ Nʹ

0.697 0.493 0.507 1.228
Isotropic hardening (MPa) rY þR rð Þ ¼ 136þ 110 1� e�7:5r

� �

Kinematic hardening a ¼ 1400MPa; b ¼ 20
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4 Conclusion

In this research work, a non-associated flow rule, combined with a mixed non-linear
isotropic/kinematic hardening, is implemented on user-defined material subroutine
(VUMAT) to simulate an example of single point incremental sheet metal forming. The
numerical results illustrate that the major deformations have been located along the
contour of the cone. This work mainly emphasizes the advantages of the presented non-
associated model to predict more aspects of anisotropy in sheet metal forming.
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Abstract. We analyze the dispersion of elastic waves in periodic beam net-
works based on second order gradient models obtained by the homogenization
of the initially discrete network, relying on the discrete asymptotic method
extended up to the second gradient of the displacement. The lattice beams have a
viscoelastic behavior described by Kelvin-Voigt model and the homogenized
second gradient viscoelasticity model reflects both the initial lattice topology,
anisotropy and microstructural features in terms of its geometrical and
micromechanical parameters. The continuum models enriched with the higher-
order gradients of the displacement and velocity introduce characteristic lengths
parameters which account for microstructural effects at the mesoscopic level.
A study of the dispersion relations and damping ratio evolutions for the lon-
gitudinal and shear waves has been done for the reentrant lattice. An important
increase of the natural frequency due to second order effects is observed.

Keywords: Second-gradient models � Homogenization � Dispersive waves �
Periodic lattices

1 Introduction

New classes of cellular solids and lattice materials have over the last decade found a
wide range of engineering applications, such as light-weight structures, vibration
control devices, systems for energy absorption, relying on the fact that such lattice-like
materials enhance the static and dynamic responses in comparison to their solid
counterpart. This improvement of the properties depends on the bulk material of the
lattice, its relative density, and the internal geometrical structure. Periodic lattices can
be considered as prototype models of many systems whose description can be sim-
plified as assemblies of beam elements rigidly connected or joined by hinges. The
dynamic behavior of such periodic network has raised the interest of many researchers,
especially due to the use of non-destructive techniques for accessing mechanical
properties of the investigated material. Due to the prohibitive cost of computing the
dynamical response of periodic networks including many elements, it proves more
economical to represent the network materials on the macroscale as an equivalent
homogeneous material obtained from the homogenization over a suitable unit cell
consisting of a rigid joint network of beams.
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The homogenized moduli contain information about the microstructure, although in
an average sense. Homogenized models based on classical Cauchy-type elasticity
theory are however not able to provide realistic predictions of many effects arising from
small scale, amongst of them wave dispersion. Classical theories based upon the sole
first order displacement gradient lack indeed internal length parameters, characteristic
of the underlying microstructure. This explains the success of gradient-enriched the-
ories in capturing microstructural effect on the macroscopic behavior of materials, by
including high-order gradients associated to internal lengths representative of the
microstructure.

Generalized continuum theories have been shown to offer an attractive alternative
for capturing dynamic behaviors overlooked by classical elasticity, especially disper-
sion relations, (see Lombardo and Askes 2011) and references therein. Applications of
gradient elasticity in dynamics have fostered extensive research (Ostoja-Starzewki
2002; Andrianov et al. 2010; Askes and Aifantis 2011).

Although a wide body of research has been devoted to gradient-enriched theories
for both elasticity and phenomena described by internal variables, gradient visco-
elasticity theories have deserved much less interest in the literature.

The outline of the present work is as follows: the homogenized viscoelastic
behavior of repetitive planar lattices consisting of viscoelastic Kelvin-Voigt type beams
is determined in Sect. 2, based on an equivalence between the writing of the principle
of virtual work for the lattice and the posited second-gradient continuum. The con-
stitutive relation for general repetitive lattices exhibiting arbitrary anisotropy is also
expanded in matrix format in Sect. 2, based on the introduction of stress and hyper-
stress vectors reflecting the lattice topology and microstructural parameters. The
effective constitutive laws are next introduced into the dynamical planar equilibrium
equations (Sect. 3). The dispersion relations and damping ratio evolutions versus the
wave number are evaluated for the re-entrant lattice in Sect. 4, and the phase velocity
for both longitudinal and shear waves in Sect. 5. We conclude in Sect. 5 by a summary
of the main results.

2 Homogenized Viscoelastic Second Gradient Behavior
of Periodic Beam Lattice

2.1 Discrete Homogenization Method

The discrete homogenization method used for the prediction of the effective mechanical
properties of reentrant lattice requires the development of all geometrical variables and
kinematic variables as Taylor series expansions versus a small parameter defined as the
ratio of unit cell size to a macroscopic length characteristic of the entire lattice. These
expansions are thereafter inserted into the equilibrium equation of forces and moments
(exerted on the 2D Bernoulli beam extremities) written at the nodes and expressed in
weak form. After resolution of the unknown displacements in the localization problem
posed over the identified reference unit cell, the stress and hyperstress tensors are
constructed versus their conjugated kinematic variables, respectively the first and
second deformation gradients, thereby defining the homogenized constitutive law; this
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allows identifying the effective moduli for the equivalent continuum. We refer the
reader to (Reda et al. 2016) for more details related to the different steps of the method.

The constitutive law for a homogeneous anisotropic viscoelastic second order grade
continuum, written in index format:

rf g ¼ Ae½ � �f gþ Be½ � jf g|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
elastic part

þ Av½ � _�f gþ Bv½ � _jf g|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
viscous part

Sf g ¼ Be½ � �f gþ De½ � jf g|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
elastic part

þ Bv½ � _�f gþ Dv½ � _jf g|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
viscous part

ð1Þ

With rij; Sijk; �pq; jpqr; _�pq; _jpqr successively the stress and hyperstress tensors, and
their conjugated kinematic quantities, namely the first and second deformation gradi-
ents and their time derivatives, the first and second deformation velocity gradients.

The constitutive tensors Ae
ijpq;D

e
ijkpqr;B

e
pqrij;A

v
ijpq;D

v
ijkpqr;B

v
pqrij therein are respec-

tively the first and second order elasticity and viscosity coefficients, the coupling
moduli, which all depend on the specific considered lattices.

We represent in Fig. 1, the selected lattice in this study.

For centro-symmetrical lattices the pseudo-tensors Be½ � and Bv½ � vanishes. This
leads to

rf g ¼ Ae½ � �f g|fflfflffl{zfflfflffl}
elastic part

þ Av½ � _�f g|fflfflffl{zfflfflffl}
viscous part

Sf g ¼ De½ � jf g|fflfflfflffl{zfflfflfflffl}
elastic part

þ Dv½ � _jf g|fflfflfflffl{zfflfflfflffl}
viscous part

ð2Þ

Fig. 1. Representative unit cell of the investigated lattices
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3 Dynamical Equilibrium and Characteristic Equation

For any homogenized 2D viscoelastic lattice, the equations of motion for a second
gradient medium, write in components form as the two following differential equations
along the x and y directions of a Cartesian coordinates system,

@r11
x1

þ @r12
x2

� �
� @2S111

x1x1
� @2S112

x1x2

� @2S121
x2x1

� @2S122
x2x2

0
@

1
A ¼ q�€u ð3Þ

@r21
x1

þ @r22
x2

� �
� @2S211

x1x1
� @2S212

x1x2

� @2S221
x2x1

� @2S222
x2x2

0
@

1
A ¼ q�€v ð4Þ

Here, €u and €v are the horizontal and vertical components of the acceleration vector.
The effective density therein is given in general by q� ¼ M1

Acell
, with M1 the mass of the

set of lattice beams, Acell being the area of the periodic cell.
For a harmonic wave propagating the generalized displacement field with com-

ponents U; V at a point r is assumed in the following form:

U ¼ bU e k t� i k � rð Þ; ð5Þ

V ¼ bV e k t� i k � rð Þ ð6Þ

where bU ; bV is the wave amplitude, k ¼ k1; k2ð Þ the wave vector, and k a complex
frequency function. In the limiting case of no damping, it holds k = ±ix, and the usual
form of the plane wave is recovered. Substituting Eqs. (5) and (6) in the equation of
motion (3) and (4) delivers the following algebraic equation

½Dðk1; k2; kÞ� bUbV
� �

¼ 0 ð7Þ

The wave vector k is a complex number: its real part represents the attenuation in
the x-y plane, and its imaginary part is the phase constants.

For a plane wave without attenuation in the x-y plane, the propagation constants
along the x and y directions are k1 ¼ ie1 ¼ kj jcosðhÞ and k2 ¼ ie2 ¼ kj j sinðhÞ.

Any triad k1; k2; k obtained by solving the eigenvalues problem in (7) represents
plane waves propagating at the frequency k:

The eigenvalue problem for Eq. (7) yields a characteristic equation developed as:

k4 þ a k3 þ b k2 þ c k þ d ¼ 0 ð8Þ
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The roots of Eq. (8) may be expressed in the following form:

ksðkÞ ¼ �fsðkÞ � xnsðkÞ � i � xnsðkÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� f2s

q
ð9Þ

in which s represents the branch type, namely L standing for the longitudinal waves
and S for the shear waves. Two pairs of complex conjugates solutions are obtained,
corresponding respectively to longitudinal and shear waves.

In Eq. (9), one identifies the natural frequency xns kð Þ, the damped frequency
xds kð Þ and the damping factor fs, viz the following quantities

xns kð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
real ksð Þ2 þ imag ksð Þ2;

q

xds kð Þ ¼ xns kð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� f2s

q
; fs ¼ real ksð Þ

xns

Relying on these expressions, we can plot the dispersion curve for the dissipated
frequency and the damping ratio versus the wave vector k.

4 Dispersion Relations and Damping Ratio Evolutions

In Fig. 2, we plot the damping ratio f versus the wave number for different viscosity
coefficients µe. In the following µe is given in MPa � sec, wd and wn in rad/sec.

The geometrical and mechanical parameters of the four unit cells are given in
Table 1.

Figure 3 shows the frequency band structure with damping (µe = 80) and without
damping (µe = 0).

Table 1. Geometrical and mechanical parameters of the unit cell

Geometrical parameters Mechanical properties

L ¼ 10mm Es ¼ 1400MPa
t ¼ 1mm m ¼ 0:3
h ¼ 30� q ¼ 1000 kg/m3
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Results show shifts in the frequency band diagrams (the damping frequency
decreases) due to the presence of damping; these shifts are more important with an
increase of the viscosity coefficient for the longitudinal and shear modes. This behavior
has also an impact on the damping ratio diagrams: when the viscosity coefficient
increases, the damping ratio increases proportionally. These results are in very good
agreement with those found in (Hussein and Frazier 2013; Phani and Hussein 2013).

Fig. 2. Damping ratio for two values of the damping coefficient le ¼ 10 and le ¼ 80 for
h ¼ p=6
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5 Conclusion

This work provides an analysis of the dispersion of elastic waves in periodic beam
networks based on second order gradient models obtained by the homogenization of
the initially discrete network obtained by the discrete asymptotic method extended up
to the second gradient. The lattice beams have a viscoelastic behavior described by
Kelvin-Voigt model and the homogenized second gradient viscoelasticity continuum
model which has first and second order elasticity coefficients reflecting both the initial
lattice topology, anisotropy and microstructural features in terms of geometrical and
micromechanical parameters. The dynamical equations of motion for the equivalent

Fig. 3. Dispersion relation for low and high damping situations with a direction of propagation
h ¼ p=6
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second order continuum have been written to analyze the wave propagation charac-
teristics of the reentrant lattice. A comparative study of the dispersion relations and
damping ratio evolutions for the longitudinal and shear waves has been done. The
developed homogenization method is valid in the range of low frequencies.
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Abstract. This paper is concerned with a piezoelectric shell element to analyze
smart structures. The finite element formulation is based on discrete double
directors shell elements. The implementation is applicable to the analysis of
laminated shells with integrated piezoelectric layers. The third-order shear
deformation theory is used in the present method to remove the shear correction
factor and improve the accuracy of transverse shear stresses. The element has
four nodes with eight nodal degrees of freedoms: three displacements, four
rotations and one electric potential, which is assumed to be a linear function
through the thickness of each active sub-layer. The piezoelastic behavior of
smart composite plate is examined. The obtained results are compared to
existing solutions available in literature. An excellent agreement among the
results confirms the high accuracy of the current piezoelastic model.

Keywords: Piezoelastic behavior � Double directors’ shell element �
Sensors/actuators � Piezoelectric material

1 Introduction

Smart structures are considered as new design philosophy and engineering approach
that integrates the actions of distributed actuators and sensors into the structural system
(Marinković et al. 2006; Rama et al. 2018; Jrad et al. 2018; Mallek et al. 2019a, b). In
recent years, the study of these structures has attracted many researchers because of
their potential for use in advanced aerospace as well as hydro space, nuclear and
automotive structural applications due to their excellent electromechanical properties,
easy fabrication, design flexibility, and efficiency to convert electrical energy into
mechanical energy (Foda et al. 2010; Chesne and Pezerat 2011; Zhang et al. 2011;
Rama 2017; Gabbert 2002). In fact, their intrinsic electromechanical coupling effect
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produces mechanical deformations under the application of electrical loads (i.e. the
direct effect) and electrical fields under the application of mechanical loads (i.e. the
converse effect).

Modeling a linear analysis of intelligent structures using First order Shear Defor-
mation Theory (FSDT) is widespread in the literature. Neto et al. (2012) proposed a
3-node finite shell element to predict piezoelastic static and dynamic response of smart
laminated structures. Recently, another 3-node shell element is developed by
Marinković and Rama (2017) in order to predict the static and dynamic response of
piezoelectric laminated composite shells. The enhancements in the form of strains
smoothing technique and discrete shear gaps were applied in this element formulation.
Lammering and Yang (2009) also presented a 4-node degenerate shell elements based
on the FSDT. This element is implemented according to the two-field formulation with
linearly distributed electric potential.

Nevertheless, FSDT theory does not allow a good analysis through the thickness
because it considers constant transverse shear strains across the thickness. This theory
requires the introduction of transverse shear correction factors which can be restrictive
and may cause inaccuracies. This limitation can be overcome using High order Shear
Deformation Theory HSDT (Valvano and Carrera 2017) or modified FSDT theory
(Mellouli et al. 2019a; Trabelsi et al. 2018). Higher-order theories take into account the
variations of in-plane displacements, transverse shear deformation and transverse
normal strain depending in thick structures, through the thickness, without the need for
any shear correction coefficients. Investigations using the HSDT model have proved
their excellent performance in several studies including the modeling of thick piezo-
laminated structures and sandwich structures (Sudhakar and Kamal 2003; Correia et al.
2002; Wu et al. 2002).

Some investigations concerning the linear and nonlinear analysis of shell structures
in areas like static, free vibration, and forced vibration of FGM and FG-CNT structures,
using discrete double directors shell elements, have been reported in the literature
(Mallek et al. 2018; Zghal et al. 2017; Frikha et al. 2016; Wali et al. 2015; Mellouli
et al. 2019b). Inspired from these investigations, the piezoelastic response of laminated
structures with integrated smart layers is elaborated in this paper, using 3D- piezo-
electric shell model based on a discrete double directors shell elements.

2 Theoretical Formulations

The piezoelectric double directors finite shell element is developed in this section,
based on the kinematics of high order shear deformation theory. The initial C0 and the
deformed Ct configurations of the shell is assumed to be smooth, continuous and
differentiable. Variables associated to C0 (respectively Ct) are denoted by upper-case
letters (respectively lower-case letters). Vectors and tensors are expressed using bold
letters.
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2.1 Kinematic Assumptions

Considering the hypothesis of a double director shell model, the position vector of any
material point (q) in the deformed configuration Ct defined in terms of curvilinear
coordinates n ¼ n; g; 1 ¼ zð Þ is given as:

xq n; g; zð Þ ¼ xp n; gð Þþ f1 zð Þd1 n; gð Þþ f2 zð Þd2 n; gð Þ; z 2 �h=2 ; h=2½ � ð1Þ

where p represents the material point located on the midsurface surface of the shell, d1
and d2 are the unit shell director vectors and h is the thickness.

The general functions f1 zð Þ and f2 zð Þ which reflects a double director’s theory can
be expressed in function of the thickness variable as follows:

f1 zð Þ ¼ z� 4z3=3h2 ; f2 zð Þ ¼ 4z3=3h2 ð2Þ

The vectors of membrane, bending and shear strains are given by:

e ¼
e11
e22
2e12

8<
:

9=
;; vk ¼

vk11
vk22
2 vk12

8<
:

9=
; ; ck ¼ ck1

ck2

� �
; k ¼ 1; 2 ð3Þ

These virtual components are computed in the initial configuration C0 as:

deab ¼ 1=2 Aa:dx;b þAb:dx;a
� �

dck ¼ Aa:ddk þ dx;a:dk; a; b ¼ 1; 2; k ¼ 1; 2
dvkab ¼ 1=2 Aa:ddk;b þAb:ddk;a þ dx;a:dk;b þ dx;b:dk;a

� �
8<
: ð4Þ

The electrical field E is evaluated based on the gradient of the electric potential u.
Its expression is given by:

E = � u;a; a ¼ 1::3 ð5Þ

2.2 Weak Form and Finite Element Approximation

In order to obtain the numerical solution using the finite element method, the weak
form of equilibrium equations is formulated as:

G ¼
Z
A

N:de þ
X2
k¼1

Mk:dv
k

� � þT1:dc
1 þ eq:dE

 !
dA � Gext ¼ 0 ð6Þ

where N, Mk and T1 represent the membrane, bending and shear stresses resultants
respectively. eq is the electric displacement and Gext is the external virtual work. These
vectors can be written in the form:
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N ¼
Z h=2

�h=2

r11
r22
r12

2
4

3
5dz; Mk ¼

Z h=2

�h=2
fk zð Þ

r11
r22
r12

2
4

3
5dz

T1 ¼
Z h=2

�h=2
f
0
1 zð Þ r13

r23

� �
dz; eq ¼

Z h=2

�h=2
q dz ; k ¼ 1; 2 ð7Þ

The generalized resultant of stress and strain vectors are expressed as

R ¼ N M1 M2 T1 eq½ �T14�1; R ¼ e v1 v2 c1 �E
� 	T

14�1 ð8Þ

The linear constitutive equations of piezoelasticity expressing the coupling between
the elastic and electric fields relevant to present problem can be defined as:

r ¼ C e� pT E
q ¼ p eþ k E

�
ð9Þ

Using Eqs. (6) and (9), the stress resultant R is related to the strain field.

R ¼ HTR; HT ¼

H11 H12 H13 0 H15

H22 H23 0 H25

H33 0 H35

H44 H45

Sym H55

2
66664

3
77775 ð10Þ

with HT is the linear coupling elastic and electric matrix expressed as:

H11;H12;H13;H22;H23;H33ð Þ ¼ R h=2�h=2 1; f1; f2; f 21 ; f1f2; f
2
2

� �
Cdz

H44 ¼
R h=2
�h=2 f

0
1

� �2
Cs dz

H15;H25;H35ð Þ ¼ R h=2�h=2 1; f1; f2ð Þ pT1 dz
H45 ¼

R h=2
�h=2 f

0
1 p

T
2dz

H55 ¼
R h=2
�h=2 k dz

8>>>>>>>><
>>>>>>>>:

ð11Þ

where C and Cs are in plane and out-of-plane linear elastic sub-matrices. pT1 , p
T
2 and k

represent the in plane and out-of-plane piezoelectric coupling sub-matrices and
dielectric permittivity matrix, respectively.

In the finite element approximation, the geometry, the displacements and the
electric potential are approximated by means of the isoparametric concept. The double
director vectors dd1 and dd2 are approximated with the same functions as in (Mallek
et al. 2018). Therefore, the discrete form of Eq. (7) leads to the discretized static linear
piezoelastic equilibrium equation for the structure.
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3 Numerical Results

In this section, the static behavior of adaptive composite with surface bonded
actuators/sensor is performed to demonstrate the accuracy and the performance of the
proposed piezoelectric shell element. A simply supported cross-ply square made of
S-glass/Epoxy, with the internal sequence of layers [45°/−45°/45°], acts as actuators
and sensors. Two piezoelectric layers, made of PXE-52, bonded to the top and bottom
surfaces. The side dimension is a = 0.1m, the thickness of each S-glass/Epoxy layer is
0.0004 m and of active layer is 0.0002 m. The material properties of S-glass/Epoxy
used for the calculation are Y1 = 55GPa, Y2 = 16GPa, G12 = 7.6 GPa, m12 = 0.28.
The material and piezoelectric properties of PXE-52 are: Y1 = Y2 = 62.5GPa,
G12 = 24GPa, m12 = 0.3, e11 = e22 ¼ �280:10�12 m/V and p33 ¼ �3:45�8 F/m. An
8 � 8 finite element mesh is applied.

Case 1: Sensing:
The plate is studied as a sensor case (see Fig. 1). Deformation caused by external

mechanical loads results in electric charges due to the direct piezoelectric effect.
A uniformly distributed load Lmech = lpo (µ represents the load level) is initially
subjected to the plate, which leads to a linear distribution of the bending moment along
the length, where p0 = 10 kN/m2. The present predictions and solutions provided by
Moita et al. (2002) are shown in Table 1. The results are in good agreement with the
alternative solutions.

Fig. 1. Adaptive composite plate under mechanical load.
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Case 2: Actuation:
Starting from u0 ¼ �135:35V, an increase in the potential voltage up to u ¼

�454:05V is applied across the thickness, the induced internal stresses result in a
bending moment which causes deflection of the plate. The center deflection Wc of
simply supported composite plate is depicted in Fig. 2 for different load levels, defined
by l ¼ Lelectru0. The obtained results are in good agreement with the alternative linear
solution obtained by Moita et al. (2002), using Kirchhoff classical piezo-laminated
3-node plate/shell element.

Table 1. Central deflection Wc [mm] for different mechanical loads.

Load level µ Mechanical load Lmech = µ p0
(a) (b)

0.5 0.1085 0.1096
1.0 0.2170 0.2193
1.5 0.3255 0.3290
2.0 0.4340 0.4386
2.5 0.5425 0.5483
3.0 0.6510 0.6580

(a) Moita et al. (2002); (b) Present Model

Fig. 2. Center deflection of the adaptive composite plate under different electric loads.
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4 Conclusion

This paper presents a developed finite element model based on a discrete double-
directors shell elements that can be gainfully used for modeling and simulation of the
behavior of smart structure with integrated sensors/actuators. The electric potential is
assumed to be a linear function through the thickness of each active sub-layer. The
static behavior is performed in terms of deflection with varying the load level. The
validation of the present model is based on comparing the obtained results to the
literature once for a simply supported laminated plate subjected to mechanical and
electric load. A good agreement is obtained between the present results and the ref-
erence results.
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Abstract. The aim of this work is to present a feed rate modeling in drilling
cycle taking into account the kinematic behavior of machine tool and an
experimental study is carried out to validate it. Based on this model, a cycle time
for the chip-breaking cycle and the deep hole cycle has been calculated. In
particular, a precise estimation of cutting time has been predicted. Then, the
effects of the value of the programmed feed rate and the incremental distance
size on the kinematic behavior of the tool has been investigated. Moreover, a
comparative study between this two-cycle type has been shown in term of
kinematic profile and quality of the drilled hole (diameter error and cylindricity).

Keywords: High speed drilling � Deep hole canned cycle �
Chip-breaking canned cycle � Feed rate modeling � Cycle time � Diameter error �
Cylindricity

1 Introduction

Drilling is the most current operation of machining in manufacturing industries.
In CNC machine, this operation is programmed using a single instruction called a
canned cycle. It is a convenient way of performing a series of operations. The most
frequently canned cycles used in drilling are the following: a spot drilling canned cycle
(G81), a peck drilling canned cycle (G83) used for deep hole drilling, and the chip-
breaking cycle (G73) used for drilling a material that has the tendency to produce a
stringy chip. Islam et al. (2016) have investigated the effects of these three canned
cycles and cutting parameters on the drilled hole quality. Xavier et al. (2016) have
studied the influence of drilling cycle on the roughness of the drilled holes. Aized and
Amjad (2013) have presented the influence of the incremental distance on the imposed
quality. This study has proved that the quality of hole increases by decreasing the value
of incremental distance.

The deep hole drilling is a delicate operation because the cutting is carried out at the
bottom of the hole and the chips are evacuated with difficulty. This phenomenon
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generates a decrease in the quality of the hole (Siddiquee et al. 2014). Generally, in this
case, the manufactures use a peck drilling cycle (G83). This cycle consists in retracting
the drill regularly to evacuate the chips. The movements of retraction tend to increase
the cycle time. Then, a precise estimate of the cutting time becomes necessary to
calculate the machining cost (Othmani et al. 2011).

In high speed machining, particularly in drilling, the machine does not always reach
the programmed feed rate. The actual feed rate calculation depends on kinematical
parameters of the machine and tool path geometry (Pessoles et al. 2010) and (Gassara
et al. 2013). This implies an underestimation of machine time.

In this paper, a feed rate modeling for the chip-breaking cycle (G73) and deep hole
cycle (G83) is presented. Based on this model, a drilling cycle time is calculated taking
into account the variation of the feed rate. A comparative study between these two
cycles is investigated based on kinematic behavior during the tool path and quality of
the drilled hole (diameter error and cylindricity).

2 Feed Rate Modelling

In this part, the feed rate evolution for tool path containing linear interpolation (G00 or
G01) is modeled by taking into account the specific parameters of different cycle type,
such as the chip-breaking cycle (G73) and deep hole cycle (G83) and kinematic
parameters of the machine.

2.1 Tool Path and Specific Parameters in Drilling Cycle

In deep hole drilling cycle (G83) the tool retracts all the way out of the hole with each
increment distance (Fig. 1), while, in chip breaking cycle (G73) the tool allows only
dwells at the bottom for each incremental distance (Fig. 1). The tool path and the
specific parameters in drilling with G83 cycle and G73 cycle are shown in Fig. 1. The
number n of the incremental distance is calculated as follows:

n ¼ Int Lu�P
Q

� �
þ 2 and Qf ¼ Lu � P� ðn� 2ÞQ if Lu�P

Q

� �
decimal

n ¼ Lu�P
Q

� �
þ 1 and Qf ¼ 0 if not

8<
:

9=
; ð1Þ

Where P is the size of the first incremental distance (mm), Q is the size of the
following incremental distance, and Qf is the last incremental distance (mm).

2.2 Feed Rate Modeling for Linear Interpolation

The feed rate modeling is developed considering the value of jerk as a constant. In this
case, the kinematic profile during linear interpolation is composed by seven phases
(Fig. 2), where the equations of feed rate and the periods (T1, T2, T3, T4, T5, T6, T7) of
each phase are determined based on the model developed by (Pessoles et al. 2010).

In drilling cycle, the blocks follow on from each other and the input and output feed
rates of the blocks are rarely null. Moreover, according to the length of the interpolation
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and the programmed feed rate, maximum acceleration or the programmed feed rate are
not always reached. Therefore, some of the seven phases do not exist.

3 Modeling of Drilling Cycle Time

The classification of the tool path leads to express the cycle time as a sum of three
parts:

tc ¼ tVF þ tVr þ tEF ð2Þ

t 0

-V m

V f0

    ( 2 ) ( 6 )

T 4
T 3 T 5

T 2 T 6T 1 T 7

( 3 )   ( 4 ) ( 1 )   ( 7 )   ( 5 )

V f
 (m

m
m

in
-1

)

Fig. 2. The kinematic profile for linear interpolation.
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Fig. 1. The drilling cycle (deep hole cycle (G83) and chip-breaking cycle (G73)).
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Where tVF and tVr are respectively the total time of drill movement with pro-
grammed and rapid feed rate (min). tEF is the total temporization time which depend of
the fixed temporization EF (min) after each incremental distance (Q).

3.1 Cycle Time tc

The cycle drilling time tc is calculated according to the feed rate modeling of each
interpolation ‘i’ during the tool path, it is expressed as follows:

tc ¼
Xm
i¼1

X7
k¼1

Tki þ n� 1ð ÞEF ð3Þ

Where m is the number of the interpolation, it is expressed as follows:

m ¼ 3n in deep hole cycle ðG83)
m ¼ nþ 2 in chip-breaking cycle ðG73) ð4Þ

3.2 Cutting Time tu

The cutting time tu, during which the tool is in contact with the work piece, is expressed
as follows:

tu ¼
Xnþ 1

i¼2

X7
k¼1

Tki � tap � td ðIn chip-breaking cycle G73) ð5Þ

Where tap and td are the time of movement at work feed rate associated respectively
to the approach distance (e) and overtaking distance (d) (Fig. 1).

tu ¼
Xn�1

i¼0

X7
k¼1

Tkð2þ 3iÞ � tap � td ðIn deep hole cycle G83) ð6Þ

Where tap and td are the time of movement at work feed rate associated respectively
to the approach distance (e and r) and overtaking distance (d) (Fig. 1).

4 Results and Discussions

4.1 Experimental Work

The study of the quality of drilled hole was performed on drilling of AISI 4140 alloy
steel with a carbide drill (Guhring). A blind holes Ø16 � 56 mm were drilled with a
pre-drill diameter of 10 mm. Holes were drilled on a high-speed machine Huron Kx10.
The precision measurement data for circularity and diameter error were obtained by a
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ASLI SOV-3020 3D Vision Measurement System. Eight points were probed to
determine the diameter in four sections at 2 mm height increments.

4.2 Drilling Cycle Time

The Figs. 3 and 4 show the experimental and theoretical feed rate evolution respec-
tively for deep hole drilling cycle (G83) and chip-breaking drilling cycle (G73). They
present a good correlation between experimental and theoretical results. Based on these
results, it is noted that the feed rate does not always reach the maximum value during
drilling operation and this justifies the difference between the cycle time calculated by
CAM software (the trajectory length/programmed feed rate) and the estimated cycle
time by the developed model, as shown in Fig. 5. It is the same case of the cutting time
(Fig. 6). This difference depends on the programmed feed rate value (Fig. 7). For
example, the percentage of feed rate for a programmed feed rate VF = 798.9 mm/min is
equal to 95.63% in G83 drilling cycle and 89.88% in G73 drilling cycle, and for
VF = 3195.5 mm/min, it has decreased to 69.56% in G83 drilling cycle and 40.25% in
G73 drilling cycle. This difference depends also on the length of incremental distance,
where the percentage of feed rate decreases with the short incremental distance (Fig. 8).

It is noted that in each incremental distance the cutting movement in chip-breaking
canned cycle (G73) begins with the acceleration phase of the feed rate (Fig. 4), while in
deep hole canned cycle (G83) it begins with programmed feed rate value (Fig. 3).
Therefore, the cutting time tu in G83 is less than that in G73 cycle (Fig. 6).

As a result, it is interesting to note that the chip-breaking canned cycle (G73) leads
to the least cycle time but, the deep hole canned cycle (G83) may be satisfying more the
tool change time and cost of machining.
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Fig. 3. The variation of feed rate in deep hole canned cycle (G83) (D = 16 mm, Vc = 55.82
m/min, f = 0.118 mm/rev, pre-drill diameter = 10 mm).
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Fig. 4. The variation of feed rate in chip-breaking canned cycle (G73) (D = 16 mm,
Vc = 55.82 m/min, f = 0.118 mm/rev, pre-drill diameter = 10 mm).
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4.3 Drilling Quality

The Fig. 9 shows the effect of the canned cycle on the hole drilled quality, it
demonstrates that the chip-breaking canned cycle produced the best results in terms of
diameter error than the deep hole canned cycle along hole axis. In G73 cycle, the
maximum diameter error reached are 167.91 µm while in G83 cycle are 286.710 µm.

The determination of the cylindricity of drilled hole shows that the G73 drilling
cycle leads also to the best cylindricity than G83 drilling cycle, the values of cylin-
dricity calculated in G73 and G83 cycle are respectively 283.54 µm and 380.37 µm.
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5 Conclusion

This paper presents a cycle time modeling in the chip-breaking cycle and deep hole
cycle based on the feed rate modeling and taking into account the kinematic behavior
of the machine tool. This model provides a precise estimation of cycle drilling time and
cutting time.

The percentage of programmed feed rate in chip-breaking cycle is less than in deep
hole cycle. It is evident that the percentage decreases in the short incremental distance
size and according to an increase in the programmed feed rate.

The deep hole cycle leads to the minimum cycle time, contrariwise, it has the high
cutting time comparing with the chip-breaking cycle, therefore at this stage, we can’t
distinguish whether the type cycle drilling that leads to the minimum machining time or
cost.

The study of the effects of canned cycles on the drilled hole quality demonstrates
that the chip-breaking canned cycle (G73) produces a smaller diameter error and
cylindricity than the deep hole canned cycle (G83).
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Abstract. A Double Multiple Stream Tube (DMST) model has been carried out
in order to investigate the effect of the leading-trailing blade edge curvature on
the performance of a small H-Darrieus rotor vertical axis wind turbine (VAWT).
Four shaped blades (linear, concave, convex and semi-convex) with cambered
airfoils profile (NACA4312) are considered in this study. The reliability of the
DMST model has been demonstrated through good agreement between the
calculated and measured efficiency of an H-Darrieus. The VAWT performance
is primarily investigated according to tip speed ratios, aspect ratio and solidities.
The numerical results showed that leading-trailing edge (LTE) curvature has
substantially enhanced the turbine’s efficiency at large range of TSR. As com-
pared to straight LTE, up to 31.58% of the performance increases in concave
blade shape with 61.85% of mass reduction, up to 23.16% of improvement is
found in semi-concave blade shape with a mass reduction of 23.16% and up to
15.8% of efficiency improvement with a mass reduction of 7.45%.

Keywords: H-Darrieus rotor � DMST � Blade pitch angle � Power coefficient �
Convex � Concave � Shaped blade

1 State-of-the-Art of Wind Turbine Rotor Design

When it comes to wind energy prediction, various simulation tools have been devel-
oped to predict the performance of wind turbine rotor (Ghasemian et al. 2017; Simão
and Madsen 2014). They can be ranged from very simple analytical models like the
Blade Element Momentum (BEM) model, which are still used in the early stages of
wind turbine design process. In addition, they require low computational cost. Which
can be integrated in iterative rotor design process (Lekou 2013). However, the methods
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which are considered very advanced models, are three-dimensional Computational
Fluid Dynamics (3D-CFD), which give us deep insight in aerodynamics behaviors
during the design process. Furthermore, they require high computational cost (Cao and
Zhu 2018). It should be stated here, despite the fast progress of computer power, 3D-
CFD is still time-consuming; these methods are more suitable to be used in the eval-
uating stage of the rotor design rather than in the iterative design process. That is why
the use of based BEM method tools developed to predict rotor aerodynamics perfor-
mance comes in handy.

2 QBlade Simulation Tool

QBlade is as an open source framework, is being developed since 2010 at the chair of
fluid mechanics of the TU Berlin (Marten and Wendler 2013). QBlade is used to design
and predict either Horizontal axis wind turbines (HAWTs) or Vertical Axis Wind
Turbines’ (VAWTs) efficiency. Indeed, QBlade is both based on the BEM method for
the prediction of HAWTs and a Double Multiple Stream tubes (DMS) model for the
prediction of VAWTs’ performance (Paraschivoiu 1988; Beri and Yao 2011). QBlade
embedded the XFOIL code based on the viscous-inviscid coupled panel method to
evaluate the airfoil lift and drag coefficients polar which can also be extrapolated
beyond the static stall point along 360° range of angles of attack (Marten et al. 2015).

3 DMST Model Validation

To validate the DMST model used in this study, a comparison of computational results
with those of wind tunnel experiment (Danao et al. 2013) is performed with various
TSR s. The VAWT baseline was a 3–bladed Darrieus rotor with NACA0022 airfoils.
The blade chord c was 0.04 m with a rotor radius R set to 0.35 m. The chord-based
Reynolds number is about 19,169. As we can see from Fig. 2, a comparison between
DMST model and the two 2D-CFD model and experiment results, respectively. Its
clear that the DMST model is able to reproduce the aerodynamic behavior of the
Darrieus rotor. Indeed, the variation of the (power, TSR) curves of both DMST and
experiment results are broadly the same. Nevertheless, the power is overpredicted by
both DMST model and 2D-CFD model which is basically due to the tip vortex
shedding, the wake-blades interaction and spanwise velocity which are not considered
in these models (Fig. 1).
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4 Results and Discussion

4.1 Effect of Pitch Angle

The performance of the VAWT at different pitch angles ranging from −3° to 3° is
carried out at different Tip Speed Ratio (TSR) from 1 to 5 and for three different aspect
ratios (AR1 = 0.5, AR2 = 0.75, AR3 = 1). The numerical results are illustrated at
Fig. 2a–c. From Fig. 2a, at low aspect ratio (AR1 = 0.5) the Darrieus rotor experiences
a negative power output whatever the pitch angle is for the entire range of TSRs. As
can be seen from Fig. 2b, c, for positive pitch angles ranging from 0° to 3°, the peak
power efficiency is expected at low tip speed ratio. However, for negative pitch angle
ranging from −3° to 0°, the peak power efficiency is expected at high tip speed ratio.
Furthermore, the negative pitch angles allowed a larger operating range for the turbine
than the positive pitch angle. Figure 2c, it is noted that the optimum TSR is shifted
toward high value since the pitch angle is growing.

Fig. 1. Comparison between DMST, 2D CFD and experimental results

Fig. 2. (Power vs TSR) curves for low solidity (r = 0.25) turbine with different pitch angle
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4.2 Effect of Aspect Ratio (AR)

For a fixed low solidity turbine of r = 0.25, three Darrieus rotor with different aspect
ratio are considered (AR1 = 0.5, AR2 = 0.75, AR3 = 1). Figure 5 depicts the fluctua-
tions of power performance against the tip speed ratio k which ranges from k = 1 to
k = 5. The horizontal axis represents the tip speed ratio k and the vertical axis rep-
resents the power performance. As shown in this figure, the peak of power coefficient
increases with the increase of the aspect ratio (H/R). When the ratio of the radius and
blade span length are H/R = 0.5, 0.75 and 1, the maximum power output are about
P = −20 W, 200 W and 500 W, respectively. We can notice that the optimum tip
speed ratio is expected to increase with the increase of the aspect ratio. It means that the
maximum power performance is higher at a larger value of H/R. this can be attributed
to the generated small blade tip vortex since the aspect ratio is increasing, so that the
power performance of the rotor blade is improved (Fig. 3).

4.3 Effect of Freestream Velocity

The power efficiency was evaluated for a range of freestream velocity from 2.5 m/s to
15 m/s at different tip speed ratio ranging from 0.5 to 4.5. These are depicted in Fig. 4.
The VAWT was a three straight cambered blade with a chord length of 0.1665 m and

Fig. 3. Effect of aspect ratio on low solidity turbine performance for pitch angle of b = −2o

Fig. 4. Effect of wind speed on VAWT’s performance
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rotor height of 1.75 m. As can be seen from this figure, the produced power amount is
closely related to freestream velocity. For a fixed low solidity solidity turbine
(r = 0.25), since the freestream is going to rise, the power peak will increases without
altering its optimum tip speed ratio. Figure 4 highlights that at low TSR < 1.15 the
freestream velocity changes have no effect on the turbine performance.

4.4 Effect of Solidity

Figure 5 shows that for two freestream velocity of 10 m/s and 15 m/s, the low solidity
turbine (r1 = 0.25) offers the largest range of operation and the best power perfor-
mance. The power peak is expected at high tip speed ratio (TSR � 3.4). As the turbine
solidity increases, the turbine experiences a much lower power performance compared
to the lower solidity turbines. the power peak occurs at a lower TSR. It can be seen
from these figures that there is a large lower range, in which the turbine solidity
variation has no significant effect on the generated turbine power.

4.5 Effect of Variable Chord Length

Four geometrical models (Fig. 7) were considered to investigate the effect of blade
shape on the Darrieus rotor turbine. All four turbines’ configurations share the same
low solidity of (r = 0.25) and the blade length of H = 2 m. the rotor blades are pitched
with a negative angle value b = −2°. The variation of chord length of each blade is
reported in Table 1. It should be mentioned here that the constant equation parameters
are chosen in order to compare them to the previous analysis configuration.

The DMST turbine performance results for the different configurations are depicted
in Fig. 6. First of all, it’s quite clearly that the turbine’ performance is closely related to
the shape of the blades. In addition, the above conclusion about the relation between
low solidity turbine and the high operating range of the rotor is still exists. It is clear
from this figure that the performance of the curvature shaped blade (concave or convex)
experiences a better performance than the straight blade. The peak power of the

Fig. 5. Effect of solidity on VAWT’s performance with different wind speed: (a) wind speed
10 m/s. (b) wind speed 15 m/s
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Table 1. Chord length equation

Configuration Chord equation Airfoil
profile

Height Radius Blades
number

Straight blade C zð Þ ¼ 0:1665 NACA4312 2 2 3
Concave
blade

C zð Þ ¼ 0:1z2 þ 0:067 NACA4312 2 2 3

Convex blade C zð Þ ¼ � 0:1z2 þ 0:1665 NACA4312 2 2 3

Semi concave
blade

C zð Þ ¼ 0:1
ffiffi

z
p þ 0:067 NACA4312 2 2 3

Fig. 6. Shaped blade rotor: (a) Straight shaped blade, (b) Semi-concave shaped blade,
(c) Concave shaped blade, (d) Convex shaped blade

Fig. 7. Effect of blade shape on low solidity turbine performance (r = 0.25)
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curvature shaped blade and the optimum tip speed ratio are much higher than those of
the straight blade. Furthermore, a comparison between convex and concave shaped
blade reveals that the later gives more power efficiency than the convex one at high tip
speed ratio. Additionally, it is clear that the convex shaped blade performs better than
the semi convex shaped blade.

The numerical results showed that leading-trailing edge (LTE) curvature has sub-
stantially enhanced the turbine’s efficiency at large range of TSR. As compared to
straight LTE, up to 31.58% of the performance increases in concave blade shape with
61.85% of mass reduction, up to 23.16% of improvement is found in semi-concave
blade shape with a mass reduction of 23.16% and up to 15.8% of efficiency
improvement is found in convex shaped blade with a mass reduction of 7.45%
(Table 2).

5 Conclusion

This work focuses on the curvature effect of leading-trailing edge (LTE) of straight
bladed H-Darrieus rotor turbine with regard to cambered blades profile. A preliminary
work has been conducted in order to choose the appropriates features of the VAWT
such as pitch angle, aspect ratio and turbine solidity. The DMST results show that the
LTE curvature has a double advantage on the VAWT. First, the blade curvature has a
significant effect on the turbine’s performance. Second, the blade curvature reduces the
blade mass and then the turbine’s cost.

6 Future Work

While we have proved the effect of Leading-Trailing Edge curvature on the efficiency
of the VAWT and on the blade mass reduction by handling a simple quadratic equa-
tion, it seems to be more appropriate to carry out an optimization scheme of LTE
curves function (chord length function) which maximizes the power output of the
VAWT.

Table 2. Results comparisons between rotor with curved LTE and straight blade

Blade shape Opt TSR Power out (W) Volume Mass gain Power gain

Straight 3,6 950 4579,672
Convex 3,77 1100 3017,444 7,45% 15.8%
Semi-concave 4,1 1170 1747,231 61,85% 23,16%
Concave 4,3 1250 1747,231 61,85% 31,58%
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Abstract. Single Point Incremental Forming (SPIF) is a process of progressive
deformation for sheet metal, which is obtained by plastic deformation of thin
sheets and low volume production applications. This paper focuses on the
development of interaction of features manufacturing using three-axis CNC
machine. The integration of the CAD/CAM system is a powerful, predictive and
accurate tool, providing for a reduction in high production costs. In this article, a
new support system has been developed for G-Code Generation that is not
commercialized in CAD/CAM software. It allows to calculate and display each
point of tool displacement according to the deformation time in order to manage
the CNC machine program.

Keywords: SPIF � API-CATIA � Automatic tool path � CAD/CAM system

1 Introduction

As far as the current development of thin sheet work is concerned, the metal defor-
mation process is widely used to produce complex system components used in auto-
motive and paramedical products. The new current processes are in continuous
competition with old global shaping processes such as stamping or deep drawing. In
this context, incremental forming techniques make it possible to deform the sheet by
means of a spherical head tool with numerically controlled machine tools from three to
five axes (Daleffe et al. 2013), (Fritzen et al. 2013). Indeed, SPIF is often used as a
negative incremental forming, which can produce a wide range of sheet metal parts
without the need for costly tools, as well as complicated die.

The integration of knowledge-based system, and the aid systems for CAD/CAM
software is used in several studies. The Application Programming Interface of CAD
programs are capable of optimizing certain parts of the work (Paniti et al. 2010). These
aid systems are not generally marketable and form a number of research topics. They
are particularly useful in situations where the amount of information available is
prohibitive for the intuition of an unaided human decision-maker and where accuracy
and optimization are important.

The literature offers several recent researches in the field of stamping and some
articles on the incremental forming. The work of Paniti et al. (2010), which presents a
CAD-based approach for a new sheet-forming technology that consists of a Dieless

© Springer Nature Switzerland AG 2019
A. Benamara et al. (Eds.): CoTuMe 2018, LNME, pp. 103–111, 2019.
https://doi.org/10.1007/978-3-030-19781-0_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-19781-0_13&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-19781-0_13&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-19781-0_13&amp;domain=pdf
https://doi.org/10.1007/978-3-030-19781-0_13


Incremental Sheet Forming (DSF). This is achieved by developing a program that
allows the creation of a 3D model using a CAD Application Programming Interface
(API) under CATIA and an offline slave tool path calculator based on the Output of a
commercial CAM program. The author will show how to apply parameterizations in
the same model using the CAD API to overcome the problems of a commercial post-
processor and how to calculate slave toolpaths for different formatting strategies (Tisza
2012) (Ambrogio et al. 2012).

Jie et al. (2004) used the normal vectors of triangle facets with slicing of a STL
model to make Z-level tool paths. Hu et al. (2012) developed an integrated CAD/CAM
system for incremental forming and 5-axis laser cutting based on machining features.
Tekkaya et al. (2007) developed a correction module based on a CATIA/Unigraphics
CAM module, determining an offset depending on the work-piece geometry, while
Skjoedt et al. (2007) created a program to convert profile-milling code into a helical
Tool Path.

This paper is a research conducted on improvement of the newly formed part
process using SPIF, with API Optimization developed under CAD-CAM software. The
main objective is to treat the automation of SPIF processes, by integrating a
CAD/CAM system. The system modeling is done using API-CATIA. The automation
of the SPIF process is determined taking into account the geometrical parameters of the
part, the machine parameter and the diameter of the tool, as well as the type of tool path
to be used. Five variables are used as SPIF parameters; tool diameter, incremental step
size, spindle speed, feed rate, and forming angle.

The contribution to the state-of-art will be given by the application of the new SPIF
CAD-features, which aims to improve the quality of the SPIF process.

2 SPIF Process

Generally, the production of parts by SPIF is led by a set of steps to follow. first, the
presentation of desired shape (CAD model). Based on a CAD model, the generation of
deformation process planning of the sheet is performed by a CAM system in order to
obtain the tool path on geometric surfaces. After toolpath correction, transfers the CN
code in the three-axis CNC machine for production of the desired part. In Fig. 1 we
present all methodology from CAD modeling to produce part with CNC machine.

CAD CAM Program edition Production

Fig. 1. SPIF methodology
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3 API-CATIA Implementation

The newly created model implements several tools making the analysis, the preparation
and the programming of the manufacture possible. These tools can be integrated within
a complete CAD/CAM system or in the form of independent modules specialized in
certain tasks, such as generation of manufacturing trajectories.

Decision support systems are powerful tools integrating scientific methods to
support complex and targeted decisions with techniques developed in the information
sciences in many fields (Haddad et al. 2015). Aid Systems offer a theoretically correct
and attractive way of managing uncertainty and preferences in decision problems. They
are based on carefully studied empirical principles underlying the discipline of decision
analysis and have been applied successfully in many practical systems. Besides, the
role of an aid system is to automate tool path strategy generation from robust models
and significantly reduce user interactions and tool path preparation time.

In the product development stages, generally direct or inverted engineering is used.
In our case, a model of the 3D solid is first conceived in a CAD platform (CATIA)
following geometric parameters (diameters, thickness, cones depth, radius), tool
parameters (type, diameter) parameters machine (speed rate, feed rate, vertical incre-
ment) and tool path type. The CAD model is based on design by Feature. Based on the
surface model, the tool path information is generated accordingly. The overall over-
view of the aid system is shown in a diagram representing the relationships between its
components, which are illustrated in Fig. 2.

Features
databaseCAD/CAM system

Dimension of part

Machines parameters

Tool Parameters

Tool path type

Calculation of part 
processing time

Generation CN-code

Fig. 2. The proposed CAD/CAM System architecture
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4 Development of the Proposed CAD System

The proposed CAD system is designed to improve SPIF processes by optimizing parts
preparation time and providing faster responses to changes in product design. The
system is structured in the form of two modules, namely:

– 3D design module is intended for the automatic modeling of the final part under
CATIA V5. The 3D part is visualized under the “Generative Sheet Metal Design”
workshop. this module is based in “Features approach”. Features approach has been
proposed to increase the capabilities of geometric modelers. It reduces the time
spent in the development of a product during the design and the manufacturing
phase. A feature is defined as a final part surface.

– Calculation module allows to manage all the calculations necessary to generate the
NC program and the manufacturing time.

Figure 3 shows flowchart for CAD system with axisymmetric part.
The tool is displaced in a progressive, point-to-point manner, which is generally

used during rapid approaches or in the case of axially working processes. The APT file
begins with the program title, the accuracy of the tool shape and diameter, the type of
trajectory used the tool rotation speed and the feed speed.

Point-to-point commands are used to position the tool at a given point without
worrying about the path taken. This is analogous to the G00 instruction in G code. The
command used in point-to-point mode is GOTO.

The developed CAD/CAM system uses an input interface for the overall presen-
tation of the deformed sheet metal geometries (Fig. 4). The shapes of the deformed
parts are in two types: parts with simple geometric shape and parts with complex
shapes composed by interacting features.

After choosing the desired shape, an interface developed to introduce the SPIF
parameters (Fig. 5). Each shape has a custom interface according to geometrical
characteristic of the part.

The calculation starts with the determination of passes number according to the
(Δz) and according to feature design already represented in the CAD module.

– This module makes it possible to calculate the time of formation according to the
evolution of the deformation of each point for toolpath.

– This module also allows defining the couple tool/part for each feature and
dimensions.

– The outputs of this module are the text file (.txt).

Figure 6 shows a portion of an CN program APT file that must be processed before
sending it to the Numeric Control machine.
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Fig. 3. Flowchart of System created for axisymmetric part
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Fig. 4. Choice of the part shape

Fig. 5. Geometrical parameters dialog box
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4.1 Case Study

The SPIF is a complex and nonlinear process due to the multiple variables govern-in
the process. SPIF is a process of progressive deformation of the sheet, which consists in
obtaining parts of fairly complex shapes. In this work, one complex shape has been
tested by the CAD/CAM system. This part is formed of two interacting features. With
reference to the geometrical profile, a double truncated cone with circular generatrix
was chosen as specimen shape. The first truncated cone is of initial base diameter is
equal D1 = 100 mm with a depth of 20 mm, the second truncated cone of diameter
D = 60 mm with a depth of 15 mm (Fig. 7a). Experiments were performed on three
axis CNC vertical milling machine (SPINER VC 650), equipped with a
Siemens SINUMERIK numerical control that assured hemispherical end tool in
diameter 10 mm (Fig. 7b).

Fig. 6. Start of APT program

Fig. 7. (a) Dimension of tested part, (b) Manufacturing of part using three-axis CNC machine
(c) Shape obtained
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The selected forming tool path is in a single direction trajectory with a constant
vertical increment of 0.25 mm. During this test, the feed rate is fixed in 1500 mm/min,
axial feed rate in 10 mm/min and speed rate in 3000 tr/min. The results obtained are
illustrated in Fig. 7c.

5 Conclusion

In this research, we studied the influence of the various parameters of the SPIF
incremental forming process throughout the numerical chain from CAD design to
manufacturing by CAM system. An original study was conducted on the Incremental
Forming Feature and was developed in the CAD part that facilitated the numerical
control program for the test machine.

The developed system can automatically manage the following tasks:

– Modeling of the part to be deformed by SPIF process,
– Total time execution of SPIF process operations,
– Toolpath points generation for post-processor.

Acknowledgements. The authors are grateful for the support provided by the CNC laboratory
of the Superior Institute of Technological Studies of KEF to use testing machine and validate
results of the CAD-CAM approach.

Nomenclatures

n Number of passes
H [mm] Part Depth (mm)
j [degree] Angle of measurement by each pass
Pij: Point P for the position i and the angle j
xij: [mm] Coordinate of the point Pij along the axis (ox)
yij [mm] Coordinate of the point Pij along the axis (oy)
zij [mm] Coordinate of the point Pij along the axis (oz)
Rn0 [mm] Calculated radius of each pass
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Abstract. In recent years, there has been increasing interest on optimizing the
robust design of sewing machines in order to improve their performances. This
study presents a novel approach to the multi-objective robust design optimiza-
tion of sewing machine. A combined multi-objective colonial competitive
algorithm (MOCCA) and the Polynomial Chaos expansion (PCE) method is
developed and used for the robust multi-objective optimization of the sewing
machine. This robust optimization considers simultaneously the motor current,
the current fluctuation and their standard deviations. The obtained results
showed that the robust design reduces significantly the sensitivity of the sewing
machine performances to the design parameters (DPs) uncertainties compared to
the deterministic one.

Keywords: Uncertainty � Current fluctuation � Sewing machine

1 Introduction

It is a common practice in the sewing machines design to consider the nominal values
only as input variables for design optimization. Najlaoui et al. (2017) developed an
optimization problem in order to minimize the consumed energy of the needle bar and
thread take up lever (NBTTL) mechanism. Najlawi et al. (2016) developed a multi-
objective optimization strategy to minimize the tracking error and the transmission
angle index of the NBTTL mechanism. Najlawi et al. (2015) presented an optimization
problem based on the imperialist competitive algorithm for optimizing the needle jerk
in a sewing mechanism. To estimate the effect of the design parameters uncertainty on
the performances of a mechanical systems, several methods have been proposed. In
particular, the Polynomial Chaos expansion (PCE) is a popular tool because of its
relative accuracy (Rajabi et al. 2015).

The rest of the paper is organized as follows: In Sect. 2, a description of different
parts of the needle bar and thread take up lever (NBTTL) mechanism is presented.
Then, a dynamic model of the motor driven NBTTL mechanism is developed. In
Sect. 3, a multi-objective optimization problem for the robust design of the motor
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driven NBTTL mechanism is formulated. The obtained results are discussed in Sect. 4
and some concluding remarks are shown in Sect. 5.

2 Modeling of the Motor Driven NBTTL System

2.1 The NBTTL Mechanism

The sewing machine is presented in Fig. 1. The NBTTL mechanism, used in sewing
machines, consists of a slider crank mechanism and a four-bar mechanism driven by
the same crank (Fig. 2).

The design of the NBTTL is one of the most important studies in textile industry
(Najlawi et al. 2018a). The thread take-up lever mechanism is the four-bar linkage
OABC. During the formation of a loop, the take-up lever eye D pulls the upper thread
vertically. OEF represents the slider-crank mechanism in which point F denotes the
needle. The role of the thread take-up lever in the stitch formation process is to ensure
appropriate thread feeding (Nejlaoui et al. 2017). The function of the needle, which is
fixed to the needle bar, is to penetrate the fabric. The rotation of the input link (OA) is
transmitted to the needle bar through the coupler link EF. The displacement of the
needle bar is represented by the distance ‘S’.

Fig. 1. The NBTTL of a sewing machine
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To investigate the performance of the mechatronic device it is necessary to derive
the dynamic model of every components of the system, i.e., the NBTTL mechanism
and the DC motor.

2.2 The Mechatronic Model of the Motor Driven NBTTL System

The Lagrange’s equation describing the motion of the NBTTL mechanism (Fig. 2) can
be written as:

Tme ¼ d
dt

@K

@ _/4

 !
� @K
@/4

þ @U
@/4

þ @D

@ _/4

ð1Þ

Tme, K, P and D denote, respectively, the driving torque applied to the crank, the
kinetic energy, the potential energy and the dissipative energy of the system.

Replacing all these quantities by their expressions yields the following expression:

Tme ¼ A€/4 þ
1
2
dA
d/4

_/2
4 þB ð2Þ

Where the expressions of A, and B are given in the appendix.
We present also in Fig. 3, the different characteristics of the used electrical motor.
Tb, R, L, n, Km, Kg, J, TL and l are respectively the motor torque the armature

resistance, the inductance, the ratio of the geared speed-reducer, the motor torque

Fig. 2. The NBTTL mechanism parameters
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constant, the motor voltage constant, the moment of inertia of the rotor, the constant
mechanical load torque and the viscous damping at the bearings friction.

The dynamic model of DC motor, as shown in (Najlaoui et al. 2017), is given by:

Tb ¼ nKmiðtÞ � nTL � n2l _/4 � n2J€/4 ð3Þ

For a mechatronic system, the torque given by the DC motor (Eq. (3)) should be
equal to the torque needed by the mechanical system (Eq. (2)).

nKmiðtÞ � nTL � n2l _/4 � n2J€/4 ¼ A€/4 þ
1
2
dA
d/4

_/2
4 þB ð4Þ

At the steady state, the velocity of the crank is assumed to be constant. Thus:

iðtÞ ¼ 1
nKm

1
2
dA
d/4

_/2
4 þBþ nTL þ n2l _/4

� �
ð5Þ

From Eq. (5) we can write:

diðtÞ
dt

¼ 1
nKm

1
2
_/2
4
d
dt

dA
d/4

� �
þ dB

dt

� �
ð6Þ

See (Najlaoui et al. 2017) for more details.

3 Robust Design of the Motor Driven NBTTL System

A robust design of the system minimizes, simultaneously, imax, di
dt

�� ��
max and also their

sensitivity to the DP uncertainty. The variability of these objective functions can be

Fig. 3. The DC motor system
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quantified by their corresponding standard deviations. The robust design problem of the
motor driven NBTTL system can be formulated as:

Minimize

imax
di
dt

�� ��
max

r di
dtj jmaxrimax

8>><
>>:

ð7Þ

Subject to :
2 max L1; L2; L3; L4ð Þþmin L1; L2; L3; L4ð Þ½ �\L1 þ L2 þ L3 þ L4
/ j
4 � /jþ 1

4 \0
DP 2 DðDPÞ

8<
: ð8Þ

To solve this robust optimization problem, we combine the MOCCA algorithm
(Najlawi et al. 2018b) and PCE method (Rajabi et al. 2015). The MOCCA and PCE
methods are clearly presented in (Najlawi et al. 2018b; Rajabi et al. 2015), respectively.
The combined MOCCA-PCE algorithm is presented in (Fig. 4). Thus, the PCE method
is integrated into the MOCCA algorithm as given in Fig. 4.

4 Results and Discussion

Using the MOCCA–PCE algorithm, we obtain the robust optimal solutions presented
in the Pareto front (Fig. 5).

Fig. 4. Pareto front of robust optimal solutions
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All the obtained solutions represent a set of robust motor driven NBTTL mecha-
nism design vector and characterized by four objective function values. The solutions
are more robust if the corresponding performance standard deviation is reduced. For
more clarity, the values of the fourth objective function rimax were represented by
different colors in Fig. 5.

In this section, we try to analyze the advantage of the obtained robust optimal
solutions. These robust solutions were compared with the deterministic ones given by
(Najlaoui et al. 2017). For more details, we present in Tables 1 and 2 the mean values,

Fig. 5. The combined MOCCA–PCE algorithm.
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the standard deviations and the sensitivity of the deterministic solutions (S1 and S2)
and the robust ones (SR1 and SR2).

From Table 1 and Fig. 5, it’s noted that SR1 solution has a slightly higher imax

compared to S1. Nevertheless, this performance of SR1 is much less sensitive to the

DPs uncertainties. Moreover, the robust solution, SR1, has a comparable di
dt

�� ��
max

compared with S1 solution (3% increase), but with a much lower sensitivity (83%
reduction).

From Table 2, one can remark that the robust solution SR2 has the lowest imax and
its sensitivity is reduced by 84% compared with S2. Moreover, the SR2 solution has a

comparable di
dt

�� ��
max (3% percentage difference), compared with S2, but with a much

lower sensitivity to the uncertainty of the DPs.

5 Conclusion

This paper introduced a multi-objective robust design optimization of the motor driven
NBTTL system, used in sewing machines, under uncertain design parameters. An
algorithm, which combines the multi-objective colonial competitive algorithm and the
polynomial chaos expansion method, was introduced for the multi-objective robust
design optimization of the system where the standard deviation of the objective
functions is considered as objective functions.

The obtained results showed that the robust design reduces significantly the sen-
sitivity of the motor driven NBTTL system performances to the DPs uncertainties
compared to the determinist results.

Table 1. The sensitivity and mean value of the Performances for S1 and SR1 solutions

Solutions S1 (Najlaoui et al. 2017) SR1
Mean
value

S (%) Standard
deviation

Mean
value

S (%) Standard
deviation

imax ðA) 1.63 31 0.17 1.67 10 0.06
di=dtj jmax ðA/s) 39.87 18 2.45 41.05 3 0.407

Table 2. The sensitivity and mean value of the Performances for S2 and SR2 solutions

Solutions S2 (Najlaoui et al. 2017) SR2
Mean
value

S (%) Standard
deviation

Mean
value

S (%) Standard
deviation

imax ðA) 3.67 19 0.23 3.59 3 0.035
di=dtj jmax ðA/s) 14.21 27 1.29 14.71 12 0.63
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Appendix

The expressions of A and B are given, respectively, by:

A ¼ c1 þ c2c
2
2 þ c3c

2
3 þ c4c3 cosð/4 þ/3 þ h3Þþ c5c

2
5 þ c6c5 cosð/4 þ/5 � h5 � aÞ

þ c7 sin2ð/4 � aÞþ c8c
2
5 sin

2ð/5Þþ c9c5 sinð/4 � aÞ sinð/5Þ
ðA:1Þ

B ¼ m2gr2c2 cos /2 þ h2ð Þþm3g L4 cos/4 þ r3c3 cos /3 þ h3ð Þ½ �
þm4gr4 cos /4 þ h4ð Þþm5g b cos /4 � að Þ � r5c5 cos h5 � /5ð Þ½ � ðA:2Þ

Where the expressions of ci ði ¼ 1; ::; 9Þ, cj and /j ðj ¼ 2; ::; 5Þ are given in
(Najlaoui et al. 2017).
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Abstract. A meshless implementation of arbitrary 3D-model based on a double
directors shell element is developed in this work. The meshless technique is
based on radial point interpolation method (RPIM) used for the construction of
the shape functions for arbitrarily distributed nodes of the shell geometry. The
high order shear deformation theory is adopted in this work in order to remove
the shear correction coefficient. The convergence of the proposed model is
compared to other well-known formulations found in the literature in order to
outline the accuracy and performance of the present model.

Keywords: Meshfree method � 3D-model � Double directors shell element �
RPIM

1 Introduction

Meshless methods have gained popularity for finding approximate solutions of
boundary-value problems due to the ease node placement and accuracy of computed
results. Meshless methods were introduced in order to eliminate part of the difficulties
associated with reliance on mesh to construct the approximation such as problems with
moving discontinuities like crack propagation, mesh alignment sensitivity and prob-
lems with large deformations. There are many meshless methods such as the smooth
particle hydrodynamics (SPH) (Monaghan (1988)), The reproducing kernel particle
(RKPM) (Chen el al. (1996)), and the element free galerkin based on the global weak
form (Krysl and Belytschko (1996)).

The main approximation used in meshfree method is the radial basis functions
approximation (RBF) used within the interpolator meshless method: the radial point
interpolation method (RPIM) (Wang and Liu (2002)) to satisfy the Kronecker delta
property.

The two commonly used theories for plates and shells are the Kirchhoff-Love
theory (Ivannikov et al. (2014)) and the shear deformation theories (the first-order shear
deformation theory (FSDT) (Costa et al. (2013)) and higher-order shear deformation
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theories (HSDT) (Ferreira et al. (2005)). The inefficiency of the Kirchhoff-Love
hypothesis appears with neglecting the effects of transverse shear and normal strains of
the structure and using the FSDT, shear correction factors should be included to adjust
the transverse shear stiffness. The high-order shear deformation theory was established
to get better results concerning the shear deformation with parabolic shear strain dis-
tribution through the thickness and to avoid the use of the transverse shear correction
coefficients. Within the high order shear deformation theory, the double directors shell
element is developed with Wali et al. (2014); Frikha et al. (2016) and Mallek et al.
(2019a) with finite element in where the vanishing of transverse shear strains on top
and bottom faces is considered in a discrete form.

The purpose of this work is to investigate the accuracy of the meshless method in
the case of 3D shell using the double directors shell element. With this approach, the
quadratic distribution of the shear strain is satisfied and the RPIM is considered as
approximation functions. Static analysis of isotropic pinched hemispherical shell with
18° hole with meshless method is examined in this work in order to check the accuracy
and performance of the present model.

2 Kinematics of Double Directors Shell Model

In this section, the basic formulations of the free double directors shell elements are
presented. For convenience of presentation, the Cartesian coordinate system Eið Þ,
i = 1, 2, 3, is adopted to describe the shell geometry in the 3D space. To distinguish the
initial configuration C0 from the deformed Ct, capital letters (respectively lowercase
letters) are used for quantities relative to the configuration C0 (respectively Ct). Vectors
will be denoted by bold letters.

2.1 Displacement Field and Strains of the Shell Model

According to the double directors shell element, all material points of the shell are
defined using parameterizations in terms of curvilinear coordinates n ¼ n1; n2; n3 ¼ z

� �
.

The triple Xp; d1; d2
� �

defines the position of an arbitrary point ‘q’ of the shell, Xp

gives the position of a point ‘p’ on the shell midsurface and d1, d2 are the directors unit
vectors. The position vector of the point q in the deformed configuration is given by
(Mellouli et al. (2019a)):

xq n1; n2; z
� � ¼ xp n1; n2

� �þ f1 zð Þd1 n1; n2
� �þ f2 zð Þd2 n1; n2

� � ð1Þ

Where the expressions of f1 zð Þ and f2 zð Þ are defined, using the double directors
shell model and the quadratic distribution of the shear stress (Wali et al. (2014)), as:

f1 zð Þ ¼ z� 4z3=3h2; f2 zð Þ ¼ 4z3=3h2 ð2Þ
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The virtual membrane, bending and shear strains in the reference state C0 are
expressed as: k ¼ 1; 2; a; b ¼ 1; 2ð Þ:

deab ¼ 1
2

Aa:dx;b þ Ab:dx;a
� �

dvkab ¼ 1
2

Aa:dd0k;b þ Ab:dd0k;a þ dx;a:d0k;b þ dx;b:d0k;a
� �

dcka ¼ Aa:dd0k þ dx;a:d0k ; k ¼ 1; 2; d0k ¼ D; a; b ¼ 1; 2

8>>>><
>>>>:

ð3Þ

In matrix notations, these components can be written as:

e ¼
e11

e22

2e12

8><
>:

9>=
>;; vk ¼

vk11
vk22
2 vk12

8><
>:

9>=
>;; ck ¼ ck1

ck2

( )
; k ¼ 1; 2 ð4Þ

2.2 The Weak Form

The numerical solution with the meshfree method is based on the weak form of
equilibrium equations. Its form is given as:

G ¼
Z
A

N:de þ
X2
k¼1

Mk:dv
k þTk:dc

k
� � !

dA � Gext ¼ 0 ð5Þ

where Gext is the external virtual work and N, Mk and Tk represent respectively the
membrane, bending and shear stress resultants k ¼ 1; 2ð Þ, defined as:

N ¼
Z h=2

�h=2

r11
r22
r12

2
4

3
5dz; Mk ¼

Z h=2

�h=2
fk zð Þ

r11
r22
r12

2
4

3
5dz; Tk ¼

Z h=2

�h=2
f 0k zð Þ r13

r23

� �
dz ð6Þ

The generalized resultants of stress R and strain R are defined as:

R ¼ N M1 M2 T1 T2f gT13�1; R ¼ e v1 v2 c1 c2
� 	T

13�1 ð7Þ

These two components are related by the following equation (Mallek et al. (2018)
and Mallek et al. (2019b)):

R ¼ HTR; HT ¼

H11 H12 H13 H14 H15

H22 H23 H24 H25

H33 H34 H35

H44 H45

sym H55

2
66664

3
77775 ð8Þ

where HT is the material tangent modulus.
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H11; H12; H13; H22; H23; H33ð Þ ¼
Z h=2

�h=2
1; f1; f2; f 21 ; f1f2; f

2
2

� �
Hdz ð9Þ

H14; H24; H34; H44; H54ð Þ ¼
Z h=2

�h=2
0; 0; 0; f 01

� �2
; f 01f

0
2

� �
Hsdz ð10Þ

H15; H25; H35; H45; H55ð Þ ¼
Z h=2

�h=2
0; 0; 0; f 01 f

0
2; f 02
� �2� �

Hsdz ð11Þ

where H and Hs represent respectively the in plane and out-of-plane linear elastic sub-
matrices.

2.3 Meshfree Approximation of High Order Shear Deformation Theory
Considering the RPIM

The radial point interpolation method (RPIM) based on radial basis function approx-
imation (RBF) is presented in this section. The RPIM shape functions combine a radial
basis function RIðXÞ with a polynomial basis function PJðXÞ. Thus, the approximation
of the displacement vector is defined at a point of interest X ¼ ðx; yÞ, located in the
support domain, as (Mellouli et al. (2019b)):

UðxÞ ¼
XN
I¼1

RIðXÞaI þ
XM
J¼1

PJðXÞbJ ¼ RTðXÞaþPTðXÞb ð12Þ

where aI and bJ represent respectively the non-constants coefficients of RIðXÞ and
PJðXÞ. N is the nodal number in the support domain and M denotes the number of
monomial terms with M < N. In matrix form, the displacement vector can be rewritten
as:

U ¼ RaþP b ð13Þ

where R is the radial moment matrix, P represent the polynomial moment matrix, a is
the vector of coefficients for RBFs and b illustrates the vector of coefficients for
polynomial matrix.

An RBF may have many forms depending on the two shape parameters c and q.
Considering a set of nodes X1;X2; . . .;XN 2 R

n. The radial basis functions centered at
XJ are defined at a point X as:

RJðXÞ ¼ Rð XJ � Xk k; c; qÞ; J ¼ 1; . . .:;N ð14Þ

where XJ � Xk k is the Euclidean norm. The Multiquadric radial basis function
approximation is defined as (Liu et al. (2005)):

Meshfree Analysis of 3-D Double Directors Shell Theory 123



RJðXÞ ¼ ð XJ � Xk k2 þ c2Þq ð15Þ

The shape parameter c characterizes the average nodal spacing for all nodes in the
local support domain and the shape parameter q is used in this work to be equal to
q ¼ 1:03 (Liu X et al. 2005) in order to obtain accurate fitting results.

3 Numerical Results and Discussions

A pinched hemispherical shell with 18° hole at the top is analyzed in this section in
order to outline the performance and the efficiency of the proposed model. A four
concentrated radial loads (two inward and two outward forces apart) are applied to a
quadrant of the shell since the symmetry of the problem as seen in Fig. 1. Material and
geometrical properties are given as: elastic modulus E ¼ 6:825� 107Pa, Poisson’s
ratio m ¼ 0:3, radius R ¼ 10mm, thickness h ¼ 0:04mm, and the radial load P ¼ 1N.
The Multiquadric radial basis function approximation is used in this test, where the
shape parameter c is equal to 0:66.

To perform the numerical integrations in the mfree global weak form method, the
global background cells are formed by total nodes compared to the finite element
method. The performance of the proposed meshfree method using a double directors
shell element is evaluated considering numerical integration with 3 � 3 Gaussian
quadrature on the background elements for the studied problem. The polynomial basis
adopted for this problem is quadratic.

An analytical solution obtained by Steele (1987) and equal to 0:0931mm, is used to
validate the present results compared with those obtained by the double directors finite
shell element of Wali et al. (2014). In order to highlight the effect of the number of
elements per side, comparison between deflections measured in points where the radial
loads are applied, is represented in Table 1. Table 2 summarizes the variation of
deflections for several ratio R/h obtained by the present method with comparison of
those obtained by the SHO4 finite element of Wali et al. (2014) using 12 � 12 number
of elements per side. These last results are normalized with the analytical result of
Steele (1987) and represented in Fig. 2.

It can be seen from Table 1 that the present results closely match with the reference
results with high performance from 10 elements per side. As seen in Table 2 and
Fig. 2, the radius-to-thickness ratio R/h affects the deflection’s convergence and it gives
good result from a value of 250.

Table 1. Results of the hemispherical shell with 18° hole.

Number of
Elements per Side

Deflections 10�2 mm
� �

Wali et al.
(2014)

The present
method

The present
method %

8 9,429 8,047 86.43
10 9,374 9,247 99.32
12 9,347 9,33 100.21
16 9,330 9,336 100.27
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Fig. 1. Geometry of the pinched hemispherical shell with 18° hole.

Fig. 2. Dimensionless deflections versus the ratio R/h.
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4 Conclusion

In the present work, a linear meshless method based on a double directors shell element
is presented. The radial point interpolation method is used to proximate the meshless
shape functions in order to predict the accuracy and robustness of the proposed model.
The present meshfree method is useful for creating an appropriate mesh from the
geometry of a complex 3D object which may get rid of the fixed mesh used in finite
element. A good agreement is obtained between the present and the references results.

References

Chen, J.S., Pan, C., Wu, C.T., Liu, W.K.: Reproducing kernel particle methods for large
deformation analysis of non-linear structures. Comput. Methods Appl. Mech. Eng. 139(1–4),
195–227 (1996)

Costa, J.C., Tiago, C., Pimenta, P.M.: Meshless analysis of shear deformable shells: the linear
model. Comput. Mech. 52(4), 763–778 (2013)

Ferreira, A.J.M., Batra, R.C., Roque, C.M.C., Qian, L.F., Martins, P.A.L.S.: Static analysis of
functionally graded plates using third-order shear deformation theory and a meshless method.
Compos. Struct. 69(4), 449–457 (2005)

Frikha, A., Wali, M., Hajlaoui, A., Dammak, F.: Dynamic response of functionally graded
material shells with a discrete double directors shell element. Compos. Struct. 154, 385–395
(2016)

Ivannikov, V., Tiago, C., Pimenta, P.M.: Meshless implementation of the geometrically exact
Kirchhoff-Love shell theory. Int. J. Numer. Meth. Eng. 100(1), 1–39 (2014)

Krysl, P., Belytschko, T.: Analysis of thin shells by the element-free Galerkin method. Int.
J. Solids Struct. 33(20–22), 3057–3080 (1996)

Liu, G.R., Gu, Y.T.: An Introduction to Meshfree Methods and Their Programming. Springer
Science and Business Media (2005)

Liu, X., Liu, G.R., Tai, K., Lam, K.Y.: Radial point interpolation collocation method (RPICM)
for partial differential equations. Comput. Math Appl. 50(8–9), 1425–1442 (2005)

Mallek, H., Jrad, H., Wali, M., Dammak, F.: Geometrically nonlinear finite element simulation of
smart laminated shells using a modified first-order shear deformation theory. J. Intell. Mater.
Syst. Struct. (2018). https://doi.org/10.1177/1045389x18818386

Mallek, H., Jrad, H., Wali, M., Dammak, F.: Piezoelastic response of smart functionally graded
structure with integrated piezoelectric layers using discrete double directors shell element.
Compos. Struct. 210, 354–366 (2019a)

Table 2. Deflections of the hemispherical shell versus the ratio R/h.

R/h Deflections 10�2 mm
� �

Wali et al. (2014) The present method

50 0,076 0,078
100 0,607 0,611
200 4,797 4,803
250 9,347 9,334

126 H. Mellouli et al.

http://dx.doi.org/10.1177/1045389x18818386


Mallek, H., Jrad, H., Algahtani, A., Wali, M., Dammak, F.: Geometrically non-linear analysis of
FG-CNTRC shell structures with surface-bonded piezoelectric layers. Comput. Methods
Appl. Mech. Eng. 347, 679–699 (2019b)

Mellouli, H., Jrad, H., Wali, M., Dammak, F.: Meshfree implementation of the double director
shell model for FGM shell structures analysis. Eng. Anal. Boundary Elem. 99, 111–121
(2019a)

Mellouli, H., Jrad, H., Wali, M., Dammak, F.: Meshless implementation of arbitrary 3D-shell
structures based on a modified first order shear deformation theory. Comput. Math Appl. 77,
34–49 (2019b)

Monaghan, J.J.: An introduction to SPH. Comput. Phys. Commun. 48(1), 89–96 (1988)
Steele, C.R.: Private Communication (1987)
Wali, M., Hajlaoui, A., Dammak, F.: Discrete double directors shell element for the functionally

graded material shell structures analysis. Comput. Methods Appl. Mech. Eng. 278, 388–403
(2014)

Wang, J.G., Liu, G.R.: A point interpolation meshless method based on radial basis functions.
Int. J. Numer. Meth. Eng. 54(11), 1623–1648 (2002)

Meshfree Analysis of 3-D Double Directors Shell Theory 127



Application of Artificial Intelligence to Predict
Circularity and Cylindricity Tolerances

of Holes Drilled on Marble

Amira Abbassi(&), Sofien Akrichi, and Noureddine Ben Yahia

RUSSMTD, University of Tunis, 5 Av Taha Husein, BP 56 Bab Mnara,
1008 Tunis, Tunisia

abassiamira@gmail.com, ak.sofien@gmail.com,

Noureddine.benyahia@ensit.rnu.tn

Abstract. High quality marble processing is increasingly needed to ensure
surface integrity and meet tight geometric and dimensional tolerances encoun-
tered in structural, sculpture and decorative industry. The paper aims at deter-
mining optimal drilling parameters for white marble in order to minimize the
quality characteristic, namely, the circularity and the cylindricity of holes.
The cutting parameters have an influence on the quality of the machined

holes. In order to predict the surface integrity of the parts, a calculation method
based on Artificial Neural Networks (ANN) has been developed. An architecture
comprising six inputs the rotation speed (N), the feed speed (F), the drill bit
diameter (BD), the drill bit height (BH), the number of pecking cycles (P), and
the drilling depth (BH) and two outputs (circularity and cylindricity) was used.
The choice of cutting parameters has an influence on the convergence of the
algorithm. The trained ANNs are monitored as regards the mean square error
(MSE).

Keywords: Calacatta-Carrara white marble � Drilling process �
Artificial Neural Network (ANN) � Cylindricity � Circularity

1 Introduction

Marble is a rock resulting from the metamorphism of sedimentary carbonate rocks that
causes a variable recrystallization of the original mineral carbonate grains. Generally the
marble rock is composed of a mosaic of carbonate crystals. This material is widely used
in many areas for a long time until today with its different colors and natural patterns.
Marble has been commonly used in carving statues, building construct buildings and
monuments since ancient times. It is a material used in tiles, countertops and interior
flooring (El-Gammal 2011). Most rocks can be classified as brittle materials in which
breakage occurs with the formation of small micro-cracks that coalesce to form large
cracks. Gunaydin et al. (2004) investigated correlation between the marble sawability
and fragility using regression analysis. The study concluded that the sawability of the
carbonate rocks can be determined using the fragility of the rock, which is half the
product of compressive tensile strengths. Abdullah et al. (2016) conducted a study to
examine the influence of cutting parameters on process performance in terms of Kerf
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surface roughness, surface roughness and cone rate for both types of Carrara white
marble pieces and Indian green. Wang and Clausen (2002) conducted a detailed study
on Carrara marble. The operation of cutting diamond wire depends essentially on the
physical, chemical, mechanical and mineralogical-petrographic properties of the rocks,
and several researchers who have developed research in this area can be cited (Qiuming
et al. 2016); (Elena et al. 2017); (Yilmaz 2011). In addition, the use of Intelligence
Artificial (IA) systems in machining research has been developed. Several researchers
have studied the influence of machining parameters on the surface condition during
different processes (Shanmuga et al. 2009). Gunaydin et al. (2004) used an ANN model
as to the sawability prediction of carbonate rocks with large diameter circular saws. The
network inputs are the shear strength parameters. Findings are compared with simple
and multiple regression models. Drilling is another common process operation. Karataş
et al. (2009) opted for an ANN with the algorithm for retro error gradient propagation in
learning. They used the results of experimental measurements as training and test data to
determine the geometrical defects according to the cutting conditions. The results of the
mathematic modeling were approvable. The NN with LM algorithm represents an easy
and quick method to explore a nonlinear model. H.-L. Lin developed A neural network
(NN) with the Levenberg–Marquardt back-propagation algorithm was adopted to
develop the nonlinear relationship between factors and the response (Lin 2012). In this
context, we propose a methodological approach for the optimization of an RNA con-
figuration, adapted to predict the circularity and the cylindricity of the drilled holes. The
network is powered from the experimental results of several milling trial partners of the
one CALACATA marble plot using a diamond tool. The studied neural network is a
multi-layer, feed- forward network with backpropagation, comprising an input layer, a
hidden layer and an output layer. Henceforth, the quality characteristics of cylindricity
and circularity will be referred to as HC and RE, respectively. The ANN is implemented
using the ToolboxMatlabTM.

2 Experimental Study

There are many parameters which affect geometric tolerances. The structural parame-
ters of the machine tool are constant for each experiment in this experimental study.
The six parameters of the process the Rotation speed (N), the feed speed (F), the drill
bit diameter (BD), the drill bit height (BH), the number of pecking cycles (P), and the
drilling depth (DD), are summarized in the Table 1. 16 different cutting conditions
have been considered.

The drilling process was performed on Calacatta-Carrara white marble using 5-axes
CNC vertical machining center (OMAG) with a high precision. The experimental study
was carried out in the Tunisian society ‘MARBLE TUNIS-CARTHAGE’. The test part
used was 300L � 300W � 30H and was Calacatta-Carrara white marble (see Fig. 1).

In the experiments, cylindricity and circularity of the holes are determined using a
Coordinate Measuring Machine (CMM) (five-axis CMM; Brown & Sharpe Global
Status 9128 5PDEA CMM). The results of the experiment are shown in Table 3.
16 different Machining settings have been considered.
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From the experimental results, it is observed that the cylindricity and the circularity
are sensitive to the pecking cycles (P), the drilling depth (DD) and the rotation speed
(N), respectively.

3 Model of the Proposed ANN

The network of the studied artificial neurons is of the feed-forward type, it consists of
an input layer, an output layer and a hidden layer with a variable number of neurons
(Fig. 2). Information is propagated through the layers from the input layer to the output
layer. The response of the network is interpreted from the activation value of its output
neurons, including the output vector. At the end of this process, the network should be
able to generate the right solutions for examples that have not been seen before. That is
the goal of the generalization phase. This process consists in generalizing the output
results of the network for entries not belonging to the learning base.

It is very difficult to know which learning algorithm will be the fastest for a given
problem. It depends on many factors, including the complexity of the problem, the
number of input nodes in the learning set, the number of weights and polarizations in
the network, the error value and the use of the neural network in pattern recognition or
function approximation. There are several algorithms for learning neural networks that
are applied in various applications. During this research, for the best learning algo-
rithm, we tried to apply some algorithms that converge rapidly, and that produce a very

Table 1. The Machining settings

Rotation
speed
(rpm) (N)

Feed speed
(mm/min)
(F)

Bit Diam.
(mm) (BD)

Bit Height,
(mm) (BH)

Pecking
cycles
(P)

Drilling
Depth.
(mm) (DD)

4800 350 20 60 3 30
4200 200 15 45 0 10

Fig. 1. Experimental set up: 5 axes CNC machining center
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low mean squared error of learning. The Levenberg-Marquardt (LM) algorithm has the
fastest convergence. A neuron in the network produces its input by processing the net
input through an activation (transfer) function which is usually non linear. There are
several types of activation functions used for BP. However, the sigmoidal activation
function is the most utilized. Three types of sigmoid functions are usually used, as
follows:

f ðxÞ ¼ 1
1þ e x

range 0; 1ð Þ ð1Þ

or

f ðxÞ ¼ 2
1þ e x

� 1 range ð�1; 1Þ ð2Þ

or

f ðxÞ ¼ ex � e x

ex þ e x
rangeð�1; 1Þ ð3Þ

The general architecture of the studied network is “6-X-2” illustrated in Fig. 2 with
x is the number of neurons in the hidden layer ranging from 4 to 20.

For the learning phase, 16 examples of inputs/outputs were used (Table 2). The
linear regression report of the test (R-test) was be used as an indicator of performance
during the training of the network. The obtained results show that the number of
neurons in the hidden layer strongly influences the efficiency of the network.

Table 3 shows the variation in MSE results. Data belonging to the 16 trials were
used for training 12 data set, 70% of total trials, validating 2 data set, 15% of total trials
and testing 2data set, 15% of total trials of ANNs.

Fig. 2. Neural Network Architecture Used

Application of Artificial Intelligence to Predict Circularity 131



The input layer is associated with factors N, F, BD, HD, BH and P, and 12 PEs are
assigned to the hidden layer based on the Kolmogorov theorem. The output layer
received two PEs as for the circularity (RE) and cylindricity (HC) responses to achieve
the best roundness values for the objective function. It was executed under Matlab.

Circularity error decreases by increasing cutting speed and decreasing feed rate as
shown in Fig. 3.

The comparison of response values (RE and HC) of both experimental values and
ANN predicted values are shown in Fig. 3(a), (b), respectively. It is observed that the
predicted values are close to the experimentally determined values. The results of

Table 2. Comparison of the circularity and cylindricity measured and predicted by neural
network model

Std.
Order

N F BD BH P DD Circularity Cylindricity
Exp Predicted Errors Exp Predicted Errors

1 4200 200 15 10 45 0 0.039 0.040 0.001 0.113 0.112 0.001
2 4800 200 15 10 45 3 0.144 0.146 0.002 0.073 0.076 0.003
3 4200 350 15 10 45 3 0.094 0.091 0.003 0.280 0.282 0.002
4 4800 350 15 10 45 0 0.127 0.139 0.012 0.099 0.093 0.006
5 4200 200 20 30 45 0 0.195 0.186 0.009 0.104 0.121 0.017
6 4800 200 20 30 45 3 0.197 0.197 0.000 0.155 0.154 0.001
7 4200 350 20 30 45 3 0.027 0.024 0.003 0.120 0.118 0.002
8 4800 350 20 30 45 0 0.042 0.046 0.004 0.243 0.244 0.001
9 4200 200 20 10 60 0 0.053 0.058 0.005 0.204 0.199 0.005
10 4800 200 20 10 60 3 0.272 0.270 0.002 0.150 0.151 0.001
11 4200 350 20 10 60 3 0.501 0.496 0.005 0.161 0.157 0.004
12 4800 350 20 10 60 0 0.175 0.187 0.012 0.176 0.166 0.010
13 4200 200 15 30 60 0 0.05 0.075 0.025 0.076 0.053 0.024
14 4800 200 15 30 60 3 0.463 0.461 0.002 0.292 0.293 0.001
15 4200 350 15 30 60 3 0.172 0.195 0.023 0.139 0.128 0.011
16 4200 200 15 10 45 0 0.039 0.054 0.015 0.113 0.123 0.010

Table 3. Results obtained for different architectures

Structure R Training R Test MSE training MSE Test

6-4-2 0.571 0.603 6.8474e−3 2.2682e−2

6-6-1 0.742 0.703 5.0436e−3 1.6111e−2

6-8-2 0.802 0.892 3.6067e−3 1.3552e−2

6-10-2 0.958 0.728 1.2339e−3 1.9654e−2

6-12-2 0.999 0.968 1.4559e−5 6.0252e−3

6-14-2 1 0.700 1.4425e−7 2.7207e−2

6-16-2 1 0.703 2.1624e−5 2.0351e−2

6-18-2 1 0.702 2.4131e−5 4.0096e−2

6-20-2 1 0.667 1.2053e−22 3.7673e−2
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simulations with a 6-12-2 architecture obtained clearly show the performance of the
proposed neural network configuration.

4 Conclusion

A computational model based on neural networks has been developed to predict the
circularity and cylindricity of the holes generated by a cutting operation. The studied
network is a multilayer perceptron feed-forward with three-layer error gradient back-
propagation. An architecture comprising six inputs (N, F, BD, HD, BH and P) and two
outputs (circularity and cylindricity) was used. A sigmoid activation function in the
hidden layer and a linear function in the output layer have been used.

The analysis of the different architectures, based on MSE as a function of the
number of neurons in the hidden layer and on the R training performance indicator of
the network, clearly show the performance architecture of the chosen net-work. The
developed ANN model can be successfully deployed, without experiments in industrial
settings, to accurately predict responses considering the negligible error rate achieved.

In order to determine planning production of marble blocks as well as cost esti-
mation, cutting parameters have to be known. We propose, in the future works, to
optimize machining costs using optimal cutting parameters.

Acknowledgements. The authors are grateful to MARBLE TUNIS-CARTHAGE Company for
providing the Ishikawa dossier and their assistance throughout the experimental study.
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Abstract. This paper focuses on the effect of drill geometry and cutting
parameters on the drilling of 4 shaft satin weave carbon fiber and epoxy matrix.
Moreover, two different geometry of drilling tool are selected in this study.
Surface quality was evaluated in terms of delamination and superficial defects. It
was found that the increasing value of thrust force enhanced serious risk of
delamination. The augmentation of thrust force is related to feed rate and drill
geometry.

Keywords: Woven CFRP � Drilling � Delamination � Thrust force

1 Introduction

Nowadays, carbon fiber reinforced polymer composite (CFRP) is commonly used in
many fields due to its specific proprieties such as low weight, heigh strength and
stiffness, excellent fatigue and corrosion resistance and low thermal expansion coeffi-
cient (Nagaraja et al. 2013). Within this family of materials, woven CFRP has been
used in aerospace and aeronautic application especially in hot parts of structures such
as rocket engines because of its high thermal protection (Gornet 2008). Nevertheless,
the drilling of such material causes defects. The composite is exposed to generate
damage during processing due to delamination phenomenon. These damages are
related to machining parameters and drill geometry (Phadnis et al. 2013).

Several researchers have studied analytically, numerically and experimentally the
process of drilling CFRP. Various authors have studied drilling CFRP unidirectional
composites. Qui et al. (2018) have studied the influence of machining parameters and
tool structure on cutting force and hole wall damage in drilling unidirectional CFRP
with twist and stepped drill. All the fiber in this case were in the same direction. They
have been noted that low feed rate and the use of stepped drill reduce the risk of
delamination. The influence of feed rate at drilling defects has been also treated by
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Li et al. (2018). They have noted that the lower feed rate was applied, the more defects
were disappeared. The study of Turki et al. (2014a, b) has been conducted to under-
stand the influence of drilling on carbon/epoxy unidirectional composite [(0°/
+ 45°/90°/-45°)3]s. They have noted that reducing thrust force is the most effective way
to decrease the risk of damage. Grilo et al. (2013) have studied the influence of different
types of tool geometry in the case of drilling unidirectional CFRP [0°/90°]13. Spur drill
bit gave the best results compared to twist and four-flute drill. It caused small damage
extension at the hole entrance. However, the twist drill presented higher delamination
compered to another tool geometry. Similar tests were carried out on unidirectional
CFRP in many other papers such as Turki et al. (2014a, b).

Drilling operations of bidirectional carbon fiber reinforced epoxy composite
(BCFREC) have also motivated the development of different studies. This dilemma has
been proposed by aerospace industry. There are many types of woven applied to
BCFREC. The common used one in aerospace industry is woven CFRP composite
which is based on 4 shaft satin weave (AS-4) carbon fiber and epoxy matrix. Feito et al.
(2017) have developed in their manuscript a rapid estimation of delamination factor
and thrust force via numerical analysis of step drill bit performance when drilling AS-4
woven CFRP. They have also noted, in previous work published in 2015, that reamer
drill showed the best results in terms of delamination compared to brad and stepped
drill. Stepped drill presented an entry delamination higher than exit one. However, brad
drill was the worst one compared to other geometry. In the literature, the study of
drilling defects of woven CFRP have been poorly developed. So, it is still a challenge
to advance the comprehension of the effect of tool geometry and the level of wear.

The objective of this paper is to understand the influence of drilling parameters on
BCFREC and the impact of tool geometry at defects. Two different type of drilling tool
were utilized: twist and spur drills. Resultant thrust force has been also evaluated
together with surface integrity and analyzed in terms of delamination at the entrance
and the exit of the hole.

2 Experimental Work

2.1 Workpiece Material and Drills

The material studied in this work is a AS-4 woven CFRP composite based on 4 shaft
satin weave carbon fiber and epoxy matrix. It was manufactured by Hexcel composites
and it was made in plate of 100 mm � 100 mm � 4.6 mm thick by Zodiac aerospace.
It is composed of 18 plies with the same orientation.

Uncoated twist and spur carbide drills were used in this study (Fig. 1). The twist
drill has two sides. Its nominal diameter is equal to 6.3 mm. It has 150° tip angle, 5°
cutting angle, 11° draft angle and 30° helix angle. However, spur drill has 56° tip angle,
12° cutting angle, 6° draft angle and 30° helix angle. Its nominal diameter is equal to
6 mm.
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2.2 Machining Tests

The drilling operation was performed on a numerical controlled Charlyrobot CPR0705
machine. During the drilling process, the woven CFRP plate was fixed in particular
way to have hole without support (Fig. 2). The used drilling mode in this study was
without lubrification. That’s why the use of a vacuum cleaner is essential. The support
shown in Fig. 2 was fixed on a Kistler 9257B plate. This dynamometer is used to
measure the thrust force Fz.

Concerning the cutting conditions, the cutting parameters were summarized in
Table 1. Macroscopic observations of the drilling holes were made with a Leica
binocular loupe. The position of the drilling hole related to the textile float may
influence the delamination phenomenon. However, Feito et al. (2014) have indicated
that the influence of this parameter is very low.

(a) Twist carbide drill (b) Spur carbide drill

Fig. 1. Drills used in machining tests

CFRP Wedge

Kistler dynamometer
Support

Drilling tool

Fig. 2. Experimental device for drilling test

Table 1. Cutting parameters used in drilling tests.

f (mm/rev) N (rpm)

0.05 2000
0.2 3500
0.35 5000
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3 Results and Discussion

3.1 Thrust Force

The evolution of the thrust force was recorded using the dynamometer. Figure 3 shows
the influence of feed rate f on Fz at various spindle speed N. It can be noted that the
increase of Fz is proportional to the increase of f. This result is logic because the

(a) N = 2000 rpm

(b) N = 3500 rpm

(c) N = 5000 rpm

Fig. 3. Fz = f(f) at various spindle speed N
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increase of Fz is related to the rise of the thickness to drill per revolution. However, the
feed rate has a greater influence on the thrust force than the spindle speed. The increase
of N does not have a remarkable effect. It causes a slight increase of Fz value. This
result is similar to results obtained in the case of drilling unidirectional CFRP com-
posite (Qui et al. 2018). The thrust force varies also with the type of tool geometry. Fz
obtained with spur drill are practically the half of Fz obtained with twist drill.

The main reason of the relation between Fz and tool geometry is that the elevated
feed rate lead to an increasing in cutting depth per revolution and the drill bit is required
to cut off more materials volumes per revolutions and to overcome much high drilling
resistance. The relation between thrust force and tool geometry is caused by the design
of the drill bit. Each drilling tool have a specific drill bit.

3.2 Surface Quality

The hole quality was evaluated in terms of hole diameter and visual observation of
delamination phenomenon at the entrance and the exit of the hole. The diameter was
measured using a micrometer 3P15 (Swiss made). The values of obtained diameter
show a good quality of holes using twist or spur tool. Indeed, the error is in order to
0.5% for twist drill and 0.1% for spur drill. However, the delamination phenomenon at
the entrance and the exit of the hole increases with f. This is mainly because of high
shear stress caused by thrust force and degradation of the material. The severity of this
phenomenon is low when f = 0.05 mm/rev and it is more common at the exit of the
hole. But the increase of N does not have a remarkable effect. Figure 4 shows
macroscopic observations of the delamination phenomenon at N = 2000 rpm using a
scale of 2 mm. The choice of the tool geometry impacts the drilling defects. The
observed delamination is higher with twist tool at the entrance and the exit of the hole
than spur tool.

The use of the twist drill causes more drilling damage than the spur drill. Fur-
thermore, it causes spalling (delamination accompanied by tearing of a piece of ply) at
the entrance of the hole and uncut fibers at the exit of the hole with height value of f.
However, drilling with spur drill provides a better hole and reduces the effect of cutting
parameters. It provides an optimum cutting of hole propriety and delays the delami-
nation onset. The best quality obtained of the hole corresponds at spur drill and
f = 0.05 mm/rev.

Experimental Effect of Cutting Parameters and Tool Geometry 139



Twist drill f = 0.05 mm/rev Spur drill f = 0.05 mm/rev

Twist drill f = 0.2 mm/rev Spur drill f = 0.2 mm/rev

Twist drill f = 0.35 mm/rev Spur drill f = 0.35 mm/rev
delamination
spalling

(a) Entrance defects

Twist drill f = 0.05 mm/rev Spur drill f = 0.05 mm/rev

Fig. 4. Macroscopic observations of the delamination phenomenon
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4 Conclusion

In this paper, the cutting parameters and the tool geometry in drilling of woven CFRP
have been analyzed. The following conclusions can be drawn. The increased value of
thrust force is related to enhanced risk of delamination. The tool geometry and the feed
rate f have been the most responsible ones of thrust force augmentation and delami-
nation phenomenon. So, the increased value of thrust force should be related to drilling
defects. In the literature, delamination in unidirectional CFRP is related to the same
causes obtained in this study. However, it seems very important to calculate the
delamination factor and to compare delamination in CFRP and BCFREC. A study of
defects inside holes is also necessary.

Acknowledgements. This work is partially supported by Laboratory of Applied Fluid
Mechanics. The authors also gratefully acknowledge the helpful comments and suggestions of
the reviewers, which have improved the presentation.

Twist drill f = 0.2 mm/rev Spur drill f = 0.2 mm/rev

Twist drill f = 0.35 mm/rev Spur drill f = 0.35 mm/rev
delamination
uncut fibers

(b) Exit defects

Fig. 4. (continued)
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Abstract. In this paper, the influence of the tool bending during a ball end
milling on the cutting force magnitude is investigated. A thermomechanical
model of the cutting force using the cutter workpiece engagement region
(CWE) method to determine the actual cutting geometry is developed. The tool
bending was considered in calculating the equivalent radius of each discretized
element of the tool. The rotational center shifts according to the bending
direction. A decrease in the cutting force and a good agreement between the
modeled and measured forces is observed.

Keywords: Ball end milling � Cutting forces � Equivalent radius � Bending �
Thermomechanical model

1 Introduction

The ball end milling process is frequently used in the manufacturing of molds and the
aerospace industries. The surface integrity is highly dependent on the cutting forces.
Thereby, the thermomechanical oblique modeling of the cutting forces is used. (Ben
Said et al. 2009) and (Abdellaoui and Bouzid 2016) confirmed that this method is
considered as convenient to model the cutting forces in high speed machining. Many
works have been carried out to develop an accurate thermomechanical model.
(Fontaine et al. 2006, 2007) proposed a predictive model of cutting force in ball end
milling process based on their previous work (Fontaine 2004) and on the thermome-
chanical oblique approach outlined by (Dudzinski and Molinari 1997; Moufki et al.
1998, 2000, 2004). Bearing in mind that the uncut chip thickness is non-uniform, the
used method consists in discretizing the immersed zone of the tool in the workpiece to
elementary cutting edges. The cutting forces are computed as a function of the
machining parameters and the thermomechanical behavior of the tool/workpiece
materials. One of the main errors affecting the machined surface is the tool bending
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generated by the cutting forces. Therefore, many researchers involved this error to
enhance their models. (Sim and Yang 1993) affirmed that the cutter deflection is the
main factor which affects the machining stability in ball end milling process. (Kim et al.
2003) analyzed the three dimensional form error due to the elastic behavior of the tool.
It was considered as a beam divided into two parts, the shank and the flutes. The
contact area tool/workpiece was computed using the Z-map method to calculate the
forces and bending.

In the present study, a predictive thermomechanical model of cutting forces in 3-
axes machining with ball end mill is established. This model is based on the oblique
cutting approach and considering the variation of the material behavior according to the
cutting temperature. The engagement region of the immersed zone of the tool in
workpiece is predicted using the CWE region method developed by (Sai et al. 2016,
2018) in order to have a good precision of the removed material. The effect of bending
is considered where the equivalent radius of the tool due to bending is calculated from
the shift of the rotational center. This equivalent radius will affect the geometrical
parameters of the tool and its engaged region in the workpiece. The cutting forces and
the tool bending are modeled according to the diagram (Fig. 1) based on the equivalent
radius. In this stage, we will neglect the runout, tool wear and vibrations. Experiments
are carried out in order to validate the developed model in 3-axes machining of the
AISI4142 steel with ball end mill.

2 Geometry of the Tool

The geometrical parameters of the ball end-mill are defined in Fig. 2 according to the

previous work of (Ben Said et al. 2009). ðC; XS
�!

; YS
!
; ZS
!Þ present the local coordinate

system attached to the spindle rotation center C. The immersed depth of the cutting edges
in the workpiece is decomposed axially into a series of nz elements equidistant of Δz.

Fig. 1. Cutting force and bending calculation diagram
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3 Effect of the Bending on the Tool Geometry

The tool bending is the primary defect caused by the cutting forces during machining in
ball end milling process. It is calculated in this study in the static conditions consid-
ering the small displacements theory. The tool displacements according to X and Y are
considered. Whereas displacement due to the vertical force is neglected because of its
low value.

The deflections xFL(z, t) and yFL(z, ols Manut) are calculated as a function of the
time t and the position z in the free length L(z) as follows:

xFLðz; tÞ ¼ FxðtÞL3ðzÞ
3EIGz

and yFLðz; tÞ ¼ FyðtÞL3ðzÞ
3EIGz

ð1Þ

Fx(t) and Fy(t) are the cutting force components in X and Y directions, L(z) presents
the free length of the tool, E the young modulus and IGz the second moment of the
circular area defining the tool section.

The effective equivalent radius (Fig. 3) considering the tool bending is calculated as
follows:

Rf ðz; tÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2
f ðz; tÞþ ðAf ðz; tÞ � ef ðz; tÞÞ2

q
ð2Þ

Af ðz; tÞ ¼ RðzÞ cosðuðzÞþ hf ðz; tÞÞ and Bf ðz; tÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2ðzÞ � A2

f ðz; tÞ
q

ð3Þ

ef ðz; tÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxFLðz; tÞÞ2 þðyFLðz; tÞÞ2

q
ð4Þ

Fig. 2. Geometry of the ball end mill (a) in the plane Pr (b) in the plane Pa
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4 Thermomechanical Cutting Force Modeling

The cutting forces, which are a function of the elementary shear force dFs, are cal-
culated using the thermomechanical approach. It is determined as follows:

dFsðz; tÞ ¼ �shðz; tÞdScsðz; tÞ ð5Þ

sh presents the shear stress modeled using the thermomechanical behavior of the
workpiece material (Johnson-Cook law) (Fontaine et al. 2007). The elementary section
of cut is calculated from the uncut chip thickness and the chip width by:

dScsðz; tÞ ¼ dbðzÞ
cosðksðz; tÞÞ

tnðh; z; tÞ
sinð/nðz; tÞÞ

ð6Þ

tnðh; z; tÞ ¼ fzðtÞ sinðwðh; z; tÞÞsinðjðzÞÞ for
0� jðzÞ� jlim
ENT �wðh; z; tÞ�EXIT

�
ð7Þ

The tool bending is implicitly introduced in the uncut chip thickness tn when
calculating the entry and exit angles with replacing R(z) by the equivalent radius of the
bent tool Rf(z, t). The CWE region calculation is detailed in previous works (Sai et al.
2018).

The elementary normal force at the exit of the primary shear zone is:

dNsðz; tÞ ¼ tanð/nðz; tÞ � cnðz; tÞÞþ tanðbnðz; tÞÞcosðgcðz; tÞÞ
tanðbnðz; tÞÞcosðgcðz; tÞÞ tanð/nðz; tÞ � cnðz; tÞÞ � 1

cosðgsðz; tÞÞdFsðz; tÞ

ð8Þ

Fig. 3. Bending parameters (a) Equivalent radius in Pa, (b) Displacements of the bent tool
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The elementary oblique force components dFr, dFa and dFt are projected on the
machine axes (X, Y, Z) to dFx, dFy and dFz as follows:

dFrðz; tÞ ¼ �dFsðz; tÞ cosðgsðz; tÞÞ sinð/nðz; tÞÞ � dNsðz; tÞ cosð/nðz; tÞÞ
dFaðz; tÞ ¼ dFsðz; tÞ cosðgsðz; tÞÞ½tanðgsðz; tÞÞ cosðksðz; tÞÞþ cosð/nðz; tÞÞ
sinðksðz; tÞÞ� � dNsðz; tÞsinð/nðz; tÞÞsinðksðz; tÞÞ
dFtðz; tÞ ¼ �dFsðz; tÞ cosðgsðz; tÞÞ½tanðgsðz; tÞÞsinðksðz; tÞÞ � cosð/nðz; tÞÞ
cosðksðz; tÞÞ� � dNsðz; tÞsinð/nðz; tÞÞcosðksðz; tÞÞ

8>>>>>><
>>>>>>:

ð9Þ

dFxðz; tÞ
dFyðz; tÞ
dFzðz; tÞ

0
B@

1
CA ¼

sinðwðz; tÞÞsinðjðz; tÞÞ sinðwðz; tÞÞcosðjðz; tÞÞ cosðwðz; tÞÞ
cosðwðz; tÞÞsinðjðz; tÞÞ cosðwðz; tÞÞ cosðjðz; tÞÞ � sinðwðz; tÞÞ

� cosðjðz; tÞÞ sinðjðz; tÞÞ 0

2
4

3
5

�
dFrðz; tÞ
dFaðz; tÞ
dFtðz; tÞ

0
B@

1
CA

ð10Þ

The cutting force components Fx, Fy and Fz are calculated by summing the dis-
cretized elements in the engaged region as follows:

FxðtÞ
FyðtÞ
FzðtÞ

0
B@

1
CA ¼

Zz

0

dFxðz; tÞ

Zz

0

dFyðz; tÞ

Zz

0

dFzðz; tÞ

0
BBBBBBBBBBBBB@

1
CCCCCCCCCCCCCA

ð11Þ

5 Experimental Work

Experiments were conducted in dry three axis high speed machining using the milling
center Huron KX10 (Fig. 4).

The ball end mill is a coated tungsten carbide tool for dry milling. Their principle
parameters are: R = 5 mm, L = 100 mm, i0 = 30°, ca ¼ 20� and aa ¼ 12:5�. The
workpiece material is the AISI4142 Steel. A piezoelectric force dynamometer Kistler
9257 B and a charge amplifier 5019A were used to measure the cutting forces.
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6 Results and Discussion

6.1 Cutting Force Results

Figure 5 shows the predicted variation of the tool bending as a function of the time
according to X and Y. The maximum displacement values of the cutter is computed in
the tool tip (z = 0) for different free length. It’s noticed that the bending takes its
maximum in the feed rate direction and rise when increasing the tool’s free length.

Figure 6 illustrates the measured and the predicted cutting forces considering the
tool bending for a free length L = 70 mm.

The global magnitudes stay in a good agreement, but there are some discrepancies
especially between the first and the second tooth caused by the tool runout and
vibrations not considered in this model.

6.2 Tool Radius

The calculated equivalent effective radius in the upper discretized element considering
the tool bending is presented in the Fig. 7.

Fig. 4. Experimental setup (a) Huron center KX10 (b) Tool/Workpiece/Kistler dynamometer

Fig. 5. Predicted tool bending for different free lengths (Nr = 15000 rpm, Vf = 2500 mm/min,
ap = 1 mm)
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The elementary radius decreases from its initial value R(z = 1) = 3 mm in terms of
the free length and bending growth.

The maximum cutting force for the three components Fx, Fy and Fz decrease by
increasing the tool free length which produce a growth of the bending of the tool
(Fig. 8). This is caused by the diminution of the equivalent radius (Fig. 7) and the
uncut chip thickness when the cutter shifts inversely to the direction of the forces.

Fig. 6. Modeled and measured forces (a) Fx (b) Fy (c) Fz (Nr = 15000 rpm, Vf = 2500
mm/min, ap = 1 mm)
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7 Conclusion

In this paper, a new method was developed based on the calculation of the equivalent
radius to include the tool bending in the thermomechanical modeling of cutting force.
The method of CWE region was used in order to have an accurate uncut chip thickness.
The influence of cutting parameters and tool bending on the cutting forces was
investigated. The uncut thickness decreases due to the diminution of the equivalent
radius, while increasing the tool bending. To have a more accurate model the effect of
runout, wear and vibrations on the cutting forces will be considered in future works.

Acknowledgments. The work is carried out thanks to the support and funding allocated to the
Unit of Mechanical and Materials Production Engineering (UGPMM/UR17ES43) by the
Tunisian Ministry of Higher Education and Scientific Research.

Fig. 7. Equivalent effective radius for different free lengths (Nr = 15000 rpm, Vf = 2500
mm/min, ap = 1 mm, z = 1 mm)

Fig. 8. Maximal cutting forces for different tool free lengths (Nr = 15000 rpm, Vf = 2500
mm/min, ap = 1 mm)
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Abstract. The primary goal of this paper consists of developing a cutting force
model in oblique longitudinal turning. A new method, based on the equivalent
geometry of cutting tool, is proposed and included in a 3D thermomechanical
model of cutting. Roughing and finishing turning operations were considered for
validation. The predicted results are in line with experimental data over a wide
range of cutting conditions. Besides, it is underlined that the proposed method
represents a robust model taking into account tool-workpiece behavior, friction
and it leads to reaching cutting force components quickly.

Keywords: Nose radius � Cutting forces � Thermomechanical modeling �
Turning � Johnson-Cook behavior

1 Introduction

Controlling cutting forces in the machining process may outcome an enhanced tool life,
better surface finish and less chatter vibrations (Campocasso et al. 2014). Hence, the
prediction of cutting forces has always been key to manufacturing fields. Different
cutting conditions and geometrical parameters influence the machining forces directly.
Among these parameters, the effect of the tool’s nose radius on the workpiece’s
roughness, the residual stresses, and the tool wear has been noted in many researches
(Beauchamp and Thomas 1996; Endres and Kountanya 2002; Childs et al. 2008;
Meyer et al. 2012; Orra and Choudhury 2018). This significant fact justifies the
requirement of including the nose radius in the cutting force models. Several studies
have been conducted on predicting the machining forces using tools with a nose radius
(Imani and Yussefian 2008; Campocasso et al. 2014; Abdellaoui and Bouzid 2016a).
The tool nose radius causes a non-uniform distribution of the chip thickness to which
the cutting forces are directly related. Therefore, the chip formation becomes a com-
plicated 3D process.
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Empirical approaches are used to estimate cutting forces (Tang et al. 2014). The
empirical coefficients are obtained for a specific pair of tool/workpiece and for a limited
range of cutting conditions. These limitations lead some authors to develop an ana-
lytical approach for computing cutting forces. Imani and Yussefian (2008) have con-
sidered each element of the tool’s rounded corner as a single straight cutting edge,
where a local cutting-edge direction angle was defined, and the oblique theory
(Ben Said et al. 2009) is applied to get the local cutting forces. Likewise, in the work of
(Abdellaoui and Bouzid 2016a), a new thermomechanical approach was developed for
each element of the discretized geometry to deal with the non-uniform uncut chip area.
An elementary edge direction angle, an elementary depth of cut, and an average uncut
chip thickness were determined for each discretized element. However, the analytical
methods based on geometry discretization were confined to some limitations such as the
complexity of the cutting forces computation, the dependence of the results accuracy on
the number of discretized elements which highly increase the time computation. Some
authors have proposed a solution which takes advantage of the analytical thermome-
chanical models with the existence of the nose radius, and it may overcome the
drawbacks of discretization. The concept of the equivalent cutting edge was developed
by (Arsecularatne et al. 1995). They discretize the cross section into infinitesimal
elements; for each element the friction force is estimated, assuming it collinear with the
local direction of flow. They finally summed over the entire section of the chip to find
the friction resultant and the corresponding equivalent chip flow direction.

In this paper, a new original method to define an equivalent geometry is proposed
with the goal to overcome the limitations mentioned above. The effect of the nose radius
on the cutting forces has been studied using a thermochemical cutting forces model.

2 Tool Geometry Modeling

As considered in the mechanistic approaches, simply, the total cutting force can be
obtained by multiplying the area of the cross-section of cutting by the specific cutting
force. One can conclude that, for given cutting conditions, the resultant cutting force is
still the same if the cross-section of cutting Sreal is still the same as well. (Figure 1).

p0

rP

(a) Tool real geometry

peq

rP

(b) Tool equivalent geometry

1
eqt

Fig. 1. Definition of the equivalent tool geometry during turning operation
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Hence, for the new equivalent geometry, this cross-section equality is well-
maintained, and the equivalent mean uncut chip thickness is expressed by:

teq1 ¼ f0 sin ðjeqr Þ ð1Þ

Where the challenge is to find the corresponding equivalent cutting-edge direction
angle jeqr . To accomplish this, and knowing the tool nose radius (re), the cutting-edge
direction angle (jr), the depth of cut (p0) and the feed (f0), three cases may be dis-
tinguished according to (Abdellaoui and Bouzid 2016a). In this work, only the two
cases of roughing and finishing are studied (Fig. 2). The uncut chip area is divided into
zones and an equivalent cutting edge is defined as the uncut chip area is the same for
the real geometry and the equivalent one.

The roughing case is considered when the depth of cut is large enough until the
rounded corner is fully engaged in the workpiece (Fig. 2a).

The uncut chip area is divided into four different zones. Using the local uncut
thickness and the local cutting-edge direction angle, the equivalent cutting-edge
direction angle is given by:

jeqr ¼ 1
Sreal

jr

Z x1

0
t1xdxþ jr

Z x2

x1

t2xdxþ
Z h3

h2

t3hhdhþ
Z h2

h1

t4hhdh

� �
ð2Þ

The real cross-section of cut is expressed by:

Sreal ¼
Z x1

0
t1xdxþ

Z x2

x1

t2xdxþ
Z h3

h2

t3hdhþ
Z h2

h1

t4hdh ð3Þ

1

2
3

1x

2x

1xt

2xt
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(a) Roughing case (b) Finishing case
θ
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θ

Fig. 2. Equivalent tool geometry for (a) roughing case (b) finishing case during turning
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The mean uncut thickness t1m in the real geometry and the equivalent depth of cut
in the equivalent geometry are deduced as follows:

Sreal ¼ t1mLcr ¼ f0p
eq ð4Þ

The length of the engaged cutting edge in the workpiece is calculated by:

Lcr ¼ p0 � reð1� cosðjrÞÞ
sinðjrÞ þ reðjr þ h1Þ ð5Þ

On the other hand, the finishing case is considered when the depth of cut is as small
as the rounded cutting edge is not entirely engaged in the workpiece (Fig. 2b). The
uncut chip area is divided into two different zones. The equivalent cutting-edge
direction angle is given by:

jeqr ¼ 1
Lcrt1m

Z h3

h2

t1hh dh þ
Z h2

h1

t2hh dh

� �
where Lcr ¼ re h3 þ h1ð Þ ð6Þ

3 Cutting Forces Modeling

A Johnson-Cook law is used to describe the thermomechanical behavior of the chip
flow in the primary shear zone. The adopted friction law is dependent on the mean
temperature at the tool-chip interface. This law is established by (Abdellaoui and
Bouzid 2016b) with (a1 ¼ 0:5; a2 ¼ 0:32 and a3 ¼ 0:12):

l ¼ tanðkÞ ¼ a1 1� Tint
Tm

� �a2
teq
1

 !
þ a3 ð7Þ

Once the equivalent geometry is defined with the equivalent parameters (teq1 , jeqr
and peq), an analytical model is used to predict the cutting forces and the tool-chip
contact temperature. The resultant force exerted by the workpiece on the tool is
resolved into three components, Fx, Fy, and Fz with respect to the machine’s 3-axis
coordinates (Fig. 3). Their expressions are given by:

Fx ¼ �RT=C cos k cos jeqr ½cos cnðsin ks tan jeqr þ tan cnÞ
þ l cos gcðcos ks tan jeqr ðsin cn tan ks � tan gcÞ � cos cnÞ�

Fy ¼ RT=C cos k cos ks cos cn þ l cos gcðsin cn þ tan gc tan ksÞð Þ
Fz ¼ RT=C cos k cos jeqr ½cos cnðsin ks � tan jeqr tan cnÞ

þ l cos gcðcos cnðtan jeqr þ tan cn sin ksÞ � cos ks tan gcÞ�

8>>>>>><
>>>>>>:

ð8Þ
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The resultant force RT=C is expressed by the following:

RT=C ¼ Fsh cosðgshÞ
cosðkÞ cosð/n � cnÞ � cosðgcÞ sinðkÞsinð/n � cnÞ

ð9Þ

4 Results and Discussion

For the validation of the equivalent cutting-edge direction angle, an experimental data
for oblique turning with 304 stainless steel conducted by (Abdellaoui and Bouzid
2016a), are used. The used tool holder is PCBNL2525M12 (jr = 75°, cn = −6°,
ks = −6°). The cutting inserts are referenced CNMG120408 (re = 0.8 mm). The
cutting force components were registered on TRANSMAB 450TD lathe machine using
a triaxial force dynamometer KISTLER 9257A. Experimental cutting conditions were
conducted using Taguchi array L9, as shown in Table 1.

A comparison between the experimental data, the discretization and the equivalent
methods for modeling of cutting forces is carried out for the three cutting forces
components: the cutting force (Fig. 4a), the feed force (Fig. 4b) and the radial force
(Fig. 4c).

Table 1. Cutting conditions used in the experiments

Tests 1 2 3 4 5 6 7 8 9

Vc (m/min) 180 180 180 250 250 250 400 400 400
f0 (mm/rev) 0.1 0.15 0.2 0.1 0.15 0.2 0.1 0.15 0.2
p0 (mm) 0.5 1 2 1 2 0.5 2 0.5 1

nP
(a) 

peq

(b)

rP

yF

pR
xF

zFyF

xF

zF

pR

ny

nz

nz

0zTool

nγ

Fig. 3. Cutting force components in the (a) normal plane Pn (b) reference plane Pr
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The two cases of roughing and finishing are considered. The tests (1, 6 and 8)
represent the finishing case, and the tests (2, 3, 4, 5, 7 and 9) are included in the
roughing case.

A good agreement was found for the equivalent model compared to the experi-
mental data for both cases. Especially for the prediction of the main cutting edge Fy, a
high accuracy is registered. Despites of some errors in the test number 3, the equivalent
model gives an accurate prediction of the feed and radial forces. This approach based
on using the average value of the equivalent uncut chip thickness along the cutting
edge provides a satisfactory prediction of the cutting force components even for small
depth of cut comparing to nose radius.

Figure 5 shows the evolution of the cutting forces as a function of the nose radius.
One can note a decrease in feed force with the radius while the radial component
increases instead. However, a slight increase of the cutting force is noted. This result
goes in line with the literature (Tang et al. 2014; Abdellaoui and Bouzid 2016a).
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Fig. 4. The discretization, the equivalent models, and the experimental data for (a) cutting forces
(b) feed forces and (c) radial forces (nose radius re ¼ 0:8mm)
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5 Conclusion

In summary, this work delivers a new approach of cutting forces prediction in 3D
oblique machining, through a simplified tool’s geometry. This method represents a
good trial to overcome the complexity of the non-uniform uncut chip area due to the
tool’s rounded corner. The established model predicts cutting force components with a
good agreement compared to experimental data and discretization method. It can be
clearly seen that the equivalent model predicts the magnitude and the tendencies of the
cutting forces under several cutting conditions quite accurately. Further studies, which
take edge radius, chip breaker and tool wear into account, will need to be performed
based on the model developed in this paper.
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Abstract. Multi-Point Hydroforming (MPHF) is a recently developed hybrid
process. An experimental set up has been designed and created by the authors in
order to further investigate this new process’s potentialities for creating complex
parts and different geometries using the same tools. Moreover, finite element
simulations have been performed to determine the influence of the process
parameters, namely the effect of shapes and the density of the reconfigurable
die’s punches and the contribution of the insertion of an elastomeric membrane
(commonly called interpolator) between the die and the blank sheet. The FE
analysis and the experimental results have shown that MPHF is a very promising
process: As a matter of fact, several parts with different shapes have been
successfully obtained using the same tools. In addition, the use of the elas-
tomeric interpolator has considerably improved the quality of the formed parts
by eliminating the geometric defect called ‘dimples’ which is caused by the tips
of the reconfigurable die’s punches and thus generating a better distribution of
residual stresses in the manufactured parts.

Keywords: Hydroforming � Flexible sheet forming � MPHF �
Finite element simulation � Interpolator properties

1 Introduction

Conventional forming techniques such as stamping and deep drawing are very costly
and not recommendable for small series and prototyping. As an alternative, much more
flexible techniques have been developed like the hydroforming and the multipoint
forming. Recently, there have been attempts to combine these two different forming
processes in order to create a new hybrid forming technique called Multi-Point
Hydroforming (MPHF) which takes advantages of both original processes. Selmi and
BelHadjSalah (2013) were the first to test the feasibility of this process. In their work, a
doubly curved shell product was successfully obtained using the experimental set up
that they developed. In their apparatus, the fluid chamber is adopted on one side and on
the other side, the rigid die (of the conventional hydroforming or drawing processes) is
substituted by a reconfigurable one so that multitude shapes could be manufactured
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using a different configuration of the same multipoint die each time. They concluded
that using a metallic medium between the blank sheet and the reconfigurable die is a
more efficient way to eliminate dimples and edge buckling than the use of an elas-
tomeric interpolator especially when manufacturing thin aluminum alloys materials. In
a more recent study (Selmi and BelHadjSalah 2017) found that the quality of doubly
curved shell obtained by the flexible hydroforming with segmented rigid tool is rela-
tively enhanced which confirms the extended potentialities of this process in flexibility
and accuracy for thin and thick shells. On the other hand (Liu et al. 2016) investigated a
similar version of this new hybrid process but in their study the reconfigurable mul-
tipoint tool was moving during the experiments and thus it was considered as a punch
rather than a die and the liquid chamber acted as a die. In their study, a half-ellipsoidal
component was successfully manufactured and the authors reconfirmed that the
increase of the thickness of metallic cover sheet, inserted under multipoint punch,
reduces stress concentrations and dimpling severities and also brings the geometrical
profile of the obtained part closer to the desired geometry. In this study, this new hybrid
process (MPHF) is investigated further. An experimental set up was developed and
some of the manufactured parts will be presented. The process is modeled using finite
element analysis and the effect of the geometry and density of the multipoint die pins
will be analyzed. Moreover, the influence of the insertion of an elastomeric interpolator
and a cover sheet (called a martyr sheet) between the blank sheet and the reconfigurable
die’s pins will be presented.

2 Description of the Experimental Set Up, Materials
and Finite Element Model

The proposed MPHF device is composed of three parts: a reconfigurable upper die, a
blank holder and a fluid chamber which substitutes the punch of the classical stamping
process. The multipoint die carries 37 cylindrical pins having a 10 mm diameter with a
5 mm radius spherical end tip. Each pin’s height is controlled by a corresponding lower
screw. The blank sheet (respectively the interpolator and the cover sheet) is clamped
between two blank holders. Figure 1 shows the experimental setup and its different
components.

Using the manufactured MPHF device, different shapes have been successfully
formed. A sample of the die configurations and the corresponding manufactured parts
is shown in Fig. 2a. In fact, despite the geometric dissimilarities of these two parts, they
were both obtained using the same reconfigurable die only by adjusting the height of
the reconfigurable die’s pins accordingly to the CAD model. Therefore, no specific
expensive dies were required, which highlights the flexibility of this new process.

In this study, all the forming experiments were carried out on AISI 304 steel sheets
having a thickness of 1 mm. It has a Young modulus E = 193 GPa and a Poisson’s
ratio ʋ = 0.3. This material exhibits a good ultimate strength and a high elongation
percent at break which is very interesting for high strained forming processes. The
corresponding stress-strain curve obtained after a tensile test on this material along the
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rolling direction is presented in Fig. 2b. To overcome the dimpling effect caused by
discrete pins, both rubber sheet and a metallic cover sheet were used in the experi-
mental studies. The used interpolator is a polyurethane rubber with Shore hardness of
50. As for the metallic cover sheet, the same material as the blank sheet was used with
the same thickness.

In order to investigate the MPHF process, a finite element model was developed
using the finite element analysis software Abaqus/Explicit. The blank sheet, the cover
sheet and the interpolator were all meshed using 8-node linear bricks with reduced
integration (C3D8R elements). An elastoplastic behavior introduced as a tabulated flow
rule was assigned to the first two instances. As for the interpolator, its hyper-elastic
behavior was described using the Mooney–Rivlin constitutive law. The corresponding
material parameters have been identified by means of an uniaxial compression tests
from the work of (Zhang et al. 2006). The rest of the instances (reconfigurable die, the
blank holders, the die support) were assumed to be rigid bodies. A surface to surface
contact interaction with a coulomb friction law were used for the interaction between
reconfigurable die (master surface) and the deformable blank sheet (slave surface).
A global friction coefficient of l1 = 0.1 is chosen for this contact property (Fig. 3).

Fig. 1. The experimental set up
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3 Results and Discussion

3.1 The Effect of the Pins Geometry and Density of the Final
Product Quality

Three different pins geometries were considered and their potential effect on the
dimpling effect and the surface homogeneity was investigated. As a matter of fact, for
the three case studies, the same pin diameter was considered (so that the die config-
uration is kept the same for all of the simulation) and only the radii of the tip was
modified (R1 = 5 mm, R2 = 10 mm and R3 = 20 mm).

As can be remarked in Fig. 4a, the profile of the different formed parts is not quite
affected by the change of the pins geometry (almost the same height of the formed
domes is witnessed in the three cases). However, the dimpling effect which is related to
the regularity and smoothness of the product surface and as a consequence the quality
of the formed part, is highly affected by this later parameter and the most affected

Fig. 3. The numerical model for the MPHF process

Fig. 2. (a) Sample of the manufactured parts using the MPHF device and the corresponding die
configurations (b) Stress–strain curve of AISI 304 steel (Gahbiche 2015).

Effect of the Interpolator Properties During the Multi-Point Hydroforming Process 163



region is the central area in contact with the pins tips. In fact, as the radius of the tips
rises the dimpling effect is reduced. This result can be explained by the fact that the
surface formed by the different pins with a 20 mm radius is planer than the surface of
5 mm radius. As a consequence, a high contact pressure is excepted near the rounded
tips of the pins (in the case of small radii) and an overflow of the material is trapped
between these extremities which accentuates the dimpling effect. On the other hand, the
reduction of the tips radius leads to a slight decrease of the stress levels in the formed
parts as can be noted in Fig. 4b.

The effect of pins density was also investigated in this study. Two spacing values
were considered for comparison (1 mm and 2 mm spacing respectively). Figure 5
shows that the reduction of the spacing between the punches or in other word the
increase of the density of the pins generates a significant drop of the stress distribution
in the formed part. The increase of the density also decreases the height of the dimples
on the formed parts. This finding was also remarked in the case of conventional
multipoint forming process: In the work of (Cai et al. 2008) the dimpling effect is
significantly reduced and even eliminated when a larger pins density is considered (i.e.
when small sized pins are used). However, the reduction of the pins dimensions will
complicate the die assembly and the pins adjustment and positioning and also will
imply a less economic tooling.

Fig. 4. The effect of the pins geometry (a) dimpling effect (b) Von Mises stress distribution

Fig. 5. The effect of the pins density (a) 1 mm spacing (b) 2 mm spacing
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3.2 The Effect of an Interpolator and a Cover Sheet Insertion

Although the studied new process seems very interesting and promising thanks to its
high flexibility, the presence of the dimples on the formed parts could limit the effi-
ciency of this proposed technique and its use for industrial parts. It has been shown in
many conventional Multi Point forming process studies that the use of an interpolator
and/or a metallic cover sheet improves the contact between the blank and the discrete
die and thus reduces and even eliminates the dimpling phenomena (Cai et al. 2008;
Selmi and BelHadjSalah 2013). This idea was tested in our case and a 2 mm poly-
urethane interpolator with a Shore hardness of 50 and a cover sheet identical to the
blank sheet used in experiments were inserted on the top of the reconfigurable die.

Fig. 6. (a) Cover sheet (b) blank sheet

Fig. 7. The effect of the interpolator thickness (a) 2 mm thickness (b) 1 mm thickness
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As can be seen in Fig. 6, after the insertion of these two instances, the quality of the
formed part have been considerably improved and the totality of the dimples has been
eliminated from the final part. In fact, since the cover sheet becomes in direct contact
with the pins, it has absorbed all of the contact pressure applied by the pins tips. As a
result, the blank sheet was not in contact with a discrete surface anymore. Moreover the
presence of the interpolator prohibited the material overflow of the blank sheet. The
presence of the interpolator has also participated in the establish of a more homoge-
neous stress distribution in both the deformed cover sheet and the formed product. In
addition, the increase of the interpolator thickness has led to the reduction of the stress
levels in both sheets as presented in Fig. 7.

4 Conclusion

The multipoint hydroforming process (MPHF) is a new hybrid process that allows the
obtaining of products with different geometries using the same tooling each time thanks
to the use of a reconfigurable die. The quality of the final parts depends on the
geometry and the density of the die’s pins. Despite its high flexibility, which make it
quite adequate for small series and prototype production, this process suffers from a
major problem which is the dimples defect caused by the impact of the tips of the
reconfigurable die on the blank sheet. This geometrical defect was successfully reduced
and even eliminated after the insertion of a metallic cover sheet and an interpolator on
the top of the discrete die which has greatly improved the parts surface quality and led
to more homogenous stress distribution.
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Abstract. Fatigue phenomenon is one of the main causes of parabolic leaf
spring failure. Therefore, fatigue life assessment and prediction represent an
important aspect during parabolic leaf spring design stage. Nevertheless, the
estimation of fatigue life is usually affected by many inherent uncertainties
which must be considered in a fatigue design approach. In this work, a
stochastic approach based on Latin hypercube simulation method has been
performed to predict the fatigue life of parabolic leaf spring. The strain based
approach and Morrow fatigue criterion have been used to compute the number
of cycles to failure. The proposed approach has been applied on a finite element
and a response surface model of parabolic leaf spring. The dispersion of geo-
metrical dimensions, materials properties and cyclic loading parameters have
been taken into consideration. The number of cycles to failure distribution has
been presented and characterized. The effects of probabilistic variables on the
fatigue life results have been studied in order to enhance the fatigue behavior of
parabolic leaf spring.

Keywords: Parabolic leaf spring � Probabilistic fatigue life prediction �
Finite element analysis � Response surface method

1 Introduction

Leaf spring presents an important flexible component of light and heavy vehicle sus-
pension systems. It can be used to absorb and release shocks due to road surface
irregularities (Reimpell et al. 2001; Atig et al. 2018a, b). Moreover, leaf spring is
utilized as a connecting element. It links the axle to the vehicle chassis (Heißing and
Ersoy 2011; Atig et al. 2018a, b). It is well Known that Fatigue phenomenon is one of
the principal reasons of fracture of Parabolic Leaf Spring (PLS). Commonly, leaf spring
fatigue behavior is characterized by random experimental results. Svensson (1997)
joined the random fatigue results with the uncertainty of the cyclic load, the model
error, material and geometrical properties of the structure. Many probabilistic
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simulation methods can be adopted to estimate the fatigue life distribution (Ben Sghaier
et al. 2010; McKay et al. 1979). With a similar efficiency and accuracy, the required
number of simulations Latin hypercube sampling method is lower than the number
used by the standard Monte Carlo simulation method (Olsson et al. 2003). Hence, Latin
hypercube sampling method can be used to reduce the extra-computational time.

In this works, finite element model of PLS has been implemented using Ansys
workbench® software. The PLS fatigue life has been computed by using Morrow
fatigue criterion. A probabilistic study based on Latin hypercube sampling method has
been performed to estimate the fatigue life distribution.

2 Materials and Methods

A Three dimensional parametrical finite element model of single asymmetric parabolic
leaf spring was developed using ANSYS commercial finite element software. For the
assignment of material in fatigue analysis, the SAE 5160 steel, typically employed in
the leaf spring manufacturing, is selected (Yamada 2007). The elastic plastic model of
Ramberg-Osgood (1943), given by Eq. (1), is adopted.

ea ¼ ra

E
þ ra

K

� �1
n ð1Þ

Where ea is the total strain amplitude, ra equivalent stress amplitude, E is the Young
modulus, K is the cyclic strength coefficient and n is the cyclic strain hardening
exponent.

As boundary conditions of PLS, the two leaf spring eyes are allowed only to rotate
in X-axis and translate in Y-axis. The applied loading is assimilated as a uniformly
distributed force applied on the seat surface of PLS. The cyclic loading has a sinusoidal
form with a maximum loading and a load ratio equal to 5500 N and 1/3 respectively.
Boundary conditions and loading are schematized in Fig. 1. For solid meshing, 8-node
hexahedra elements are used with a maximal length of 5 mm. Consequently, 11649
elements with 59886 nodes are generated.

In this work, the morrow fatigue criterion is used to assess the PLS fatigue life
(Morrow 1968). This criterion takes into account the mean stress effect and covers both
low and high cycle fatigue regions (Stephens et al. 2001). The relation describing the
Morrow fatigue criterion is defined as:

ea ¼ r0
f � rm

E
2Nfð Þb þ e0f 2Nfð Þc ð2Þ

where ea is the total strain amplitude, E is the Young modulus, r0
f is the fatigue strength

coefficient, rm is the mean stress, b is the fatigue strength exponent, e0f is the fatigue
ductility coefficient, c is the fatigue ductility exponent and Nf is the number of cycles to
failure. The mechanical proprieties of SAE 5160 steel are illustrated in Table 1
(Boardman 1982).
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The number of cycles to failure is computed using the Morrow strain-life relation.
The strain amplitude is calculated through the cyclic stress-strain relation of Ramberg-
Ostgood. The equivalent stress amplitude is obtained from finite element analysis. The
flowchart of PLS the fatigue life analysis is depicted in Fig. 2.

In order to analyze the effect of design parameter dispersion on the PLS fatigue life,
ten input parameters are considered as probabilistic variables. These probabilistic input

Table 1. Mechanical properties of SAE 5160.

Mechanical properties of SAE 5160 steel Value

Ultimate tensile strength (MPa) 1584
Yield strength (MPa) 1487
Young modulus (GPa) 207
Fatigue strength coefficient (MPa) 2063
Fatigue strength exponent −0.08
Fatigue ductility coefficient 9.56
Fatigue ductility exponent −1.05
Cyclic strength coefficient (MPa) 2432
Cyclic strain hardening exponent 0,15

Fig. 2. Flow chart of parabolic leaf spring fatigue life analysis

Fig. 1. (a) Loading, boundary conditions (b) mesh of PLS of loading conditions applied on the
SAPLS
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parameters are assumed to follow a normal distribution characterized by mean and
Coefficient of variation (CoV) values. Probabilistic variables mean and CoV values are
illustrated in Table 2.

The fatigue life results are affected by the dispersion of the input parameters. To
evaluate the probabilistic distribution of the number of cycle to failure, a probabilistic
approach, based on Latin hypercube simulation method, was developed. 1000 random
values of each probabilistic input variable are generated by using the Latin Hypercube
sampling method and 1000 Morrow fatigue life results are computed for the studied
case. Generally, the generation of a big number of Finite element simulations is a time
consuming process. In order to reduce the computational time, Finite element model
can be substituted by second order polynomial model using response surface method
(Myers and Montgomery 2002; Atig et al. 2017). For response surface model con-
struction, a central composite design of experiments of ten factors with two levels is
implemented (Montgomery 1991).

3 Results and Discussion

The deterministic finite element analysis results of parabolic leaf spring are shown in
Fig. 3. The uniform distribution, observed in Fig. 3(a), of the Von Mises equivalent
stress is related to the parabolic profile of PLS thickness. For a maximum loading of
5500 N the maximum equivalent stress is 1063.7 MPa. The deterministic value of the
number of cycles to failure is 2.053 � 107. Figure 4 represents the histogram of the
1000 design points according to the decimal logarithm of the number of cycle to
failure. This distribution can be fitted to a normal distribution of mean value of 7.32
and a CoV of 9.1%.

Table 2. Mean and CoV values of probabilistic parameters.

Probabilistic parameters Mean value CoV (%)

Active length of rear cantilever 850 mm 1
Active length of front cantilever 600 mm 1
Width 63 mm 1
Maximum thickness 13.2 mm 1
Maximum loading 5500 N 5
Young modulus 207 GPa 5
Fatigue strength coefficient 2063 MPa 5
Fatigue strength exponent −0.08 5
Fatigue ductility coefficient 9.56 5
Fatigue ductility exponent −1.05 5
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To reduce the extra-computational time, related to the calling a big number of times
the finite element model of parabolic leaf spring, response surface method is adopted.
To evaluate the regression coefficients of second order polynomial response surface
model, a central composite design of experiments is implemented. Afterwards the
validation of the response surface model of parabolic leaf spring is performed by
applying thirty verification points.

As shown in Fig. 5, a good coefficient of determination level of 99% is attained. To
compute the fatigue life distribution using the response surface model, 105 Latin
Hypercube simulations are executed.

Fig. 3. (a) Equivalent stress (Pa) and (b) fatigue life distribution along parabolic leaf spring

Fig. 4. Distribution of the decimal logarithm of the number of cycle to failure
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Figure 6 illustrates the distribution of the logarithm of the number of cycle to
failure. The deterministic number of cycle to failure is about 2.053 � 107. However,
the probability that the parabolic leaf spring fails within 107 cycles is about 33.85%.

Figure 7 shows the effect of design parameters on the Morrow fatigue life. It is
observed that the fatigue ductility coefficient and fatigue ductility exponent have no
effect fatigue life of parabolic leaf spring. Therefore, the plastic term of morrow cri-
terion can be neglected in the fatigue life prediction of parabolic leaf spring. The
variation of 1% of the maximum thickness has the most important effect on the fatigue
life. The variations of the maximum load and the two active lengths have a negative
effect on fatigue life.

0,99072 =R

Fig. 5. Response surface model validation

Fig. 6. Fatigue life distribution obtained from response surface model
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4 Conclusion

A probabilistic approach based on morrow criterion and Latin hypercube simulation
method has been presented to predict the fatigue behavior of parabolic leaf spring. It
takes into account the dispersion of geometric, loading and material design parameters.
The uncertainty effect has been evaluated through a sensitivity analysis. The variation
of maximum thickness has the most important effect on the number of cycles to failure.
However, the fatigue ductility exponent and coefficient have no effect on the fatigue life
of parabolic leaf spring. The probabilistic fatigue life prevision approach can evaluate
with precision the fatigue failure probability and solves the oversizing design problems.
Moreover, it is very important to make a probabilistic optimization of design param-
eters by taking into account the mass, the stiffness and the manufacturing cost of
parabolic leaf spring.
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Abstract. This paper aims to study the effect of the R phase on the phase
transformation behavior of an aged Ni-rich NiTi Shape Memory Alloy (SMA).
The thermal analysis at zero stress was performed through Differential Scanning
Calorimetry (DSC) technique. It was reported that the NiTi thermal behavior is
strongly influenced by the R phase presence level. The calorimetric findings
were supported by X-Ray Diffraction (XRD) analysis which reveals the rela-
tionship between R phase and Ni4Ti3 precipitates. In order to characterize the
stress-induced martensitic transformation, an isothermal compression tests were
performed. Based on the critical stress-temperature diagram, two different
transformation processes, with and without R phase, were selected to study the
global NiTi thermomechanical behavior. The obtained results can be useful to
predict the domain where the effects of the Ni-rich NiTi alloys can be occurred.

Keywords: NiTi alloys � Phase transformation � Aging temperature �
R phase � Stress-temperature diagram

1 Introduction

In the investigation study of the NiTi thermomechanical behavior, usually, both
transformation temperatures and stresses play a key role since they define the critical
stress-temperature diagram from which the relationship is clearly described and the
evolution of the overall NiTi behavior is easily understood (Tanaka 1986; Brinson
1993; Brocca et al. 2002). Thus, in order to identify these main properties, the
experimental thermal characterization remains unavoidable.
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Based on previous experimental studies, it has been reported that the thermome-
chanical properties of the Ni-rich NiTi SMA are often sensitive to several factors such
as the aging temperature and duration (Ben Fraj et al. 2017a, b; Sadiq et al. 2010;
Khaleghi et al. 2013; Wang et al. 2015; Eggeler et al. 2005), cooling media and
cooling/heating rate during the thermal transformation process (Motemani et al. 2009;
Ben Fraj et al. 2016; Kaya 2017; Ben Fraj et al. 2017a, b), strain rate (Kazemi Choobi
et al. 2014), test temperature (Duerig and Bhattacharya 2015; Churchill et al. 2009;
Laplanche et al. 2017). Under specific aging conditions which lead to the formation of
Ni4Ti3 precipitates in the NiTi matrix, the forward transformation can be carried out
through a rhombohedral phase known as R phase, where a multistage transformation
takes place during the cooling process (Duerig and Bhattacharya 2015).

The purpose of this study is to present an experimental analyze on the influence of
the R phase presence level on the thermomechanical properties of an aged Ni-rich
NiTi SMA. The evolution of both thermal and microstructural behavior as function of
aging temperature is investigated through a Differential Scanning Calorimetry
(DSC) and a X-Ray Diffraction (XRD) techniques, respectively. Moreover, a
mechanical analysis is performed based on an isothermal compressive tests in order to
investigate the effect of the aging temperature on the stress induced martensitic
transformation. The global thermomechanical behavior of the NiTi SMA and the
critical stress-temperature diagram are finally discussed as a function of the R phase
presence level.

2 Material and Experimental Method

The NiTi SMA was supplied by Baoji Rare Titanium-Nickel Co. Ltd., China. The
corresponding chemical composition is given in Table 1. The temperature Af and Mf

values are about 33 °C and less than −60 °C, respectively.

2.1 Thermal Analysis

All samples were cut from the same NiTi hot rolled bar and then aged at various
temperatures, from 450 °C to 650 °C, for 1 h and cooled at ambient temperature.
Thereafter, these samples were polished using waterproof sand paper and rinsed with
ethanol. The characterization of the transformation behavior was performed with a
differential scanning calorimeter DSC 4000/Perkin Elmer with an accuracy of ±0.1 °C.
The samples were encapsulated in an aluminum specimen pans. As a reference, a
matching empty specimen pan with crimped lid was used. The imposed cooling/heating
rate was of 5 °C/min with a constant nitrogen flow rate of 20 ml/min. All the DSC tests
have consisted of a complete cooling and heating cycle. The cycle was repeated twice,
for each sample, in order to check the repeatability of the material response.

Table 1. The chemical composition of the studied NiTi alloy/wt%

Ni H N O C Ti

55.89 0.001 0.002 0.048 0.041 Balance
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2.2 Microstructural Analysis

The phase formations of the samples were analyzed at ambient temperature using XRD
with D8 Advance diffractometer and Cu Ka radiation (kCu = 1.5418 Å). The XRD
samples were cut into disks with a diameter of 10 mm and height of 3.5 mm. The
diffraction patterns were recorded over 2h ranging from 30° to 90°, during 45 min, by
continuous scan with tube voltage of 40 kV and tube current of 40 mA.

2.3 Mechanical Analysis

The NiTi samples were cut into cylinder forms with a diameter of 10 mm and a height
of 20 mm. The NiTi cylindrical samples were aged at various temperatures, from
500 °C to 650 °C, for 1 h and then cooled at ambient temperature.

The compression tests were performed using 30-ton Shimadzu press at constant
loading rate of 0.1 mm/min. As shown in Fig. 1, the compression plate admits a greatly
higher rigidity compared to that of the tested sample. The experiments were performed
at a temperature of 37 °C controlled using a digital thermocouple positioned closely
beside the sample. The compression test was repeated twice, for each sample, to ensure
the repeatability of the material response.

3 Results and Discussion

3.1 DSC Analysis

The DSC thermogrammes at various aging temperatures are displayed in Fig. 2. It can
be clearly observed that the increase of the aging temperature has a significant effect on
both forward (A ! M) and reverse (M ! A) transformations during cooling and
heating processes, respectively.

Fig. 1. Schematic drawing of the compression test: (a) sample positioning; (b) compression
loading.
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From the DSC analysis (Fig. 3), three sequences of phase transformation can be
revealed as a function of aging temperature:

1. For the 450 °C and 500 °C aged samples: A symmetric R phase transformation,
A ! R ! M on cooling and M ! R ! A on heating is observed.

2. For the 550 °C and 600 °C aged samples: An asymmetric R phase transformation
(A ! R ! M on cooling and M ! A on heating) is observed.

3. For the 650 °C aged sample: A direct (A $ M) transformation is taken place
during cooling and heating paths. The R phase is completely absent in this case.

In the Ni-rich NiTi alloys, the R phase behavior is directly linked to the kinetic of the
Ni4Ti3 precipitates which ismainly dependent to the aging temperature (Wang et al. 2015,
Jiang et al. 2015). By increasing the aging temperature, the gradual disappearance of the R
phase can be attributed to the gradual dissolution of the Ni4Ti3 precipitates in the matrix
(Otsuka and Ren 2005). Accordingly, the total superposition of the two transformation
peaks (M ! R) and (R ! A), observed during heating at 550 °C indicates the partial
dissolution of these precipitates. During the cooling path, the two peaks (A ! R) and
(R ! M) are progressively merged until reaching the total superposition at an aging
temperature of 650 °C which is indicative of the total dissolution of the Ni4Ti3 precipi-
tates. Thus, 600 °C–650 °C may be considered as the critical aging temperature range in
which the material microstructure is significantly changed.

Fig. 2. DSC curves of Ni-rich NiTi SMA aged at different temperatures: (a) 450 °C; (b) 500 °C;
(c) 550 °C; (d) 600 °C; (e) 650 °C. (1 h/air cooling)

180 B. Ben Fraj et al.



3.2 XRD Analysis

For the identification of the NiTi SMA phases, mainly the Ni4Ti3 phase, a XRD
analysis was performed. The XRD patterns recorded for the aged samples are presented
in Fig. 3. A gradual evolution of the microstructure is clearly visible. According to the
DSC curve of the 450 °C aged sample, at ambient temperature (*25 °C), the NiTi
alloy should be completely in R phase. Consequently, in Fig. 3, the corresponding
XRD pattern shows two principal superimposed peaks, R(112) and R(030). Further-
more, a small P(20-22) and P(21-32) peaks are revealed, which indicate the presence of
the Ni4Ti3 phase formed during the aging process (P denotes Precipitates). The low
intensity of these peaks proves that the precipitated Ni4Ti3 particles are very fine. The
precipitation peaks are also visible in the other XRD patterns in addition to the aus-
tenitic peaks and tend to disappear with the increase of the aging temperature from
500 °C to 650 °C.

For the aged samples at the range of 500 °C–650 °C, the integral intensity of the A
(110) peak decreases by increasing the aging temperature which reveals that the lower
aging temperature can promotes the grains to preferentially growing up. The main peak
A(110) and the minor peak A(211) are the main and the characteristic peaks of the
austenitic phase (Motemani et al. 2009).

It should be noted that a new diffraction peak of the parent phase A(200) is detected
at 650 °C which can be interpreted by a change in the material texture at this aging
temperature.

Fig. 3. XRD patterns of the Ni-rich NiTi SMA heat treated at various temperatures. A: austenite,
M: martensite and P: precipitates.
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3.3 Compression Tests and Stress-Temperature Diagram

The samples aged at 500 °C and 650 °C are subjected to an isothermal compression
loading at a test temperature of 37 °C. It should be noted that the aging temperature of
450 °C was excluded from the mechanical study since the correspondent DSC ther-
mogram reveals that the presented phase is not purely austenitic at 37 °C.

The obtained compressive stress-strain curves for the selected aging temperatures
are depicted in Fig. 4. The transformation stresses rMs and rMf which characterize the
start and the finish of the stress-induced transformation (A ! M), respectively, are
determined from the stress-strain curves by the intersection of tangent lines method.

The relation between transformation stresses and temperatures, during the forward
transformation, is described for both low and high aging temperatures: firstly, at 500 °C,
where an asymmetric R phase transformation is well presented and accompanied by the
presence of Ni4Ti3 precipitates; secondly, at 650 °C where a direct transformation
occurs and the R phase is completely absent.

In Fig. 5, the stress-temperature diagram for the forward martensitic transformation
is obtained by connecting the transformation stresses rMs and rMf to the thermal
transformation temperatures Ms and Mf, respectively. Ms and Mf indicate the start and
the finish of the forward transformation and determined by intersection of tangent lines
method, from Fig. 1. The transformation slopes corresponding to Ms and Mf are of
17.7 MPa/°C and 14 MPa/°C for the 500 °C aged sample; they increase, respectively,
to 22.36 MPa/°C and 23.98 MPa/°C at 650 °C aging temperature. The evolution
tendency of these transformation slopes as function of aging temperature can be

Fig. 4. Compression stress-strain curves for different aging temperatures; each test starts at zero
strain.
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attributed to the R phase presence level which affects the transformation temperatures
Ms and Mf. Regarding the transformation process, it is observed that, for the 500 °C
aged sample, the difference between Ms and Mf is remarkably decreased by the increase
of the applied stress which reduces the martensitic transformation window width.
Consequently, in the sample containing initially the Ni4Ti3 precipitates at zero stress,
we can deduce that the martensitic transformation rate increases by increasing the
compressive stress. For the 650 °C aged sample, the stress/temperature relationship
exhibits a slight increase in the difference between Ms and Mf. This tendency may be
explained, then, by the creation of dislocations by deformation which act as a resistance
to the martensitic transformation (Zheng et al. 2008).

4 Conclusion

In this work, an experimental investigation was performed to characterize the phase
transformation behavior of an aged Ni-rich NiTi shape memory alloy. The thermal and
microstructural analyzes was carried out at zero stress using both DSC and XRD
techniques. It was reported that the R phase presence level, revealed through the
calorimetric measurements, has a great effect on the NiTi thermal properties. By
increasing the aging temperature, the gradual disappearance of the R phase is attributed
to the dissolution of the Ni4Ti3 precipitates.

The characterization of the aged NiTi mechanical behavior was performed through
an isothermal compression tests and the overall thermomechanical behavior was dis-
cussed based on the critical stress-temperature diagram for different transformation

Fig. 5. Critical stress-temperature diagram for the martensitic transformation of 500 °C-1 h and
650 °C-1 h aged Ni-rich NiTi samples and compressed at 37 °C.
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processes. It was proved that the lower transformation slopes are obtained where the
transformation process exhibits the R phase during the thermal transformation at zero
stress. For the transformation process free from the R phase, the martensitic transfor-
mation kinetic seems to be not very sensible to the thermomechanical loading.
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Abstract. This contribution presents a combined approach including experi-
mental observation at both macroscopic and microscopic scales of carbon black
Styrene butadiene rubber (SBR) in form of thick sample after cyclic loading
using FTIR. Due to fatigue, the rubber network contains intact and altered
network portions, which is introducing the scission/rotation mechanism. The
chain scission explains the dramatic stress decrease under fatigue loading. The
decrease of hydrocarbon area confirms the rotation in some chemical group. The
breakdown/rebound mechanism of inter-aggregate links in the rubber-filler
material system is also responsible of the relaxation response at the macro scale.
FTIR spectroscopy characterization is carried out in order to clarify the effect of
stress concentration, filler amount on SBR softening do to cyclic loading. The
spectroscopic changes are measured in two different zones the median and the
upper section of the specimen. Numerical simulation is developed. The response
at the macro-scale after cyclic loading is predicted, of thick carbon-filled SBR
samples. The predictive capability of the FE model is tested by comparison with
experimental data.

Keywords: SBR rubber � Cyclic loading �
Stress softening FTIR-ATR spectroscopy � FE simulation

1 Introduction

Firstly studied in the 1960s by Mullin and coworkers, the fatigue effects in rubbers
have a long research history. The authors experimentally observed an appreciable
change on material response, the stress lower for the same applied strain from the first
extension (Mullins 1969), becomes negligible after several cycles to reach eventually a
stationary state with constant stress amplitude, and stabilized hysteresis loop. More-
over, they investigated the fillers particles effects on the stiffness and the strength of
rubber compound. Two types of microstructural network rearrangements take place in
rubbers after mechanical fatigue: a recoverable viscoelastic rearrangement due to the
original network stretching (e.g. entanglement slippage) and unrecoverable rear-
rangements via scission reactions of bonds. These mechanisms are dependent on the
frequency, filler content and stretch amplitude. Many researchers resort to
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spectroscopic techniques to reveal the molecular changes of polymeric material (Celina
et al. 1998; Choi et al. 2014; Diaz et al. 2014; He et al. 2017). During cyclic loading, in
both filled and unfilled rubber, stress softening is detected which known as Mullin
effect. From a physical point of view, plenty interpretations are proposed, we review
some of them: matrix damage including cavities appearance, chain scission, disen-
tanglement, change of number of chemical crosslinks, filler network alteration and
rubber-filler interface change (Guo et al. 2017). In our contribution, we present an
investigation about this phenomena in both macroscopic (mechanical) and microscopic
(molecular) scales. In the microscopic scale, we use Infrared absorption spectroscopy
with ATR technique to evaluate the structural degradation of styrene butadiene rubbers
containing three different amount of carbon black particles. FTIR analysis is done in
two different regions: the sample upper and median section to figure out the effect of
heat buildup, geometry and fillers on the network alteration. Since the finite element,
computation is essential to predict the macroscopic behavior of SBRs under fatigue and
to highlights the several causes of microscopic changes, we resorts to FE simulation
model. A subroutine describes the hyper viscoelastic model is implemented into MSC
Marc. The predictive capability of the FE model is tested by comparison with exper-
imental data.

2 Experimental

2.1 Sample Geometry and Materials

Cylindrical diabolo specimens with curvature radius of 42 mm (referred to as
AE42mm) are used in this study (Fig. 1). The reduced section in the center of the
sample allows locating the highest increase of stress and temperature. The specimens
material is a sulphur vulcanized Styrene Butadiene Rubber (SBR) with three Carbon
Black filler content, 15, 25 and 43 phr (part per hundred of rubber in weight).

2.2 Mechanical Fatigue Characterization

Fatigue tests are performed using an electro-pulse testing machine Instron-5500 and
defined by four different loading. A first load inducing stabilization of the cyclic
response is applied before each fatigue test. This is to enfranchise the Mullins effect
(Mullins 1969). Two types of series cyclic tests are made. Fatigue test at imposed
stretch level and fatigue test at imposed frequency level. The stretches ramp to max-
imum value of 2 mm and 14 mm, respectively for the first and the second series of
tests. After defining the maximum loading cycle number, load and displacement versus
time is recorded during the cyclic test. The same absolute axial frequency 2 Hz is
imposed to the loading and unloading paths. For the second type of fatigue test, the
same stretch level rises to maximum value at 10 mm and the imposed frequency is
0.4 Hz for the first tests and 2.8 Hz for the second tests.
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2.3 Fourier Transform Infrared Characterization

Infrared spectra were measured with a FT-IR spectrometer (Perkin Elmer Spectrum
Two Fourier Transform Infrared (L120 2057)). Thin sections of SBRs samples (about
100-µ thickness) are cut from two regions: one from the median section (M) and the
other one was taken from the upper side (U) of the specimen. Then, the disc is placed
on top of ATR- crystal (Diamond) and exposed to an infrared beam across a range of
wavelengths from 2.5 lm to 25 lm (wavenumber range 4000 cm−1 to 400 cm−1) that
passes through the diamond crystal forming an evanescent wave that penetrates and
reflects off the crystal surface. The pressure force applied to all specimens is 50 ± 1 N.
In order to minimize experimental errors and to ensure our experiments reproducibility,
FTIR tests are repeated three times and the spectrums are fitted using Omnic software.
The experimental protocol is presented in Fig. 2.

Upper section (U)

Mediansection (M)

R=42 mm

30
 m

m
Fig. 1. Sample geometry with different areas of cutting for FTIR characterization

ATR-Crystal(Diamond) Pressure unit

Sample
Condenser Lens

Infrared Beam
To detector

Fig. 2. Infrared spectroscopy: Beam path of ATR accessory and FTIR Sample techniques:
Attenuated Total Reflection (ATR)
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3 Results and Discussion

3.1 Fillers Softening Effects

Figure 3 shows Fatigue cyclic loading induced stress softening at two stretch ampli-
tudes for the three SBR filler content. The curves provides the stress evolution during
400 cycles for 2 mm imposed stretch (Fig. 3a) and 14 mm imposed stretch (Fig. 3b) at
the same given frequency 2 Hz. We are interested on the rapid decrease in stress
observed in the first 100 cycles. Following this substantial decrease in stress, the SBR
presents less and less softening and tends to a stable stress state for important cycles.
The magnitude of softening stress depends on three factors, the number of cycles, the
imposed stretch level and carbon black filler rate. Rapid decay of the stress initially is
often associated with irreversible state of macromolecular network (Mullins 1960;
Göktepe and Miehe 2005) and damage caused by the breakage chains during the first
cycles (Ayoub et al. 2011b, 2014b) of non-recoverable network (Guo et al. 2017).
Because of their time-dependent nature, the inelastic phenomenon in elastomers can
recover during unloading time. In this case, the initial stiffness of the material may be
recoverable. This recoverability depends on the magnitude of stress and the tempera-
ture (Mullins 1969). It is reported in the review of (Guo et al. 2017) that cyclic load
applied to SBR containing different amounts of carbon-black induce two types of
macromolecular network arrangement in the rubber-filler material system. The first one
is the recoverable network present a viscoelastic part and unrecoverable network
damage mechanisms part (Dinari et al. 2017) induces softening. The decrease of stress
attributed to the unrecoverable network.

Fig. 3. Relaxation stress during fatigue loading for: (a) Umax = 2 mm; (b) Umax = 14 mm
(1:15 phr, 2:25 phr, 3:43 phr)
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3.2 Fillers Microstructural Effects

3.2.1 ATR-IR Analysis
Two specimens sections are examined by FTIR spectroscopy, the median section
(M) which has highest stress and the upper section, the least solicited zone (U). Results
of the FTIR spectra of the rubber with three Carbon Black filler content from all
previous sections are reported. We present the FTIR result of SBR15phr and SBR43phr
in Fig. 4. In addition, two peaks are observed in 3000 cm−1 and 3070 cm−1 related to
phenyl groups (Choi et al. 2014; Biao et al. 2018). As previously mentioned by He and
co-worked (He et al. 2017), the absorption peaks at 1250 cm−1, 800 cm−1 in the
spectra of SBR are attributed to C-O (carbonyl) stretching and bending vibrations.
Indeed, these carbonyl groups are observed in our spectra for the three SBRs, however
there is not a noticeable difference in the both zones (the median section (M)/the upper
side of sample (U)). The histograms of characteristic absorption area presented below
are measured from the collected data of three materials spectra. The area variation of
peaks assigned to butadiene group follow the same trend of change in SBR 15 phr in
both zone. For the less filled SBR, the cis 1.4, 1.2 and trans 1.4 butadiene area are
correspondingly to 2.6, 0.26 and 1.4 in the Upper side, while they are equal to 1.03,
0.16 and 0.98 in the median section (Histogram 5.a). On the contrary, the characteristic
absorption peaks of SBR43 phr remain the same in both zones. Therefore, the areas are
equal to 2.11, 0.25 and 2.85 for cis 1.4, cis 1.2 and Trans 1.4 butadiene, respectively
(Histogram 5.b). The strong diminution of hydrocarbon group in SBR 15 phr is
explained by the loss of conformational chains ordering and the rotation of double bond
position (Figs. 4 and 5).

3.2.2 Molecular Network Kinetic
The kinetic of chain density is expressed as a function of cycle number N. We can
consider this evolution with “N” as a representative of the microstructure evolution, i.e.
a master curve for each SBR material. We propose to express the master curves of the
chain density evolution by the following exponential equations:

n
n0

ðNÞ ¼ ai þ bi expð�ðdiNÞciÞ ð1Þ

Where i = 15 phr, 25 phr, 43 phr for SBRi: ai, bi, di and ci are parameters relative to
each material; N is the cyclic number and n0 in the initial chain density (Table 1).

Using the eight-chain model (Arruda and Boyce 1993), the equivalent Cauchy
stress expressed as follows:

req ¼ Cr
3

ffiffiffiffiffiffiffiffi

NCr
p
keq

L�1 keq
ffiffiffiffiffiffiffiffi

NCr
p

� �

Be � keq I
h i

ð2Þ

Cr ¼ nKT is the shear modulus, where k is the Boltzmann constant, T is the absolute
temperature and n is the chain density.

ffiffiffiffiffiffiffiffi

NCR
p

is the number of connected rigid links in
a chain. Be is the right Cauchy strain tensor, which can be written in the following

form: B
e
¼ F

e
FT
e
.
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Fig. 4. Infrared spectrum filled SBR after cyclic load in two zone (U-upper section) and
(M-median section): SBR15phr (a), SBR43phr (b)

Fig. 5. Absorbance area of chemical functional groups in the median (M) and the upper
(U) zones: (a) SBR15phr and (b) SBR43phr
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Where Fe is the deformation gradient tensor. Moreover, keq represents the chain

elongation in eight-chain network. We denote L�1 to be the inverse of Langevin
function, written as follows and it can be estimated through the pade approximation
(Cohen 1991), L�1ðuÞ ¼ u 3�u2

1�u2.

3.2.3 Numerical Simulation Results
A 3D axisymmetric FE numerical model with 6000 elements is developed according to
the dimensions of the diabolo specimen in Fig. 1. One specimen end is fixed and the
other maintained at a variable displacement (Fig. 6). The predicted stress softening
evolution due to cycle fatigue loading of the three filled is presented in Fig. 7. In a
satisfactory manner, the FE model is able to capture the stress softening due to cyclic
loading (Fig. 7).

Table 1. Coefficient associated to Eq. 1

Parameters SBR15phr SBR25phr SBR43phr

ai 0.86 0.76 0.7
bi 0.136 0.243 0.24
di 0.037 0.01 0.01
ci 0.51 0.72 0.29

Variable displacement
Fixed displacement

Fig. 6. Simulation model: mechanical boundary condition
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4 Conclusion

This contribution is an experimental testing and numerical simulation of the fatigue
effects on carbon black filled styrene butadiene rubber. Stress softening induced by
cyclic loading observed at both macroscopic and microscopic scale. At macroscopic
scale, it has shown that the stress decay after the cyclic loading related to chain
breakdown and fillers friction. At microscopic scale, the FTIR ATR spectroscopy
analysis show that the decrease of functional group cis and Trans in the specimens
median section of SBR25phr and 15 phr. Hence, the functional group of SBR43phr
presents more stability. The results show a good agreement between numerical and
experimental behavior under cyclic loading.
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Abstract. A significant role is played by shear bands in controlling plasticity
and failure mode in metallic glasses MGs. Atomic force microscopy AFM
together with a nanoindender was previously used to observe shear band
blocking. In this work, we have developed a correlation between finite element
FE analysis and in situ SEM characterization, AFM topographic and frictional
measurements. The experiments are performed in notched thin ribbons of
Cu60Zr30Ti10 MG. Based on Gao’s FE formulation integrating Spaepen’s
micromechanical model and AFM topographic analysis allow us to get further
insights on the propagation, intersection and shear band offsets. Different shear
band networks emanating at near and far plastic zones from the notch roots are
observed as the tensile load was increased. The intersection is found weak
between individual shear bands. Simulations and direct AFM frictional tests on
pile up of shear bands did not reveal any work hardening that is due to inter-
section. The conjugate shear bands remains inactive and the propagation
direction of shear band that can be deviated by the pre-existing one is not seen.

Keywords: Metallic glasses � Shear band intersection �
FE modeling AFM topographic and frictional images

1 Introduction

Bulk metallic glasses BMGs are interesting class of materials both for basic and applied
research (Johnson 1999, Inoue 2000). They are useful in various applications such as
medical tools, MEMs and NEMs technologies. Despite the extremely high strength,
large elastic strain limit combined with relatively high fracture toughness, as well as
good wear resistance of BMGs, they suffer a strong tendency for shear localization and
fail catastrophically on one dominant shear band in tensile tests at ambient temperature.
However, Greer et al. (2013) reported that stable plasticity in BMGs can be achieved
by either shear band proliferation with small shear offsets or by introducing hetero-
geneities into the glass to stimulate or by imposing confinements on the size of the
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shear band and of shear offsets. Moreover, it is reported that more extended plastic
strain by shear delocalization crystallization of shear bands operating under compres-
sive applied stress revealed by synchrotron x-ray microscopy in transmission (Yavari
et al. 2012). The authors reported that the detected crystallization occurs in a bent
Pd40Cu30Ni10P20 glassy ribbon only on the compression side of the neutral fiber.
Furthermore, and as reported by Bigoni and Dal Corso (2008), SBs is an instability
linked to an abrupt loss of homogeneity of deformation occurring in crystalline solid
subject to a loading path.

It has been shown through experimental evidence in ductile matrix containing hard
inclusions that SBs nucleate at inclusion boundary and grow parallel to them. An
important and crucial factor in the understanding of SBs failure mode is the presence of
stress raisers such as sharp inclusions (Dal Corso and Bigoni 2009). By creating two
symmetrical semi-circular notches, Zhao et al. (2010) indicated that these results are
consistent with several reports of plasticity improvement to a high value of 10% under
compression tests. Sha et al. (2015) showed a failure mode transition from shear
banding to necking induced by the dual effects of large stress gradient at the notch roots
and the impingement and subsequent arrest of shear bands emanating from the notch
roots. In a different study Wang et al. (2013), reported a densification and a hardening
in notched BMGs under multiaxial loading.

The previous studies by Bigoni and Dal Corso (2008), Dal Corso and Bigoni
(2009), Zhao et al. (2010), and Sha et al. (2015) all share common event stress raisers
and stimulate an important questions: Does SB emerge from the defect tips in BMGs?
and why, unlike cracks, do shear bands grow rectilinearly and for ‘long distances’
under shear loading? In this study, we address these two questions through experi-
mental as well as numerical analysis. The experiments are conducted using both in-situ
SEM and AFM characterizations of notched ribbons of Cu60Zr30Ti10 MG. The simu-
lations are extended to analyze qualitatively the individual processes of SBs within
Cu60Zr30Ti10 MG, the intersection between individual SB and between the shear bands
and the background stress fields. The numerical simulations are based on Gao’s finite
element (FE) formulation integrating Spaepen’s micromechanical model.

2 Experimental Procedure

Cu60Zr30Ti10 alloy is synthesized by melting a mixture of highly pure metals, at least
99.99%. The alloy is then re-melted in quartz crucibles and injected in an inert
atmosphere onto a copper wheel. The amorphicity of the as-quenched ribbons (with
a thickness of 28 to 30 µm and a width of 0.8 to 4 mm), is examined using a
monochromatic x-ray diffractometer. Figure 1 shows the experimental set-up used for
applying a gradual tensile elongation. The ribbons are fixed and submitted to a finite
and a gradual displacement step; each corresponds to an elastic elongation of 0.13%.

Before applying the incremental elongation to the BMG alloy, a micrometer-sized
notch is introduced in the medium region of the ribbon by a pincers. Tensile elonga-
tions in the range of 0.13 to 0.52% have been applied at a strain rate of approximately
10−4 s−1. The experimental set-up is loaded after each ribbon elongation in the SEM
and the AFM’s Nanoscope-III Digital microscope chamber for SBs topographic and
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frictional characterizations. The SBs are very difficult to study because the underlying
instability is often a rapid process of autocatalytic localization of plastic strains; the
process is non-steady in time and inhomogeneous in space. However, the in-situ SEM
and AFM observations provided significant insights of the mutual interaction of SBs in
different monolithic metallic glasses.

3 Results and Discussions

3.1 Experimental Results

Figure 2 shows the SEM images of Cu60Zr30Ti10. As illustrated in Fig. 2a, before any
loading imposed, some regular shear bands (SBs) initiated on the front of notch and
certain shear bands across each other. Obviously, plentiful SBs are formed around the
midpoint. From Fig. 2b and c, it is observed that only two major shear bands are
developed and bifurcated after 0.39% of elongation (as showed in Fig. 2c). This
observation illustrates that shear bands increase with increasing elongations values.

Furthermore, the AFM topographic in-situ examination of Cu60Zr30Ti10 alloy
shows shear bands with heights increases into 400 nm for imposed deformation of
0.39%. In addition, we notice the presence of shear band offsets as illustrated in Fig. 3a
and subsidiary thin bands in Fig. 7b. When operating in lateral force mode (friction
measurements in AFM contact mode) as shown in Fig. 3a and b (right side), it is

Fig. 1. Experimental set-up used for applying a gradual tensile elongation

E 

Fig. 2. SEM images of Cu60Zr30Ti10 at (a) 0%, (b) 0.39% and (c) the corresponding magnified
image of the box E.
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important to account for the topographic convolution, frequently lateral force images
are collected both in the forward (retrace) and reverse (trace) scan direction and then
subtracted from one another.

Here, it is worth mentioning that, because the height of the subsidiary bands is less
than that of the pre-existing primary one, the suggested blocking mechanism of
interactive bands by Wang et al. (2017) is found to be weak and no evidence of the pre-
existing primary SB acts as an energy barrier to influence the propagation of the
secondary SBs due to almost similar magnitude of frictional properties.

3.2 Numerical Results

3.2.1 Constitutive Model
For metallic glasses, it is reported that the free volume model could predict the
inhomogeneous deformation. This framework integrates Spaepen’s micromechanical
model for BMGs alloys. Indeed, Spaepen (1977) derived an inhomogeneous flow
equation characterized by the creation and annihilation of free volume contributing to
local shearing deformation. Both the plastic flow equation and the free-volume evo-
lution are driven by shear stress (Steif et al. 1982). Afterwards, Gao (2006) extended
this mechanical model to the generalized multiaxial stress state.

It should be noted that the strain rate is decomposed into elastic and plastic parts as

indicated below in Eqs. (1a) to (1d), where the elastic strain rate, ee
�
ij
, is generalized by

Hooke’s law for an elastically isotropic materials. The constant E is the Young’s
modulus, m is the Poisson’s ratio; dij ¼ 0 when i 6¼ j and dij ¼ 1 when i = j. re is the
Von-Mises effective stress, in which Sij ¼ rij � rkkdij=3 is the deviatoric stress tensor.

Fig. 3. AFM images of 3D topography, sectional analysis and frictional analysis of shear bands
of Cu60Zr30Ti10 at (a) 0% and (b) 0.39% elongation.
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eij
� ¼ eeij

�
þ epij

�
ð1aÞ

eeij
�
¼ 1þ m

E
rij
� � m

1þ m
rkk
�
dij

� �
ð1bÞ

epij
�
¼ exp � 1

n

� �
sinh

re
r0

� �
Sij
re

ð1cÞ

re ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
3
2
SijSij

r
ð1dÞ

In addition, Eq. (2) below is the free volume evolution equation, where
r0 = 2KBT/X is the reference stress, in which KB, T and X are Boltzmann constant,
absolute temperature and average atomic volume, respectively; b ¼ m�=X and mf ¼
mf=am� is the normalized free volume. nD is the number of diffusive jumps necessary
to annihilate a free volume as to v* and is usually taken to be 3–10. n is the
concentration of free volume defined by n ¼ mf

�
m� (vf is the average free volume per

atom and v* is the critical hard-sphere volume (Huang et al. 2002)).

n
�
¼ 1

a
exp � 1

n

� �
3ð1� mÞ

E
r0
bn

� �
cosh

re
r0

� �
� 1

� �
� 1
nD

� 	
ð2Þ

This model was implemented into the ABAQUS commercial software through
UMAT subroutine. In this study, we investigated uniaxial tensile tests of Cu60Zr30Ti10
metallic glass alloy with material parameters listed in Table 1. To further investigate
the initiation and propagation of shear bands during the deformation processes, 2D
FEM simulations with multiple shear band zones is conducted.

3.2.2 Geometrical Model
Figure 4 shows the finite element mesh specimen with loading conditions and
boundary. The two-dimensional plane is loaded by displacing the top boundary at
constant vertical velocity and the bottom boundary is fixed. A convergence test was
conducted for choosing the mesh. The present manuscript develops ABAQUS-8-node
plane-strain element (CPE8). The strain rate is 10−6 s−1. This numerical model inte-
grates the effects of free volume, in which some elements are defined as the shear-band
zones. For this work, two initial free volume, n = 0.05 and n0 = 0.0501, respectively,
are defined. A variance of 0.0001 can promote bands to nucleate.

Table 1. The mechanical and physical properties of Cu60Zr30Ti10

q (g/cm3) B (GPa) l (GPa) E (GPa) m l/B Tg (°K) Tx (°K) Ref.

7.408 100.7 36.6 95.5 0.342 0.363 754 745 (Inoue et al. 2001)
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3.2.3 Results
Simulations for two shear band zones are conducted initially and an example of strain
e22 during the deformation process is shown in Fig. 5. The distribution of Von-Mises
stress re, strain e22 and free volume concentration n are listed in Fig. 6. From each
shear band zones (as denoted by A and B), two shear bands nucleate and then prop-
agate simultaneously.

Figure 7 shows the distribution of Von-Mises re and strain e22, along path1
denoted by the red discontinued line in Fig. 6b, inside and near the shear bands for
Cu60Zr30Ti10 alloy. Path1 crosses two shear bands, SB1 and SB2. From Fig. 7b, it is
found that the strain magnitude inside the shear band increases significantly compared

Fig. 4. Finite element mesh, boundary and loading conditions.

Fig. 5. Development of strain in the 2-D tensile specimen with two shear-band zones

Fig. 6. Distributions of various parameters in the specimen with two shear band zones: (a) the
Von Mises stress re, (b) the strain, e22, and (c) the free volume concentration n
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with the matrix (peak II and I correspond respectively to SB1 and SB2). This describes
the highly localized deformation in Cu60Zr30Ti10 alloy. Furthermore, Fig. 7a shows
that the Von-Mises stress re decreases significantly within the SB1 (see black arrow)
and slowly decreases in SB2 (see green arrow). This corresponds to softening phe-
nomena. Figure 8 shows the distribution of Von-Mises stress re and strain e22, which
is located within the shear band along path 2 (see black line in Fig. 6b). It is clear that,
when two shear-bands propagate across each other, their directions remain inactive.
Moreover, as shown in Fig. 8b, when one shear band intersects an existing shear band,
a decrease of the strain magnitude in this shear band is observed.

Figure 9 shows the results with the perturbation of the initial free-volume field at
four elements, as denoted by ‘A’, ‘B’, ‘C’ and ‘D’ in Fig. 8a. By comparing Fig. 6 with
Fig. 8, it is observed that the shear band density increase with the increase of shear
band zones. Regular shear bands are displayed in symmetrical distribution through the
sample. These shear bands propagate rectilinearly in the specimen and when two shear
bands across each other, their directions grow rectilinearly. Moreover, we observe that
the strain e22 is localized into the shear bands.

Fig. 7. Distributions of parameters inside and outside the shear band (along path 1):
(a) Von-Mises stress, re and (b) strain, e22 for Cu60Zr30Ti10

Fig. 8. Distributions of parameters in the shear band (along path 2): (a) Von-Mises stress, re

and (b) strain, e22 respectively, for Cu60Zr30Ti10
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4 Conclusion

The shear banding behaviors were investigated in notched thin ribbons Cu60Zr30Ti10
metallic glass by using a combination of AFM, in-situ SEM characterization and FEM
analysis. Based on this study, several conclusions may be drawn. As the tensile load
increases, different networks of shear bands originating at near and far plastic zones
from the notch roots were observed. From the FEM analysis and AFM frictional
measurements the blocking of shear bands is found to be weak at sites of the inter-
section and no evidence of the pre-existing primary SB acts as an energy barrier to
influence the propagation of the secondary SBs due to almost similar magnitude of
frictional properties. The finite element simulation results demonstrated that shear
bands nucleate and propagate from the shear band zones.
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Abstract. An accurate analytical approach is usually preferred in engineering
design for the reason that it does not involve additional software and can be
useful for different studied cases. In this work, an analytical approach to evaluate
bending stress distribution and to generate fatigue life diagrams has been carried
out for Single Asymmetric Parabolic Leaf Spring (SAPLS). This approach is
based on an analytical model which considers the SAPLS as an initially curved
beam. Bending stress distribution results obtained from straight beam, Finite
element and proposed models are compared for a case study. It is observed that
the proposed model is more precise than the straight beam model (SBM) com-
pared to FEM of SAPLS. To predict the fatigue life of the parabolic leaf spring,
the Morrow criterion was used. This criterion takes into account the effect of the
average stress and the residual stresses introduced near the inner surface of the
spring. The proposed model has been employed to implement the iso-line dia-
gram of fatigue life regarding various design parameters.

Keywords: Single Asymmetric Parabolic Leaf Spring � Bending stress �
Fatigue life diagram

1 Introduction

Leaf spring presents an essential component of vehicle suspension system. It is
employed to absorb and to smooth out shocks caused by irregularities in road surface.
Furthermore, leaf springs are utilized as a connecting element and link the axle to the
vehicle chassis. In order to decrease the weight of leaf springs, Multi Leaf Springs
(MLS) are substituted in light commercial vehicles by a single leaf spring. Single
Parabolic Leaf spring (SPLS) becomes more useful than the multi-leaf spring because
its ability of storing more energy per kilogram than MLS (McEvily 2002). Therefore,
for the same maximum loadings, the SPLS is less heavy than the MLS (SAE Spring
Committee 1996; Atig et al. 2017; Atig et al. 2018a, b). In this paper, analytical model
of SPLS based on curved beam theory is proposed. The suggested analytical bending
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stress model has been used to implement the fatigue life diagrams in function of many
SPLS design parameters. Such a diagram is exploited as a graphical solution, to choice
the permissible values of design variables for a required number of cycles to failure or
to predict the fatigue life for a couple of design factors.

2 Analytical Approach

In this approach, the Single Asymmetric Parabolic Leaf Spring (SAPLS) is considered
as simply supported initially curved beam with rectangular cross section. The load
applied was considered as a concentrated load in the middle of the seat length. We
neglect the shear stress in this study to simplify the analytical model and we take into
account only the normal bending stress. Figure 1 illustrates a schematic presentation of
loading conditions applied on the SAPLS.

The bending stress along the SAPLS length is given by:

rbðbÞ ¼ MbðbÞ � tðbÞ
2 � IGZðbÞ ð1Þ

The moment of inertia of a rectangular cross section has the form:

IGZðbÞ ¼ w � t3ðbÞ
12

ð2Þ

Fig. 1. Schematic presentation of loading conditions applied on the SAPLS
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The bending stress becomes:

rbðbÞ ¼ 6 �MbðbÞ
w � t2ðbÞ ð3Þ

The reactions at the two eyes of SAPLS are assumed vertical and they are
expressed as:

V1 ¼ P � L2
L1 þ L2

¼ P � sinða2 þ hÞ
sinða1 þ hÞþ sinða2 þ hÞ ð4Þ

V2 ¼ P � L1
L1 þ L2

¼ P � sinða1 þ hÞ
sinða1 þ hÞþ sinða2 þ hÞ ð5Þ

The bending moment and the bending stress are expressed as:
For �ða1 þ hÞ� b� 0

MbðbÞ ¼ P � R � sinða2 þ hÞ
sinða1 þ hÞþ sinða2 þ hÞ � ðsinða1 þ hÞþ sinðbÞÞ ð6Þ

For 0� b� a2 þ h

MbðbÞ ¼ P � R � sinða1 þ hÞ
sinða1 þ hÞþ sinða2 þ hÞ � ðsinða2 þ hÞ � sinðbÞÞ ð7Þ

The thickness distribution of the SAPLS is defined by intervals. It is expressed in
function of the angle b as:

For �ða1 þ hÞ� b� � ð34 a1 þ hÞ

tðbÞ ¼ tmax

2
ð8Þ

For �ð34 a1 þ hÞ� b� � h

tðbÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ða1 þ hÞþ b
a1

s

� tmax ð9Þ

For �h� b� þ h

tðbÞ ¼ tmax ð10Þ
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For h� b� 3
4 a2 þ h

tðbÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ða2 þ hÞ � b
a2

s

� tmax ð11Þ

For 3
4 a2 þ h� b� a2 þ h

tðbÞ ¼ tmax

2
ð12Þ

The description of bending stress analytical model over the length of the SAPLS
can be divided in sex intervals:

For �ða1 þ hÞ� b� � ð34 a1 þ hÞ

rbðbÞ ¼ 12 � P � R � sinða2 þ hÞ
w � t2max � ðsinða1 þ hÞþ sinða2 þ hÞÞ � ðsinða1 þ hÞþ sinðbÞÞ ð13Þ

For �ð34 a1 þ hÞ� b� � h

rbðbÞ ¼ 6 � P � R � sinða2 þ hÞ
w � ða1 þ hþ b

a1
Þ � t2max � ðsinða1 þ hÞþ sinða2 þ hÞÞ � ðsinða1 þ hÞþ sinðbÞÞ

ð14Þ

For �h� b� 0

rbðbÞ ¼ 6 � P � R � sinða2 þ hÞ
w � t2max � ðsinða1 þ hÞþ sinða2 þ hÞÞ � ðsinða1 þ hÞþ sinðbÞÞ ð15Þ

For 0� b� þ h

rbðbÞ ¼ 6 � P � R � sinða1 þ hÞ
w � t2max � ðsinða1 þ hÞþ sinða2 þ hÞÞ � ðsinða2 þ hÞ � sinðbÞÞ ð16Þ

For h� b� 3
4 a2 þ h

rbðbÞ ¼ 6 � P � R � sinða1 þ hÞ
w � ða2 þ h�b

a2
Þ � t2max � ðsinða1 þ hÞþ sinða2 þ hÞÞ � ðsinða2 þ hÞ � sinðbÞÞ

ð17Þ

For 3
4 a2 þ h� b� a2 þ h

rbðbÞ ¼ 12 � P � R � sinða1 þ hÞ
w � t2max � ðsinða1 þ hÞþ sinða2 þ hÞÞ � ðsinða2 þ hÞ � sinðbÞÞ ð18Þ
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3 FEM Approach

To validate the analytical model, FEA of a SAPLS case has been carried out in order to
compare the bending stress distribution along the SAPLS span. Three Dimensional
model of the SAPLS has been implemented using commercial finite element software
ANSYS® Workbench®. Table 1 illustrates the geometric parameters of the SAPLS.

For material assignation, linear elastic material model was considered. The material
considered in this study is the SAE 5160 steel, typically employed in the leaf spring
manufacturing (Yamada 2007; Atig et al. 2018a, b). The mechanical proprieties of SAE
5160 are indicated in Table 2.

For solid meshing, 8-nodes hexahedra elements were used with a maximal length of
3 mm. this meshing was selected to guaranteed a good accuracy for the maximum
principal stress value and avoid additional computational time. 25662 hexahedra ele-
ments with 146202 nodes were generated.

4 Fatigue Life Prediction

The Morrow fatigue criterion is frequently employed to predict the fatigue life of leaf
springs (Kong et al. 2014; Ghuku and Saha 2018). In fact, for high cycle fatigue region
where the behaviour is assumed to be elastic represented by the Hook’s law, the
morrow criterion equation can be written as a stress-based form (Landgraf and Francis
1979):

Table 1. Geometrical parameters of SAPLS

Geometrical parameters Values (mm)

Maximum thickness 13,2
Width 63
Active length of rear cantilever 850
Active length of front cantilever 600
Seat length 100
Radius of curvature 1680

Table 2. Mechanical proprieties of SAE 5160 (Kong et al. 2014)

Mechanical properties of SAE 5160 steel Mean value

Ultimate tensile strength (MPa) 1584
Yield strength (MPa) 1487
Young modulus (GPa) 207
Fatigue strength coefficient (MPa) 2063
Fatigue strength exponent −0.08
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2Nfð Þb¼ ra
r0
f � rm

� � ð19Þ

The effect of residual stresses is commonly superimposed with the mean stress
correction (Webster and Ezeilo 2001). Therefore, to take into account the influence of
the residual stress rr, the high cycle fatigue Morrow criterion is described as follows
(Landgraf and Francis 1979):

2Nfð Þb ¼ ra
r0
f � rm � rr

� � ð20Þ

5 Results and Discussion

As shown in Fig. 2, the maximum bending stress value of 773 MPa is located at the
loading application point. It is observed that a high stress level is uniformly distributed
along the leaf spring span. The maximum bending stress values is located at the seat
length center for the three SAPLS models.

As depicted in Fig. 3, the variation of the maximum thickness has a significant
effect on the maximum normal stress. It is observed that the increase of the maximum
thickness decreases the normal stress peak value and reduces the margin error of the
analytical models compared with FEA. It is clearly noted that, compared with the finite
elements model, the proposed model is more precise than the classical model. As a
result of the application of a design load of 4000 N, the proposed model gives an error
of 3% compared with the FEM. Nevertheless, the margin error between the straight
beam model and FEM is about 6.7%.

Next, the fatigue life diagram, that depicts the iso-lines of the estimated fatigue life
as a function of the mean and range applied loadings has been shown in Fig. 4.
Moreover, as shown in Fig. 5, the fatigue life diagram can be exposed in function of
the maximum thickness and the curvature radius. As an example, it is observed that, to
reach a 106 cycles to failure and for a given value of curvature radius of 1600 mm, a
value of 13.5 mm of maximum thickness should be selected. In fact, fatigue life

Fig. 2. Maximum principal stress distribution (MPa) of SAPLS
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Fig. 3. Bending stress distribution regarding the SAPLS length

Fig. 4. Number of cycles to failure iso-lines in function of the mean and alternating loads

Fig. 5. Number of cycles to failure iso-lines in function of the maximum thickness and
curvature radius
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diagrams are very useful and indispensable for the leaf spring industrials (i) to select the
permissible loadings field for a required number of cycles to failure or (ii) to predict the
fatigue life for a couple of design parameters.

6 Conclusion

In this study, analytical bending stress model of SAPLS has been suggested. This
model takes into account the initial curvature of the SAPLS. For validation, FEM of
SAPLS has been implemented and bending stress results have been compared. It is
observed that an acceptable accuracy of the proposed model and FEM has been
obtained. Next, the iso-life fatigue diagrams have been established according to several
design parameters. These diagrams indicate, based on the Morrow criterion, the iso-
lines of the number of cycles to failure for several design parameters. It is noted that,
based on the proposed analytical bending stress model, the fatigue diagrams have been
generated with a low computational time and an acceptable level of accuracy compared
with FEM.
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Abstract. This work aims to estimate the residual stress relaxation during
cyclic loading and the fatigue strength for the case of the 42CrMo4 nitrided
steel. An original numerical methodology with Abaqus software has been
established to determine the residual stress redistribution under fatigue loading.
An important reduction of the residual stress is observed after the first cycles (45
to 60%) caused by the plastic deformation resulting from the superposition of
residual stress and applied stresses. An experimental investigation was con-
ducted by caring out 3-points bending fatigue tests on nitrided steel samples.
The 42CrMo4 steel behaviour was described using the Chaboche model cou-
pling isotropic and nonlinear kinematic hardening where the coefficients are
identified experimentally. Residual stresses profiles measured by XRD methods
where used to validate the proposed numerical methodology. It has been
established that considering of the stabilised residual stress enhances the pre-
dictive ability of the polycyclic fatigue criteria.

Keywords: Modelling approach � Nitrided steel � Residual stress relaxation

1 Introduction

The favorable consequence of compressive residual stress resulting from machining
(Ben Moussa et al. 2014a; Yahyaoui et al. 2015; Terres et al. 2001) or surface treat-
ments (Sidhom et al. 2014b) on components fatigue life is well established. The
improvement of the 42CrMo4 steel fatigue life due to compressive residual stress and
hardening induced by ionic nitriding was previously proved experimentally (Terres
et al. 2017; Chaouch et al. 2012; Terres and Sidhom 2012). Nevertheless, neglecting
the cyclic relaxation of residual stresses, leads to inaccurate prediction of the resistance
of structures and components. In order to determine relaxed residual stresses, many
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analytical models were developed from experimental results (Depouhon et al. 2014;
Xie et al. 2017; Zaroog et al. 2011). These models can’t take into account in their
analytical equations of all the influence parameters with an adequate precision. In the
current work an original numerical methodology is suggested to determine the residual
stress redistribution caused by cyclic loading of 42CrMo4 steel treated by ionic
nitriding. In the numerical simulation the material behaviour was described using the
Chaboche model coupling isotropic and nonlinear kinematic hardening where the
coefficients are identified from hysteresis loops established in this study. The classical
method studied in several research works is limited to the considering of residual
stresses in the tensor of maximal stresses by summing the applied stresses and the
tensor of the relaxed residual stresses determined experimentally by XRD (Bernasconi
and Papadopoulos 2005; Sidhom et al. 2014a; Wang 2004). The multiaxial residual
stress induced by nitriding treatment is introduced in the FE model. The objective of
this paper is to identify of effect of residual stress redistribution on cyclic bending limit
of 42CrMo4 nitrided steel.

2 Material, Treatment and Experimental Procedure

The investigated material is the 42CrMo4 steel, usually used in mechanical industry for
the manufacturing of the automotive transmission components and for dies of plastic
injection molding. Its chemical composition is presented in Table 1. The heat-treatment
processes used for 42CrMo4 steel were the followings (IN30): (i) solution treatment at
850 °C for 0.5 H plus oil cooling; (ii) tempering at 580 °C for 1 H plus air cooling and
(iii) ion-nitriding at 520 °C for 30H under the gas mixture of 20% N2 and 80% H2.
Three-point bending fatigue tests are conducted on notched specimens Kt = 1.6 to
investigate the effect of initial and stabilized residual stress on the fatigue strength of
nitrided specimens. Fatigue tests are carried out using an MTS-810 machine, with a
frequency of 15 Hz and a loading ratio R = 0.1 and at room temperature. Initial and
relaxed residual stresses are measured using X-ray diffraction methods.

3 Numerical Procedure of Relaxed Residual Stress
Determination

3.1 Numerical Procedure

In this study, a numerical procedure, based on a 2D finite element model, is developed
using ABAQUS standard software for simulating the 3-points bending loading tests.
This procedure is summarized in Fig. 1.
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3.2 Geometry, Mesh, Loading and Boundary Conditions

In the finite element model, illustrated in Fig. 2, only one-half of the nitrided specimens
is considered due to its symmetry. The geometry was meshed by CPE4 type elements
available in ABAQUS element library. The mesh in regions around the notch and the
rollers was extremely refined until a length of 15 µm (Fig. 2) to enhances the precision
the FE solutions, This value is retained after inspecting stress and strain evolutions for
several mesh sizes. An appropriate 3-point bending boundary conditions are imposed
on the half of the notched bending specimen as follow: On the cross-section of bending
specimen we applied an X-symmetry boundary condition (U1 = UR2 = UR3 = 0).
The analytical rigid part (top roller) controlled by a reference point (Rp2), where
boundary conditions (U1 = U2 = U3 = UR1 = UR2 = UR3 = 0) are applied. The
analytical rigid part (bottom roller) considered as a rigid part is controlled by a ref-
erence point (Rp1) with boundary conditions (U1 = UR3 = 0) and forces (F1 = 0,
F3 = F(t)) are applied to describe bending loading.
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3.3 Cyclic Hardening Model for the Base Material

On the objective to study the behavior of 42CrMo4 material under cyclic loading in this
paper, Lemaitre and Chaboche model (isotropic and nonlinear kinematic hardening
model) is considered. Hardening variables, the yield criterion of Von Mises and the
plastic flow rule are given by the equations below.

- Yield criterion f ¼ J2ðr� XÞ � R� k ¼ r� Xj j � R� k� 0 ð1Þ

- Flow rule ep
: ¼ p

: @f
@r

¼ ð2
3
ep
: Þ1=2 ðr� XÞ

r� Xj j ð2Þ

- Isotropic hardening
R
:� �

¼ bðQ� RÞ p:

ðRÞ ¼ Qð1� e�bpÞ

8<
: ð3Þ

- Kinematic hardening
ðX: Þ ¼ 2

3C ep
: �dX p

:

XM ¼ Dr
2 � k ¼ C

d thðd Dep
2 Þ

(
ð4Þ

With: X is the back stress indicating the center of yield stress surface, R is the drag
stress, k is the initial size of the yield surface, p

:
is the cumulated plastic strain rate.

The base material constants k, C, d, Q and b of this model for the 42CrMo4 steel
are identified from graphical methods with the experimental stress-strain hysteresis
loops corresponding to imposed strain e = 0.85% using the Abaqus program in
accordance with CHABOCHE method. The obtained values are summarized in Table 1
and the result of simulation and verification parameters are illustrated in Fig. 3. This
model was employed in the FE model to describe material behavior.

Fig. 2. Geometry and mesh of finite element model
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3.4 Application of SINES Criterion

This work aims to check the ability of the SINES criteria to determine the nitrided steel
fatigue strength. This criterion is largely used in mechanical engineering (Laamouri
et al. 2013; Sidhom et al. 2005; Terres et al. 2012; Terres et al. 2010; Sidhom et al.
2014a). In this case of ion nitriding, the redistributed residual stresses are introduced.
The total cyclic stress tensor can be obtained by superimposing the relaxed residual
stress tensor with the applied stress tensor. Therefore, the residual stresses effect is
taken into account in these criteria by the change of the mean value of the hydrostatic
pressure in Sines (Eq. 5) and Dang Van (Eq. 6) criterion.

ffiffiffiffiffiffiffi
J2;a

p þ aSPm � bS ð5Þ

sa;D tð Þþ aDP tð Þ� bD ð6Þ

The total stress tensor is given by Eq. (7):

r
t
ðtÞ ¼ rðtÞþ r

R
ð7Þ

The measured residual stresses using X-ray diffraction method was introduced in
the code ABAQUS as initial conditions. Residual stresses were equilibrated in a first
step of Abaqus calculation and compared with experimental measurements (Ben
Moussa et al. 2014b). The FE simulation of nitrided residual stress relaxation described

Strain (%)

Stress (MPa)

Fig. 3. Hysteresis loop response for experimental and numerical methods

Table 1. Cyclic behavior law coefficients of 42CrMo4 steel

E(GPa) m K(MPa) C (MPa) d Q (MPa) b

201 0.3 775 126228 100 –137 33.4
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below was performed by applying a cyclic loading corresponding to the fatigue limit
under 3-pointbending tests. The predicted aptitude for this criterion was improved by
accounting for the stress state in the notched point. This multiaxial tensor stress state
includes applied and redistributed residual stresses during cyclic loading.

4 Finite Elements Analysis Results and Discussion

The 3 point-bending fatigue test of nitrided steel highlight an accommodation of the
material illustrated by a softening phenomenon consisting in a gradual decrease of the
maximum stress value during cyclic loading (Fig. 4). The softening phenomenon much
more marked for the first cycles, continues until 50 cycles loading. The isotropic
hardening or softening level is determined by the parameter b of the CHABOCHE
Model. During cyclic loading, new plastic deformations occur due to exceeding the
local yield stress by stress field resulting from applied force and residual stress resulting
from nitriding treatment. These plastic deformations lead to a redistribution of initial
residual stress (Fig. 5). Residual stress (rxx) evolves rapidly during cycles and stabi-
lizes at about 20loading cycles (Fig. 4). This phenomenon proves the effect of cyclic
loading on the reorganization of dislocation induced by nitrided treatment.

The advantage of the accounting for residual stress field induced by nitriding
treatment and its redistribution during cyclic 3-point bending can be visualized in the
endurance diagram of Sines criterion (Fig. 6). It is demonstrated from the diagram of
Sines that the nitriding residual stresses move the representative points of the loadings
in the direction of the negative pressures and improve predictive ability of the criterion.
Consequently, this effect leads to an increase of the material resistance and a retardation
of the cracks nucleation in nitrided layers.

Fig. 4. Nitrided cyclic stress and strain evolutions at applied stress 980 MPa (fatigue limit) and
stress ratio R = 0.1
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5 Conclusion

The methodology suggested in this study allows calculating the relaxation of residual
stresses induced by ionic nitriding after cyclic loading. Comparing the results obtained
from the measurements and from the chosen numerical model shows that the simu-
lation of the material response to a low-cycle loading to destruction is very reliable.
A satisfactory capability of the proposed methodology is proved by taking into account
relaxed residual stresses induced by ionic nitriding.

Fig. 5. Residual stress redistribution after cyclic loading at fatigue limit and stress ratio R = 0.1

Fig. 6. Effect of residual stresses on the endurance diagram of the SINES criterion
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Abstract. In this work, we investigate the effect of the grinding wheel mor-
phology at grain scale on the stochastic aspects of the process. This morphology
was controlled through dressing conditions in order to optimize the ground
surface characteristics while minimizing their variance. It has been found that
under the same grinding conditions, the surface characteristics and their dis-
persion vary significantly according to the dressing parameters. For the case of
the grinding wheel (95A46M6V) dressed by a single-point diamond, a good
choice of dressing conditions allows to reduce the roughness from 2 to 0.76 µm
with a scatter less than 10% and to increase the hardening from 220Hv with a
scattering of 40% to 382Hv with a dispersion of 23%.

Keywords: Grinding � Stainless steel � Surface properties �
Wheel topography � Scatter

1 Introduction

The grinding process, and despite its efficiency in terms of dimensional and geometric
accuracy of finished parts, is not sufficiently controlled owing to the large number of
dispersion sources resulting mainly from the stochastic nature of the grinding wheel
morphology. The removal of material is performed by a multitude of cutting edges with
random sizes, shapes, orientations and spatial distribution leading to different material
removal mechanisms, which consequently affects dispersions on mechanical surface
characteristics of ground parts (Liu and Yang 2001). The accurate identification of
ground surface characteristics is required to enhance the aptitude of component life
predictive models (Ben Moussa et al. 2014a, b; Sidhom et al. 2014a, b; Yahyaoui et al.
2015; Zouhayar et al. 2013). In most research work, the effects of dressing conditions
have been quantitatively evaluated through the finished surface characteristics and
cutting forces without investigation of the real grinding wheel topography after
dressing (Hadad and Sharbati 2016; Inasaki and Okamura 1985; Puerto et al. 2013).
Last years, the technical evolution of measurement and visualization equipment has
made it possible to evaluate the topography of the wheel (Badger and Torrance 2000;
Woodin 2014; Coelho et al. 2001; Darafon 2013; Hadad and Sharbati 2016; Xie et al.
2008; Kapłonek and Nadolny 2013). In literature reviews, several indicators have been
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used to assess the grinding wheel topography at the microscopic scale. These indicators
are commonly calculated from measurements made by contact and non-contact devi-
ces. The main obstacle often encountered in the investigation of the grinding wheel
topography using the most of these devices is the requirement of the destruction of the
wheel or its removal from the machine. In addition, in most research, the effects of
grinding conditions on surface integrity have been established without studying the
effects of dressing conditions on the stability of the ground surfaces characteristics. In
this study, we propose an experimental methodology for investigating, on site, the
effect of dressing conditions on the microscopic grinding wheel topography charac-
teristics. This methodology is used to determine quantitative indicators of dispersions
characterizing the grinding process. The analysis of ground surface characteristics for
different dressing conditions allows improving the aptitude of the grinding process to
remove material while reducing the scatter of ground surfaces characteristics by con-
trolling the dressing parameters.

2 Experiments

2.1 Material

Grinding operations were carried out on samples of austenitic stainless steel AISI304
with dimensions 15 � 35 � 8 mm. The chemical composition and physical properties
are given in Table 1. A stress-relief annealing treatment was applied to all samples to
remove the anterior residual stresses (Fredj et al. 2006).

2.2 Experimental Setup

The dressing and grinding operations are carried out in this work on a Teknoscuola
RT600 grinding machine having two automated axes in vertical and longitudinal
directions. Experiments were conducted using a Norton 95A46M6V vitrified aluminum
oxide grinding wheel. A motorized device was designed and mounted on the grinding
machine for controlling the dressing speed in the transverse direction Vd (Fig. 1). An
electronic dimmer (Altivar11) is used to vary the dressing speed between 0.5 mm/s and
10 mm/s. In this work, a single-point diamond dresser was used for truing the wheel
and generating fresh cutting edges (Fig. 1).

Table 1. Chemical composition and mechanical properties of the AISI 304 stainless steel.
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The dressing conditions, summarized in Table 2, were choose according to the
specifications recommended by the wheel manufacturer (Norton). The speed of the
spindle is kept constant during the dressing operations at a value of 2700 rpm. After
each dressing condition three grinding pass (Vw = 5.7 m/min, ae = 30 µm) are per-
formed on the prismatic pieces of austenitic stainless steel AISI 304.

2.3 Examination of Grinding Wheel Surface

In this work, the characterization of the grinding wheel surface morphology is per-
formed using a Carson MM-840 digital microscope type. For a magnification of 75x,
ten zones of the grinding wheel with dimensions of 5.71 � 4.28 mm were observed
after each dressing condition. In this study, the cutting-edges density A (%) and the
spatial distribution of cutting edges R are chosen as evaluation indicators of the
grinding wheel topography. The differentiation of peaks and hollows in acquired
micrographs requires a good positioning of the light source (Fig. 2a).

For the observed zone, about 100 high quality micrographs with a resolution of
3200 � 2400 pixels were performed varying the angle of capture. These micrographs
were processed using a freeware SFM (structure from motion) photogrammetry pro-
gram (Wu 2013) to create a three-dimensional model of the observed zone. The
intersection between the 3D model and a virtual plane distant from the highest point by
the depth of pass ae allows determining the active edges surface area (Fig. 2b).
Thereafter, the image processing program ImageJ (Schneider et al. 2012) is used to
determine the cutting-edge density by analyzing micrographs of 10 spaced zones of
grinding wheel after each dressing or grinding operations. For this purpose, all colored
micrographs are converted to gray scale picture where for each pixel a gray level
between 0 and 255 is assigned. Thereafter, a binary segmentation process was applied

2

3

1

Fig. 1. Dressing feed variation device: dresser (1), trainer table (2), grinder magnet table (3)

Table 2. Dressing conditions.

N° 1 2 3 4 5 6 7 8 9

Vd (mm/s) 1 1 1 5 5 5 10 10 10
ad (µm) 5 15 30 5 15 30 5 15 30
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to all pixels to convert those with a gray level below a threshold to black and the others
representing the distribution of the active edge to white. The threshold is determined
after testing several thresholds and a value of 200 was chosen since it gives a value of
active surface equal to that obtained from three-dimensional model.

2.3.1 Evaluation of Cutting-Edge Density and Spatial Distribution
Figure 4 shows the effect of dressing velocity Vd and dressing depth of pass ad on
cutting edge density. Coarse dressing (high ad and Vd values) results in macro-
fractures of the grit and complete dislocations of grain blocks and coolant, which
explains the decrease in the density of the cutting edges. On the other hand, the fine
dressing (low ad and Vd values) makes the surface of the grinding wheel more closed,
which results in the appearance of a higher number of light areas in the micrographs,
therefore an increase in the density of the active surfaces is obtained.

The spatial arrangement of active cutting edges is determined from their center
coordinates using a code developed in this work and based on the nearest neighbor
search method (Taylor 1977). Figure 3 shows a decrease of the spatial dispersion of the
active edges R when dressing is carried out under coarse conditions. It is noted that the
decrease of the dispersion index R depicts an accumulation of active surfaces due to
grits fracture and stripping under high dressing velocity and depth of pass.

2.4 Evaluation of Workpiece Characteristics

2.4.1 Effect on the Stability of the Roughness Indicators
Figure 4 shows an increase of roughness (Ra = 2 µm) when grinding wheel dressing is
performed under coarse conditions. This effect is in agreement with the results found by
(Hadad and Sharbati 2016) and (Puerto et al. 2013) when grinding a St37 mild steel and
F-5229 steel, respectively with conventional alumina-grinding wheels dressed using a
single tip dresser. In addition, roughness covariance is the highest (about 30%) for
coarse dressing condition. This result can be explained by the increase in the hetero-
geneity of the grinding wheel morphology resulting from coarse dressing. For fine

(a) (b)

ae=30μm

PeaksHollows

Fig. 2. Micro topography of grinding wheel
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dressing condition, roughness value is decreased to 0.76 µm with a dispersion less than
15% due to the increase of the active edge density and the regularity of their spatial
distribution on the grinding wheel surface.

2.4.2 Effect on the Stability of the Microhardness Distribution
The analysis of spatial distributions of microhardness on the ground surfaces is carried
out by performing grids of 100 indentations spaced by 50 µm for all dressing condi-
tions. The fine dressing conditions result in a smooth grinding wheel with dense active
surfaces, which results in an increase of area interacting with the workpiece material.
Figure 5 shows that fine dressing leads to an increase of averaged microhardness while
minimizing its covariance. On the other hand, the coarse dressing condition leads to
low microhardness average along with highest covariance.

Fig. 3. Effects of dressing conditions on cutting edges: (a) density, (b) spatial dispersion
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Fig. 4. Effect of dressing conditions on ground surface roughness values and dispersions

Analysis of Surfaces Characteristics Stability in Grinding Process 225



3 Conclusion

The main objective of this study is to analyses the effect of the random aspect of the
grinding process on ground surface characteristics and their stability.

A new method for characterization of the grinding wheel morphology and its ability
to remove material has been proposed. This method is based on the acquisition and
analysis of micrographs in real-time in different areas of the wheel that allowed
determining the density of active surfaces and their spatial dispersion.

The grinding wheel morphology is successfully controlled by mean of dressing
conditions allowing a significant enhancement of the distribution of surface roughness
and hardness.

References

Badger, J., Torrance, A.: A comparison of two models to predict grinding forces from wheel
surface topography. Int. J. Mach. Tools Manuf. 40(8), 1099–1120 (2000)

Ben Moussa, N., Al-Adel, Z., Sidhom, H., Braham, C.: Numerical assessment of residual stress
induced by machining of aluminum alloy. Adv. Mater. Res. 996, 628–633 (2014a). http://doi.
org/10.4028/www.scientific.net/AMR.996.628

0

100

200

300

400

0

100

200

300

400

200
300
400
500

y [µm]x [µm]

M
ic

ro
du

re
té

 H
V0

.0
2

0

100

200

300

400

500

600

Condition 1
(Fine Dressing)

Average HV0.02 = 383
CV= 23 %

0

100

200

300

400

0

100

200

300

400

100
200
300
400
500

x [µm]
y [µm]

M
ic

ro
du

re
té

 H
V0

.0
2

100

150

200

250

300

350

400

450

500

550

Condition 5
(Medium Dressing)

Average HV0.02 = 260
CV=37.86 %

0

100

200

300

400

0

100

200

300

400

200
300
400
500

x [µm]
y [µm]

M
ic

ro
du

re
té

 H
V0

.0
2

50

100

150

200

250

300

350

400

450

500

550

Condition 9
(Coarse Dressing)

Average HV0.02 = 220
CV=39.59 %

Fig. 5. Effect of dressing conditions on ground surface microhardness

226 N. Ben Moussa et al.

http://doi.org/10.4028/www.scientific.net/AMR.996.628
http://doi.org/10.4028/www.scientific.net/AMR.996.628


Ben Moussa, N., Sidhom, N., Sidhom, H., Braham, C.: Prediction of cyclic residual stress
relaxation by modeling approach. Adv. Mater. Res. 996, 743–748 (2014b). http://doi.org/10.
4028/www.scientific.net/AMR.996.743

Coelho, R.T., De Oliveira, J.F.G., Marinelli Filho, N.: The Application of Acoustic Emission
(AE) Techniques on the Dressing Operation Using Synthetic Diamonds and Sintered Tools
(2001)

Darafon, A.: Measuring and Modelling of Grinding Wheel Topography. Dalhousie University,
Halifax (2013)

Fredj, N.B., Djemaiel, A., Rhouma, A.B., Sidhom, H., Braham, C.: Effects of the cryogenic wire
brushing on the surface integrity and the fatigue life improvements of the AISI 304 stainless
steel ground components. In: Youtsos, A.G. (ed.) Residual Stress and its Effects on Fatigue
and Fracture, Dordrecht, 2006, pp. 77–86. Springer, Netherlands (2006)

Hadad, M., Sharbati, A.: Analysis of the effects of dressing and wheel topography on grinding
process under different coolant-lubricant conditions. Int. J. Adv. Manuf. Technol. 90, 1–12
(2016)

Inasaki, I., Okamura, K.: Monitoring of dressing and grinding processes with acoustic emission
signals. CIRP Ann. Manuf. Technol. 34(1), 277–280 (1985)

Kapłonek, W., Nadolny, K.: Assessment of the grinding wheel active surface condition using
SEM and image analysis techniques. J. Braz. Soc. Mech. Sci. Eng. 35(3), 207–215 (2013)

Liu, C.R., Yang, X.: The scatter of surface residual stresses produced by face-turning and
grinding. Mach. Sci. Technol. 5(1), 1–21 (2001)

Taylor, P.J.: Quantitative Methods in Geography, pp. 133–172. Waveland Press Inc., Prospect
Heights (1977)

Puerto, P., Fernández, R., Madariaga, J., Arana, J., Gallego, I.: Evolution of surface roughness in
grinding and its relationship with the dressing parameters and the radial wear. Procedia Eng.
63, 174–182 (2013)

Schneider, C.A., Rasband, W.S., Eliceiri, K.W.: NIH image to ImageJ: 25 years of image
analysis. Nat. Methods 9, 671 (2012). https://doi.org/10.1038/nmeth.2089

Sidhom, H., Ben Moussa, N., Ben Fathallah, B., Sidhom, N., Braham, C.: Effect of surface
properties on the fatigue life of manufactured parts: experimental analysis and multi-axial
criteria. Adv. Mater. Res. 996, 715–721 (2014a). http://doi.org/10.4028/www.scientific.net/
AMR.996.715

Sidhom, N., Moussa, N.B., Janeb, S., Braham, C., Sidhom, H.: Potential fatigue strength
improvement of AA 5083-H111 notched parts by wire brush hammering: Experimental
analysis and numerical simulation. Mater. Des. 64, 503–519 (2014b). https://doi.org/10.1016/
j.matdes.2014.08.002

Woodin, C.T.: Effects of Dressing Parameters on Grinding Wheel Surface Topography. Georgia
Institute of Technology (2014)

Wu, C.: Towards linear-time incremental structure from motion. In: 2013 International
Conference on 3D Vision - 3DV 2013, 29 June–1 July 2013, pp 127–134 (2013). https://
doi.org/10.1109/3dv.2013.25

Xie, J., Xu, J., Tang, Y., Tamaki, J.: 3D graphical evaluation of micron-scale protrusion
topography of diamond grinding wheel. Int. J. Mach. Tools Manuf. 48(11), 1254–1260
(2008). https://doi.org/10.1016/j.ijmachtools.2008.03.003

Yahyaoui, H., Ben Moussa, N., Braham, C., Ben Fredj, N., Sidhom, H.: Role of machining
defects and residual stress on the AISI 304 fatigue crack nucleation. Fatigue Fract. Eng.
Mater. Struct. 38(4), 420–433 (2015). https://doi.org/10.1111/ffe.12243

Zouhayar, A.-A., Naoufel, B.M., Houda, Y., Habib, S.: Surface integrity after orthogonal cutting
of aeronautical aluminum alloy 7075-T651. In: Design and Modeling of Mechanical Systems,
pp. 485–492. Springer, Heidelberg (2013)

Analysis of Surfaces Characteristics Stability in Grinding Process 227

http://doi.org/10.4028/www.scientific.net/AMR.996.743
http://doi.org/10.4028/www.scientific.net/AMR.996.743
http://dx.doi.org/10.1038/nmeth.2089
http://doi.org/10.4028/www.scientific.net/AMR.996.715
http://doi.org/10.4028/www.scientific.net/AMR.996.715
http://dx.doi.org/10.1016/j.matdes.2014.08.002
http://dx.doi.org/10.1016/j.matdes.2014.08.002
http://dx.doi.org/10.1109/3dv.2013.25
http://dx.doi.org/10.1109/3dv.2013.25
http://dx.doi.org/10.1016/j.ijmachtools.2008.03.003
http://dx.doi.org/10.1111/ffe.12243


Fluid Mechanics and Energy, Mass and
Heat Transfer



Numerical Modelling of Cavitating Flows
in Venturi

Aicha Abbassi1(&), Rabeb Badoui1(&), Lassaad Sahli1(&),
and Ridha Zgolli2(&)

1 Laboratory of Applied Mechanical Research and Engineering,
National School of Engineers of Tunis, University of Tunis EL MANAR,

1002 Tunis, Tunisia
aicha.abbassi@enit.utm.tn, rabeb.bedoui@gmail.com,

sahli.lassaad555@gmail.com
2 Laboratory of Hydraulic and Environmental Modeling,

National School of Engineers of Tunis, University of Tunis EL MANAR,
1002 Tunis, Tunisia

ridha.zgolli@enit.utm.tn

Abstract. The cavitation is one of the most binding physical phenomena
influencing the performances of the hydraulic machines. This paper presents a
theoretical study modeling of cavitation in cavitating flows and a numerical
study of a cavitation pocket developing in a Venturi flow. The study of the flows
by the digital present simulations CFD also has big interest. For the numerical
simulation we used the free software to access the code and the algorithms.
OpenFOAM is a toolbox for computational fluid dynamics.

Keywords: Cavitation flows � Numerical simulation � Venturi 8° � RANS �
Open FOAM

1 Introduction

This study joins in the continuity of the works on the modelling and the simulation of
cavitants flows. The present paper concentrates on the digital simulation of cavitating
flows. These flows are studied in particular be-cause of the negative impact led by the
appearance of the cavitation in various systems. The cavitation is a change of phase
which allows crossing from the liquid state to the state vapor by a decrease of the
pressure without the contribution of heat. A large number of studies and developments
in research are conducted on cavitation. The unsteady character of the cavity behavior
of Venturi profile is responsible for many issues like erosion, noise and vibrations. The
study of the flows surging by the digital present simulations CFD also has big interest.
The modelling of the cavitation has to base itself on the algorithms coupling the
equations of the dynamics of the fluids as the equations of Navier-Stokes and model
one, said of cavitation, often empirical, which has to predict correctly the way the phase
vapor appears, disappears, and interacts with the liquid phase in a process of evapo-
ration and condensation. The models of cavitation thus check the appearance and the
disappearance of the vapor in the liquid flow. They often rest on the homogeneous

© Springer Nature Switzerland AG 2019
A. Benamara et al. (Eds.): CoTuMe 2018, LNME, pp. 231–238, 2019.
https://doi.org/10.1007/978-3-030-19781-0_28

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-19781-0_28&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-19781-0_28&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-19781-0_28&amp;domain=pdf
https://doi.org/10.1007/978-3-030-19781-0_28


approach defined previously both phases liquid and vapor establish a diphasic mixture
represented by a unique fluid defined by the average physical properties. OpenFOAM
(Moukalled et al. 2016) is used for numerical simulation in fields as fluid dynamics,
cavitating flow, turbulent flow, heat transfer, solid mechanics and other fields of
engineering. Kubota et al. (1992) proposed the premise of homogeneous flows, he
presents a model based on Rayleigh’s equation and neglects the effects of viscous
damping, and surface tensions. The mixture of liquid vapor is treated as a single fluid
for Navier-Stokes equations. On the basis of this premise, Coutier-Delgosha in 2003
proposed that the barotropic state law allows controlling the condensation and
vaporization, and he elaborated the unstable cavitation flow in two types of geometries
Venturi nozzles (Coutier-Delgosha et al. 2003); (Barre et al. 2009). Also, we find other
models based on transport equations whose multiphase flow formed by a liquid fraction
and a vapor fraction (Singhal et al. 2002); (Charrière et al. 2015).

2 Mathematical and Numerical Model

2.1 Governing Equations

In the case of a homogeneous mixture fluid we write the following hydrodynamic
equations: the continuity equation (1), the momentum equation (2) for vapor-liquid
mixture considered homogeneous and incompressible and the volume fraction equation
for the liquid phase (3).

r:U ¼ m
� 1

ql
� 1
qv

� �
ð1Þ

@q
@t

þr: qUUð Þ ¼ �rPþr:sþ SM ð2Þ

@c
@t

þr: cUð Þ ¼ m
�

ql
ð3Þ

Where ṁ represents the inter-phase mass transfer rate due to cavitation, P the time
averaged pressure, U represents the time averaged mixture velocity, ql the liquid
density, qv the vapor density, SM are momentum sources, s is stress tensor.

The vapor volume fraction a and the water volume fraction c are defined as
follows:

a ¼ Volume of vapor
Total volume

c ¼ Volume of liquid
Total volume

ð4Þ

The vapor volume fraction is related to liquid volume fraction as:

aþ c ¼ 1 ð5Þ
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A last the effective density q and the dynamic viscosity l of the vapor-water
mixture are given by “(6),” and “(7),” respectively:

q ¼ qvaþ 1� að Þql ð6Þ
l ¼ lvaþ 1� að Þll ð7Þ

2.2 Mass Transfer Models

The modeling of cavitating flow must be based on the algorithms coupling the equa-
tions of the dynamics of the fluids like the Navier-Stokes equations and a model,
known as of cavitation. In the present study, this cavitation model based on the
Rayleigh-Plesset equation has been applied.

2.2.1 Kunz Model
The Kunz transport model is heuristic model based on the work by Merkle et al. (1998)
and one of the mass transfer models implanted in Open-FOAM CFD. The model of
Kunz consists in subdividing it source term in a term related to vaporization m.+ and
another related to condensation as shown in “(8)”.

_m ¼
Cprod qvðc2�c3Þ

t1
if p \ pv

Cdest qvcminð0;P�PvÞ
1
2qlU

21ð Þt1 if p [ pv

8<
: ð8Þ

In the above equations U∞(m/s) is the free-stream velocity, t∞ = L/U∞ is the mean
flow time scale, where L is the characteristic length scale. Cdest and Cprod are two
empirical coefficients. In the original formulation Cdest = 100, Cprod = 100.

2.3 Turbulence Models

The models of turbulence have for objective to couple the performance of the methods
RANS. Indeed, the model RANS allows the simulations, large number of Reynolds but
are incapable to feign correctly the unsteady zones of flow three-dimensional as the
trails or the coats of the mixture.

3 Results and Discussions

3.1 Test Case: Geometry Venturi 8°

The numerical simulations were implemented for a Venturi profile with a divergence
angle just downstream of the leading edge of 8° and a convergence angle of 18°
(Fig. 1). The length of the vein is 1,272 m and its entrance section is 0.044 m wide and
0.05 m high. This type of Venturi was tested in test at LEGI (Laboratory of Geo-
physical and Industrial Flows) by Stutz and Reboud (1997).
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3.2 Computation Domain and Mesh Generation

This geometry is an unsteady reentrant cavity with quasi-periodic fluctuations of the
attached sheet and vapor clouds shedding has been obtained.

3.2.1 Meshing
The blockMesh integrated into OpenFOAM. It contains 300 nodes in the flow direction
and 65 in the orthogonal direction. The y+ values of the mesh, at the center of the first
cell, vary between 10 and 30 for a non-cavitating computation (Fig. 2).

3.2.2 Open Foam: InterPhaseChangeFoam
Solver to simulate the cavitation in OpenFOAM is interphaseChangeFoam. It provides
a large variety of RANS turbulence models and cavitation models. For cavitation
modelling, the way is available to use a transport equation for the volume fraction of
liquid. The last one is retained for the present simulation.

3.2.3 Boundary and Operation Conditions
The boundary conditions related to turbulent quantities are represented as a turbulent
intensity imposed at the entry of the calculation domain, which is 1% in our case. The
numerical simulation starts at 0 s and lasts 2 � 10−1 s with time steps of 1 � 10−4 s.
The boundary conditions are described in Table 1.

Fig. 1. Cavitation pocket: Schematic view of Venturi 8°

wall

wall

Uinlet=7.8 m/s

p=16.4 Pa

Fig. 2. Mesh venturi 2D
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3.3 Study 2D: Global Validation

Turbulent viscosity models are based on a constitutive equation that linearly links the
Reynolds tensor (turbulent stresses) to the strain tensor. For models with two equations,
this viscosity is often expressed as a function of two quantities such as turbulent kinetic
energy and dissipation in models k-e and k-x;

3.3.1 K-e RNG Model
It should be noted that this model was developed for the study of the monopha-
sic incompressible flows and it is also known for its dissipative character. The flow
studied here is strongly unsteady and compressible; because of the local presence and
quasi-perms both phases settle and vapor. This strong compressibility is not taken into
account in this type of model. It turns out that the model k-e RNG is not capable of
reproducing the instationnarité strong of the flow observed in the experiments (Fig. 3).

Thus the obtained behavior by applying the model k-e RNG is not physical
essentially because it does not reproduce the instability of the flow.

3.3.2 K-x SST Model
The second model tested in this study is the model Shear Stress Transport) proposed by
Menter. It is an approach which aims at combining the respective advantages of both
models k-e and k-x. The second is activated near walls while the first one is
applied to the rest of the flow. The model k-x is indeed based on the hypothesis that

Table 1. Boundary conditions

Venturi Condition

Inlet Velocity in x axis U = 7.8 m/s
Outlet Pressure p = 16.4 Pa
Top and bottom Wall
Front and back Symmetry planes
Venturi wall Wall

Fig. 3. Numerical simulation: Venturi 8° case. Conditions of calculation: Velocity inlet = 7.8
m/s, cavitation number = 2.8.
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the quantity is proportional in the normal component of the turbulent kinetic energy in
the viscous zone of sublayers what allows to have a very good agreement with the
experience and the results DNS in this zone (Fig. 4).

This model k-x SST gives very interesting results in terms of overall behavior and
average pocket length on this flow pattern.

3.3.3 Modified RNG K-e Model
The unsteadiness of the flow is now well reproduced: the incoming jet is correctly
predicted and periodic steam releases are obtained at the back of the pocket. Figure 5
shows the cavitation pocket at a given time, including steam releases entrained by the
main flow.

The average pocket length in this case is estimated at 60 mm and the characteristic
frequency obtained from the input pressure signal is 37.5 Hz, which gives a Strouhal
number St = 0.31 very close to the experimental value. Observation of the evolution of
the cavitation pocket to the over a period of time provides a better understanding of
what these pressure peaks correspond to.

Fig. 4. Numerical simulation: Venturi 8° case. Conditions of calculation: Velocity inlet = 7.8
m/s, cavitation number = 2.8.

Fig. 5. Numerical simulation: Venturi 8° case. Evolution of the pocket and appearance of the
vapor cloud. Conditions of calculation: Velocity inlet = 7.8 m/s, cavitation number = 2.8

236 A. Abbassi et al.



At t = 2.44 s the pocket reaches its maximum size and its interface is very dis-
turbed by the rise of the incoming jet. A first cloud of steam then begins to form
(t = 2,443 s). The cavitation pocket under the effect of pressure waves emitted by these
implosions disappears at t 2,447 s. The cloud formed is then convected downstream as
the pocket reappears a second time at the throat (t = 2,453 s) and a second cloud of
vapor is formed accompanied by the temporary disappearance of the pocket near the
cervix at t = 2,457 s which generates the second peak obtained during the same period.
The pocket allows to reappear quickly it develops until reaching the second cloud to
form a pocket attached at the instant 2.462 s. The main cloud always continues its
journey until it meets the areas of highest pressure at t = 2,465 s, this is the boundary
between the end of this cycle and the beginning of another cavitation cycle (Fig. 6).

2.44 s                                                2.443s

                   2.447s                                              2.453s

                   2.457s                                               2.462s

                2.464s                                               2.465s

Fig. 6. Numerical simulation: Venturi 8° case. Analysis of unsteady behavior: the evolution of
the pocket during a cavitation cycle. Conditions of calculation: Velocity inlet = 7.8 m/s,
cavitation number = 2.8
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4 Conclusions

The different turbulence models applied have resulted in different behaviors depending
on the model used. Standard versions of turbulent viscosity models k-e RNG and k-x
SST do not allow the instationarity of the cavitation flows to be reproduced; the
incoming jet is well predicted by numerical simulations. In the Venturi case, the models
tested give values of the Strouhal number very close to the experiment. We recall,
however, that the experimental value of the cavitation number Ϭ = 2.4 is given at the
inlet of the flow: In the case of the model k-x SST, the number of cavitation is fixed at
the output of the calculation domain, the value Ϭ = 2.8 has been imposed, it corre-
sponds to a number of input cavitation Ϭ = 2.4, The Strouhal number obtained is
St = 0.3. For the model Modified RNG k-e, the number of cavitation Ϭ = 2.8 is fixed at
the output also, this value corresponds to an upstream cavitation number Ϭ = 2.5. The
Strouhal number obtained is St = 0.31.
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Abstract. This paper is dedicated to the numerical simulation of a round water
jet impinging on a plate (1.5 � 6 � 3.5) made of titanium alloy Ti555-03. Two
configurations which differ from each other by the position (angle of inclination)
of the plate relatively to the axis of revolution of the jet inlet are investigated in
this study. This study aims to predict the behavior of the plate Solicited by the
effect of the fluid produced under an initial high speed 500 m/s. The state of
stress and displacement of the plate will be investigated. The modeling of this
coupling fluid structure problem is hybrid: the water by the smoothed particle
hydrodynamics (SPH) method and the target by the finite element method. The
titanium alloy is modeled by the Johnson Cook law. Subsequently the results of
this study will be useful for the modeling of a problem of orthogonal cutting
assisted by a jet of water at high pressure. The numerical simulations are carried
out under “ABAQUS”.

Keywords: Titanium alloy (Ti555-03) � ABAQUS �
Smoothed Particle Hydrodynamics (SPH) � Finite Element Method (FEM) �
Fluid Structure Interaction (FSI)

1 Introduction

The impact of a high-velocity jet on an obstacle is widely studied because of its large
applications from household appliances to space technology. The high-velocity water
jet is characterized by its many advantages and ease of industrialization (Kaushik et al.
2015). The technology of water jets is now applied In many industrial fields, such as
welding, cleaning (Turbine, engine parts), decorating process, cutting (metals sheet,
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plastic), removing materials by Abrasive water jet, high-pressure water jet assisted
machining (Chizaris et al. 2008, 2009; Mabrouk et al. 2000; Mabrouk and Raissi 2002;
Saxena and Paul 2007; Ayed et al. 2016). The most used way to produce a high-
velocity water jet is forcing a quantity of water through a converging nozzle. By using
this method, the water is accelerated and the jet can attain the speed up to 4000 m/s
(Hsu et al. 2013) Due to the strong multi-physics coupling, the numerical modeling of
Fluid-Structure Interaction (FSI) is considered very difficult (Kaushik et al. 2015).
Recently, Simulations start to take into consideration the capability of the water jet
technique in different domains. Only a few studies have been focused experimentally
and numerically on high pressure water-jet taking into account the FSI problems. This
study is a part of a whole project about High-speed water jet-assisted machining of a
new Titanium alloy: Ti555-03. Within this framework we propose a numerical study in
aim to investigate the behaviour of a pure water jet by continues impact on a metal
sheet. In this paper we propose a numerical model using ABQUS: it is a meshfree
smoothed particle hydrodynamics based on Lagrangian formulation developed to
handle and analyze in detail the material behavior under the water jet impingement. By
using the above method; we propose in this study tow configurations which differ from
each other by the position (angle of inclination) of the target relatively to the axis of
revolution of the jet nozzle. A convergence study was indispensable to validate the
stability of the numerical results for each model.

2 Problem Formulation

We are going to impact a horizontal plate of Titanium alloy: TI55503 with a pure water
jet which has an initial velocity of Ve = 500 m/s through a nozzle having a diameter
D of 0.3 mm. The Target is a sheet of titanium alloy metal Ti555-03 having 6 mm as a
length, 1 mm as width and 3.5 mm as thickness as presented in Fig. 1. These geo-
metrical parameters values correspond to a high-pressure water jet assisted machining
applications (Braham-Bouchnak et al. 2010). In addition, in order to minimize the
computation time CPU. The domain of the jet flow is fixed to h = 1.5 mm far from the
target. The axis of the nozzle is coaxial with the normal of the target. We propose to
study tow configurations of impacting a target. For configuration 2 the only difference
is the incline of the target by a = 45° from the horizontal level.

Fig. 1. Geometrical parameters for the impacting problem
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3 Numerical Models

A water column acting as a water source having a diameter D = 0.3 mm and a height
of 6 mm was taken. The length of the water jet was fixed to be long enough to obtain a
stable flow during the period of cooling. The Target is a sheet of titanium alloy metal
Ti555-03 having 6 mm as a length 1 mm as width and 3.5 mm as thickness.

3.1 Material Modeling

For the hydrodynamic behavior law, the water is modeled using the linear Hugoniot
form of the Mie-Greisen equation of state. ABAQUS/Explicit provides a linear Us–Up

equation of state model that can simulate incompressible viscous and in-viscid laminar
flow governed by the Navier-Stokes Equation of Motion (ABAQUS 6.14 documen-
tation). Equation parameters are shown in Table 1.

Where C0 is reference speed of sound in water; s is slope of Us–Up curve; C0 is
Grüneisen ratio of water. For the Sheet modeling, Titanium is often used as alloys. The
Ti-555-has excellent properties (Braham-Bouchnak et al. 2010). In Table 2 mechanical
and thermal proprieties are presented.

The constitutive law of Johnson–Cook and the Johnson–Cook damage model have
been chosen to take into account the dynamic behavior of the material. Parameters of
this law are presented in Tables 3 and 4.

Table 1. Parameters for the US-UP equation of water

C0 (m/s) s C0

1450 0 0

Table 2. The mechanical propriety of the Titanium alloy Ti-5553 (Braham-Bouchnak et al.
2010)

Parameter Density
q
(kg/m3)

Hardness
Hv

Yield
re
(MPa)

Tensile
strength
rR
(MPa)

Elongation
A (%)

Young’s
modulus
E (GPa)

Poisson
coefficient
t

Phase
change
temperature
Tb (°K)

Melting
temperature
Tm (°K)

Value 4650 345 1174 1236 6 112 0.32 1118 1943

Table 3. Parameters of the Johnson Cook Law for the Ti555-03 (Braham-Bouchnak et al. 2010)

Parameter A (MPa) B (MPa) C n m _e0 Tf (°K) Tref (°K)

Value 1175 728 0.035 0.26 0.55 0.1 1934 293
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3.2 Mesh and Conversion to Particles

In this modeling part, a hybrid discretization technique has been adopted. The SPH
method is adopted for the water source. Starting by meshing the column of water with
C3D8R (8-node linear brick, reduced integration, hourglass control) to generate
“parent” elements. These “parent” elements will be after that converted to particles
(PC3D elements). Since we have selected a C3D8R element types and after a con-
vergence studies, we have fixed the total number of elements in the column of water at
515967. After conversion to particles, we have a total number of particles equal to
13931109 particles. For the Titanium target, it is presented as a shell membrane. Hence
the elements type is a 4-node general-purpose shell, reduced integration with hourglass
control, finite membrane strains (S4R). The total number of elements is fixed at
515967.

3.3 Boundary Conditions and Predefined Field

An initial velocity field of 500 m/s is applied on the water column. The four edges of
the target were fixed as shown in Fig. 2 Moreover, general contact was used, and the
type of contact domain was chosen.

4 Numerical Results

Analyzing the impact of the high-speed water jet on a solid target requires considering
connected solid mechanics and fluid mechanics theories. This study proposes a method
using ABAQUS to simulate the dynamic process of impact for tow configurations
already shown in Table 1. Simulations are presented in Figs. 3a and b.

Table 4. Parameters of Johnson–Cook damage law for the Ti555-03 (Braham-Bouchnak et al.
2010)

Parameter D1 D2 D3 D4 D5

Value –0.09 0.27 0.48 0.014 3.870

Fig. 2. Initial conditions and boundary conditions
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4.1 Pressure on the Target

For the HT, the simulation was extended to a period of 8e–006 s from the beginning of
the fall of the water column. The distribution of the impact pressure on the surface of
the titanium sheet at different moments of the process was investigated as shown in
Fig. 4. The color contour represents the magnitude of the pressure.

Figure 4a presents the first moment of impact. In earlier stage, the pressure has a
symmetric distribution (Figs. 4b, c and d) along the Y and X axis. In Fig. 4e, the
pressure does not present a symmetrical distribution any more. There was a chaotic
distribution at points closer to the sheet limits. The pressure fluctuates as far as the
water hit the target. The particles of the fluid are more dispersed on the entire target in a
random and unpredictable way. The distribution of the pressure on the target shows
zones of pressure and depression in alternately way. At approximately 4.5 � 10−6 s, a
peak value of pressure approached just over 0.36 MPa and a peak value of depression
approached to –0.54 MPa. This high fluctuation then propagated strongly out to the
surrounding areas as a wave. The depression is more approached at the limit of the
target as shown in Fig. 4e. This fluctuating response of the target under the water
impact could be in consistency with the vibration of the metal sheet. For the IT, the
simulation was extended to a period of 8 � 10−6 s from the beginning of the fall of the
water column. The distribution of the impact, pressure on the surface of the inclined
plate at different intervals is presented in Fig. 5. During the impact maximum pressure
keeps one position located in the center of the metal plate unlike the first configuration.
Figure 5a shows the state at 2.8 � 10−6 s, which is when the water jet began hitting the
structure. At approximately 4.5 � 10−6 s (Fig. 5b), the pressure approached a peak
value of just over 0.7 MPa more approached at the limit of the target. This high
pressure then propagated out to the surrounding areas as a wave. In the next period,
there was a chaotic distribution of the pressure (Fig. 5c), which may be due to the
changing state of the flow before the stability occurred. The distribution of the stag-
nation pressure is shown in (Fig. 5e) at 8 � 10−6 s. Furthermore, pressure distribution
presents alternatively zones of pressure and depression as far as the jet hit the target.
The jet head is not perfectly flat. It could be considered as punctual relatively to the

Fig. 3. Simulation of the high-speed water jet impact on (a) the HT and (b) the IT after 8e-006 s

Numerical Simulation of a Water Jet Impacting a Titanium Target 243



F
ig
.
4.

D
is
tr
ib
ut
io
n
of

pr
es
su
re

on
th
e
im

pa
ct

ar
ea

at
di
ff
er
en
t
tim

e
st
ep
s
on

th
e
H
T

244 I. Ben Belgacem et al.



length of the plate due to the 45° angle position of the plate, which means that the
points localized in the part of the plate under the Y axis reach their maximum values
earlier than other points.

5 Comparison Between the Inclined Target
and the Horizontal Target

Figure 6 presents the magnitude displacement through a radial direction crossing the
center of the target for both of configuration. It shows that the horizontal target presents
the haier displacement and stronger fluctuations compared to the second configuration
which presents lower magnitude and smoother fluctuation. Indeed water in the first
configuration keeps contact with the target but for the second configuration water finds a
way for evacuation faster thanks to the incline of the target. Figure 7 presents the
maximum displacement versus the time history. The IT shows a smoother shape
compared to the HT. The IT presents a maximum value at the end of the impact equal to
0.008 mm while the HT presents a maximum at about 6e–006 s. At the first moment of
the impact (3e–006 s) a pic of 0.004 mm is shown in the IT. For the HT, the first pic of
displacement 0.008 mm is observed at 4e–006 s. This pic is less acute. This could be
explained by the shape of the head of the jet at the first moment of impact. In fact for the

Fig. 5. Distribution of pressure on the impact area of IT at different time steps
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HT the head is perfectly flat unlike the IT where the head of the jet is quite punctual due
to the inclination of the target. Figure 8 presents the maximum pressure in radial
direction crossing the center for the both IT and HT. It shows that the pressure in the
centre of the IT is equal to 0.08 MPa while it is a depression equals to about –0.24 MPa
for the HT.

6 Conclusions

In this paper, numerical simulations of a high velocity water jet impacting a horizontal
plate and an inclined plate were carried out under ABAQUS. The plate is a metal sheet
of Ti555-03. Its mechanical behavior is handled by the Johnson cook law. Two points
of view are presented for this study. The first one is a CFD study of the jet impacting
where it was possible to demonstrate the structure of a free jet and impacting for the
two cases of positioning the plate (0° and 45°). A second part was devoted to study the
FSI by a hybrid method a finite element modeling for the plate and free mesh method
called SPH method to investigate the Von Mises stress; the pressure and the dis-
placement of the target. This result will be useful to investigate and to understand the
behavior of a water assistance jet impact during high-speed machining of a Ti555-03
titanium material in terms of the interaction between the water of assistance and the
work piece and the tool. Furthermore these results will be useful in a study of
tool/workpiece/cutter system.

Fig. 6. Comparison of the displacement

Fig. 8. The maximum displacement of the IT
and HT

Fig. 7. Maximum pressure in radial direction
crossing the center for IT and HT
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Abstract. The present paper numerically investigates the effect of a co-flowing
stream on the mean and turbulent flow properties, air entrainment and entropy
generation rate of a heated turbulent plane jet emerging in a co-flowing stream.
The first order k-e turbulence model is used and compared to the existing
experimental data. The Finite Volume Method (FVM) is used to discretize the
governing equations. The predicted results were consistent with the experi-
mental data. It is found that a jet in a co-flowing stream is known to be a quicker
mixer than a jet in a quiescent ambient, and it is proved that the presence of a co-
flow enhances mixing. Therefore, the mixing of a jet in co-flow is more efficient.

Keywords: Numerical modeling � k-e model � Co-flow �
Entropy generation concept

1 Introduction

Free turbulent jets in a stagnant ambient stream as well as in a moving external stream
have been the interest of numerous investigations. This interest is due to their practical
applications as turbulent diffusion flames in combustion chambers when a fuel jet flow
is commonly injected into a co-flowing stream. The important parameters that influence
the mixing characteristics of a jet are the presence of density difference and a co-
flowing between the jet and its surroundings. The entropy generation concept, which is
based on the second law of thermodynamics, has recently appeared in many applica-
tions in engineering, such as combustion engines and convective heat transfer system
flows. Much more attention is given to round jets emerging in a co-flowing stream.
Indeed, some experimental investigations were conducted on co-flowing jets. Nickels
and Perry [1], Antonia and Bilger [2], Smith and Hughes [3] made measurements in the
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strong region of round jets as well as in the strong-to-weak jet-transition region.
However, the measurements of Davidson and Wang [4] extend into the weak region.
Furthermore, Gazzah et al. [5, 6] have numerically investigated the co-flow effect on
heated turbulent round jets. Less works, however, deal with co-flowing plane jets.
Bradbury [7] and Bradbury and Riley [8] have experimentally studied a turbulent plane
jet in a slow moving air stream. They found that the spread of jets could be merged,
with varying co-flow velocity ratio, when accounting for the effective origins. Elkaroui
et al. [9] have investigated the dynamic and thermal behavior of a free turbulent plane
jet, including the influence of temperature on entropy generation. They found that high
rates of entropy generation correspond to higher inlet jet temperatures. The present
contribution extends this study by investigating the effect of a moving external stream
on the jet development and entropy generation. The presence of co-flow stream is
known to improve the mixing process for a non-reactive jet and to generate flame
stability. Free and co-flowing round jets, which can be used in chambers and the mixer,
have received much more attention than plane jets. That is why this paper aims to
investigate the configuration of turbulent plane jets issuing in a co-flowing stream and
applicable in air curtains. The effect of co-flow on entropy generation, which can be
used as an effective tool for the optimal design of thermal systems, is studied through a
numerical simulation using the first order k-e model. The effect of the co-flow velocity
(Uco = 0.0 m/s, Uco = 1.20 m/s and Uco = 2.0 m/s) on the dynamic and thermal
behavior and local entropy generation for a turbulent plane jet are predicted.

2 Problem Formulation

The considered flow is a heated turbulent plane jet issuing in a co-flowing ambient
stream with various velocity ratios, temperature ratios. The actual dimension of the slot
width H is equal to 0.04 m. The flow is only weakly compressible in the sense that the

Fig. 1. Geometric configuration with co-flow
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Mach number is low. Hence, the flow development is characterised by the Reynolds

number Re ¼ UjH
t , the densimetric Froude number Fr ¼ qjU

2
j

gH qco�qjð Þð Þ as defined by Chen
and Rodi [10], where Uj = 18 m/s is the jet velocity (Fig. 1).

2.1 Governing Equations

Under these assumptions, the governing equations including continuity (1), momentum
(2) and temperature (3) conservation equations are considered in the cartesian coor-
dinates system as follows:

@qUj

@xj
¼ 0 ð1Þ

@

@xj
qUiUj
� � ¼ � @P

@xi
� @

@xi
qu00

i u
00
j

� �
þ @

@xj
l

@Ui

@xj
þ @Uj

@xi

� �
� 2
3
l
@Uk

@xk
dij

� 	
ð2Þ

@

@xj
qTUj
� � ¼ @

@xj

k
CP

@T
@xj

� �
� @

@xj
qt00u00

j

� �
ð3Þ

With dij: is the Kronecker symbol; dij = 1 if i = j, 0 if not
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3qkdij: is Reynolds stress tensor

qt00u00
j ¼ � lt

rt
@T
@xj
: is the Reynolds heat flux vector

The k � e model is used for the closure of this system: the equations of the tur-
bulent kinetic energy (k) and its dissipation rate (e) can be written as [11]:
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With lt ¼ qCl
k2
e is the turbulent viscosity

Pk is the production term of turbulent energy (k), which is described as follows:
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This model requires the use of different empirical constants [12]:

rk ¼ 1; re ¼ 1:3;Ce1 ¼ 1:44;Ce2 ¼ 1:92;Cl ¼ 0:09; rt ¼ 0:7
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2.2 Local Entropy Generation Rate

In the non-reacting jet flow, when both temperature and velocity fields are known and
based on the second law of thermodynamics, the volumetric entropy generation rate

(Sgen
�
) as given by Bejan [13] at each point in the fluid, is calculated as follows:

Sgen
�� �

¼ Sgen
�� �

heat
þ Sgen

�� �
fric

ð7Þ

Where Sgen
�� �

heat
and Sgen

�� �
fric

represent the volumetric entropy generation rates

due to heat transfer and fluid friction, respectively with the following expressions [17]:
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Where Keff and leff are the effective thermal conductivity and the effective viscosity
respectively.

Sij is the mean strain rate and: Sij ¼ 1
2

@Uj

@xi
þ @Ui

@xj

� �
.

3 Boundary Conditions

At the jet exit, a uniform velocity Uj, and a temperature Tj are imposed. The jet
discharged into a co-flowing stream Uco is symmetric to the plane (y = 0) and the
calculation is performed over half of the flow. The computational domain is rectangular
with a domain size, in terms of the jet inlet height H, of Lx/H = 60 and Ly/H = 25 in
the longitudinal and transversal directions, respectively. The foregoing system of
equations is completed with the following boundary conditions:

– In the free boundary parallel to the axis, the considered conditions are as follows:

@V
@y

� �
y¼wall

¼ 0;U ¼ 0; T ¼ Tco; k ¼ 0; e ¼ 0

– On the symmetry axis, the lateral velocity and gradients of all variables are set to
zero.

@U
@y

� �
y¼0

¼ 0; U ¼ U; T; k; e; V ¼ 0
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– At the outflow boundary, the gradient of dependent variables in the axial direction
and the lateral velocity are set to zero.

@U
@x

� �
outlet

¼ 0; U ¼ U; T ; k; e; V ¼ 0

– At the inlet, and in order to overcome the jet emission influence as much as
possible, the axial velocity profile was calculated from the following relation (10):

x ¼ 0 :
0\y\H=2 : U ¼ Uj; V ¼ 0; T ¼ Tj; k ¼ 10�3U2

j ; e ¼ Clk3=2

0:03H

y�H=2 : U ¼ Uco; V ¼ 0; T ¼ Tco; k ¼ 0; e ¼ 0

(

4 Numerical Solution Method

The equations are solved by the Finite Volume Method (FVM) with a staggered grid as
described by Patankar [15]. The transport equations of momentum, energy, turbulent
kinetic energy and its dissipation rate are discretized through this equation:

APUP ¼
X
nb

AnbUnb þUP: ð10Þ

Where, the subscript ‘nb’ designates neighbours which mean (i + 1, j), (i − 1, j),
(i, j + 1) or (i, j − 1). In the present study, the diffusion and the convection coefficients
are discretized using a hybrid scheme [16], which is first order or second order,
depending on the local cell Reynolds number.

Thus, to find the numerical solution of these equations, a computer code was
developed. The velocity-pressure coupling is solved with the SIMPLE algorithm
(Semi-Implicit-Method for Pressure-Linked-Equations). The system of algebraic
equations is solved line by line using the TDMA (Tri-Diagonal Matrix Algorithm).
The TDMA is based on the Gaussian elimination procedure associated with the over-
relaxation technique described by Patankar [15].

The used mesh is not uniform and gradually extends according to the longitudinal
and transversal directions.

5 Results and Discussion

5.1 Mean Centerline Velocity Variation

Figure 2 shows the axial evolution of the centerline longitudinal velocity Uj � Uco
� �

=
�

Uc � Ucoð ÞÞ 2 as a function of the normalized distance x/H, where Uc is the jet cen-
terline mean axial velocity. Indeed, the normalized centerline longitudinal velocity

obeys the self-similar decay law as: Uj�Uco

Uc�Uco

� �2
¼ K1

x
H � C1
� �

.
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It appears clearly that the computed results agree well with the experimental values
of Sarh [14]. For three different co-flow velocities (Uco = 0.0 m/s, Uco = 1.20 m/s and
Uco = 2.0 m/s), the centerline longitudinal velocities are constant in the potential core
area, near the jet exit, and are equal to the centerline exit velocity. In this region, the co-
flow velocity has no effects on this parameter and the flow behaves as a jet in a stream
at rest. However, in the similarity zone, away from the jet exit, the centerline velocity
decreases as (x1=2). It is found that the jet in a co-flowing stream is a quicker mixer than
a jet in a quiescent ambient, which means that the presence of a co-flow enhances
mixing. Therefore, the mixing of a jet in co-flow is more efficient.

5.2 Entrainment Variation

Figure 3 represents the axial evolution of air entrainment with Tj = 500 K and for three
different co-flow velocities (Uco = 0.0 m/s, Uco = 1.20 m/s and Uco = 2.0 m/s). The
amount of air entrainment by the jet can be determined by the time-average lateral
profiles of velocity. This quantity, which relates the mass flow rate of the surrounding
fluid entrained into the jet to the characteristic velocity difference between the jet and
the co-flow, is given by:

E ¼ 2
ZyðU¼UcoÞ

0

q U � Ucoð Þdy ð11Þ

It is shown that the presence of co-flow stream decreases considerably the air
entrainment. This is due to the reduction of the jet lateral expansion in the presence of
co-flow. Qualitative analyses suggest that a co-flowing stream would restrict the lateral

Fig. 2. Effect of co-flow variation on the axial evolution of the centerline longitudinal velocity
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in flow of air into the jet. The free jet entrains from 30% to 75% more air than the co-
flowing jet at any given axial location.

5.3 Entropy Generation Rate Variation

Figure 4 represents the axial evolution of the total entropy generation rate in the jet
with a fixed inlet jet temperature Tj = 500 K and for three co-flow velocities
(Uco = 0.0 m/s, Uco = 1.20 m/s and Uco = 2.0 m/s).

Fig. 3. Effect of co-flow on the axial evolution of the air entrainment

Fig. 4. Effect of co-flow on the axial evolution of the total entropy generation rate
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In the potential cone region, it is seen that the entropy generation rate grows as x/H
increases. Furthermore, there is a sudden increase in entropy generation in the flow
region where x/H is less than 20. In this region, the jet is more unsteady and also has
the most distorted profiles, right before, it reaches the self-similarity region. Moreover,
in the self-similarity region, (x/H > 20) there is a smooth increase of entropy gener-
ation with respect to the observed longitudinal coordinate. The obvious conclusion
from this Figure is that the co-flow velocity has very little effect.

6 Conclusion

A comprehensive analysis of the evolution of a heated turbulent plane jet emerging in a
co-flowing stream is provided. The entropy generation rate in a turbulent plane jet is
investigated, taking into account the effect of co-flow. Numerical simulations are
carried out using the first order k-e turbulence model. In particular, the numerical
results for mean and turbulent quantities, air entrainment, entropy generation rate are
studied. The main conclusions from the present study can be summarized as follows:

First of all, the predicted results agree reasonably well with the experimental data
available in the literature for plane jets.

The increase of the co-flow velocity reduces the amount of air entrainment and the
mixing efficiency of the jet. Moreover, the total entropy generation rate decreases with
the increase of the co-flowing velocity.

The calculation results confirm that the entropy generation rate grows and attains an
asymptotic value along the flow direction and depends directly on the entrainment with
the still ambient fluid.
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Abstract. Numerical simulation of pulverized coal combustion is carried out in
order to investigate the behavior of the dispersed phase. Combustion is done in a
combined cycle unit (a coal-fired boiler) coupled with a gas/oil-fired turbine.
Results are presented for laboratory scale burner SCO (Single Central Orifice)
type. Combustion is performed in atmospheric air conditions. Coal particle
trajectories are analyzed to capture Gas-particle interaction within a turbulent
flow. An Eulerian-Lagrangian combustion approach is chosen. A reduced
reaction mechanism is used to describe coal combustion in the furnace. Particle
transport, heating and devolatilization, char combustion involving heteroge-
neous kinetic reaction and heterogeneous combustion are modeled. These
models are combined with a finite rate/eddy dissipation model to describe tur-
bulence chemistry interaction. Results are compared against previous data
produced by researcher Godey et al. experimental data.

Keywords: Combustion � Discrete phase � Turbulence � SCO burner �
Numerical simulation

1 Introduction

Pulverized Coal Combustion (PCC) is reported by the World Energy Council to be the
major shared application (Hein 2013). As environmental regulations are getting more
stringent, existing coal thermal power plants need to control their pollutants emissions
such as CO, CO2, NOx, SOx and ash particles. It is therefore important to understand
the pulverized-coal combustion mechanisms and develop clean coal technology for
pulverized coal fired power plants. However, the combustion of pulverized coal is a
complex phenomenon compared to that of gaseous or liquid fuels, since dispersion of
coal particles, devolatilazation and oxidation reactions take place simultaneously
(Hwang et al. 2006; Tsuji et al. 2002). The efficiency improvement and pollutant
formation reduction of already built PCC and/or upcoming one, requires a good
understanding of Gas particle interaction in turbulent reacting flows. Reynold Averaged
Navier Stokes (RANS) has been the standard technique to model turbulence mixing in
the flow (Harding et al. 1982; Michel and Payne 1980; Lockwood et al. 1984; Hassan
et al. 1983; Xu et al. 2018 and 2017). RANS solves the time averaging equations to
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give an indication of the mean flow. The approach is useful to give order of magnitude
estimations as explained by (Michel and Payne 1980). The present work combines
usage of Eulerian-Lagrangian approach and a reduced reaction mechanism to numer-
ically study Gas-particle of the reactive turbulent flow. The investigated furnace is
developed in International Flame Research Foundation (IFRF) and experimentally
investigated by (Godoy et al. 1988). The main goal of the present work is to analyze
particle trajectories in a combusting flow to capture the interaction between Gas-
particle, then study its effect on the evolution of multiphase air-coal combustion
properties in the furnace. Focus is put on predicting the CO specie production in
relation with particle trajectory and temperature rise.

The methodology consists in (1) validation of results, (2) Gas velocity study,
(3) temperature analysis, (4) Particle trajectory interaction with gas axial velocity,
(5) CO concentration prediction.

2 Numerical Configuration and Boundary Conditions

The configuration under study corresponds to a downward fired cylindrical combustion
chamber equipped with a swirl burner. The combustor consists of a cylinder, with an
internal diameter of 0.6 m as shown in Fig. 1. The burner (SCO) consists mainly of
two coaxial inlets. Primary air is injected throw a central tube with pulverized coal
Particle. A secondary swirling air is supplied to the furnace throw an annular duct.
A full description of the experimental facility can be found in (Lockwood et al. 1984;
Hassan et al. 1983; Hirji and Loockwood 1986; Hassan et al. 1985; Hirji 1985). The
simplified computational domain is similar to (Shang and Zhang 2009) work. Geddling
coal is utilized in experimental test. Its proximate analysis data are fixed carbon 53.7%,
volatile 35.8%, moisture 6.3% and ash 4.2%. The simulation conditions are similar to
(Godey’s 1988) experimental conditions. In accordance with experiments Table 1
summarizes all flow parameters used in this work.

Fig. 1. Combustion chamber and burner dimensions (Shang and Zhang 2009)
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3 Numerical Inflame Measurements

3.1 Validation

Numerical results are compared with previous work of (Godey et al. 1988), for vali-
dation purpose. Experimental data of temperature mainly for three different cross
sections X = 0.124, 0.204 and 0.284 m are used to validate flame temperature as in
Fig. 3. For the aerodynamic behavior of the SCO burner especially in the near burner
region (NBR) is confirmed using previous numerical results of (Shang and Zhang
2009). As depicted by Fig. 2, good agreement between the two numerical results of gas
axial velocity is observed. The temperature results comparison shows simultaneous
occurrence with previous experimental and numerical results. For X = 0.128 m and
X = 0.204 m, a slight discrepancy at the center line of the combustion chamber is
marked.

3.2 Velocity

Figure 2 shows a pattern of the axial velocity. At the core of the configuration, negative
axial velocity zones are observed. They demonstrate Internal recirculation Zone, IRZ,
witch are caused by the swirling flow at the secondary inlet. Mainly two recirculation
zones are noticed. The first recirculation is at the axis, caused by the flow swirl, and the
second one is close to the wall, caused by the sudden expansion of the combustor
geometry, at the inlet. The results show that the devolatilization occurs immediately
while particles are entering into the combustion chamber. Coal particle are rapidly
heated then release their volatiles upstream the IRZ. As known the devolatilization
kinetics affects the overall combustion characteristics, the combustion is controlled by
the mixing process of these volatiles with the surrounding oxidizer as confirmed in
Fig. 3. The combustion is mainly governed by the turbulence. The Dahmkoler number
is large �1.

3.3 Gas Temperature Study

The devolatilization kinetics impacts the overall combustion characteristics as the
combustion is controlled by the mixing process of the released volatiles with the

Table 1. Operating conditions (Godey et al. 1988)

Parameters Value Units
Primary air axial velocity 19.7 [m/s]
Secondary air axial velocity 32.5 [m/s]
Secondary air tangential velocity 30.8 [m/s]
Primary preheat temperature 353 [K]
Secondary air preheat temperature 600 [K]
Wall temperature 1293 [K]
Coal flow rate 11.7 [Kg/h]
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surrounding oxidizer. Figure 3 displays the temperature distribution at different line
cutting the meridian of the combustion chamber. Contours of temperature highlight
burned region in the configuration. The flame reaches a maximum temperature of
1500 K close to the inlet region. This maximum temperature which gives hints about
the flame location wish is experimentally measured starting from a distance X = 0.124.

3.4 Discrete Phase Trajectory Study and CO Concentration

It is instructive to delineate the aerodynamic behavior of the SCO burner especially in
the near burner region (NBR) because of its important role in establishing a stable
flame and its influence on the formation of CO and overall the particle burnout.

Fig. 2. Axial velocity in (m/s) for different radial cross sections
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As soon as the coal particles are injected in the burner they penetrate into the internal
recirculation zone (IRZ) as seen in Figs. 4 and 5. The secondary air flow influences
their trajectory. Particles are then entrained into high shear zone between the IRZ
boundary and the secondary air stream. CO generation is marked to be strongly
dependent of the devolatilazation of the particles. Particles penetrate a certain distance
into the internal recirculation zone before losing their initial momentum and entrained
backward to the burner inlet. Therefore devolatilization takes place near the burner
region. As a result the on axis gas temperature increases rapidly to its peak near the
burner region were CO generation takes place as observed in Fig. 6.

Predicted results of CO generation did not present the same order of magnitude
obtained by experimental results, although reached numerical results captured CO
generation in the same region detected by experiment. CO generation increases as the
temperature increases. Thus, the discrepancy of the flame temperature at the center line
of the combustion chamber may be the raison behind the lack in order of magnitude of
CO generation in the combustion chamber.

Fig. 3. Temperature in (K) for different radial cross sections
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Fig. 4. Contour of Particle trajectories and gas axial velocity

Fig. 5. Particle axial velocity (m/s) for different radial cross sections.
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4 Conclusion

An Eulerian-Lagrangian air-coal combustion module is applied to capture the behavior
of the dispersed particle within a burning environment. RANS models are used to
capture turbulence. A multi-reaction mechanism involving six reactions, three of them
are homogeneous and three are heterogeneous. Turbulence chemistry interaction is
modeled using the finite rate/eddy dissipation. Reasonable agreement between exper-
imental data and numerical simulation of temperature are predicted. An under esti-
mation of CO generation is observed. The reason behind is the coal distribution and
volatilization which collocate into cluster producing important concentration. Further
investigation will focus on the effects of higher turbulence model, LES, on the transport
of coal and species combustion in the furnace.
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Abstract. A detailed numerical simulation of a cold flow without spray
injection of Marchoine et al. (2009) configuration are carried out. The intro-
duced swirling air were simulated with Large Eddy Simulation (LES) and the
Reynolds-averaged Navier–Stokes equations (RANS). Focus is put on the tur-
bulent kinetic energy level on the spark location. Simulations results are plotted
against experimental data.

Keywords: Turbulence � RANS � LES � Swirl

1 Introduction

The ignition of a gas turbine combustor is an increasingly important issue for engine
manufacturers due to the current trend towards lean operation that makes flame initi-
ation more difficult. The initiation of a flame through a spark in a flammable mixture is
one of the fundamental problems in combustion and has been studied very thoroughly
(Spalding 1979; Lefebvre 1998). A large effort has also been devoted to the effects of
flow, and of the turbulence in particular, on the success of ignition (see Ahmed et al.
2007; Mastorakos 2017).

Based on Marchoine et al. (2009) work, numerical simulations will be performed in
order to deeply examine the ignition process of n-heptane turbulent. This paper as first
part of whole work focuses on the cold flow without spray study. RANS and LES
simulation are carried out to characterize the flow field and evaluating the kinetic
turbulent energy as well as the velocities fluctuations in the sparks locations.
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2 Numerical Configuration and Boundary Conditions

Numerical simulations are performed on Marchoine et al. (2009) test facility experi-
mentally investigated at Cambridge University, UK. It consisted a circular duct of
D = 35 mm inner diameter, fitted with a conical bluff body of diameter Db = 25 mm
giving a blockage ratio of 50% (Fig. 1). The fuel injection system consisted of a
pressure swirl hollow-cone atomizer with 0.5 MPa gauge pressure. The nozzle exit
diameter was 0.15 mm and the spray cone angle was 60°. The fuel used was n-heptane
due to its quick evaporation that hence allows spray flames to be stabilized at the burner
without air preheat. The combustion chamber consisted of a 70 mm inner diameter tube
80 mm in length. The air entered from the annular open area between the outer duct
wall and the bluff body. Swirl was imparted by static swirl vanes at 60° with respect to
the flow axis along the flow passage between the inner and outer ducts (the geometrical
swirl number is about 1.4). After the n-heptane injection with swirling air in com-
bustion chamber, Marchoine et al. (2009) used sparks for the spray ignition. Ignition
system consists of:

– Multiple spark: 100 to 500 sparks with 5 mm gap lasting for 8 ms separated by a
break of 2 ms. The energy of the spark is 60 mJ and located at (R = 30 mm,
Z = 5–80 mm)

– Single spark: spark of 2 mm gap lasting 500 µs, of 200 mJ of energy and located in
all domain.

In this paper, only cold flow without fuel injection and spark ignition was inves-
tigated. The introduced air mass flow rate was 0.42 kg/min with bulk velocity,
Ub = 12.7 m/s. The numerical configuration as shown by Fig. 1 has structured mesh of
size 817046 of cells. Calculations were performed ANSYS Fluent.

Fig. 1. Furnace geometry and its numerical grid of the studied configuration
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3 Modeling Approach

3.1 LES

LES consists of directly resolving the three-dimensional time dependent turbulent
motions associated with large eddies, while eddies on the order of the grid size and
smaller are resolved using SGS model. The governing equations are obtained by
applying a spatial filter to the evolution equations of mass and momentum, according to
Chrigui et al. (2012). The resulting filtered continuity and momentum equations of the
turbulent flow emerge as:
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Where the dependent filtered variables obtained from spatial filtering is defined as
~w ¼ qw

�
q with w ¼ ~wþw00. Overbars and tildes express spatially filtered and density-

weighted filtered values with a filter width Dmesh, respectively, while double prime
represents sub-grid scale (SGS) fluctuations. The quantity q is the air density, U is the
air velocity and xi the Cartesian coordinate in i-direction.

In the flow, the effect of the small scales appears through the SGS stress tensor,
expressed as:

ssgsij ¼ qUiUj � qUiUj ð3Þ

The Wall-Adapting Local Eddy-Viscosity (WALE) model (Nicoud et al. (2008))
was used in this work, thus for the SGS stress tensor, expressed:
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The strain rate tensor Sij is expressed by:
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In Eq. (7) j is the von Kármán constant, d the distance to the closest wall and V the
volume of the computational cell. The default value of the WALE constant Cw is 0.325.

3.2 Rans

As mentioned above, a steady-state RANS simulation has been performed for com-
parison purposes. The same set of equations similar to Eqs. (1) and (2) now for
Reynolds averaged quantities has been solved, in addition to the turbulent kinetic
energy, k and its dissipation rate, e. Thus, a steady-state RANS simulation has been
carried out using the realizable k-ε model. It is well known that advanced RANS
models have been suggested in the literature (see in Hanjalic (2005)). The realizable k-ε
model is only used for commodity, as it is the most used RANS models in industrial
applications.

4 Results and Discussion

The measurement of mean and R.M.S of the axial and swirl velocities can help after in
interpreting the ignition probability results.

Figures 2 and 3 show the comparisons of the radial profile of the mean and the R.
M.S of the axial velocities obtained from RANS and LES, and experiments in the
absence of the fuel spray. Both models are able to predict the flow behavior in rea-
sonable agreement. In Fig. 2, the highest mean axial velocities are found at a radius
between 12 and 18 mm corresponding to the annular inlet of air at the burner face. The
central area is characterized with low and negative velocity (see also Fig. 4), in contrast
to the side region, that has positive values. The large recirculation zone created by the
bluff body and the swirl is evident and this causes a rapid decrease in axial velocity and
a wide angle of the flow coming out of the burner inlet. The highest R.M.S. of axial
velocities as shown by Fig. 3 are about 1.0 to 3 m/s localized at radial position between
25 mm and 30 mm, which imply very high local relative turbulent intensities.

Figure 5 depicted the radial profile of the mean swirl velocity. The mean swirl
velocity has a maximum value of about half of the bulk velocity, Ub close to the burner
exit; it quickly decreases and the central part of the flow seems to be in solid body
rotation. The maximum radius of the recirculation zone is about 25 mm and occurs
between 30 and 35 mm from the bluff-body; these results when expressed in terms of
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bluff-body diameter Db imply that the width of the central recirculation zone (CRZ) is
about 2Db and occurs at about 1.4Db. The R.M.S of the swirl velocity, depicted by
Fig. 6, are about 1.0 to 2 m/s

The flow results were extrapolated to the location of the multiple and single spark
chosen by Marchoine et al. (2009) experiments. For multiple spark (r = 30 mm,
z = 5–80), the mean swirl velocity is about 3 m/s and the mean axial velocity is
negative up to about z = 10 mm and reaches its highest positive value at about
r = 15 mm. The R.M.S fluctuating velocities are about 1.0 to 3 m/s. Thus, there will be
strong local turbulent intensities at the spark position. Comparing the discharge
duration of the multiple spark (which is 8 ms) to the large turbulent time scale which is
5 ms a large velocity and mixture fluctuations in the flow passing by the spark gap
during the time of energy deposition by the spark. In contrast, for the single spark
experiments, where the spark duration was 0.5 ms, smaller, but finite composition
fluctuations throughout the spark.
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Fig. 2. Mean axial velocity profiles predicted by RANS and LES and compared against
measurements at different cross-section downstream the burner inlet.
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Fig. 3. R.M.S of axial velocity profiles predicted by LES and compared against measurements
at different cross-section downstream the burner inlet.

Fig. 4. Axial velocity contours (a) RANS (b) instantaneous LES (c) mean LES.
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Fig. 5. Mean swirl velocity profiles predicted by RANS and LES and compared against
measurements at different cross-section downstream the burner inlet.
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5 Conclusion

Spark location, 5 mm away from the wall, are considered for the investigation of the
turbulent kinetic energy. An important intensity level of turbulence is recorded, hinting
to large velocity fluctuations, which will considerably influence the ignition. These
fluctuations are caused by a recirculation zones due to the important swirl at the inlet
(swirl = 1.4). The results produced by LES show a better agreement compared to
RANS. Turbulent time scale produced by both models are closed to 1 ms, which is
much larger the single spark duration, thus multiple spark ignition would be
mandatory.

Further investigation tackling with combustion and ignition using detailed chemical
kinetic will be investigated.
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