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Abstract. Nowadays, modern societies are facing the important prob-
lem of ageing of their population. On many occasions, older people must
leave their homes to be cared for by their relatives or to enter specialised
centres for the elderly. On the other hand, something similar happens
with disabled people who need the support of other people for their daily
activity. This phenomenon brings with it important social and economic
consequences. In the activities of the daily life of the elderly it is neces-
sary to have the monitoring of different aspects of their physical activity,
such as the detection of critical situations (such as falls) or dangerous
situations (such as flooding or gas leaks). The aim of this paper is to
analyse the consumption of the different household appliances in order
to model a normal behaviour within the daily activities of a house. By
means of the consumption of the electrical appliances the aim is to detect
anomalous behaviours that induce the appearance of possible problems
due to the change in the consumption pattern.

Keywords: Anomaly detection · Support for daily activities ·
Elderly · Behaviour analysis

1 Introduction

The world population is ageing rapidly. Projections are that people 60 years old
or older will outnumber children by 2030 and adolescents and youth by 2050
[10]. Therefore, concepts such as “independent living”, “active ageing”, “ageing
at home” form the nucleus of proposals for integrated care services for the elderly.
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In recent years, research is being conducted to monitor the electricity consump-
tion of homes. In this sense, there are works related to non-intrusive appliance
load monitoring (NIALM) [2]. NIALM is the process of dis-aggregating a house-
hold’s total electricity consumption into its contributing appliances.

Neural Networks have been used for the detection of anomalies in Electric
Power Systems with auto-associative neural networks [8] or autoencoders [11].
Autoencoders are a kind of neural network that allows to represent a compressed
version of the input. The aim of the paper is to analyse the typical or normal
behaviour modelling from the consumption of different appliances, so that they
can be used in the prediction of anomalous behaviours within the daily activities
of the elderly. The best appliance will be evaluated to be used in a detection
system of anomalous behaviours within the daily activity of older people.

The paper is organised with a first part where the problem to be solved is
presented based on the information of the UK-DALE dataset. Next, we describe
the complete process carried out for the modeling of behaviors based on the
analysis of the electrical consumption of household appliances. In the last part
of the paper, the results obtained and a discussion of the results are described.

Fig. 1. Phases in the process of detecting anomalous behaviours from the electrical
consumption of household appliances.

2 Problem Statement

The problem that arises in this work is divided into different phases (see Fig. 1).
Starting from the real electrical consumption of different domestic appliances, a
pre-processing of the signals will be carried out. This pre-processing is related to
the elimination of outliers (days considered as vacations, for example), as well as
the organisation of the information in a set of variables that indicate the sum-
mary of the daily behaviour of a house in terms of the electrical consumption of
household appliances. The pre-processed signals will be used to model a normal
behaviour in the electrical consumption of the different appliances. For each of the
appliances, a typical or normal behaviour model will be obtained. In order to val-
idate all the models associated with each appliance, a set of anomalous values will
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be obtained by shifting the original consumption and varying the amplitude val-
ues of the signals in a random way. Each of the models will be evaluated through
the use of a classifier. This classifier will be designed using the value of the internal
neurons of the autoencoder when at the entrance of the network both typical and
abnormal behavioural samples are presented (Fig. 2).

Television Coffee maker

Toaster Dish washer

Microwave

Fig. 2. Histogram of mean power demand on each appliance measure in watts.

2.1 Dataset

The dataset used in this work is the UK-DALE dataset [7], where the power
demand of five houses has been collected every 6 s for 4 years. The electri-
cal consumption is measured in watts. Only one house has been considered
since the habits of use of each appliance can vary significantly between houses.
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The appliance used in this paper are the television, the coffee maker, the toaster,
the microwave and the dishwasher since this are the most common appliances
in all homes and their consumption habits are relevant for the detection of
anomalies.

2.2 Data Preprocessing

This section describes the actions carried out for the preprocessing of each one of
the electrical consumption distributions of the different domestic appliances. It
has been decided to group the power demand in hours, since the average use of
the appliances usually lasts several minutes or even hours. Below it is shown the
average electricity demand per hour in the selected home for the five selected
appliances. It can be seen that the appliance usage pattern of each appliance
varies significantly.

To work effectively with the data, a Data Engineering work has been done.
The proposed model has 24 variables, each variable reflects the total watt con-
sumption of the appliance at each hour of a day. The average power consumption
at each hour is not used because some relevant information can be lost with this
metric. After a work of Data Science, there has been detected some outliers.
These outliers are the days in which no use of the appliance has been registered
and it might be vacation days or a failure in the sensor or in the appliance, so
it has been decided to eliminate this days from the dataset because this entries
may affect the performance of the model.

Once the data processing has been done, it is necessary to generate the
anomalies. As stated in [5], a nocturnal activity may be associated with Dementia
or Alzheimer, so the data has been displaced 8 hours forward. In addition, these
values have been multiplied by a random value between [0.25, 2], since a variation
in the use of appliance can be associated with anomalous behaviour. The data
has been separated by 80% for training and 20% for validation. Below at Fig. 3
it is shown a comparison between the distribution of typical data and anomalies
for each appliance.

2.3 Autoencoders for Anomaly Detection

An autoencoder is a neural network where the number of input nodes is equal to
the number of output nodes. The autoencoders has an intermediate layer with
a lower number of neurons. The autoencoders are part of unsupervised learning,
since they do not require labels for their training. This architecture tries to find
an arbitrary function f(W, b)x = x that makes the input equal to the output,
being W and b the weights and biases of the neural network [1].

The autoencoder of this paper has 24 input nodes as shown in Fig. 4, where
each input node is one hour of the day. In the intermediate layer it has two
nodes. The popularity of this architecture has increased since at the intermediate
layer, the data is represent in a smaller dimension, so the autoencoders are able
to simplify the representation of the data and it makes the classification task
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Television normal data Television anomaly data

Coffee maker normal data Coffee maker anomaly data

Toaster normal data Toaster anomaly data

Dish washer normal data Dish washer anomaly data

Microwave normal data Microwave anomaly data

Fig. 3. Normal and anomaly data for each appliance.
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easier. At the following figures, it is shown how the autoencoder represent the
data of each appliances. As shown in the graphs, the autoencoder represents the
data in a simplified way, the classification of said data is now easier (Fig. 5).

Fig. 4. Architecture of the autoencoder used.

2.4 Anomalies Classification

For the classification task, there has been selected a Random Forest Classifier.
The Random Forest is a Bagging method [3], where some Decision Trees are
put in parallel. This classifier is part of Ensemble Learning. To find the better
parameters for the model, the Grid Search [9] has been used, where the data
is split and this framework evaluate the performance of some possible values
defined for the parameters. The metrics used for evaluate the performance of
the model are:

– AUC (ROC): Measures the capacity of the model to differentiate the classes
[4].

– Precision: Success on all the data.
– Recall: True positives on all the positive data.
– F1 Score: Average of the precision and recall [6].
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Television Coffee maker

Toaster Dish washer

Microwave

Fig. 5. Representation of the data of each appliance at the intermediate layer.

3 Experimentation

With all the treatment of the dataset and with the autoencoder trained, the
results of the described model are shown. In the following table, the results of
each appliance with the optimal parameters found with the Grid Search are
showed (Table 1).

The appliance that has given better results has been the microwave with an
88% of accuracy, being the one that has obtained the best result in the other
metrics too. The confusion matrix this appliance is showed below (Fig. 6).

With the data from the microwave, not only the best precision is achieved,
but also the lowest percentage of false negatives is achieved. It is very important
that the number of false positives be low since this type of failure occurs when
the model is not able to detect an anomaly. The false positives in this model are
not so important, since they do not produce dangerous situations for the user.
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Table 1. Results of each appliance on autoencoder.

AUC (ROC) Precision Recall F1 Score

Television 0.73 0.71 0.73 0.72

Coffee maker 0.73 0.73 0.71 0.72

Toaster 0.70 0.72 0.65 0.69

Dish washer 0.62 0.65 0.60 0.63

Microwave 0.86 0.88 0.84 0.86

Television Coffee maker Toaster

Dish washer Microwave

Fig. 6. Confusion matrix of the model with each appliance.

4 Conclusions

The autoencoders are a neural network that simplify the classification work.
Finding an autoencoder that suits in a data allows to build a strong classifier
that achieves a good performance. The model use combine an Autoencoder to
represent the data in a simpler way a Random Forest Classifier, whose param-
eters has been tuned by Grid Search. The proposed model is capable of detect
anomalies in the behaviour of the user with only the power demand of the TV.
The model only requires to be trained with previous data of the power demand
of this appliance. The appliance that appears to be more relevant in anomalies
detection is the toaster and this may be due to the fact that the daily use of
the toaster follows a very stable pattern, and the use of other appliances is more
random.

This method is a non-intrusive way of caring for people with Dementia or
Alzheimer, as it will be able to detect in a precise way situations where the
user requires attention and avoid possible dangerous situations derived from
these diseases. For the future work, a better performance of the model can be
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achieved with other anomalies data. It would be interesting to test the model
with real anomaly data or use a more precise method to generate anomalies.
On the other hand, a combination of some appliances might achieve a better
performance and it should be tested.
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