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Abstract. In recent years, deep learning is becoming more and more popular. It
has been widely used in image recognition, automatic speech recognition and
natural language processing. In the field of communication, the signal is con-
sidered as time data, which can identify the intrinsic characteristics and infor-
mation of the signal by the way of deep learning. In the aspect of cognitive
radio, if the signal adopts different modulation methods in different time slots for
adaptive modulation, it is difficult for the existing signal demodulation system to
demodulate it effectively. Usually, it is necessary to identify the modulation
mode of the signal first. In this context, the deep learning is introduced into
signal demodulation. On the basis of analyzing the structure of convolutional
neural network (CNN), an improved CNN structure is proposed, which does not
need to recognize modulation methods and realizes blind demodulation of
mixed signals with different signal-to-noise ratio (SNR). Through transfer
learning and denoising auto-encoder, the network is further optimized to further
reduce the bit error rate (BER).
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1 Introduction

With the development of cognitive radio, it becomes more and more important to
identify the modulation mode and demodulate the signal. For general signal demod-
ulation process, first of all, it is necessary to identify the modulation mode of the signal,
so a series of algorithms are needed to estimate the parameters, and then the signal is
demodulated when the modulation mode and other synchronization parameters are
known. In order to adapt to different hardware and communication environments,
different modulation modes, such as PSK, QAM, FSK, are usually needed when
transmitting signals. Considering such a situation, if the transmitter modulates the
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signal randomly in different time slots by different modulation methods, it can greatly
increase the degree of confidentiality of the information, and also can choose the
modulation mode independently according to the actual requirements in transmitting
the information. Thus, if the modulation classification and other technical communi-
cations are not the same. The modulation of the signal is recognized, and the existing
system is unable to demodulate the signal effectively.

Based on the above problems, how to realize the unified demodulation of mixed
signals with multiple modulation modes without changing the hardware circuit is a
challenging research problem. In recent years, with the development of computer
hardware and the application of distributed computing, it is possible to train large-scale
neural networks. More and more people are devoting themselves to the study of deep
learning. Deep learning is a nonlinear model that captures and learns the abstract
representation of data. It can be used in one layer with neural networks. A large number
of neurons adapt to [1]. Abstract learning in depth learning can be understood as a
demodulation process, which means extracting useful information from the original
data [2]. In signal demodulation, Milad and Azizm adopt ANN demodulation
quadrature amplitude modulation (QAM) [3]. Compared with general QAM demod-
ulator, this method is helpful to reduce the bit error rate. In reference [4], a deep neural
network (DNN) and a long-term and short-term memory (LSTM) for FM demodulation
are proposed. It uses a learning-based method to use the priori information of the voice
message sent in the demodulation process. Their reconstruction depends on the use of
memory, so their demodulation schemes may fail without strong memory. Mira pro-
posed an adaptive radial basis function (RBF) neural network in reference [5] for
multiuser communication demodulation in direct sequence spread spectrum multiple
access (DSSSMA). The results show that it has fast convergence and near optimal
performance. Akan and Dogan proposed a NN-based software radio receiver in the
literature [6] considering the unknown channel model of training sequence. The
receiver has the same performance as the correlation receiver. It is suitable for additive
white Gaussian noise (AWGN) channel and has the advantages of processing inter-
ference and phase offset channels. In addition, the receiver can also be used for fading
channels with improved performance.

The main idea of this paper is to propose a neural network model based on CNN,
which can demodulate a variety of mixed modulation signals in a unified way. The rest
of this paper is arranged as follows: Sect. 2 studies the basic principle of CNN and
analyzes the characteristics of CNN for signal demodulation. Section 3 presents a
signal demodulation model suitable for various mixed modulation signals. Based on
this model, the model is improved by using transfer learning and denoising auto-
encoder. Section 4 compares the demodulation performance of the improved model
with that of the original model through experiments, and verifies that the network
model can demodulate the mixed signals with different SNR. Section 5 conclude the
paper.
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2 The Principle of Convolutional Neural Network

CNN is different from general neural network in that it is formed by stacking con-
volution layer and pool layer. The convolution layer of convolution neural network
usually contains three levels. In the first stage, the convolution layer uses multiple
convolution kernels in parallel to generate a set of linear activation functions. In the
second stage, nonlinear activation functions such as rectifier linear element functions
act on each linear output at the first stage. In the third level, the pooling function is used
to further adjust the output of the volume layer.

The convolution nucleus can be seen as a layer of neuronal structure, which can
also weigh inputs and produce output signals. The characteristic graph is the output of a
convolution kernel. A given filter is dragged across the entire previous feature map or
input, and each move of a step produces activation of neurons at each location and
outputs to a feature map. From the point of view of communication, each convolution
kernel is equivalent to a filter, which can extract the corresponding data features.

2.1 Basic Convolution Function

Convolution operations used in neural networks are usually not the standard discrete
convolution operations used in mathematical literature, and they are slightly different
from them. Former usually refers to a specific operation, which involves the parallel
use of multiple convolutions. Convolution with a single kernel can only extract one
type of feature, although it acts on multiple spatial locations. But we often hope that
one layer of neural network can extract many types of features in multiple locations.

Suppose that there is a four-dimensional kernel tensor K, each of which is Ki;j;k;l,
indicating the connection strength between an output unit in channel i and an input unit
in channel j, and there is a k-row l-column offset between the output unit and the input
unit. Suppose the input is composed of observation data V, each element being Vi;j;k,
representing the value in column k and row j in channel i. Assuming that the output
Z and the output V have the same form, if the output Z is obtained by convoluting K and
V, and it is given by:

Zi;j;k ¼
X

l;m;n

Vl;jþm�1;kþ n�1Ki;l;m;n ð1Þ

Sometimes it is desirable to reduce the overhead of network computing by
downsampling. If you want to sample only s pixels in each direction of the output, then
you can define a downsampling convolution function C as shown in Eq. (2).

Zi;j;k ¼ cðK;V ; sÞi;j;k ¼
X

l;m;n

½Vl;ðj�1Þ�sþm;ðk�1Þ�sþ nKi;l;m;n� ð2Þ

Where s is called the step size of downsampling. Figure 1 is a convolution with
step size.
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2.2 Characteristics of CNN

Convolution operation helps to improve the model through two important ideas: sparse
interactions and parameter sharing [7].

Sparse Interactions. Each output unit of traditional neural network interacts with each
input unit. However, CNN has the characteristics of sparse interaction. By using kernel
function, the parameters of model storage are greatly reduced. For example, when
detecting and recognizing signals, the input signal sample points may contain millions
of sample points, but small meaningful features such as frequency hopping can be
detected by occupying only a few to hundreds of core signal sample points. This means
that fewer parameters need to be stored, which not only reduces the storage require-
ments of the model, but also improves its statistical efficiency. Graphical explanations
of sparse connections are shown in Fig. 2.

Parameter Sharing. Parameter sharing is to use the same parameters in multiple
functions of a model. In traditional feedforward neural networks, each element of the
weight matrix is used only once when calculating the output of a layer. In convolution
neural network, the convolution kernel will do convolution operation with each posi-
tion of input, and optimize the network by learning a set of parameters, thus greatly
reducing the network parameters. Figure 3 shows how the parameter sharing is
implemented.

2.3 Optimization Method and Selection of Activation Function

Optimization plays a crucial role in deep learning algorithms. Optimization refers to
minimizing or maximizing a task function f ðxÞ by changing x, which is called a cost

Convolution with step size

Downsampling

Convolution

Fig. 1. Convolution with step size
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function. How to choose the cost function is an important link in the design of neural
network. The choice of error function will affect the convergence of the model, opti-
mization speed and other aspects. In this paper, the mean square error function is
chosen as the cost function to train.

Considering a set of data sets X ¼ fxð1Þ; . . .; xðmÞg with m samples and corre-
sponding data sets labeled Y ¼ fyð1Þ; . . .; yðmÞg, the error function can be expressed as
follows:

X1 X2 X3 X4 X5

S1 S2 S3 S4 S5

X1 X2 X3 X4 X5

S1 S2 S3 S4 S5

Convolution neural 
network

Feedforward neural 
network

Fig. 2. Comparison of connections (above is a convolution network, the following is a
traditional feedforward neural network).

X1 X2 X3 X4 X5

S1 S2 S3 S4 S5

Feedforward neural 
network

X1 X2 X3 X4 X5

S1 S2 S3 S4 S5

Convolution neural 
network

Fig. 3. Parameter sharing (above is a convolution network, the following is a traditional
feedforward neural network).
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hMSE ¼ argmin
h

Ym

i¼1
Eð�yi � yiÞ2 ð3Þ

If �y is an unbiased estimate of y, then the estimator evaluated by mean square error
is consistent with the estimator evaluated by variance, so the unbiased estimator can be
examined by variance. When �y is not an unbiased estimate of y, the two are no longer
equivalent, then the mean square error is reasonable, that is, through the variance and
deviation of two parts of the judgment.

Suppose there is a function y ¼ f ðxÞ in which x and y are real numbers. The
derivative of this function is f 0ðxÞ. The derivative f 0ðxÞ represents the slope of f ðxÞ at
point x. The size of the slope shows how to input the size of the change to the desired
output f ðxþ eÞ � f ðxÞþ ef 0ðxÞ.

The derivative is useful for minimizing a function because it specifies how to
change x to improve y slightly. So x can move f ðxÞ to a smaller step in the opposite
direction of the derivative to reduce the amount of it. Stochastic Gradient Descent
(SGD) is a common algorithm used to train neural networks. The loss function in the
deep learning algorithm is usually the sum of the loss functions of each sample. For
example, the negative conditional logarithmic likelihood of training data can be written
as Eq. (4).

JðhÞ ¼ 1
m

Xm

i¼1
LðxðiÞ; yðiÞ; hÞ ð4Þ

Where L is the loss function for each sample, and it can be expressed as Eq. (5).

Lðx; y; hÞ ¼ � log pðyjx; hÞ ð5Þ

For these additive loss functions, gradient descent requires the following formula.

rhJðhÞ ¼ 1
m

Xm

i¼1
rhLðxðiÞ; yðiÞ; hÞ ð6Þ

Considering the computational complexity and the computational efficiency, a
general approach is to randomly and evenly extract a small number of samples from the
training set called minibatch B ¼ fxð1Þ; . . .; xðm0Þg. Here m0 is the number of samples per
batch, and the selection criterion is to select as few samples as possible under the
premise of meeting the task requirements. The estimation of gradient can be expressed
as follows.

g ¼ 1
m0
rh

Xm0

i¼1
LðxðiÞ; yðiÞ; hÞ ð7Þ

By using samples from B, the stochastic gradient descent algorithm uses the fol-
lowing gradient estimation:
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h h� eg ð8Þ

Where e is the learning rate.
In this paper, the Sigmoid function is used as the final output layer function.

Sigmoid has exponential function form and is a nonlinear action function. It is the
closest biological neuron in physical sense, and it is also the most widely used acti-
vation function type. Neural network learning is based on a set of samples, including
the input and output of the samples, which are one-to-one corresponding to the input
and output neurons. The weights and thresholds of the neural network are initially
arbitrarily initialized. The learning process is to adjust the weights and thresholds again
and again by iteration to minimize the mean square error of the actual output and the
expected output of the network. Given the input, a continuous output can be obtained
based on Sigmoid function, and the output of Sigmoid function can also be expressed
as probability, because the model finally decodes bit outputs 0 and 1. With this acti-
vation function, the output can be limited to the range of (0, 1) for subsequent threshold
decoding. The form of the Sigmoid function is as follows:

SigmoidðxÞ ¼ 1
1þ e�x

ð9Þ

3 Demodulator Based on Convolutional Neural Network

3.1 Building a Signal Demodulation Model

Through the experimental analysis, it is found that reducing the total connection layer
can greatly reduce the number of model parameters, and will not have a great impact on
the accuracy. Based on the above analysis, the final network structure is shown in Fig. 4.

In this paper, 8-bit information is used as a group, modulated to the carrier, each bit
information is collected 64 points through the AWGN channel, so a group of 8-bit
information is used for 512 sampling points as a sample input to the model. The
number of input neurons is set to 512, which corresponds to 8 bit data of each sample
and 512 sampling points. In this paper, there are two convolution layers in the neural

input layer
512 neurons

Convolution layer 
(5*5)

16 convolution 
kernels

Pooling layer
The pooling step 

is 2.

Activation unit
ReLu activation 

function

Dropout layer
20%

Convolution layer 
(5*5)

32 convolution 
kernels

Pooling layer
The pooling step 

is 2.

Activation unit
ReLu activation 

function

Two  fully 
connected layers

output layer
Sigmoid, 8

Fig. 4. Structure model of signal demodulation model based on convolution neural network.
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network architecture, each layer is followed by a maximum pooling layer. The inter-
mediate convolution layers are all modified linear elements. The output structure of the
network is the Sigmoid unit of 8 neurons, which is used to output 8 bit demodulated bit
data. The convolution kernel length is set to 5 * 5 size, and the convolution kernel
number is 16 and 32 respectively. In addition, the maximum pooling step size is 2, and
the width is set to 3. Because the network parameters are less, and random deactivation
layer is added in the middle, the over-fitting phenomenon of the network can be
effectively prevented.

In this paper, the mean square error between training data and model prediction is
used as a cost function. For many tasks, even if small random noise is added to the
input, the task should still be able to solve. However, the neural network proved to be
not very robust to noise [8]. One of the ways to improve the robustness of neural
networks is to simply apply random noise to its input and then train it. Therefore, in this
experiment, when testing the accuracy of the algorithm under different SNR conditions,
the signal data of different modulation modes under the SNR is collected first, 75% of
the data is used as training set, and the rest as test set. The stochastic gradient descent
algorithm is used as an optimization algorithm and the learning rate is set to 0.0001.
Because the optimization algorithm is iterative, it needs to specify the initial value, here
the Gaussian distribution initializer is used to randomly initialize the parameters.

3.2 Improved Demodulation Model

Transfer Learning. On Transfer learning refers to the use of what has been learned in
one setting (Distribution P1) to improve generalization in another setting (Distribution
P2). In transfer learning, the learner must perform two or more different tasks, but
assume that many of the factors that explain the P1 change are related to the changes
that learning P2 needs to grasp. In these cases, the goal is to take advantage of the data
advantages of the first setting to extract information that may be useful in learning in
the second setting or in making direct predictions. For example, identify a picture of a
dog. These visual categories share some low-level concepts, such as edges, visual
shapes, geometric changes, the effects of photo changes, etc. Therefore, transfer
learning can be achieved by simply sharing low-level parameters to achieve better
performance.

When the training model starts to update the parameters iteratively with the random
initialization point as the starting point, because the signal-to-noise ratio is high, the
samples can provide a better gradient to update the parameters, so the training is not
very difficult, it is easy to get a good result. This is also because the number of layers is
not very deep, the solution space is not very complex, resulting in any initial iteration
can reach the global optimal point or close to it. However, as the SNR decreases,
minibatch can only provide gradient estimation with severe noise disturbance, resulting
in unstable training. In this case, only very small learning rates and carefully tuned
hyper parameters can be used to train. But this greatly increased the workload of the
experiment. Using transfer learning method and using the model parameters obtained
under high signal-to-noise ratio to initialize low signal-to-noise ratio can greatly speed
up the training speed and accuracy of the network.
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Denoising Auto-Encoder. Denoising auto-encoder (DAE) is a kind of encoder which
takes corrupted data as input and is trained to predict the original undamaged data.
The DAE training process is shown in Fig. 5. First, a damage process Cð~xjxÞ is
introduced. This conditional distribution represents the probability of a given data
sample x to produce a damaged sample ~x. The automatic encoder learns the recon-
figuration distribution preconstructðxj~xÞ from the training data pair ðx;~xÞ according to the
following procedure:

(1) Sampling a training sample from training data.
(2) Pick up a damaged sample ~x from Cð~xjx ¼ xÞ.
(3) ðx;~xÞ is used as a training sample to estimate the reconstruction distribution

preconstructðxj~xÞ ¼ pdecoderðxjhÞ of the automatic encoder, where h is the output of
the encoder f ð~xÞ, and pdecoder is defined according to the decoding function gðhÞ.

It is usually easy to minimize the gradient descent of the negative log likelihood
� log pdecoderðxjhÞ. As long as the encoder is deterministic, the denoising auto-encoder
is a feedforward network and can be trained in the same way as other feedforward
networks.

CNN is a suitable choice for the application of deep learning in signal demodu-
lation. Convolution operation is a kind of operation that transforms time domain to
frequency. Although the convolution form of convolution neural network is somewhat
different, it is essentially similar. For signals, the characteristics are mainly reflected in
the frequency domain. In addition, unlike most of the tasks performed by CNN, neural
networks used in signals do not require a strong ability to extract features, which is
attributed to the ease of feature extraction in signal demodulation. The use of high
capacity deep networks can easily lead to overfitting. However, due to the poor
robustness of the neural network to noise, the error performance of demodulation still
needs to be improved. Experiments show that the difficulty of signal demodulation lies
in how to resist noise rather than enhance the ability to extract features. Based on this
analysis, this paper adopts the improved scheme of denoising auto-encoder pre-training
and signal demodulation, and uses two-layer convolution neural network to build the
encoding and decoder to de-noise the data. The final model training flow chart is shown
in Fig. 6.

Fig. 5. Structure of denoising auto-encoder.
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4 Experiments and Results Analysis

In Fig. 7, the CNN model is used to demodulate a single modulated signal (FSK).
Although there are some differences in BER performance compared with the coherent
demodulation theory, the preconditions are different. The BER curve of the coherent
demodulation theory is the precondition that the frequency interval equals the symbol
transmission rate. The convolution neural network model is obtained under the premise
that the frequency interval is equal to half of the symbol transmission rate. Therefore,
the spectrum efficiency of this design is higher. At the same time, for incoherent
demodulation, the frequency interval becomes smaller, which will greatly reduce the bit
error performance. Under the same conditions, the demodulation performance of CNN
model is 3.5 dB higher than that of incoherent demodulation. Compared with the best
incoherent receiver, the performance of our model is better than that of the best
incoherent detection when the signal-to-noise ratio is lower than 11 dB, and slightly
lower than that of the best incoherent detection when the signal-to-noise ratio is higher
than 11 dB. The reason for this analysis is that the test set data is not big enough. If we
want to get the BER below 10–6 accurately, we must test at least one million data.
Because of the limitation of hardware, we can’t detect such huge data at one time.

Signal input Data 
preprocessing

Constructing training 
sequences

Unsupervised network 
training

Parameter stable?

Feedback 
network 
training

Parameter stable?Parameter 
configuration

Signal 
demodulation 

network

Yes

Yes

No

No

Signal 
demodulation 

output

Import 
initialization 

parameter

Denoising 
autoencoder

Fig. 6. Flow chart of training mode.
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The demodulation performance curve of 4-PAM signal is shown in Fig. 8, and the
improvement of the model by transfer learning and denoising auto-encoder is com-
pared. The experimental results show that both transfer learning and denoising auto-
encoder can improve the performance of the model by 0.5–1 dB, which indicates the
demodulation performance of the network model is very close to correlated
demodulation.

Figure 9 shows the performance curve of the model for blind demodulation of
mixed modulation signals. The experimental results show that the CNN model can
blind demodulate the mixed modulation signals without knowing the modulation
mode, and the improved model can improve the performance of blind demodulation

Fig. 7. Performance of FSK modulated signals in AWGN channel.

Fig. 8. Performance curve of 4-PAM modulation signal under AWGN channel.
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about 2 dB. Through the comparative analysis of the experiments, we can see that the
capacity and potential of the model are not fully realized when demodulating a single
signal. The reason is that the characteristics of the signal needed for demodulation are
not very large, so the performance advantages of the training methods of transfer
learning and denoising auto-encoder are not obvious, but in a variety of ways. Under
the condition of unified signal demodulation, the feature extracted by the model will
increase linearly. At this time, the model is easy to converge to the local optimum, and
the influence of noise will be greater. At this time, the performance of the model will be
greatly improved. At the same time, after training the parameters, the network has good
generalization performance, and it can achieve the expected goal of blind demodulation
of multiple mixed modulation signals.

5 Conclusions

The main purpose of this paper is to design a blind demodulation method of mixed
modulation signals based on convolution neural network. When transmitter transmits
signals of different modulation modes at different time slots, the model can perform the
corresponding demodulation tasks very well. At the same time, two methods of transfer
learning and denoising auto-encoder are proposed for convolution neural network. The
network model is improved and the performance of blind demodulation is improved by
about 2 dB.
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Fig. 9. Performance curve of blind demodulation for mixed modulation signals (BPSK, FSK,
4-PAM).
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