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Preface

Collecting, processing, and analyzing data have become important branches of com-
puter science. Many areas of our existence generate a wealth of information that must
be stored in a structured manner and processed appropriately in order to gain knowl-
edge from the inside. Databases have become a ubiquitous way of collecting and
storing data. They are used to hold data describing many areas of human life and
activity, and as a consequence, they are also present in almost every IT system. Today’s
databases and data stores have to face the problem of data proliferation and growing
variety. More efficient methods for data processing are needed more than ever. New
areas of interests that deliver data require innovative algorithms for data analysis.

Beyond Databases, Architectures and Structures (BDAS) is a series of conferences
located in Central Europe and are significant for this geographic region. The conference
intends to give the state of the research that satisfies the needs of modern, widely
understood database systems, architectures, models, structures, and algorithms focused
on processing various types of data. The conference aims to reflect the most recent
developments of databases and allied techniques used for solving problems in a variety
of areas related to database systems or even go one step forward – beyond the horizon
of existing databases, architectures, and data structures.

The 15th International BDAS Scientific Conference (BDAS 2019), held in Ustroń
Poland during May 28–31, 2019, was a continuation of the highly successful BDAS
conference series started in 2005. For many years BDAS was organized under the
technical co-sponsorship of the Institute of Electrical and Electronics Engineers (IEEE).
The 14th edition of the BDAS conference (BDAS 2018) was organized under the
technical co-sponsorship of the International Federation for Information Processing
(IFIP) within the IFIP World Computer Congress (IFIP WCC 2018), which attracted
hundreds of participants. For many years, BDAS has attracted thousands of researchers
and professionals working in the field of databases and data analysis. Among the
attendees at our conference were scientists and representatives of IT companies.
Several editions of BDAS were supported by our commercial, world-renowned part-
ners, developing solutions for the database domain, such as IBM, Microsoft, Sybase,
Oracle, and others. BDAS annual meetings have become an arena for exchanging
information on the widely understood database systems and data processing
algorithms.

BDAS 2019 was the 15th edition of the conference, organized under the technical
co-sponsorship of the IEEE Poland Section. We also continued our successful coop-
eration with Springer, which resulted in the publication of this book. The conference
attracted participants from 15 countries, who made this conference a successful and
memorable event. There were several keynotes and invited talks given during BDAS
by leading scientists. The keynote speeches, tutorials, and plenary sessions allowed
participants to gain insight into new areas of data analysis and data processing.



BDAS is intended to have a broad scope related to collecting, storing, processing,
and analyzing data. Proceedings of the conference were published in this book and the
Studia Informatica journal. Both books reflect fairly well the broad span of research
presented at BDAS 2019. This volume consists of 26 carefully selected papers that are
assigned to seven thematic groups:

– Big Data and Cloud Computing
– Architectures, Structures, and Algorithms for Efficient Data Processing

and Analysis
– Artificial Intelligence, Data Mining, and Knowledge Discovery
– Image Analysis and Multimedia Mining
– Bioinformatics and Biomedical Data Analysis
– Industrial Applications
– Networks and Security

The first group, containing four papers, is devoted to big data and cloud computing.
Papers in this group discuss hot topics of diffused data processing and using big data
technologies and scalable computing platforms in seismic signal analysis, monitoring
people with IoT devices, generation of power in coal-fired power plants.

The second group contains four papers devoted to various database architectures and
models, data structures, and algorithms used for efficient data processing. Papers in this
group discuss data serialization and performance of various NoSQL data stores,
integrity constraints, and schema decomposition in relational databases.

The third group contains six papers devoted to various methods used in data mining,
knowledge discovery, and knowledge representation. Papers assembled in this group
show a broad spectrum of applications of various exploration techniques, including
decision rules, fuzzy and rough sets, clustering and classification algorithms, to solve
many real problems.

The fourth group consists of three papers devoted to image analysis and processing.
These papers discuss problems of face recognition, increasing image spatial resolution,
and compression of medical images. The fifth group consists of three papers devoted to
bioinformatics and biological data analysis. Papers in this group focus on protein
structure comparison, clinical data annotation, and sports data preprocessing.

The sixth group consists of three papers proposing applications of data analysis to
trading rules based on FOREX EUR/USD quotations, spatial data processing, and
fuzzy modeling of the methane hazard rate. The last, seventh, group consists of three
papers devoted to networks and security, including network protocol for synchro-
nization of seismic data, SQLite-based e-mail servers, and building a security evalu-
ation laboratory.

We hope that the broad scope of topics related to databases covered in this pro-
ceedings volume will help the reader to understand that databases have become an
essential element of nearly every branch of computer science.

We would like to thank all Program Committee members and additional reviewers
for their effort in reviewing the papers. Special thanks to Piotr Kuźniacki, builder and
for 15 years administrator of our website bdas.polsl.pl, and Paweł Benecki and
Mateusz Gołosz, new members of our team and copyeditors of this book.
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The conference organization would not have been possible without the technical staff:
Dorota Huget and Jacek Pietraszuk.

April 2019 Stanisław Kozielski
Dariusz Mrozek

Paweł Kasprowski
Bożena Małysiak-Mrozek

Daniel Kostrzewa
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Nova: Diffused Database Processing Using
Clouds of Components [Vision Paper]

Shahram Ghandeharizadeh(B), Haoyu Huang, and Hieu Nguyen

University of Southern California, Los Angeles, USA
{shahram,haoyuhua,hieun}@usc.edu

Abstract. Nova proposes a departure from today’s complex monolithic
database management systems (DBMSs) as a service using the cloud. It
advocates a server-less alternative consisting of a cloud of simple compo-
nents that communicate using high speed networks. Nova will monitor
the workload of an application continuously, configuring the DBMS to
use the appropriate implementation of a component most suitable for
processing the workload. In response to load fluctuations, it will adjust
the knobs of a component to scale it to meet the performance require-
ments of the application. The vision of Nova is compelling because it
adjusts resource usage, preventing either over-provisioning of resources
that sit idle or over-utilized resources that yield a low performance, opti-
mizing total cost of ownership. In addition to introducing Nova, this
vision paper presents key research challenges that must be addressed to
realize Nova. We explore two challenges in detail.

1 Introduction

Database management systems (DBMSs) are a critical part of diverse applica-
tions in science, business, health-care, and entertainment. Today’s DBMSs, both
SQL and NoSQL [9], are complex and consist of numerous knobs to control their
performance and scalability characteristics [23,29]. Numerous cloud providers
offer one or more of these DBMSs as a service. For example, at the time of this
writing, Amazon RDS offers MariaDB, MySQL, PostgreSQL, Oracle, Microsoft
SQL Server, and Amazon Aurora as a DBMS in the cloud.

Nova proposes a departure from today’s complex DBMSs, see Fig. 1. It envi-
sions simple components that communicate using high speed networks such
as those with remote direct memory access (RDMA) capabilities to realize a
DBMS. A component may be a file system, a buffer pool manager, abstraction
of data items as records, documents, and key-value pairs, indexing structures,
data encryption and decryption techniques, compression techniques, a library of
data operators such as the relational algebra operator select/project/join/etc.,
a query result cache, a concurrency control protocol, a crash recovery protocol,
a query processing engine, a query language, a query optimizer, etc. These com-
ponents may be services in a cloud and inter-operate to realize a DBMS dynam-
ically. The application logic itself may run in Nova’s infrastructure, external to
c© Springer Nature Switzerland AG 2019
S. Kozielski et al. (Eds.): BDAS 2019, CCIS 1018, pp. 3–14, 2019.
https://doi.org/10.1007/978-3-030-19093-4_1
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(a) A monolithic DBMS (b) Nova’s simple components will com-
municate using high speed networks

Fig. 1. Architecture of today’s monolithic DBMS and the envisioned Nova

it on a device (e.g., a mobile client such as a smart-phone), or a hybrid where
part of the application logic runs in the Nova cloud and other parts of it execute
on devices.

The rest of this paper is organized as follows. Section 2 presents the vision of
Nova and articulates its research challenges. Sections 3 and 4 focus on the first
two research challenges (enumerated questions) of Sect. 2. Section 6 describes
how Nova is related to several inspiring disciplines. Brief conclusions are provided
in Sect. 7.

2 Overview and Research Challenges

When compared with today’s service provider such as Amazon AWS, an appli-
cation developer will use Nova without sizing a server. Instead, the developer
will specify the desired performance (response time and throughput) and data
availability (mean time to failure MTTF, mean time to data loss MTDL) charac-
teristics of her application, leaving it to Nova to size its components to meet these
specifications. Once the application is deployed, Nova will adjust the amount of
resources allocated to each component to meet the application’s performance
goals in response to system load.

The Nova cloud may span hundreds of data centers operated by the same
provider or different providers. It may host a large number of components for dif-
ferent DBMSs serving diverse applications. A Nova component may have variants
suitable for different workloads. For example, a component that provides abstrac-
tion of data records may implement either a row store or a column store [27,35].
The row store is suitable for an online transaction processing (OLTP) work-
load while a column store is suitable for an online analytical processing (OLAP)
workload.

Two or more components may inter-operate to provide a functionality. For
example, a row store representation of records inter-operates with a storage
component for storage and retrieval of data. Alternative variants of a storage
components may be a block-store such as an Ext4 file system, an in-memory
store such as RAMCloud [28], or a Log-Structured Merge-tree [26] (LSM-Tree)
key-value store such as LevelDB [19] or RocksDB [13].
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A component will have its own configuration knob [32,34] to finetune its
performance and data availability characteristics. There will be intra-component
communication for it to scale horizontally. Nova is responsible for adjusting the
knobs of a component based on the characteristics of a workload, e.g., read to
write ratio, rate of conflicts among concurrent accesses to data, pattern of access
to data, etc.

Nova will be a transformative system because its simple components are well
defined. It will monitor an application’s workload and will configure each com-
ponent to maximize its performance. A component will scale both vertically and
horizontally, providing high availability and elasticity characteristics. Either an
expert system or a machine learning algorithm may perform these tasks. These
may be similar in spirit to [7,37,38] for fine-tuning performance of today’s com-
plex DBMSs. Over time, as the application workload evolves, Nova will identify
components that are more suitable than the current DBMS components. If a
replacement requires an expensive data translation and migration phase, it will
notify a database administrator to confirm several candidate off-peak time slots
for the component replacement. If a replacement is trivial, e.g., an optimistic
concurrency control protocol instead of locking, it will put it in effect transpar-
ently and report both the change and the observed performance improvement.

The vision of Nova is made possible by recent advances in CPU processing,
network communication, and storage technology. High speed networks such as
RDMA and 5G are essential for implementing Nova’s high performance compo-
nents that inter-operate with one another. Several studies report RDMA band-
widths comparable to memory bandwidth, see [4] for an example. High density
memory in the form of volatile DRAM and non-volatile SSD enable Nova to
maintain state information and replicate this data for high availability. Inexpen-
sive fast CPUs implement components that were traditionally software stacks of
a monolithic system. Finally, operating systems such as LegoOS [33] are in syn-
ergy with Nova’s vision, enabling Nova to provision the right amount of resources
from abstraction of a device managed by LegoOS.

Nova’s hypotheses are as follows. First, alternative protocols and specifica-
tions can be implemented as simple components with well defined functionality.
This will enable Nova to bring together those that best satisfy the application’s
workload in a DBMS. Second, simple components are easier to manage and scale.
Third, the data availability requirement of an application can be used to provide
smarter execution paradigms. If replication of data across two or more servers
satisfies the mean time to data loss (MTDL) of an application, for a component
that requires durability property of transactions (e.g., LSM-Tree file system [26]),
we propose to replicate its data and eliminate log records altogether. The idea
is to provide a more efficient execution paradigm by using memory and network
to either (a) eliminate state data such as log records or (b) perform expensive
writes to Hard Disk Drive (HDD) and Solid State Disk (SSD) asynchronously.
Section 4 presents this idea in greater detail.
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Nova is broad in scope and raises many interesting research topics.

1. What is the overall software architecture of Nova? Nova’s components must
inter-operate to realize a DBMS. They may communicate using message pass-
ing or shared memory. The latter may be implemented using RDMA calls.
Data encryption is a central component to secure data.

2. How does Nova implement the concept of a transaction and its atomicity,
consistency, isolation, and durability (ACID) semantics? This includes an
investigation of weaker forms of consistency.

3. How does Nova decide the number of each component for an application
and across applications? System size impacts response time and throughput
observed by an application. Load imposed by the workload also impacts these
performance metrics and may be diurnal in nature. We envision Nova to use ser-
vice level agreements required by an application to continuouslymonitor perfor-
mance metrics and adjust the number of components dynamically in response
to system load. The adjustment may be either detective or preventive.

4. How does Nova change one or more components of a deployed DBMS? Some of
these may be driven by external factors. For example, an application developer
may desire to switch from a relational model to a document model. Others
may be driven internally. For example, a machine learning algorithm may
identify a row store to be more appropriate than a column store, a lock-
based protocol instead of an optimistic concurrency protocol, a log-structured
file system instead of a regular Ext4 file system, and others. Some of these
changes may require live data migration, translation, and re-formatting of
data. Ideally, Nova should perform these operations with no disruption in
processing application requests. They may impact system load. However, they
can be processed during off-peak hours identified by Nova and confirmed by
a system administrator.

5. How secure is Nova? This challenging research question examines the inter-
play between components selected for an application and where encryption is
used to store and process data. Alternative Nova configurations may enhance
security of data for an application. They may also require additional resources
or slow down the application. It is important to provide an intuitive presen-
tation of this tradeoff to an application developer to empower them to make
an informed decision.

6. What would be an intelligent configuration advisor for Nova? Nova provides
a rich spectrum of components with diverse tradeoffs. Ideally, a system archi-
tect should specify their workload and Nova’s configuration advisor should
suggest candidate components suitable for that workload. Similar to a query
optimizer, the advisor must provide an explain feature for an architect to
interrogate Nova’s choice of components and how efficient they are in meet-
ing the workload requirements.

The next two sections focus on the first two research questions.
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3 Nova’s Software Architecture

Nova’s envisioned software architecture will be more than a classification of
components with well defined interfaces. Components must inter-operate using
high speed networks and RDMA. To illustrate the challenge, consider a tradi-
tional block-based buffer pool manager and a block-based file system. Nova will
require these to inter-operate using RDMA. A key question is how will one scale
the buffer pool manager to increase the amount of memory assigned to the buffer
pool manager? One answer is to scale-up [10] as long as the server hosting the
buffer pool manager has sufficient physical memory. However, once this memory
is exhausted, the buffer pool manager must either migrate [21,25,36] to a server
with a larger memory size or scale to run across multiple servers. Each has its
own interesting research questions. With the first, how will Nova migrate the
buffer pool manager without disrupting service? What happens to the RDMA
connection of components that use the buffer pool manager? How will the buffer
pool manager re-establish its RDMA connection with the file manager?

With the second approach, different instances of the buffer pool manager
component assigned to different servers will be coordinated to act as one com-
ponent. File system pages may be hash partitioned across these instances. The
instances will be aware of one another and collaborate to route a request to the
right instance. Research questions include: How will the instances communicate
with one another, is it via RDMA or a regular message passing network? What
is the trade off associated with separating the data fabric from the network fab-
ric? Once scaled out, how will these instances communicate with the file system
component using RDMA? Similarly, how will the software layer that uses the
buffer pool manager communicate with the different buffer pool instances?

In addition to the above, Nova’s architecture raises the following research
questions:

1. Is it possible to scale each component independently? For example, for a
workload with a low read-write ratio, is it possible to have tens of instances
of the file system, 1 buffer pool manager with 1 lock manager and 1 log
manager and a few instances of the indexing technique?

2. Is it possible to add components dynamically? For example, once the workload
of an application evolves to exhibit a high read-write ratio (say 500 to 1 [5]),
is it possible to insert a query result cache in its DBMS dynamically?

3. How to replace one or more components of a DBMS with another component
to make it more suitable for a workload? For example, a LSM-Tree filesys-
tems [26] such as LevelDB [19] and RocksDB [13] is suitable for workloads
with a low read-write ratio. How would one use such a file system instead of
an Ext4 file system? Given a workload with a low read-write ratio, how will
Nova quantify the performance improvement observed with this change?

4. How to tolerate server failures without disruption of service? For example, if
the server hosting the lock manager fails, is it important to recover its state
at the time of failure? If so, how will Nova maintain the state of the lock
manager and restore it to continue operation?

5. How will Nova monitor its components and control their placement across
servers to resolve bottlenecks?
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4 Nova Transactions

Nova’s support for transactions with ACID semantics simplify design and imple-
mentation of applications [22,24]. They empower an application developer to rea-
son about application behavior to debug and test it effectively. Transactions may
be a feature of a component. For example, durability of writes as transactions may
be provided by an implementation of LSM-Tree such as LevelDB or RocksDB. Sev-
eral studies describe use of RDMA and data locality to scale a transaction process-
ing workload such as TPC-C to a large number of nodes [6,40].

An accepted practice to provide atomicity and durability is to generate log
records and flush them to persistent store prior to either a write (with LevelDB or
RocksDB) or a transaction commit (with MySQL, Oracle, or MongoDB). Nova
will offer alternatives to enhance performance. These alternatives are based on
the key insight that today’s racks of servers offer high mean time to failures,
MTTF. Based on this, one may quantify mean time to data loss (MTDL) of
replicating a data item two or more times. If this MTDL is lower than an appli-
cation’s tolerable MTDL then Nova may replicate data instead of generating log
records to satisfy atomicity and durability properties of transactions. Should log
records be required for auditing of transactions then these log records can be
replicated across multiple servers. These log records are subsequently flushed to
a HDD/SSD file system and deleted from memory asynchronously. This speeds
up performance compared with today’s state of the art that flushes log records
to HDD/SSD synchronously.

To illustrate the superiority of the proposed approach, Fig. 2 shows an evalu-
ation of MySQL using the TPC-C benchmark [31]. We show the transactions per
minute of MySQL as a function of the number of concurrent threads generating
the TPC-C workload. All results are gathered from a cluster of Emulab [39]
nodes. Each node has two 2.4 GHz 64-bit 8-Core E5-2630 Haswell processors,
8.0 GT/s bus speed, 20 MB cache, 64 GB of RAM, and connects to the network
using 10 Gigabits networking card. Each node runs Ubuntu OS version 16.04
(kernel 4.10.0). We adjust knobs of MySQL to maximize its performance, e.g.,
we increase its default memory size from 128 Megabytes to 48 Gigabytes.

We show two MySQL configurations. One using HDD and the other using
SSD, labeled MySQL HDD and MySQL SSD, respectively. SSD is faster than
HDD. Hence, tpmC with SSD is higher and levels off with 5 concurrent threads
due to transactions waiting on one another in MySQL’s lock manager.

When MySQL is extended with a write-back client-side cache [18] (top line),
its performance is enhanced more than two folds. This is because all writes to
the data store are performed by generating buffered writes across the network.
Background threads apply the buffered writes to the data store asynchronously.

Write-back’s tpmC also levels off beyond 5 threads due to contention for
leases in the caching layer. Note that with the write-back cache, choice of SSD
or HDD for MySQL does not impact1 tpmC because almost all reads and writes
are processed using the cache.

1 The impact is on the amount of required memory because HDD slows down the rate
at which buffered writes are applied and deleted.
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In Fig. 2, the tpmC with the same cache configured using the write-through
policy (black line) is lower than MySQL by itself. This is because 92% of TPC-C
workload is writes. The overhead of updating the cache entries outweighs the
benefits observed by reads that constitute 8% of the workload.

Figure 3 shows the size of memory required by write-back and write-through
as TPC-C executes its workload. TPC-C generates new orders that increase both
the database size and the number of entries in the caching layer. The difference
between the write-back and write-through approximates the size of buffered
writes generated by the write-back policy.

With write-back, we observe a 19% decrease in the reported tpmC when
buffered writes are replicated thrice. We replicate buffered writes to satisfy the
MTDL requirements of the target application. The buffered writes and their
replicas are deleted asynchronously once they are applied to the data store.

Nova will improve performance of a component by replicating its transac-
tional data in order to (a) make writes durable, (b) meet the MTDL require-
ments of an application, and (c) perform the transactional write to a mass stor-
age device (HDD/SSD) asynchronously. We hypothesize the latter to enhance
performance and scalability of the component. These replicas are deleted once
the data is written to HDD/SSD. As demonstrated by the results of Figs. 2 and
3, these execution paradigms require memory. Nova will assume availability of
servers with a large amount of memory to enable these execution paradigms.

There is a tradeoff between space, performance observed by the foreground
load, and MTDL. Specifically, one may trade space for time and MTDL by main-
taining a priority queue of read and write requests. Nova may give a low priority
to processing log records to minimize impact on the foreground requests. This
will cause replicas of the log records to stay across Nova’s server for a longer
time. However, it will enhance the performance observed by the foreground
system load.
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5 In-Memory Data Containers, MemDCs

To make the proposed ideas feasible, we present the concept of physical in-
memory data containers (MemDCs). MemDC is envisioned as a component man-
aged by Nova and created based on a policy. The policy may specify a MTDL
requirement or the number of replicas for a data item. A MemDC may span
servers across different racks of the same data center and potentially across data
centers. Once data is assigned to a MemDC, the MemDC replicates it across its
servers.

Design and implementation of MemDCs raise many interesting research ques-
tions. First, should a component that requires durable writes delegate persistent
write of its data to MemDC? What is the tradeoff between the component per-
forming the write asynchronously versus MemDC performing it? Does the former
simplify component design? If the answer is affirmative then how does MemDC
maintain the order in which data items should be written to the persistent store?
The answer to the latter question is important when there are dependencies
between log records and/or written data items.

Nova may consist of a large number (trillions) of MemDCs with different
policies. How does Nova place these MemDCs across racks of servers in a data
center and across data centers? How does it modify the initial placement in
response to an evolving system load? A concept similar to MemDC is presented
as a µshard by Facebook [3]. MemDC will be a super-set of a µshard in the form
of memory for both application data and transient data such as log records.

In passing, we note that MTDL as a metric depends on mean time to repair
(MTTR). A MemDC may detect loss of an in-memory replica due to a server
failure and repair it by constructing a replica on a different server. This form of
repair will enhance MTDL observed by an application.

Second, how does Nova implement non-idempotent writes? A non-idempotent
write must be applied only once. In the presence of arbitrary failures, Nova may
either (a) convert a non-idempotent write to an idempotent one or (b) maintain
sufficient information to guarantee a non-idempotent write is applied only once.
It is important to quantify the tradeoffs associated with these alternatives to
develop a methodology for the components that utilize MemDCs.

Finally, based on our experiences with implementing a write-back policy using
query result caches, there are a variety of race conditions that must be identified
and addressed [17]. We anticipate Nova to use leases to address these race con-
ditions. Leases [17,20] are different than locks in that they have a finite lifetime.
This concept is useful when the server hosting the component that owns the
lease fails. Once a lease expires, its data becomes available again.

6 Related Work

Vision ofNova is at the intersection of several inspiring disciplines, including exten-
sible DBMSs, parallel DBMSs, web services (WS) and grid computing, federated
DBMSs and polystores, and distributed systems. We describe these in turn.
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Extensible DBMSs [12] advocate use of components that plug-n-play to pro-
vide customized data services to an application. Nova is different in two ways.
First, its components will communicate using the network (instead of being part
of a monolithic system). Second, we envision Nova as a framework that adjusts
the components of a DBMS continuously to enhance efficiency without violating
an application’s service level agreements. It will do so by continuously monitor-
ing the key metrics of an application’s workload (e.g., its read to write ratio)
and matching it with the capabilities of candidate components.

Nova is similar to parallel DBMSs [11] in that its components communicate
with one another and the data may flow across multiple components, imple-
menting both inter and intra component parallelism. It is different than parallel
DBMSs in that the components are (a) shared among different applications in
a cloud and (b) the components are not decided in advance. We envision Nova
to adjust the number of components per required service level agreement (SLA)
of an application. We also envision Nova to implement security policies across
components shared among different applications.

Web services [1,2] and grid computing systems [15] consist of services that
are assembled together. They may use security and encryption when exchanging
data between services. These services communicate using IP network. Vision
of Nova is different in that its micro-services are at a finer granularity, e.g.,
concurrency control protocols, buffer pools, etc. It envisions use of RDMA with
servers accessing and sharing memory to implement these services efficiently,
enabling them to scale horizontally.

Federated DBMSs such as Garlic [8] provide a single interface for different
DBMSs. Their successor is a multi-store [30] or polystore [14] that supports mul-
tiple data models and databases, combining concepts from federated and parallel
DBMSs. A polystore includes a middleware that provides an abstraction of data
and implement a programming API for query planning, optimization, and exe-
cution using its databases. It may support multiple query languages for different
applications. Similar to a parallel DBMS, a polystore may partition data to scale
and use data flow execution paradigms for query processing. Nova is similar to
polystores in that it envisions a DBMS of components that may support mul-
tiple data models and queries that execute across them. At the same time, it
envisions switching from one data model to another if the workload justifies the
switch. Nova is different than polystores in that it does not assume a DBMS as
one of its components. It envisions a DBMS as a collection of components to be
tailored together based on the application workload. A component of Nova may
have a simple interface and functionality, e.g., get, put, append, etc. Moreover,
Nova’s components may share memory using fast networks such as RDMA. One
may realize a polystore using multiple Nova DBMSs.

Finally, Nova is inspired by distributed systems such as LegoOS that imple-
ment services of an operating system as components. Nova is in synergy with
such an operating system by implementing the corresponding DBMS service
using the appropriate service of the operating system. Nova is different because
it implements a query language such as SQL and ACID transactions.
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7 Conclusions

This vision paper presents the vision of Nova as a DBMS realized using simple
components. A cloud provider may deploy these components across one or more
data centers. These components may run on devices and services of a modular
operating system such as LegoOS [33], leveraging the scalability of its underlying
hardware. The key advantage of simple components will be their simple knobs for
scale up, scale out, high availability, and elasticity. Nova will select components
of a DBMS with the objective to meet the performance requirements of an
application workload. It will adjust the knobs of these components in response
to the application workload and may change one or more components of a DBMS
as the workload of the application evolves.
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Abstract. The coal-fired power plant regularly produces enormous
amounts of data from its sensors, control and monitoring systems. The
Volume of this data will be increasing due to widely available smart
meters, Wi-Fi devices and rapidly developing IT systems. Big data tech-
nology gives the opportunity to use such types and volumes of data and
could be an adequate solution in the areas, which have been untouched
by information technology yet. This paper describes the possibility to
use big data technology to improve internal processes on the example of
a coal-fired power plant. Review of applying new technologies is made
from an internal point of view, drawing from the professional experience
of the authors. We are taking a closer look into the power generation
process and trying to find areas to develop insights, hopefully enabling
us to create more value for the industry.

Keywords: Big data · Power industry · Coal power plant ·
Predictive analytics

1 Introduction

Power plants are places of the coexistence of various types of IT and OT (oper-
ational technology) systems. A long lifetime of assets, non-hyper-competitive
environment and regulation restrictions cause a substantial delay in the adoption
of new technologies, for example, big data and cloud computing. Indisputably,
especially in modern times data is an asset which can be utilized to create value
and improve businesses. In this specific environment of centralized financial,
ERP systems and distributed operation technology systems it is impossible to
ignore outstanding opportunities for the application of big data analytic tech-
niques. Desirable effects can be achieved by decreasing the cost of data storage as
well as through still developing analytic tools. Many current activities, for exam-
ple: making reports, spreadsheet calculations, intuitive decisions can be boosted,
automatized or transformed to provide better performance and efficiency. There
are also risks and problems we have to tackle as far as implementing this new
technology is concerned in the IT environment of power plants.
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2 Big Data Characterization

2.1 Big Data Definition

Big data refers to these types of data sets which processing causes a lot of prob-
lems or is simply impossible when traditional relational databases are employed.
There are many definitions describing big data, and one of them says shortly
“Big data is where parallel computing tools are needed to handle data”. Big
data not only refers to the size of data as the other features are well explained
in, for example, the concept of three V’s, which are: volume, variety, velocity.
The occurrence of more than one of these features could mean we are dealing
with big data. There are also two complementary features, which have come out
recently and possess massive commercial use. These are veracity and value [20].
5V’s (Fig. 1) may be described as follows:

Volume: The quantity of generated and stored data. Most people define big data
in tera or petabytes [22]. Machine-generated data is produced in much larger
quantities than traditional relational data. For instance, a single jet engine can
generate 10 TB of data in 30 min [7]. The number of variables and the frequency
of data generation make this volume so big. For example, a steam boiler has
about 20000 variables and produces 4–5 GB samples every month.

Variety: The type and nature of data. Big data draws from text, images,
audio, video; and it completes missing pieces through data fusion [8]. Variety
of sources use many different data types to analyze reasons for a variety of
processes [13]. Data is categorized as: structured (e.g. relation-based databases),
semi-structured (e.g., XML, JSON, RSS feed) and unstructured (e-mails, videos)
[22].

Fig. 1. The 5V model of Big data

Velocity: The frequency of data generation or the frequency of data delivery. For
example, a continuous stream of data could be adjusted with a once-in-a-while
event triggering data from a sensor. Although the majority of power system sensors
are event-triggered, there are also sensors, for example, PMUsboth at transmission
and distribution level, which produce data streams at high rates [3].
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Veracity: The quality of captured data. Means how much data is accurate
(error free, raw or currently analyzed, integrated). Taking into consideration
some information gathered from external sources, for instance, social media, we
can observe that they cannot be fully trusted and its quality may be debatable.

Value: The worth derived from exploiting big data. Means internal value to the
company. An important thing in DaaS (data as a service) and data monetization
concepts [20].

2.2 Big Data Architecture and Components

Lambda Architecture. Described by Nathan Marz and James Warren lambda
architecture is an elegant explanation of how big data works. It shows a way to
achieve a scalable system with all requirements of big data system including low
latency, high volume and error tolerance (listed in Table 1). Lambda architecture
as it is shown in Fig. 2, contains three components: batch, speed, and serving
layer [15].

Fig. 2. Big data block schema

Batch Layer includes the main dataset called also “data lake”. It is a repository
of raw data in its native format. Data is stored in a distributed file system to
provide greater scalability and capacity [14]. The repository recomputes all the
data from the distributed file system to the batch views, which are accessible
through fast queries. Recomputing is a slow process but the data is integral and
accessible.
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Table 1. Features of big data system

Low latency Most applications require low delay regarding data access. It is not
the most important thing concerning tasks similar to creating the
annual report but in the case of real-time control or anomaly
detection it is quite significant

Reliability
and fault
tolerance

Big data should be resistant to human errors and hardware
breakdowns. High availability is provided by replication and
distributed file system (e.g. Hadoop File System). Both failures and
handmade errors can be fixed by renewed batch computing

Scalability Ability to keep performance with fast grooving data storage and
high load. Big data is vertically scalable by adding new clusters [18]

Extensibility Big data is easy to develop. New functions and changes in the
existing code do not need much effort in data migration and
programming

Ad-hoc
queries

Each and every query regarding the whole data set can be called at
any time

Debug-ability Big data allows to follow input and output (batch view) values

Speed Layer records incremental data from recent updates. It is a response to
the requirement of velocity and it is a great complement to the batch layer. The
speed layer stores data updates, taking place between consecutive recomputing
processes, in the batch layer.

Serving Layer merges data from the Batch and the Speed layers and gives a
real-time view of data.

2.3 Comparison with Traditional Data Analysis

In comparison with the standard data warehouse, there are some distinguished
features characterizing big data.

From ETL to ELT. When we want to follow the traditional way of collecting
and utilizing data, we must first design a database schema as well as collect and
execute prepared operations. Taking that into consideration, we may observe a
difference reflected in a simple fact that big data analysis is “closer” to data. It
means that data is firstly collected in a simple form and then it is transformed
and analyzed.

In-Database Analytics. Instead of copying data to other locations and pro-
cessing it in a dedicated tool, it is possible now to do complex computing,
machine learning operations or set operations within a database engine. This
enables faster responses from databases, through which data could be fetched
nearly in real time.
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Distributed Computing. Data warehouses tend to be centralized systems.
This kind of a system is vertically scaled, what means that to scale it up the
system needs more RAM, a faster CPU or more CPUs. Distributed systems
allow horizontal scaling by adding other machines. It makes big data solutions
more cost-effective [17].

Unstructured Data. Decreasing the cost of data storage makes many types
of unstructured data justified to store, even if its value remains unknown. By
contrast, data warehouses operate only on relational databases and are designed
for a specific purpose.

2.4 Electric Power Data

Following the big data definition, it is worth to check if we are really dealing with
big data as defined by 5V’s. Traditionally, operation technology systems work
in distributed, firewalled environments to avoid noise and to provide adequate
security.

The number of samples and control signals fulfill the criteria of velocity.
Examples of some data charts from PGIM (Power Generation Information Man-
ager) visualized in Grafana system are shown in Figs. 4, 5 and 6. However, design-
ing big data in a way it could deal with island-like OT systems is a challenge.
The growing number of devices with m2m (machine to machine) or Wi-Fi inter-
faces, could provide some additional information for analysis. Both volume and
variety are characteristics of OPC servers (Open Platform Communications),
which store historical data including process data, triggered events, and alarms.

The majority of data is either not logged, or it is overwritten very quickly.
For example, in most protection relays and related sensors, the data collected is
discarded shortly after internal use. If a pre-programmed event is not detected,
then no data is automatically stored [3]. Accordingly, while many of the recently
deployed or emerging power data measurement systems lie in the description of
Big Data, the way that they are currently managed does not exactly match the
spirit and purpose of Big Data. Once such hidden data is collected, managed,
and analyzed, they will constitute the real Big Data in power systems [3].

There are also many external sources of data related to the energy sector,
which can complete our big data set. For example, also shown in Fig. 3: weather
conditions, GPS data, traffic information, social-media can support the real-time
market or load management.

There is a large potential to use Big Data techniques in the analysis of power
system data. Various data sources with smart analytics lead to intelligence while
performing operational processes and tactical management.
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Fig. 3. Data types that could be used in Big Data analytic

Fig. 4. Sample of process data: fan power and instant CO emission

Fig. 5. Example graph of a power plant startup
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Fig. 6. Turbine active power

3 Big Data Analytics Approach

Big data analytics means using advanced analytic techniques operating on big
data [22]. Hardware solutions and platforms like Hadoop [1] and Spark [2] allow
for massive data collection and storage. These can well feed analytic tools to
enhance its results [22]. The tools cover techniques, like data mining, machine
learning (classification, regression, clustering), artificial intelligence (cognitive
simulation, expert systems, perception, pattern recognition) statistical analysis,
natural language processing, and advanced data visualization [3,12,23,24]. Data
analytic tools can analyze huge amounts of data at speed impossible for humans
without technology. However, any analytic method is useless, if no action is taken
[5] (Table 2).

Table 2. Example way from data to wisdom [5]

From To

Data −3 Celsius Information

Information −3 ◦ C At 3 ◦ C it’s cold out Knowledge

Knowledge −3 ◦ C Need to dress warmly Wisdom

Data analytics is categorized in some areas, depending on the purpose, scope,
and techniques used:

Descriptive Analytics - interpretation of historical data. Helps to compare
and understand data from the past, for example, annual reports comparison,
assessment of generation unit capital project, key performance indicators as
mean time between failures or month by month upkeep costs sets. It answers the
question: “What happened?”
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Diagnostic Analytics - a way to determine factors and causes of a particular
event. Can be used for example in fraud detection or to understand failures from
historical data. It answers the question: “Why did it happen?”

Predictive Analytics - this type of analytics uses statistics and modeling to
determine future performance. It can help to predict financial trends, create
reliability models or foresee asset management issues [5]. It is able to advise
which feed pump should be running to give the best operational efficiency. It
answers the question: “What can happen?”

Prescriptive Analytics - simulates possible paths and gives the best option
according to predicted results. Can calculate the potential economic profits from
steam-boiler renovation. It answers the question: “What should we do?”

Cognitive Analytics - uses advanced machine learning, cloud computing or
artificial intelligence to give a real-time decision making aid. For example, can
control in real time combustion process to achieve less nitrogen dioxide emissions.

4 Potential Benefits of Using Big Data in Power
Generation

Big data and digitization process coming along with machine-generated and
enterprise data can unlock new business opportunities. Not all of the areas are
visible now, but many cases indicate some potentials to improve operational
excellence and performance, as well as to reduce costs.

4.1 Fault Detection and Condition Monitoring

Early fault detection allows to improve system availability and to avoid addi-
tional downtime costs and regulatory fines. Data from control systems, diag-
nostic reports and videos can be analyzed in real time giving information on
the current equipment condition; and therefore, potential failure occurrence. For
example, based on data from SCADA (Supervisory Control And Data Acquisi-
tion) systems, it is possible to detect wind turbine failure by monitoring gearbox
oil temperature, power output, and rotational speed [19]. Similarly, if used on
other assets it could significantly reduce the operational and maintenance cost.
Anomaly detection can also catch events not visible for control systems. For
example, if a measurement tool has a predefined min-max range, the control
system will not alarm us even though the reading is anomalous (as shown in
Fig. 7).
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Fig. 7. Anomaly example

4.2 Operations-Planning Convergence

By integrating data from various sources and processes the possibility to con-
vergence has been enhanced. The term operations-planning convergence refers
to the ability of a utility enterprise to realize the future conditions of the power
system with high probability and high accuracy. This is difficult to achieve with-
out systematic data management and unified models [10]. Operational planning
refers to preparation for weather, load, and generation conditions changes in the
next minutes, hours, and days. There are various reasons for this convergence
gap (e.g., diverse models, diverse data sources and data formats) and inefficient
data management tools, which all can be overcome with the unified methods and
systematic data management [3]. To simulate system behavior we can use ana-
lytic tools, e.g., predictive analysis, machine learning, stochastic analysis, etc. It
is an interesting concept to create a digital copy of assets or the whole power
plant.

Digital Twins is a digital power plant model allowing to simulate and visu-
alize its performance and behavior in varied scenarios. Digital model would make
it possible to determine how the real plant would respond to different conditions,
supplies or even weather events [11].

4.3 Asset Management

Asset management is a systematic process of developing, operating, maintaining,
upgrading, and disposing of assets cost-effectively. Big Data analytics may drive
forward asset management maturity model to be integrated and automated.

Predictive Maintenance. Owing to equipment monitoring and fault detec-
tion it is possible to make a transition from preventive to predictive maintenance
methods. Health-based maintenance of equipment provides better scheduled fix-
ing plans minimizing planned and unplanned downtimes. It means:

– reducing unnecessary repairs of equipment in good condition,
– minimizing the probability of downtime by real-time health monitoring.

Predictive maintenance needs comprehensive information about the asset. Big
data technology could fulfill this requirement in an inexpensive way of collecting
data from existing systems.
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Enhanced Planning. Complete assets data including current condition, repair
costs, and risks, could be used for asset managers to diversify maintenance meth-
ods (including reactive or preventive maintenance where it is justified) [25].
Maintenance methods are described in more detail in Table 3. Implementing the
right maintenance strategy can optimize costs and availability indicators. Criti-
cal equipment needs more predictive and preventive approach, while non-critical,
cheap to repair devices sometimes could run to failure.

Table 3. Comparison of maintenance methods.

Reactive Preventive Predictive

Description “Fix on fail”. Repair
is done already
when equipment is
broken

“Time-based” maintenance.
Equipment is serviced in
regular time intervals based
on the vendor’s
recommendations, MTBF
(Mean time between failures)
or other statistics

“Fix as required”.
Condition based
maintenance.
Service is done
before failure is
expected

Advantages No service and
inspection cost

Keeps equipment in high
condition. Doesn’t cause
production halts

Less service costs.
Better fault
detection

DisadvantagesLess production
availability. High
overhead costs. Lost
production costs

Requires planning.
Vulnerable to random failures

High cost of
monitoring and
skills needed

Integrated Data. Another economical aspect refers to comparing asset perfor-
mance before and after maintenance. Such analysis allows evaluating the prof-
itability of service activities. Moreover, big data could also feed service crews
with complete and accurate equipment information. The more adequate the
information is, the faster the service task may be completed.

Procurement and Materials. Gaining knowledge about the current condition
from big data could help in optimizing the procurement process, reducing its time
and cost. It has also a positive influence on the inventory size and better supply
planning.

4.4 Performance Optimization

Datasets coming from information technology systems and control systems used
in the real-time analysis would constitute great feedback for operators controlling
the production process. Understanding the power system as a black box, where
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parameters like steam pressure, steam temperature, and coal flow are inputs,
and efficiency or generated power is an output, dramatically simplifies modeling
process. Using data mining or machine learning techniques makes it possible to
find the right way to optimize efficiency or emissions [6,16].

Another example is to control additive chemicals applied to coal. Owing to
advanced analysis, it is possible to adjust the number of additives to current load
or other parameters. Such operation provides emissions compliance and prevents
overfeeding chemicals [21].

Renewable power generation units and fluctuating market dictate new flex-
ibility requirements to coal-based power plants. It means not only working in
highly efficient constant conditions, but also quickly adjusting the load to the
current demand. It needs start-up characteristics improvement by reducing start-
ing and stopping time and optimization of load gradient.

4.5 Data Analysis and Visualization

Big data tools and techniques enable visualization and exploration of large vol-
umes of data. It includes also enhancing the reporting ability of existing business
intelligence systems and discovering new things for the enterprise. Unlike stan-
dard dashboards or charts, big data needs more advanced tools to present mul-
tidimensional, high-volume data. Visualization involves graphical representation
of data structures and techniques making data more transparent, like aggre-
gation and hierarchization. Data analysis is supported by advanced techniques
and tools, like predictive analytics, data mining (IBM SPSS Modeler, KNIME,
WEKA), statistical analysis (Matlab, RStudio, Python), complex SQL, data
visualization (MS Power BI, Qlikview, Tableau), artificial intelligence (Keras,
Tensorflow), or natural language processing (Natural Language Toolkit, Apache
OpenNLP). Some spreadsheet-based reports could be substituted and auto-
mated, also the decision-making process could evolve from intuitive to data-
based.

4.6 Demand Response

Electrical energy cannot be stored, so production is adjusted to temporary
energy consumption. Demand prediction includes also forecasting energy con-
sumption and power generation from renewable sources (wind turbines, solar
plants). Gathering data from smart meters, social media, analyzing consumption
patterns enables us to predict the expected energy consumption [9]. Moreover,
we can forecast weather impact on predicted power generation from renewable
sources (wind, solar). Complete information gives chances to use existing power
supplies in an optimized way and aids in load planning (containing also energy
collecting and power-to-heat strategies). Accurate energy forecasting allows to
avoid imbalance costs and gives the possibility to gain more from the real-time
market.
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5 Challenges in Big Data Adoption

5.1 Siloed Data

Effective big data analytics needs comprehensive data access. One of the chal-
lenges is to face silo mentality, meaning the situation in which some departments
do not wish to share their data with others. There are many factors fueling silo
mentality such as poor communication or internal competition. Departments
have different goals, priorities, and responsibilities, so they often do not col-
laborate with each other to achieve common business goals. A more important
problem is to save data confidentiality in compliance with legal and security reg-
ulations. Sensitive data like customers personal data, financial or trading data
still need to be restricted from unwanted access.

5.2 Cybersecurity

Power plants and energy utilities represent critical infrastructure where data
and IT systems would be principally protected. More significance of IT and data
makes it more vulnerable to cyberattacks. Known threats like data stealing,
system disabling can cause huge financial losses. Moreover, cyberattacks more
often could be aimed for energy utilities. An example could be an attack on
the Ukrainian power grid in 2015 [26] when hackers using malware software and
taking control on SCADA systems were able to cause outages in 30 substations.
Considering data as a valuable asset needs to provide relevant activities and
protection to assure its confidentiality, integrity, and backup.

5.3 Skills

Adapting big data in organization forces requires acquiring new skills covering
both infrastructure architecture and data analytics. Data architects, data sci-
entists or data engineers are some of the new professions created by big data.
Besides, to leverage big data impact organizations need many business users with
analytical skills. To attract good employees, companies will need to develop a
distinct culture, career paths, and recruiting strategy for data and analytics tal-
ents. However, there are many talented engineers with analytical skills in the
electricity industry, so many of analysts could be trained, not hired.

5.4 Leadership and Organization

Transforming the decision-making process in organizations into one based on
data and analytics, besides technical skills, requires applying leadership, orga-
nizational structures and communication to make the expected revenue. Due
to survey results most significant challenges are ensuring senior management
involvement in data analysis activities and designing an appropriate organi-
zational structure to support analytics activities [4]. Organizational structures
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should provide good communication between the analytics team and depart-
ments. Greater impact on both cost and revenue was achieved with hybrid struc-
ture meaning central analytics organization that coordinates with employees who
are embedded in individual business units [4]. An important thing is support-
ing and involving analytics by CEOs to align activities close to their vision and
strategy.

5.5 Architecture and Technology

There are many commercial and open sources of software, architecture, tools
offering big data analytics. Chosen solution should fit in the organization needs
and provide integration with existing systems, training and support. It is a big
challenge to gather data from sensors and devices working in real-time systems,
which was not intended for analysis in system building process because of high
cost or lack of analytic tools in past times.

6 Conclusion

This article presents the characteristics of big data issues in the context of the
power generation industry. Technology progress gives the opportunity to han-
dle and analyze new streams of data, it also enhances current business intel-
ligence based on data warehousing and gives the possibility to explore values
from data in a new way. Big data analytics can be capitalized in many specific
internal processes in power generation industry improving operating efficiency.
It also helps to make better and faster decisions, using modeling and predic-
tion to optimize maintenance and reliability. It is inevitable for big data to face
some challenges; for example, to gain expected revenue organizations must create
structures, acquire skills and change culture and mentality.
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Abstract. In analyzing the quality of seismic signal, the fundamental
mathematical operation is the convolution of signal with basic signal.
Analyses carried out in the field need solutions that can be executed
by a single machine. Meanwhile the size of processed data from land
seismic surveys is in order of tens of terabytes. In this article the efficient
computation of convolution on GPU cores is proposed. We state that
this approach if faster than even using parallel programming on CPU.
It will be shown how big performance gain was achieved when using a
graphic card that is several times less expensive than used CPU.

Keywords: Seismic signal · Convolution · CUDA

1 Introduction

Geophysical surveys used to comprehend the structure of Earth on different
depths have applications in many respects. The best known is searching for
deposits of natural resources, although nowadays it is more often used for mak-
ing construction designs which leads to significant savings when building roads,
high constructions, etc. One of the first stages of surveys is generating seis-
mic wavelets and collecting the reflection wavelets - responses of different Earth
strata. Wavelets are generated by using vibrator trucks or dynamite shots (that is
why generating wavelet in seismic terminology is called shot). Signal of reflected
wavelets (in seismic terminology called seismic traces) are gathered by geophones
which are recording perpetually or only for specific time after the shot. In land
surveys, to which we have access to, traces are recorded by about 1500 geo-
phones (also called receivers). When receivers record continuously, important
part of signal, which can be defined as data gathered for a few seconds after
generating wavelets, has to be separated from any other data. This step is called
arranging data, and is enormously vital for our study, which focuses mainly on
the aforementioned data.

With signal of length 20 s and sample interval of 2 ms, we get single trace of
size 40 kB. With survey using 1500 geophones for single shot we get 60 MB of
data. In the survey few thousand shots were generated which gave us hundreds
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of GB of input data. This amount of data inspires researchers to study and test
the efficiency of seismic data processing systems. [1,2] The preliminary analysis
of data gathered in field should be performed at the scene of the survey. Prelim-
inary processing allows to estimate the quality of collected signal and indicate
where the shots should be repeated. Repetition of the shots during the survey
is incomparably cheaper than returning to the area afterwards.

The results of this paper were gathered during the creation of the software
for collecting and arranging data gathered from geophones. One of the basic
assumptions when creating software was the ability of running our program on
workstation computer which will be a part of the seismic team equipment at
the place of survey. Emerged software is used on machines with i9 7th gener-
ation processors. System is implemented in Java, which on one hand makes it
platform independent, but on the other makes using low-level solutions difficult.
Some GPU accelerated computing libraries exist, however they are still unso-
phisticated. Developed solution besides arranging gathered data was aimed to
perform convolution of collected signal with basic signal. This allows to par-
tially smooth out the noise with frequencies different than created by vibrating
trucks. This approach is not used when wavelets are created by dynamite shot.
The convolution theorem [3] allows to compute convolution using fast Fourier
Transform but it still absorbs over 90% of CPU time. The size of data gained
from seismic surveys is enormous. It is a classic example of big data convolution
computation problem. Correlation of large seismic data is also great example
of SIMD – single instruction multiple data. We have simple computations for
very big amount of data. For this reason, convolution is a good candidate for
processing on graphics processing units (GPU) with the use of CUDA. This was
our inspiration to perform experiments presented in this paper.

CUDA is parallel computing platform developed by NVIDIA for general com-
puting on graphical processing units. It provides drastic speed up of computing
applications by harnessing the power of GPUs. GPU-accelerated libraries which
provide highly-optimized functions for specific mathematical problems is its huge
advantage. One of these libraries is cuFFT which provides GPU-accelerated FFT
implementations which was another reason for testing how fast correlation will
be performed with use of GPU. CUDA is based on C/C++ but wrappers to
interact with CUDA from other programming languages exist. In the software
we use jcuda library which also has the implementation of cuFFT.

The use of the capabilities of GPU in seismic field is shown for example in
[4] where authors visualised large seismic data with CPU and GPU cooperation.
Another example is [5] in which a cluster of workstations with high performance
GPU is implemented and with advantage of the idleness of these computers and
use of specific algorithms authors was able to significantly increase seismic data
processing capacity. However our significant motivation were results of Karas
and Svoboda in works [6,7], where authors used CUDA for 3D convolution on
large seismic data. Karas and Svoboda suggest the solution based on divid-
ing the problem into subproblems. It can be observed that mostly tested and
implemented method for computation of convolution is dividing signal into
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smaller parts. In this paper we propose the solution based on completely oppo-
site idea. It uses the capabilities of cuFFT library and data profile to compute
convolution not on single signal or divided signal but gathers many signals and
perform convolution on batch of them. This paper is organized as follows: corre-
lation details are described in Sect. 2, we present the idea behind it, mathemat-
ical details and properties useful for discussed problem. Section 3 is devoted the
implementation of solution based on CPU with parallel programming. Proposed
approach which uses GPU is discussed in Sect. 4. The last section presents the
conclusions, summarize the main contributions and discuss future work.

Contribution. The main contribution of presented paper is massive convolution
of large package of seisimic signals on GPU, what is much faster than convolu-
tion of such package on processor from HEDT (High-End Desktop Computers)
segment.

2 Correlation

For f, g: R → R we define the convolution as the function y = f � g:

y(t) =
∫ ∞

−∞
f(t − τ) ∗ g(τ)dτ

From the application standpoint the convolution is a function amplified in fre-
quencies coexisting in both functions and attenuated otherwise. Figure 1 presents
the idea. In practical applications correlation of a signal with multiple other sig-
nals is called correlation with this signal. Correlation has applications in statis-
tics, differential equations, digital image processing and also in signal processing,
where it is common to say that one function is a filter acting on the other func-
tion. In seismology it is used to bring out the features of one function given by
another function.

Computation of convolution based on definition is an ineffective method, as
naive algorithm has computational complexity of O(n2). Nonetheless, convolu-
tion theorem which states that convolution in time domain is a multiplication in
the frequency domain, allows to compute the convolution effectively. Pursuant
to this theorem, we can replace convolution in time domain with this formula in
frequency domain:

Y (ω) = F (ω) ∗ G(ω)

where F (ω) and G(ω) are Fourier Transforms of f(t) oraz g(t), respectively.
Seismic trace is a discrete signal which is why we compute the Fourier trans-

form from the formula for discrete signal:

Ak =
N−1∑
n=0

anw−kn
N

for 0 ≤ k ≤ N − 1, where wN = ei
2π
N is a N degree root of 1.
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Fig. 1. Convolution example

In practical application we perform correlation on batch of signals for spe-
cific shot, which for considered application means around 1500 signals (traces)
correlated with basic signal called pilot. The natural optimization is computing
the Fourier transform for pilot firstly. The next stage is processing of seismic
traces. It consists of following stages: changing the signal from time to frequency
domain with Fourier transform, multiplication of trace and pilot in frequency
domain and changing the result signal from frequency to time domain using
inverse Fourier transform. Performing the Fourier transform is based on FFT
algorithm [8]. The algorithm has computational complexity of O(n log(n)), the
multiplication of traces has complexity ofO(n), so using the convolution theorem
we get the algorithm with computational complexity of O(n log(n)).

3 Solution Based on CPU

As it was emphasized in the previous section, the main computational weight
of correlation of batch of signals is changing the signal from time to frequency
domain and back to time. These operations are performed based on Fast Fourier
Transform algorithm. Signal is a function with discrete domain that why the
discrete Fourier transform was used. There are different methods and approaches
for DFT speed up, however for CPU convolution implementation case algorithm
Colley-Tukey Radix-2 has been used. It is a “divide and conquer” algorithm: it
recursively breaks down DFT of size n into two smaller parts of size n

2 . The parts
are interleaved - the first part consists of even-indexed elements, and the other
of odd-indexed elements of base series. The Radix-2 algorithm first computes
the DFTs for smaller parts and then combines the results into one DFT of the
whole series. This algorithm can be performed recursively to reduce the time
complexity to O(n log(n)).



34 D. Paw�lowska and P. Wísniewski

Function fft(A, N):

if N = 1 then
return A

end

else
for i ← 0 to N do

Aodd[i] = A[i · 2]
Aeven[i] = A[i · 2 + 1]

end

V odd ← fft(Aodd, N/2)
V even ← fft(Aeven, N/2)

for i ← 0 to N/2 do
A[i] = V even[i] + exp(−2 · π · k/N) · V odd[i]
A[N/2 + i] = V even[i] − exp(−2 · π · k/N) · V odd[i]

end

end

return A

Algorithm 1. The Cooley-Tukey Radix-2 algorithm

In the software, the FFT Colley-Tukey Radix-2 algorithm is performed on
the pair of signals (seismic traces) which accelerate the computation even more.
Usually the Fourier transform algorithm input data is purely real and then it
is changed to complex series with imaginary part which is equal to zero. In the
system, the inputs of the algorithm are two signals: first is the real part and the
second is imaginary part of complex series. Two traces are then treated as one
signal on which we perform the convolution process.

In the case where processing correlation is performed on CPU first, the list of
pairs of signals of specific batch is constructed. Then, with use of parallel stream
mechanism, the correlation of pairs is performed based on above algorithms. This
approach allows to effectively exploit logical processors (threads) of the CPU.
Each thread is assigned its own memory for correlation computation on pairs,
therefore problem of memory sharing is non-existent.

4 Solution Accelerate by GPU

Within CUDA platform, there is the cuFFT library for discrete Fourier trans-
form computation which implements the FFT algorithm. It allows to effec-
tively perform Fourier transform without the need of developing custom FFT
CUDA implementation. The library provides optimized functions that perform
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Function correlate(traceOne, traceTwo, fftP ilot, size):

commonTrace ← tracesToComplex(traceOne, traceTwo)
commonFFT ← FFT (commonTrace)
freqDomain ← ComplexArray[2][size]

for i ← 0 to size do
freqDomain[0][i] =
fftP ilot[i].conjugate().multiply(commonResult[0][i])
freqDomain[0][i] =
fftP ilot[i].conjugate().multiply(commonResult[1][i])

end

timeDomain = IFFT (freqDomain[0], freqDomain[1]);

return timeDomain

Algorithm 2. Corellation on pair of signals

the Fourier transform. One of the optimization features of the cuFFT is storing
only nonredundant Fourier coefficients and, as the result for input data of size n,
the n

2+1 complex coefficients are received. The library implements functions both
for real-to-complex and complex-to-complex Fourier transform. In the software,
we use only the real-to-complex transform as traces are purely real data, repre-
sented as arrays of floats. We omit the stage of conversion real to complex data.
Because the heaviest part of the GPU solution is performed by CUDA functions
it is difficult to estimate the complexity of this approach. In the first approach,
correlation was implemented to perform on a single trace. Seismic trace through
cuFFT was transformed to frequency domain, the convolution with pilot was
performed and then, also using cuFFT, the result was transformed back to time
domain. All correlation stages were performed using CUDA. It did not reveal
any acceleration, so the approach was abandoned and the search for the better
method began. While researching for different approach, the cuFFT functions
that compute the parallel transform on batches were tested. In the system the
batched execution means that we gather all traces for specific shot and per-
form correlation on all of them as a batch. Traces are then spread between
GPU threads where the correlation computation is made. With that approach
we get significant acceleration of correlation computing. The first stage of FFT
on CUDA is creating a plan configuration for Fourier transform. cuFFT is pro-
vided with cufftPlanMany() function, where, among others, the size of a batch,
that represents the number of traces on which the Fourier transform will be
performed, and the size of a single trace is declared. After the plan is made
the FFT algorithm can be performed. For real-to-complex FFT we use the cuff-
tExecR2C() function. Then the result trace from the function is convolved with
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pilot on which the FFT was performed earlier, at the beginning of the processing.
The last step is transforming the convolution result to the time domain using
the inverse Fourier transform. For that cuFFT have function cufftExecC2R(),
which needs its own configuration plan. The input of the system functions that
perform FFT on many traces includes: the float array that is combined from all
traces arrays, the number of traces (the size of batch) and the length of single
trace.

Function correlateMany(traceList, batches, traceSize, fftP ilotMany):

size ← batches · traceSize
traces ← newArray[size]
for trace ← 0 to batches do

traces.add(traceList[trace])
end

planFFT ← cuFFTplan(batches, traceSize, cufftExecC2R)
fftTraces ← executeManyFFT (planFFT, traces, batches, traseSize)

freqDomain → newArray[size]
for i ← 0 to size do

freqDomain[i] ← fftP ilot[i].conjugate().multiply(fftTraces[i])
end

planIFFT ← cuFFTplan(batches, traceSize, cufftExecR2C)
ifftTraces ←
executeManyIFFT (planIFFT, freqDomain, batches, traseSize)

timeDomain ← newArray[batches][traceSize]
for i ← 0 to batches do

for j ← 0 to traceSize do
timeDomain[i][j] ← ifftTaces[i]

end

end
return timeDomain

Algorithm 3. Correlation on batch of signals

In that approach significant acceleration was achieved, in comparison with
the single trace GPU correlation, because of the device/host transfer of data on
CUDA which is the most time-consuming part of the process. The first approach
was slow because we were transferring small data from device to host, and host
to device repeatedly. Now, we copy the big batch of data from device to host,
perform the correlation and then transfer the results back from host to device.
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In future work we would like to correlate traces gathered from 40 thousand
of geophones. The main challenge will be allocating memory on host for that
processing. For now, the graphic card with 8 GB frame buffer is more than
enough, but in the future we might need more sophisticated approach that deals
with limited GPU memory.

5 Performance Tests

Processing was tested on real seismic data which was gathered during 6 day-
long seismic survey. The data was saved in 3 GB of files collected from around
4500 geophones, having the information about almost 3300 shots represented by
around 5 million seismic signals.

The experiments where performed on different sets of data:

all data from 6 days All the packages of data.
one day data Shots from the first day of acquisition, around 550 packages.
three days data Random choosed 627 packages from three days.

Approximately, the single package consisted of around 1500 seismic traces,
with each trace having around 14000 samples. The basic signal (pilot) had 9000
samples. Experiments where performed on machine with:

– Intel Core i9-7900X, 3.3 GHz, with 10 cores (20 threads)
– 64 GB RAM DDR4 2666 MHz
– Motherboard ASUS X299 WS PRO
– System Disk PCIe Samsung 960 pro 256 GB
– Storage Disk WD Gold 12 TB

and two graphic cards:

– NVIDIA GeForce GTX 1050 Ti, 4 GB, with 768 cores.
– NVIDIA GeForce GTX 1070 Ti, 8 GB, with 2432 cores (Table 1).

Table 1. Test results

Time CPU time (ms)GPU time (ms)

GeForce GTX 1050 TiGeForce GTX 1070 Ti

All data from 6 days 3038372 613530 605308

One day data 486483 95961 95194

Three days data 555280 117869 115023
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The results received from GPU are around five time faster then from CPU.
On the other hand results of both GPUs are similar, but GTX 1070 Ti has more
than 3 time more CUDA processors and 2 times more memory. This suggest two
possibilities: First the problem could be in PCIe the same for both GPU and the
most time is spent for transform data between main memory and GPU memory.
The second possibility is that the data package size is still relatively small even
for GTX 1050 Ti GPU.

6 Conclusions and Future Works

As we have shown it this paper, the use of CUDA threads substantially accel-
erate the preprocessing of seismic data as far as the convolution with basic
signal is considered. Getting similar results on different graphic cards suggests
that either communication with GPU is the bottleneck or, more likely, the
GPU is not used to its full capabilities. There are three main goals for the
further works. The first is the analysis of the acceleration quality when batching
40 000 signals and when signals in one batch have different sizes. Second is the
implementation of the approach proposed by Karas in [7], where during the cor-
relate computation of one batch the other batch will be transferred to GPU.
This idea also will be extended to using multiple graphic cards. The third one
is to optimize communication between main memory and GPU memory using
lightweight compression proposed by Kaczmarski and Przymus in [9,10]. There
are also other methods to be considered in order to optimize communication like
Unified Virtual Addressing (UVA) or streams.
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Abstract. Smart bands are wearable devices that are frequently used in
monitoring people’s activity, fitness, and health state. They can be also
used in early detection of possibly dangerous health-related problems.
The increasing number of wearable devices frequently transmitting data
to scalable monitoring centers located in the Cloud may raise the Big
Data challenge and cause network congestion. In this paper, we focus
on the storage space consumed while monitoring people with smart IoT
devices and performing classification of their health state and detecting
possibly dangerous situations with the use of machine learning models
in the Cloud and on the Edge. We also test two different repositories for
storing sensor data in the Cloud monitoring center – a relational Azure
SQL Database and the Cosmos DB document store.

Keywords: Internet of Things · IoT · Data exploration ·
Cloud computing · Edge computing

1 Introduction

Along with the dynamic technological progress in recent years, the possibilities
of using computer and electronic devices to revolutionize many spheres of human
life grow. Internet of Things (IoT) is one of the most important technologies of
today that have great potential to change the image of the world. As a network
of connected, identifiable electronic devices that can communicate and exchange
data, the IoT can be used in many areas of our life – starting from applications in
intelligent construction, through supporting advanced processes in industry and
manufacturing, to monitoring and informing us about many aspects of everyday
activities and health state. Smart bands are wearable electronic IoT devices that
allow monitoring the activities of people and some of their physiological param-
eters. For example, they can measure the number of steps taken by a monitored
person while walking or jogging, and deliver information on the pulse, burned
calories, and quality of sleep. Some of them are even able to monitor electrocar-
diography (ECG) signal. Smart bands are wirelessly connected to other units,
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such as smartphones, tablets, laptops, personal computers or other dedicated
devices that allow long-term storage of data or act as IoT gateways. The mea-
surements obtained by the sensors located in the smart band are transmitted
to a nearby IoT gateway with the use of a suitable, usually short-range and
wireless communication protocol, like Bluetooth [3], ZigBee [3,7], ANT [3,8,10],
Near Field Communications (NFC) [2,9], or WiFi. For smart bands, the most
interesting is the Bluetooth Low Energy [12] (BLE) protocol thanks to its energy
efficiency and simple implementation.

Smart bands can be used not only for personal monitoring as fitness trackers
but also as important health indicators in remote healthcare monitoring of older
people or people after some serious health-related incidents, like a heart attack
or stroke. In such solutions data are not only collected on the nearby mobile
device but usually transmitted to the monitoring center where they are con-
tinuously analyzed by the implemented software modules. In case of detection
of a risk situation, the appropriate caregiver is notified and may take suitable
action. Due to large scaling capabilities monitoring centers are eagerly located
in Cloud platforms. Clouds provide almost unlimited resources for storing data
and performing computations on the transmitted data. However, as the number
of IoT devices available at the market and able to transmit the data to the Cloud
grows rapidly, data processing (including filtering, aggregation, and combining)
and data analysis (including the use of machine learning-based exploration mod-
els) can be also performed on the Edge. Edge computing is an alternative to
the centralized data processing and analysis in the Cloud. It prevents network
congestion and storage space overload, and in some situations, may eliminate
unnecessary latency.

In this paper, we investigate the impact of the Cloud-based centralized and
Edge-based distributed data analysis on the consumed Cloud storage space. We
analyze two solutions that engage trained machine learning (ML) models for
detection of anomalies in health on the basis of activity and physiological param-
eters of the monitored person – one that performs the detection in the Cloud,
and one that performs it on the smartphone working as the IoT gateway.

2 Related Works

There are several related works that are devoted to sending and processing data
gathered from IoT devices. Authors of [5] have given a general proposition of an
architecture for a system that would exchange data between wearable devices
and computing Cloud. However, their work has been focused mostly on the con-
cept of actively supporting health services, diagnosis of disease in particular.
Moreover, no real data gathered from the implementation of such a system has
been presented. In [6], authors have proposed a solution to a problem that occurs
in a different area - lack of coherency in both input and output interfaces. The
implemented framework standardizes data regardless of its size, source device,
format, and structure. Zhu et al. in [14] propose a model of a gateway for a sen-
sor network, but it does not provide any details on how the given data is being
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processed. Instead, it presents a very general hardware implementation and a
general overview of network packet construction, server architecture and overall
flow of the transferred data without going further into processing the data once
it has been sent. Yang et al. [11] proposed a wearable ECG monitoring system
that utilizes the Cloud platform. The work covers the hardware implementation
and data transportation model and investigates the risk of heart disease. In [4]
Doukas and Maglogiannis show the usage of the IoT and cloud computing in
pervasive healthcare, but instead of an ECG examination, they propose quite a
unique implementation of its own wearable sensor system. The system is inte-
grated into a sock and consists of multiple sensors measuring values such as
heartbeat, motion, and temperature. However, none of the above works go into
details when it comes to storing and processing gathered data. Chen et al. [1]
also describe the process of transferring data from wearable devices to comput-
ing clouds, but with consideration for an improvement of the wearable devices
themselves. The main emphasis has been put onto integrating multiple sensors
which are available as separate modules into versatile smart clothing that would
constantly monitor various health indicator as well as environmental parameters,
such as air pollution. On the other hand, except introducing an architecture of
a model being able to transfer data from IoT devices to the Cloud, Zhou et al.
[13] focuses on an emerging problem with the privacy of data collected by such
devices. They describe an efficient way of encrypting and anonymizing data in
the process.

None of the works listed above concentrates on the amounts of data produced
by wearable devices and on ways of reducing them to a minimum. One of the
ways includes changing the point where most of the data are being processed,
moving the processing from the cloud itself to another (Edge) device which takes
a part in the earlier stage on the data flow. In the next section, we present and
compare the Edge and Cloud-based standard architectures for data processing
and analysis.

3 Classifying Data in the Cloud and on the Edge

For the purpose of the presented research, we created the health and activity
monitoring system with the general architecture presented in Fig. 1. The archi-
tecture consists of:

– a wearable device with sensors measuring various parameters,
– a smartphone with the Android operating system,
– a data center located in the Cloud.

We decided to use the Xiaomi Mi Band 2 smart band as the wearable device.
The smart band measures the following parameters:

– the number of steps made,
– pulse,
– the quality of sleep,
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Fig. 1. General architecture of the health and activity monitoring system with the
Machine Learning model implemented in the Cloud (v1) and on the Edge device (v2).

– the activity currently performed, identified on the basis of the steps taken,
– the time of measurement.

The Xiaomi Mi Band 2 device was selected based on the availability, popu-
larity, economic issues and possibility to access raw data from the sensors. Most
smart band manufacturers do not provide the possibility to extract raw data
of sensor measurements, or such a feature is limited to one extraction per 24 h,
which is too long period considering the requirement to check the current status
of the monitored person. At the time of performed implementation of the moni-
toring system, there was no open-source wearable fitness tracker available on the
market that would provide application programming interfaces to extract raw
data. We extracted the sensor measurements from the Xiaomi Mi Band 2 in a
reverse engineering process because there was no officially supported method of
gathering raw data from the smart band. One of the best and most developed
software for extracting such data is the open-source Gadgetbridge application
for Android-based smartphones. The Gadgetbridge application is available on
the GitHub platform, but its implementation is limited exclusively to Android
OS. Extracting raw data from wearable devices on different operating systems,
i.e., iOS would require reimplementation of software to extract data. Such efforts
could eventually result in a failure due to more strict platform limitation in com-
parison to the Android, but further research is required in this field. Apart from
the Xiaomi Mi Band 2, the Gadgetbridge supports several different devices, but
does not provide unified interface for data extraction, which remains inconsis-
tent among smart bands manufacturers. Supposedly, presented solution would
work with every smart band, given the data gathered from other sensors was
normalised, however, we haven’t tested them in our solution. The Gadgetbridge
application was installed on the smartphone, which served as the IoT gateway
mediating data transfers to the monitoring data center.

The monitoring center in the developed system was established in the
Microsoft Azure computing cloud. The Cloud was selected due to its high data
security standards, global access to data with guaranteed bandwidth, capabilities
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to quickly build and add new resources, a wide range of tools, programming lan-
guages and different platforms that can be used to develop the IoT solutions, and
relatively easy and intuitive user interface. The Azure cloud was used to gather
data transmitted from the IoT gateway (smartphone) and to store the data in
the database storage repository. As the storage repository, we tested Azure SQL
Database – a relational database, and Cosmos DB – a document store. We also
trained the ML model to classify data and detect possible dangers on the basis of
raw sensor readings. For this purpose, we used the Machine Learning Studio – an
Azure module that lets creation, training, testing, and manipulation of machine
learning models.

The main goal of the developed solution was to determine whether a user of
the wearable device (a monitored person) happened to be in a life-threatening
situation. The process involves a binary classification, where one of the output
defines that the user is safe, and the other indicates that there might be some-
thing wrong with the user’s wellbeing. Multiple machine learning algorithms,
like logistic regression, decision trees, support-vector machine were used, but
since all of them produce the same binary output and all of the trained models
use the same input data for classification, changing the ML algorithm did not
affect the taken storage space in any way. Therefore, this work will not focus on
describing certain algorithms and models used.

There are, however, two different approaches to locate the trained classifica-
tion model and places where the dangers can be detected. They both influence
the network traffic and the number of data sent to the Cloud. The first approach
(Fig. 2) assumes that all data processing is done in the monitoring center, thus,
all the data used for training the ML model are sent directly to the Cloud. The
second approach (Fig. 3) limits the amount of data that needs to be sent by
performing classification of the raw sensor readings on the Edge device before
they are sent to the Cloud.

4 Impact on the Storage Space

In the architecture presented in Fig. 1 the classification of the health state of the
monitored person is performed in the Cloud or on the Edge device (depending
on the adopted approach, Figs. 2 and 3). Sensor readings constitute an input
data set for the used classifier. The data set consists of the following variables:

Timestamp – a 10-digits integer value holding a time when data from the sensors
were gathered

DeviceId – a unique identifier given for every unique device sending data to the
Cloud; it holds subsequent integer values, starting from 1,

UserId – a unique identifier given for every unique user (monitored person),
holds values from the same range as the DeviceId,

Raw intensity – a value, which describes the intensity of the action performed,
it holds integers in a range from 0 to 99,

Steps – an integer value that holds the number of steps made by the monitored
person,
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Fig. 2. Communication and flow of data in the system architecture with centralized
data processing where all the data is transferred to the Cloud.



46 M. Go�losz and D. Mrozek

Fig. 3. Communication and flow of data in the system architecture with Edge data
processing where classification occurs on the client’s device (a smartphone).
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Raw kind – an integer value holding values from a range of 0 and 99, which rep-
resents the activity conducted by the person; each value represents a unique
action,

Heart rate – an integer value holding value of the measured heart rate.

The classifier labels the data by providing an additional attribute, called
healthy, which is a binary value which holds either 0 (not healthy) or 1 (healthy).

4.1 Number of Transactions

The consumption of Cloud resources depends on several factors, including the
time interval between successive sensor readings. Willing to provide real-time
monitoring of a user, incoming readings are processed at once and depending on
the architecture variant, whole or part of the data are immediately sent to the
Cloud to be saved. For the purpose of our research, we assumed a time interval of
1 min, which defines how often data from the sensors is gathered and processed.
This is a default, assumed value for every further analysis presented in this
work. Assuming that every user is going to use a wearable device in a consistent
manner, there will be 1,440 or less data transmission transactions performed
per every 24 h. Pricing plans for the Azure Machine Learning Studio, a resource
used for classifying data in the first, Cloud-based approach, have limits on both
computing time and the number of transactions, whichever runs out first. In
the approach which classifies data centrally in the Cloud, this might generate
additional costs and limitations, presented in Table 1.

Table 1. Azure Machine Learning Studio - plan comparison

Plan Max. users per day Transaction limit Cost (EUR)

Standard S1 69 100 000 84.44

Standard S2 1 388 2 000 000 843.36

Standard S3 34 722 50 000 000 8 432.99

4.2 Relational Database

The Azure cloud offers multiple options for storing data. For the purpose of the
developed system, we tested two popular ways of storing data. The first one
was the Azure SQL Database, which is a relational SQL database. The second
one was Cosmos DB, which is a NoSQL document store that holds data in the
JSON format. The relational database has been selected due to its high avail-
ability among all cloud solutions to data storage, thus given results could be
potentially extended to other platforms. On the other hand, data gathered in
the proposed solution is sent in chunks uniquely characterized only by times-
tamp and user, easily convertible to JSON format supported by other, efficient



48 M. Go�losz and D. Mrozek

database - CosmosDB, that turned out to be the best NoSQL choice among avail-
able storage options on Azure Cloud. Performance of the Azure SQL relational
database depends on the compute, storage, and IO resources used, referred to
as compute sizes. Compute sizes are expressed in terms of Database Transaction
Units (DTUs) for single databases, which constitute a currency in the DTU-
based purchase model. Three different plans (also called as tiers) for relational
databases presented in Table 2 define their capabilities, limitations, and costs.

Table 2. Single database DTU and storage limits

Plan DTUs Max. available
storage (GB)

Min. cost per
month (EUR)

Basic up to 5 2 4.21

Standard 10–3 000 250 12.65

Premium 125–4 000 1 000 392.13

With the use of Azure monitoring tools, we noted the size of all data saved
into the database during the period of one hour (covering 60 data transmission
transactions between the IoT device and the Cloud), which was 30 kB. The
minimum number of DTUs needed to perform the operation is equal to 0.02. In
Fig. 4 we can observe how fast the size of data produced per hour increases with
the growing number of active devices and monitored persons.

Fig. 4. The size of data produced per hour for the growing number of active devices
and monitored persons
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With the increasing amount of data produced per hour by registered IoT
devices, the minimal number of DTUs increases as well, because more data
must be saved during the same amount of time. The dependency between DTU
needed for a database to operate correctly and the number of active users is
presented in Fig. 5.

Fig. 5. Dependency between the minimum number of DTUs needed and the number
of active IoT devices and monitored persons

4.3 Document Storage

The second database that we tested to store data was Cosmos DB that, instead
of using relational tables, stores the data as JSON files. With the use of the
Azure cloud monitoring tools, the data produced by a single user IoT device per
one hour (comprising 60 transactions) and transferred as JSON files take 13 kB,
which is less than half of the size of the storage space taken by relational data
(30 kB). This should influence the costs of the storage. However, the comparison
is not so straightforward. The Cosmos DB does not provide DTU-based model.
Instead, it adapts to a number of transactions made, elastically increasing the
price. Taking into account that both the Cosmos DB and the relational database
are able to perform the same number of transactions, and that saving data as
JSON documents takes 43% less space to store the same amount of data, we can
compare pricing of both adopted storage approaches. The cost of storing data in
the relational database depends on both the price of minimal number of DTUs
needed for a database to operate and the storage space used. The pricing of the
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Cosmos DB is different and is calculated (in EUR) with the use of the following
formula:

Cost = g ∗ 0.211 ∗ req ∗ h ∗ 0.007 (1)

where:

g – storage space taken in GB,
req – the number of requests made per second,
h – the number of database active hours.

Figure 6 allows to compare both storage approaches by showing the minimum
cost for both database solutions per one hour of database constant work. As can
be seen the cost of the Cosmos DB when serving as the data storage space for
the monitoring system for many IoT devices is much lower and the difference in
costs increases with the growing number of monitored persons.

Fig. 6. Price for one hour of database work in relation to number of active users

4.4 Event-Based Cloud Connectivity and Data Transmission

In Sect. 4.1 we stated that the number of messages sent to the Cloud is constant
in a given time interval. By implementing a mechanism that would reduce the
number of messages sent to the Cloud would also decrease the overall minimum
requirements for database efficiency, therefore reducing the costs. We have imple-
mented two additional approaches in order to further reduce the amount of data
sent to the Cloud. In the first approach, we assumed that we send the data from
the smart band through the IoT device only when the activity performed by a



Detection of Dangers in Human Health with IoT Devices 51

monitored person changed since last measurement. The approach comes from
an idea that state of the person whose life is endangered would be very likely
to change, e.g., from standing to laying, from running to standing. The possible
storage space savings would highly depend on the individual activity of the per-
son during the day, but they would be seen at all times during the night, when
most of monitored persons are most likely to perform the same action – sleeping.
In this approach, the classification of the health state is still performed in the
Cloud, but we reduce the number of data transmitted to the data center. The
second approach assumes performing the classification of the health state on the
IoT device (a smartphone) and determining if the user’s life might be threat-
ened. If the classification gives positive results (health state endangered), the
data is sent to the Cloud. Figure 7 compares all approaches – (1) when all data
are transmitted to the Cloud (with the classification in the Cloud), (2) when we
transmit data only when the activity of the user changes (with the classification
in the Cloud), and (3) when data are transmitted only when we detect possi-
ble dangerous situation (with the classification on the Edge IoT device working
as the field gateway). As can be seen, the last approach allows reducing the
amount of data transmitted to the Cloud the most effectively. However, data
transmission when changing performed activity is also quite effective.

Fig. 7. Comparison between storage space consumed for three tested approaches –
when all data are transmitted to the Cloud with detection of danger in the Cloud
(All data), when data are transmitted only when the activity of the user changes with
detection of danger in the Cloud (State change), and when data are transmitted only
when we detect possible dangerous situation with detection of danger in the Edge IoT
device (Life endangered).



52 M. Go�losz and D. Mrozek

5 Conclusions

The increasing popularity of IoT poses new challenges related to the amount of
data that needs to be processed and stored. This work proposes a solution to
the problem of choosing the most efficient and economical way of storing large
amounts of data, by using a wearable smart band device and the Azure comput-
ing cloud. The stated problem is very common when it comes to IoT – a large
number of devices produce relatively small amounts of data, but send the data
over the network in short time intervals, which may lead to network congestion
and raises the challenges of Big Data in monitoring centers. Considering the
dynamic growth of the number of existing IoT devices and active users of smart
bands, limiting the frequency of data transfers and using the computing power
of client Edge devices seem to be an efficient way to decrease the storage space
needed to perform tasks, like detection of health dangers through classification
of data with machine learning models. Based on the Azure cloud pricing, it can
be stated that most of the costs of the database storage space consumed in the
scenario where a few thousands of IoT devices are connected to the Cloud at
the same time would come not from storing the data, but more than 90% of the
costs would flow from providing a sufficient number of concurrent transactions,
which is multiple times more expensive than storage space itself.

The results of our experiments show that selection or classification of data
on the Edge is an effective way of reducing the amount of data to be stored. As
long as processing the data takes short enough for an end-user to comfortably
use the product, the most efficient way would be processing all the data on the
client’s IoT device, periodically updating models used for classification.
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Abstract. Graph serialization is very important for the development
of graph-oriented applications. In particular, serialization methods are
fundamental in graph data management to support database exchange,
benchmarking of systems, and data visualization. This paper presents
YARS-PG, a data format for serializing property graphs. YARS-PG was
designed to be simple, extensible and platform independent, and to sup-
port all the features provided by the current database systems based on
the property graph data model.

Keywords: Serialization · Property graph · Graph database

1 Introduction

Data serialization is the process of converting data (obtained from a source sys-
tem) into a format that can be stored (in the same system) or transmitted (to a
target system), and reconstructed later. Data serialization methods are applied
in several situations [6,21,27], in particular when an ETL process is required (i.e.
when the data need to be extracted, transformed and loaded). Data serializa-
tion implies the definition of a data format with specific syntax and semantics.
XML and JSON are two popular data formats today [17,33]. In the context
of database management, data serialization is very relevant for several reasons:
it is fundamental to support the interoperability of heterogenous databases; it
allows automatic data processing; it facilitates database benchmarking as the
same data can be shared among systems; it facilitates the translation to other
data formats; it results in a simple backup method; other manipulation and
visualization tools can read the data.

In the last years, the massive generation of large amounts of graph data has
motivated the development of graph-oriented database system, most of them
designed to support property graphs (i.e. labeled directed graphs where nodes
and edges can have label-value properties) [11,24,31]. Although these systems
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are very similar, they show variations in the implementation of the features
presented by the property graph data model (as we will show in this paper).

The lack of a unique property graph data model directly influences the devel-
opment of other components, including query languages and serialization for-
mats. Although there are some graph data formats available (like GraphML or
DotML), there is no a standard one, and none of them is able to cover all the
features presented by the property graph data model.

In this paper we introduce YARS-PG, a data format to serialize property
graphs. YARS-PG was designed to satisfy functional and non functional require-
ments. The functional requirements are related to the intrinsic features of the
property graph data model. In this sense, YARS-PG is able to serialize property
graphs containing multi-labeled nodes, multi-labeled edges, directed and undi-
rected edges, mono-value and multi-value properties, and null values.

In terms of non functional requirements, we considered expressiveness, con-
ciseness and readability. Expressiveness implies the types of objects and rela-
tionships that a serialization is able to express (i.e. data models). In this sense,
YARS-PG allows to encode all the features presented by the property graph
model. Conciseness is related to the number of extra syntactic elements used by
the serialization. Note that such extra elements are required to parse the data in
the right way. In this sense, YARS-PG provides a simple syntax with a reduced
number of extra characters. Readability concerns the facilities to encode the
structure of the data. In this case, YARS-PG is inspired on the syntax used by
popular graph query languages (e.g. Cypher and Gremlin) to encode the struc-
ture of a property graph (i.e. nodes, edges and properties).

This article is organized as follow. First, we present a review of current graph
database systems, selecting those oriented to support property graphs (Sect. 2).
Next, we present a formal definition of the property graph data model, in such
a way that it is general enough to cover all the data modeling features provided
by a property graph (Subsect. 3.1). Such definition was used to compare cur-
rent database systems (Subsect. 3.2). Next, we propose YARS-PG as a general
and flexible format to serialize property graphs (Sect. 4). We present the syntax
of the format and provide a comparison with other graph-oriented serialization
formats (Sect. 5).

2 Review of Current Graph Database Systems

The current market of graph databases includes over 30 systems1, most of which
are designed to store and query property graphs. Table 1 shows a representative
group of systems supporting property graphs. Some systems were not included
for different reasons. We discard systems abandoned or no longer available, e.g.
FlockDB, and GlobalsDB. We remove systems not supporting property graphs,
e.g. HyperGraphDB, Graph Engine, Sqrrl, FaunaDB, and GRAKN.AI. We also
discard systems focused on RDF (including Dgraph, GraphDB, Blazegraph, and
Stardog). Other proposals are not strictly database systems, e.g. Giraph that is
a graph processing framework, and HGraphDB that is an abstract layer.

1 https://db-engines.com/en/ranking/graph+dbms.

https://db-engines.com/en/ranking/graph+dbms
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Table 1 shows general information about the selected graph database systems.
Specifically, we annotated the system’s name, license types, the programming
language that the system was implemented with, supported data models, and
existence of a query language. We found that the systems allow four types of
licenses: GNU GPL, Apache, GNU Affero General Public License (GNU AGPL)2

and Commercial. Most systems provide a commercial version, and some of them
provide an open source version. The most preferred programming language for
system implementation is Java, followed by C++, C, Scala and C#. Although the
selected systems are based on a graph-based data model, we found that other
abstractions are also supported (i.e. some systems are multi-model). Almost
every system supports a query language. The most commonly used is Gremlin,
followed by openCypher.

Table 1. General information about graph databases
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Neo4j • • • • •
Datastax • • • • •
OrientDB • • • • • • • •
ArangoDB • • • • • • •
JanusGraph • • • • •
Neptune • • •
TigerGraph • • • • •
InfiniteGraph • • •
InfoGrid • • •
Sparksee • • •
Memgraph • • •
VelocityDB • • • • •
AgenGraph • • • • • •
TinkerGraph • • • •
HGraphDB • • • •

3 The Property Graph Data Model

In the most general sense, a property graph is a directed labelled multigraph
with the special characteristic that each node or edge could maintain a set of
2 GNU AGPL is a free license based on the GNU GPL and it is considered for any

software that will commonly be run over a network.
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property-value pairs. The primary components of a property graph are nodes,
edges and properties. The secondary components are labels (for nodes, edges
and properties) and data types for property values.

The notion of property graph was introduced by Rodriguez and Neubauer
in [26]. It is possible to find variations in the basic definition [2,7,12,30], most
of them related to the support for multiple labels for nodes and edges, or the
occurrence of multivalue properties. In this section we provide a general defi-
nition which allows to exploit all the features of the property graph structure.
Such definition is used to analyze the features covered by current graph databases
systems.

3.1 Formal Definition of a Property Graph

Assume that L is an infinite set of labels (for nodes, edges and properties), and
V is an infinite set of values (atomic or complex). Given a set S, we assume that
P(S) is the power set of S, i.e. the set of all subsets of S, including the empty
set ∅ and S itself.

Definition 1. A property graph is a tuple G = (N,E, P, δ, λ, ρ, σ) where:

1. N is a finite set of nodes (also called vertices), E is a finite set of edges, and
P is a finite set of properties, satisfying that N ∩ E ∩ P = ∅;

2. δ : E → (N × N) is a total function that associates each edge in E with a
pair of nodes in N (i.e., δ is the usual incidence function in graph theory);

3. λ : (N ∪E) → P(L) is a total function that associates a node/edge with a set
of labels from L (i.e., λ is a labeling function for nodes and edges);

4. ρ : P → (L × V ) is a total function that associates each property with a pair
label-value;

5. σ : (N ∪E) → P(P ) is a total function that associates each node or edge with
a set of properties, satisfying that σ(o1) ∩ σ(o2) = ∅ for each pair of distinct
objects o1, o2 in the domain of σ.

According to the above definition: N , E and P have no elements in common;
given an edge e such that δ(e) = (n1, n2), we will say that n1 and n2 are the
“source node” and the “target node” of e respectively, i.e. the edges are directed;
nodes and edges could have zero or more labels; each property has a single label
and a single value (although it could be complex); nodes and edges could have
zero or many properties, and each property belongs to a unique node or edge.

Figure 1 shows a graphical representation of a property graph. Following our
formal definition, the example property graph will be described as follows:

N = {n1, n2, n3, n4, n5, n6}
E = {e1, e2, e3, e4, e5, e6}
P = {p1, p2, p3, p4, p5, p6, p7, p8, p9, p10, p11, p12,

p13, p14, p15, p16, p17, p18, p19, p20, p21, p22}
λ(n1) = {Author}, σ(n1) = {p1, p2}, ρ(p1) = (fname,“John”),
ρ(p2) = (lname,“Smith”)
λ(n2) = {Author}, σ(n2) = {p3, p4}, ρ(p3) = (fname,“Alice”),
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Fig. 1. Example of property graph representing bibliographic information

ρ(p4) = (lname,“Brown”)
λ(n3) = {Entry,InProceedings}, σ(n3) = {p5, p6, p7}, ρ(p6) = (numpages,10),
ρ(p5) = (title,“Serialization for...”), ρ(p7) = (keyword,“Graph database”),
λ(n4) = {Entry, Article}, σ(n4) = {p8, p9, p10, p11},
ρ(p8) = (title,“Property Graph...”), ρ(p9) = (numpages,10),
ρ(p10) = (keyword,“Query”), ρ(p11) = (keyword,“Graph”),
λ(n5) = {Proceedings}, σ(n5) = {p12, p13, p14}, ρ(p12) = (title,“BDAS”),
ρ(p13) = (year,2018), ρ(p14) = (month,“May”)
λ(n6) = {Journal}, σ(n6) = {p15, p16, p17}, ρ(p15) = (title,“J. DB”),
ρ(p16) = (year,2020), ρ(p17) = (vol,30)
δ(e1) = (n3, n1), λ(e1) = {has author}, σ(e1) = {p18}, ρ(p18) = (order,1)
δ(e2) = (n3, n2), λ(e2) = {has author}, σ(e2) = {p19}, ρ(p19) = (order,2)
δ(e3) = (n4, n2), λ(e3) = {has author}, σ(e3) = {p20}, ρ(p20) = (order,1)
δ(e4) = (n4, n3), λ(e4) = {cites}
δ(e5) = (n3, n5), λ(e5) = {booktitle}, σ(e5) = {p21},
ρ(p21) = (pages,“111–121”)
δ(e6) = (n4, n6), λ(e6) = {published in}, σ(e6) = {p22},
ρ(p22) = (pages,“222–232”)

3.2 Features of Current Property Graph Database Systems

Given the graph database systems presented in Sect. 2, we analyze their support
for the features of the property graph data model presented above. Table 2 shows
the results of our evaluation and are discussed below. We will use “some” to
denote that a feature is covered by less than 50% of the systems, and “most”
otherwise.

Node/Edge Labels. All the systems support labels for nodes and edges (zero,
one or more). Some systems support nodes without labels, but unlabeled edges
are not supported. Some systems support multiple labels for nodes, and just one
system for allow many labels for edges.
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Table 2. Property graph features supported by graph database systems.
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Neo4j • • • • • • •
Datastax • • • • • •
OrientDB • • • • • • • •
ArangoDB • • • • • • • •
JanusGraph • • • • • • • •
Amazon Neptune • • • • • • •
TigerGraph • • • • • •
InfiniteGraph • • • • • • • •
InfoGrid • • • • • • •
Sparksee • • • • • • • •
Memgraph • • • • • • • •
VelocityDB • • • • • • • •
AgensGraph • • • • • • • •
TinkerGraph • • • • • •
HGraphDB • • • • • • •

Edges. All the systems support directed edges. More than a half of the systems
allow undirected edges in an explicit way (recall that an undirected edge can
be simulated with two directed edges, but the opposite is not possible). Prac-
tically all the systems allow multiple edges between a pair of nodes (i.e. they
support multigraphs), and such edges could have the same label (i.e. the edges
are independent of the labels).

Properties. A property is a pair p = (l, v) where l is the property label (or
property name) and v is the property value. A property have a single and unique
label. Most systems support multivalue properties (e.g. emails for a person),
a feature supported in two possible ways: properties with the same label, or
properties with complex values (e.g. an array of strings). More than a half of
the systems allow the null value to support the explicit description of an empty
property3. The notion of duplicate property is not supported by current systems.

3 This feature must not be confused with the null values allowed in the query language
provided by the system.
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4 YARS-PG Serialization

In this section we describe YARS-PG, a serialization for property graphs inspired
in a serialization for RDF data called YARS [29] (we compare them in Sub-
sect. 5.1). A YARS-PG serialization contains node declarations and relationship
declaration (no order is required for them).

A node declaration begins with the object identifier (OID) of the node, fol-
lowed by a list of node labels (inside squared brackets), a colon, and the proper-
ties of the node (inside braces). A relationship declaration contains the OID of
the source node (inside parenthesis), a set of labels, a set of properties, and the
OID of the target node. Relationships can be directed (->) or undirected (-).
A relationship declaration is based on paths, following the syntax used in graph
query languages like PGQL [25], Cypher [22] and G-CORE [3]. YARS-PG allows
cyclic relationships and multiple relationships between the same pair of nodes.

A property is represented as a pair p : v, where p is the property label and v
the property value. A property value could be atomic (e.g. string, integer, float,
null, true, false) or complex (i.e. a list of atomic values).

The following example presents YARS-PG that is also showed in Fig. 1. The
example presents a graphical representation of a property graph that contains
bibliographic information. The node declarations are shown in lines 1–8. The
relationship declarations are shown in lines 9–15.

1 Author01[Author]:{fname:"John",lname:"Smith"}
2 Author02[Author]:{fname:"Alice",lname:"Brown"}
3 EI01[Entry:InProc]:{title:"Serialization for...",
4 numpages:10,keyword:"Graph database"}
5 EA01[Entry:Article]:{title:"Property Graph...",
6 numpages:10,keyword:["Query", "Graph"]}
7 Proc01[Proceedings]:{title:"BDAS",year:2018,month:"May"}
8 Jour01[Journal]:{title:"J. DB",year:2020,vol:30}
9

10 (EI01)-[has_author {order:1}]->(Author01)
11 (EI01)-[has_author {order:2}]->(Author02)
12 (EA01)-[has_author {order:1}]->(Author02)
13 (EA01)-[cites]->(EI01)
14 (EI01)-[booktitle {pages:"111-121"}]->(Proc01)
15 (EA01)-[published_in {pages:"222-232"}]->(Jour01)

The main railroad diagram of a node definition is presented in Fig. 2. A node
declaration beginswith identifier (ido). The next part is a node label (node label)
nested in square brackets. Node properties (prop) are located in curly brackets. A
parse tree of first two nodes are presented in Fig. 3. It has interior and leaf nodes.
Interior nodes (e.g. key, value) are non-terminal symbols. Leaf nodes (e.g. Author,
fname) are terminal symbols.

The main railroad diagram of a relationship declaration is presented in Fig. 4.
A relationship declaration begins with first identifier (ido) nested in round brack-
ets. The next part is a relationship label (relationship label) with relationship
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Fig. 2. Railroad diagram of a node declaration

Fig. 3. Parse tree fragment of first two lines in example

Fig. 4. Railroad diagram of directed relationship declaration

properties (prop). Properties begins and ends with curly brackets. The last ele-
ment is the second identifier (ido) nested in round brackets.

The entire YARS-PG grammar in ANTLR 4 [23] and also in EBNF notation4

has been made available in the GitHub repository [28]. We prepare three different
parsers of YARS-PG in Java [19], Python [20], and C# [18].

5 Related Work

5.1 YARS-PG Versus YARS

YARS-PG is based on YARS [29], a concise RDF serialization proposed to facil-
itate data exchange between RDF and property graph databases.

The following example presents a YARS serialization.

1 :rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
2 (a {value:<http://example.org/p#j>})
3 (b {value:<http://xmlns.com/foaf/0.1/Person>})
4 (a)-[:rdf:type]->(b)

4 https://www.w3.org/TR/REC-xml/#sec-notation.

https://www.w3.org/TR/REC-xml/#sec-notation
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YARS-PG and YARS are textual and path-based. There are three main dif-
ferences between YARS and YARS-PG. The first difference is the abandonment
of support for RDF prefixes (line 1 and line 4) because this abbreviations are
not useful for property graphs. The next one is the abandonment of support
for URI datatypes between the < and > characters (line 2 and line 3) because
property graphs do not have a special datatype for such references. The last
change concerns handling of properties in edges, which were not provided by the
mapping algorithm from RDF to YARS.

5.2 Graph Serialization Formats

In the property graphs field there are a few solutions for serializing graphs. It
may be divided into four groups: formats that use XML, formats that use JSON,
tabular-based serializations and text-based ones. Table 3 presents supporting
details of those serializations, namely: key-value pair support, multi-values sup-
port, support of null as a special marker, node multi-labels support, unique label
support, directed edges support, undirected edges support, multi-edges with the
same label support, unstructured data support, and supported types of formats
i.e. XML, JSON, textual, tabular.

The first group can be distinguished to GEXF [14], GraphML [9], DotML5,
DGML6 and GXL [16,32]. Graph Exchange XML Format (GEXF) is syntax for
describing complex networks structures, such as network nodes and edges, prop-
erties, hierarchies, and their associated data. It is dedicated for Gephi, which
is network analysis and visualization software. Unfortunately, GEXF does not
support multi-labels in nodes. Another serialization is GraphML. It supports
properties for nodes and edges, hierarchical graphs, sub-graphs, and hyperedges.
The advantage of this format is that it is widely adopted. However, the disad-
vantage, as in GEXF, is the lack of support for multi-labels and no grammar for
a null value.

Another XML-based serialization is Dot Markup Language (DotML). This
format is based on GraphViz DOT [10]. The disadvantage of this serialization
is the lack of support for properties. Yet another syntax is Directed Graph
Markup Language (DGML). This format supports cyclical and acyclic directed
graphs. Unfortunately, DGML does not cope with most of the features con-
sidered in Table 3. The last XML-based format is Graph Exchange Language
(GXL). It focuses on data interoperability between reverse engineering tools such
as parsers, analyzers and visualizers. In its syntax, it is similar to GraphML and
also has its disadvantages e.g. lack of support for multi-labels.

The second group are JSON-based serializations like GraphSON TinkerPop 27

and GraphSON TinkerPop 38. GraphSON is a part of TinkerPop – the open source
5 http://www.martin-loetzsch.de/DOTML/.
6 https://docs.microsoft.com/en-us/visualstudio/modeling/directed-graph-markup-

language-dgml-reference.
7 https://github.com/tinkerpop/blueprints/wiki/GraphSON-Reader-and-Writer-

Library.
8 http://tinkerpop.apache.org/docs/current/reference/#graphson-reader-writer.

http://www.martin-loetzsch.de/DOTML/
https://docs.microsoft.com/en-us/visualstudio/modeling/directed-graph-markup-language-dgml-reference
https://docs.microsoft.com/en-us/visualstudio/modeling/directed-graph-markup-language-dgml-reference
https://github.com/tinkerpop/blueprints/wiki/GraphSON-Reader-and-Writer-Library
https://github.com/tinkerpop/blueprints/wiki/GraphSON-Reader-and-Writer-Library
http://tinkerpop.apache.org/docs/current/reference/#graphson-reader-writer
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Table 3. Comparison of property graph serializations
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GEXF • • • • • • •
GDF ◦� • • ◦� •
GML • ◦� • ◦� • •
GraphML • ◦ •� • • • • •
Pajek NET • • • • •
GraphViz DOT • ◦ ◦� • • • • • •
UCINET DL • • • • • • •
Tulip TPL • • •
Netdraw VNA • ◦� • • • • •
DotML • • • • • •
S-Dot • • • • • •
GraphSON TP2 • • • • • •
GraphSON TP3 • ◦ • • • • • • •
DGML • • • • •
GXL • ◦ •� • • • • •
YARS-PG • • • • ◦ • • • • • •

� no grammar
� only global definition
� labels supported as properties
� only in the sense of identifiers

graph computing framework, which has its implementations for many databases.
The third version of serialization, in contrast to GraphSON TinkerPop 2 supports
multiple labels for nodes. However, these labels must be unique. GraphSON Tin-
kerPop 3 also brings partial support for the possibility of defining several values
for one key. Both versions support properties but do not support undirected edges.
GraphSON TinkerPop 3 is not backward compatible.

There are also a few tabular-based formats including GUESS GDF [1], Pajek
NET [5] and Netdraw VNA9. The first one is based on comma-separated val-
ues (CSV) [13] file format. GDF serialization is known from GUESS tool used
to explore and visualize graphs. Blocks of declaration of vertices and edges are
separated from each other. The format has rather basic capabilities and does
not support properties or multiple values. Another tabular-based serialization is

9 http://www.analytictech.com/Netdraw/NetdrawGuide.doc.

http://www.analytictech.com/Netdraw/NetdrawGuide.doc
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Pajek NET. Serialization allows multiple labels for nodes and undirected edges,
but unfortunately, does not support properties. Netdraw VNA, unlike the pre-
viously discussed serializations from this group, allows for properties and has
support for multiple edges with the same label. Additionally, labels in nodes
must be unique. In this serialization, similarly to NET Pajek, the values in
columns are separated by spaces. Unfortunately, serialization does not allow for
several values for one key, as well as multiple labels for one node.

The last group is text-based syntaxes. This group includes GML [15],
GraphViz DOT [10], UCINET DL [8], Tulip TLP [4], and S-Dot10. Graph Mod-
elling Language (GML) is a simple structure based on nested key-values lists. The
purpose of the structure was to provide flexibility as a universal format. Unfor-
tunately, GML does not support multi-values. Another serialization is Graphviz
DOT. This syntax is used in various fields. The format allows to collect data,
but also to stylize the graph. The disadvantage of serialization is the lack of
multigraph support. Yet another syntax is UCINET DL. This format based on
matrixes and lists. The disadvantage of this serialization is the inability to use
multi-value. The next syntax is Tulip TLP. This format has structure based on
round brackets. The serialization allows to collect data, but also to stylize the
graph. The last serialization belonging to textual group is S-Dot. This format
is based on GraphViz DOT and on similar serialization DotML. Unfortunately,
this format does not support properties.

Comparing the above serializations to YARS-PG, we can see that almost all
features, listed in Table 3, are supported. The example in Sect. 4 shows key-value
pairs in nodes (e.g. line 1) and in edges (e.g. line 11). This example also presents
directed edges in lines 10–15, and multiple properties in line 6. Our proposal
allows to use the same name of labels but the parser treats it as the same label.

6 Conclusions

This paper presents YARS-PG, a data serialization format for property graphs
which is simple, extensible, and platform independent. YARS-PG supports all
the features allowed by the current database systems based on the property graph
data model, and can be adapted in the future to work with various database
systems, visualization software and other graph-oriented tools.

The future work will focus on providing a binary and a compact version of
this serialization, which will be faster and will make the serialization a good
format for storing and sharing on the Web.
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Abstract. This paper presents the evaluation of key-value stores and
corresponding algorithms with regard to the implementation of dis-
tributed locking mechanisms. Research focuses on the comparison
between four types of key-value stores, etcd, Consul, Zookeeper, and
Redis. For each selected store, the underlying implementation of lock-
ing mechanisms was described and evaluated with regard to satisfying
safety, deadlock-free, and fault tolerance properties. For the purposes of
performance testing, a small application supporting all of the key-value
stores was developed. The application uses all of the selected solutions to
perform computation while ensuring that a particular resource is locked
during that operation. The aim of the conducted experiments was to eval-
uate selected solutions based on performance and properties that they
hold, in the context of using them as a base for building a distributed
locking system.
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Amazon Web Services · Python · Distributed locks

1 Introduction

The requirement of mutual exclusion in concurrent processing was identified over
50 years ago in paper [9] by Edsger Dijkstra. At present, most of the operating
systems implement primitives that can be used to satisfy that requirement on a
single machine, however, the dynamic growth of distributed computer systems in
areas like artificial intelligence, data warehousing, and processing requires us to
solve the locking problem in distributed systems in a reliable and fault-tolerant
manner. Algorithms, like Paxos [22], Raft [25] or Zab [15] and their corresponding
safety and liveness properties enabled and inspired implementation of consistent
key-value stores like etcd [10], Consul [6] and Zookeeper [14], which can be used
as a base for building distributed locking solutions; all of them offering primitives
that make building such systems easier. Figure 1 shows the interaction between
distributed locking service and two separate clients. Firstly, Client 1 acquires
the lock and during a period of time when that lock is held, requests from Client
c© Springer Nature Switzerland AG 2019
S. Kozielski et al. (Eds.): BDAS 2019, CCIS 1018, pp. 70–81, 2019.
https://doi.org/10.1007/978-3-030-19093-4_6
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Fig. 1. Interaction with lock service by two clients

2 to acquire lock will fail. After the lock is released by Client 1, Client 2 can
successfully acquire distributed lock.

When evaluating distributed locking mechanisms, depending on a use case
and correctness requirements, it is very important to determine, if the mechanism
satisfies some or all of the following properties:

– Safety – property that satisfies the requirement of mutual exclusion, ensuring
that only one client can acquire and hold the lock at any given moment.

– Deadlock-free – property that ensures that, eventually, it will be possible to
acquire and hold a lock, even if the client currently holding the lock becomes
unavailable.

– Fault tolerance – property ensuring that as long as the majority of the nodes
of the underlying distributed locking mechanism are available, it is possible
to acquire, hold, and release locks.

Deadlock-free and fault tolerance can be also summed up as one, liveness
property.

The aim of the research presented in the paper is to evaluate and compare
key-value stores with corresponding algorithms in regard to available mecha-
nisms that can be used for performing distributed locking. For the purposes of
testing, four solutions were selected, etcd, Redis [26] with Redlock [28], Consul
and Zookeeper. Selection of the key value stores was made based on the proper-
ties of their underlying algorithms like Raft and Zab as well as their popularity
and widespread adoption. All proposed services were evaluated based on per-
formance, their safety, deadlock-free and fault tolerance properties as well as on
ease-of-use both in client applications and in setting up infrastructure needed for
them to run in a fault tolerant manner. As a base for research, a small Python
3.7 application was developed, that is able to perform distributed locking with
all of the mentioned solutions.
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2 Related Works

In the literature, there is few research concerning the comparison of key-value
stores performance. In the research [23], Gyu-Ho Lee is comparing key write
performance of Zookeeper, etcd, and Consul working in three-node clusters. The
author is measuring performance with regards to disk bandwidth, network traffic,
CPU utilization as well as memory usage. The author concludes the research with
claims that etcd offers better throughput and average latency while using less
memory than other solutions. However, it is also noted that Zookeeper offers the
lowest minimal latency, at the cost of potential higher average latency.

Patrick Hunt in his analysis [12] evaluates Zookeeper server latency under
varying loads and configurations, which included operations like creating perma-
nent znodes1, setting, getting and deleting znodes, as well as creating ephemeral
znodes and performing znodes watches. He observed that for a standalone server,
additional cores (testing was performed with 1, 2 and 4 CPUs) did not provide
significant performance gains. He also observed that in general, Zookeeper is able
to handle more operations per second with a higher number of clients (around
4 times more operations per second between 1 and 10 clients).

Redis documentation [27] offers a detailed performance tests. It also high-
lights factors that are critical for Redis performance, such as significantly worse
performance while running on a virtual machine compared to running without
virtualization on the same set of hardware. It also notes that due to single-
threaded nature of Redis, it performs much better on CPUs with larger caches
and fewer cores, such as Intel Sandy Bridge CPUs, which perform up to 50%
better in comparison to corresponding AMD Opteron CPUs.

The liveness and safety properties of Raft were presented in paper [25] by
Diego Ongaro, where the same properties of Zab, the algorithm underpinning
Zookeeper, were presented [15] by Junqueira, Reed and Serafini. Redlock was
developed and described by Salvatore Sanfilippo, however safety property was
later disputed by Martin Kleppmann, which presented in his article [19], that
under certain conditions, the safety property of Redlock might not hold, sug-
gesting that Redlock might not be the most optimal solution where correctness
is the main objective.

In his paper [4], Mike Burrows from Google described an architecture for
Chubby, lock service for distributed systems. One of the important decisions
made by the team developing Chubby was to create a separate service, instead
of a library, motivating that decision by the easier implementation for clients
(in comparison to integrating consensus protocol into the applications). Chubby
uses Paxos as an underlying consensus mechanism, ensuring safety property.

Kyle Kingsbury in his works [17,18] evaluated etcd, Consul and Zookeeper
with Jepsen [13], the framework for distributed system verification. During ver-
ification, it was revealed that Zookeeper is able to preserve linearizability in the
presence of network partition and leader election. The same did not hold true for

1 Zookeeper uses a hierarchical namespace, where every node is called znode.
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Consul and etcd, which experienced stale reads2. This research prompted main-
tainers of both etcd and Consul to provide mechanisms that enforce consistent
reads.

While there are a few research works focusing on certain aspects like perfor-
mance or correctness of the selected solutions, none of them provides a detailed
comparison of them in the context of using them as a building block of a dis-
tributed locking system.

3 Key-Value Stores

Key-value stores, also commonly called key-value databases, are certain type of
NoSQL [29] databases, which employ, unlike established SQL databases, schema-
less data model. As the name suggests, stored data is represented in form of
key-value pairs, where values can be arbitrary binary objects, which makes it
the most flexible data store from application perspective. Thanks to the simple
structure, key-value stores like Redis can offer very high performance in com-
parison to traditional SQL databases as well as other types of NoSQL databases
[16]. For purposes of this research, the most interesting key-value stores are those
that offer strict data consistency and high availability (falling into CP of CAP
theorem presented by Brewer [3]) which in combination with performance, can
serve as a solid base for building fast and responsive distributed locking mecha-
nisms. Out of the existing stores, four were selected: etcd, Consul, Zookeeper, and
Redis, based on their wide-spread usage (in Hadoop ecosystem [11], Kubernetes
[20], Nomad [24]), properties of underlying consensus algorithms and ease-of-use.

3.1 Etcd

Etcd is an open source, distributed key-value store written in Go, currently
developed under Cloud Native Computing Foundation [5]. It uses the Raft con-
sensus algorithm for management of highly available replicated log, being able
to tolerate node failures, including the failure of the leader. In addition, it offers
dynamic cluster membership reconfiguration. Etcd enables distributed coordina-
tion by implementing primitives for distributed locking, write barriers and leader
election. It uses persistent, multi-version, concurrency-control data model. Client
libraries in languages like Go, Python, Java, and others are available, as well as
command-line client “etcdctl”.

3.2 Consul

Consul is an open source, distributed key-value store written in Go, developed
by Hashicorp. In addition to being a consistent key-value store, Consul can be
used for health checking, service discovery or as a source of TLS certificates for

2 Stale read is a read operation that fetches result which does not reflect all updates
to the given value.
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providing secure connections between services in a system. It also has support
for multiple data centers, with a separate Consul cluster in each data center.
Similarly to etcd, it uses the Raft consensus algorithm for managing replicated
log and also can be used for distributed coordination with sessions mechanism
enabling distributed locks. In addition, Consul offers several consistency modes
for reads, depending on the application needs. Consul nodes can be either servers
or clients with only servers taking part in Raft consensus protocol. Clients use
the Gossip protocol to communicate with each other.

3.3 Zookeeper

Zookeeper is an open source, highly available coordination system, written in
Java. Initially developed at Yahoo, currently is a project maintained by Apache
Software Foundation [2]. Zookeeper uses the Zab atomic broadcast protocol.
Nodes store data in a form of a hierarchical namespace, resembling file system,
where each node in Zookeeper’s tree is called a znode. Zookeeper’s main use
cases are leader election, group membership, a configuration store, distributed
locking and priority queues. While not being strictly a key-value store, it can be
also used and qualified as such for purposes of this research. Zookeeper’s Java
client library, Apache Curator, offers high-level API with implemented recipes
for elections, locks, barriers, counters, caches, and queues. Similar recipes are
also available as a part of the Python client library, kazoo.

3.4 Redis

Redis is an open source, in-memory key-value database, that offers optional dura-
bility. It was developed by Salvatore Sanfilippo and is written in ANSI C. Redis
offers support for data structures such as lists, sets, sorted sets, maps, strings,
hyperloglogs, bitmaps, and streams. Redis exhibits very high performance in
comparison to other database offerings [16]. According to the DB-Engines rank-
ing [8], it is the most popular key-value database. While mostly used for caching,
queuing and Pub/Sub, it can also be used, in combination with the Redlock, as
a base for building distributed locking mechanism.

4 Environment and Implementation

For the purposes of testing, a small Python 3.7 application was developed, that
can use each of the stores presented in the previous chapter to acquire distributed
lock, simulate a short computation that requires the lock to be held, and release
the lock afterwards. In addition, it measures the time taken to acquire a dis-
tributed lock. Consul, etcd, and Zookeeper were tested as 3-node clusters, using
configuration presented on Fig. 2. The whole needed infrastructure was deployed
in Amazon Web Services cloud offering as EC2 instances, each of which has
been provisioned in different availability zone in the same geographical region,
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eu-central-1, to ensure fault tolerance of a single availability zone., while main-
taining latency between cluster instances in sub-milliseconds range. All instances
(including the client node) are of type “t2.medium”, which have the following
specification:

– OS - Amazon Linux 2 [1]
– AMI3 ID - ami-0cfbf4f6db41068ac
– CPU - 2 vCPUs of 3.3 GHz Intel Scalable Processor
– 4 GiB of RAM
– 8 GiB of EBS4 SSD storage

Fig. 2. Environment configuration diagram for etcd, Consul and Zookeeper

Redis has been deployed in a similar environment, however the usage of the
Redlock locking algorithm required to use 3 standalone Redis nodes instead of
having 3-nodes cluster. Configuration is presented on Fig. 3.

4.1 Etcd Implementation and Configuration

To build an etcd cluster, the etcd in version 3.3.9 was used, compiled with
Go language with version 1.10.3. The cluster was configured to ensure sequen-
tial consistency model [21], which satisfies the safety property of the solution.
To communicate with the cluster, the client application used the python-etcd3
library, which implements locks using the atomic compare-and-swap mechanism,

3 Amazon Machine Images, image that is used to create virtual machines using Ama-
zon Elastic Compute Cloud.

4 Elastic Block Storage, persistent block storage offering from Amazon Web Services.
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Fig. 3. Environment configuration diagram for Redis

that checks if the given key is already set and if not, atomically sets it to a given
value, thus acquiring the lock. If the key is already set, that means the lock
is already acquired. To ensure deadlock-free property, the TTL (Time-To-Live)
for a lock is set, which releases the lock, if the lock-holding client crashes or is
network partitioned away. Thanks to the underlying Raft consensus algorithm,
fault tolerance property is also satisfied. It is worth noting that etcd from version
3.2.0 supports native Lock and Unlock RPC methods, however, python-etcd3 as
of yet does not support those methods.

4.2 Consul Implementation

Consul cluster was assembled using version 1.4.0, compiled with Go 1.11.1 and
configured with “consistent” consistency mode [7], ensuring the safety of the
underlying Raft protocol. Usage of the Raft consensus protocol also ensures
that fault tolerance property is satisfied. Application acquires locks by using the
consul-lock Python library, which implements locks using sessions mechanism
with the check-and-set operation. According to the Consul documentation [6],
depending on the selected health checking mechanism, either safety or liveness
property may be sacrificed. The selected implementation uses only session TTL
health check, which guarantees that both properties hold, however, it’s worth
noting that TTL is applied at the session level, not on specific lock and session
timeout either deletes or releases all locks related to the session.

4.3 Zookeeper Implementation

Zookeeper cluster was build using version 3.4.13, running on Java 1.7, with Open-
JDK Runtime Environment. Thanks to the Zab protocol properties, safety and
fault tolerance requirements are satisfied. To implement application interacting
with the Zookeeper cluster, the Python kazoo library with lock recipe was used.
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This implementation takes advantage of Zookeeper’s ephemeral and sequential
znodes. On lock acquire, a client creates znode with ephemeral and sequential
flag and checks, if sequence number of that znode is the lowest, and if that is
true, the lock is acquired. In opposite situation, client can watch the znode and
be notified when the lock is released so it can once again try to acquire the lock.
Thanks to usage of ephemeral znodes, we can achieve deadlock-free property,
because if the client holding lock becomes unavailable, the ephemeral node will
be destroyed resulting in release of the lock.

4.4 Redis with Redlock Implementation

The last solution is build on top of 3 standalone Redis nodes with version 5.0.3.
The application implementing locking mechanisms is using the Redlock algo-
rithm, provided by the Python redlock library. The Redlock algorithm works by
sequentially trying to acquire lock on all independent Redis instances and the
lock is acquired when it was successfully acquired on majority of the nodes. Spe-
cific details of Redlock algorithm are presented in [28]. Thanks to the requirement
to lock on the majority of the nodes before considering the lock to be acquired,
safety property is satisfied. Similarly to the other solutions, the deadlock-free
property is satisfied based on lock timeouts. Fault tolerance is satisfied as well,
by tolerating up to (N/2) - 1 failures of the independent Redis nodes. It is worth
noting, that under specific circumstances, described by Martin Kleppmann in
his article [19], it is possible for the Redlock to lose the safety property, making
it not suitable for applications in which correctness cannot be sacrificed under
any circumstances.

4.5 Implementations Summary

In this chapter, we described the implementation and configuration details
related to all selected solutions. In cases of Zookeeper, etcd and Consul, the
safety, deadlock-free and fault tolerance properties are satisfied thanks to selected
cluster configurations, their mechanisms like sessions for Consul and ephemeral
nodes for Zookeeper, as well as their underlying algorithms like Raft and Zab. In
the case of Redis, the deadlock-free property is satisfied thanks to the selected
Redlock algorithm and the size of the cluster used for experiments allows for fail-
ure of one node, hence satisfying the fault tolerance property. The safety property
for Redlock is not always satisfied, which was described by Martin Kleppmann in
his analysis [19]. In the next chapter, we focused on the performance evaluation
of all selected solutions.

5 Performance Experiments

To evaluate the performance of the selected solutions, we performed several
experiments. Firstly, we conducted the experiment to evaluate the behavior of
all solutions for a workload where multiple processes have to acquire distributed
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locks on various resources, but where we do not experience the clients competing
for a particular lock. In this step, for each service, we simulated concurrent traffic
from 1, 3, and 5 different processes that are trying to acquire locks on different
lock keys, with each simulation lasting 2 min. Secondly, we ran a simulation to
evaluate the behavior of selected solutions for a workload, where we experience
high contention over a particular lock key, with multiple processes trying to
acquire the same lock simultaneously. In this step, once again, we simulated
concurrent traffic from 1, 3, and 5 different client applications, but this time, all of
them tried to acquire the same lock key. Based on the results of the simulations,
we examined metrics related to lock acquire time for each configuration and
evaluated all of the solutions with regard to expected workload patterns and
requirements.

5.1 Acquiring Different Lock Keys

In the first simulation, we evaluated the locking of different lock keys. Obtained
results are presented in Table 1. For the etcd, we observe that with an increasing
number of client processes, the average lock acquire time is also increasing, which
is similar for Consul and Zookeeper as well. For Redis, we see very small changes
in the average lock time, with the average time for 5 processes being even lower
than for 3 processes. Redis also has the lowest average lock acquire time from
all of the tested solutions, with 1.3 ms for 5 processes, Zookeeper is next with
5.9 ms after that is etcd with 7.68 ms and Consul at the end with 16.52 ms.
Maximum lock acquires time, the 90th percentile of lock acquire time, and the
99th percentile of lock acquire time were also tested, to evaluate the stability
of expected lock acquire time. In all tested solutions with 5 processes, the 90th
percentile was about 20% higher than average time, however, while for etcd,
Consul and Zookeeper 99th percentile was about 2 times higher than the average,
for Redis we observed 4 times higher value of the 99th percentile in comparison
to the average time. However, even with that change, the 99th percentile of lock
acquire time of Redis was still almost 2 times smaller than those of other tested
solutions.

Table 1. Summary of results for different keys simulations

etcd Consul Zookeeper Redis

No. of proc. 1 3 5 1 3 5 1 3 5 1 3 5

Avg (ms) 4.91 6.8 7.68 11.7 13.6 16.52 3.64 4.53 5.9 1.2 1.36 1.3

Median (ms) 4.66 6.49 7.33 11.5 13.12 16.01 3.41 4.4 5.74 1.12 1.26 1.25

Min (ms) 3.99 4.43 4.19 10.5 10.42 10.38 2.86 2.79 2.76 0.95 0.97 0.98

Max (ms) 20.97 21.75 28.43 28.3 45.38 119.71 36.64 15.35 19.98 12.82 14.13 9.42

90p (ms) 5.51 8.32 9.31 12.42 16.09 20.29 4.3 5.97 7.4 1.32 1.56 1.49

99p (ms) 9.38 13.41 16.1 15.09 19.74 25.07 7.49 7.65 9.97 2.93 3.37 5.07
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5.2 Contesting over the Same Lock Keys

In the second simulation, we tested the behavior of locking applications that
were contesting over the same lock key. Results gathered during the simulation
are presented in Table 2. While inspecting the average lock acquire time, we
observed a general trend of increasing time with more client processes for all
tested solutions. It is, however, worth noting, that while for etcd, Consul and
Zookeper changes in average lock time between 1, 3 and 5 processes are relatively
small, for Redis we observe 3 times increase while changing from 1 to 3 processes
and almost 5 times increase for 5 processes. Even with that behavior, Redis still
has the lowest average lock time among all tested solutions, but only 0.24 ms
lower (for 5 concurrent processes) than Zookeeper. Results of the maximum,
the 90th percentile and the 99th percentile of the lock acquire time reveal that
Redis-based solution is prone to having instances of very high lock acquire times.
While the 90th percentile is very small (1.32 ms), the 99th percentile is over 200
ms with maximum lock acquire time being 411.2 ms. All other solutions do not
exhibit such anomalies, all having the 99th percentile for 5 processes roughly 2
times higher than average lock acquire time. The best performing solution based
on that metric is Zookeeper, with 7.49 ms and 10.17 ms of the 99th percentile
for 3 and 5 processes, respectively.

Table 2. Summary of results for the same keys simulations

etcd Consul Zookeeper Redis

No. of proc. 1 3 5 1 3 5 1 3 5 1 3 5

Avg (ms) 4.91 6.98 7.6 11.7 13.84 16.36 3.64 4.82 5.94 1.2 3.78 5.7

Median (ms) 4.66 6.48 7.22 11.5 13.49 15.89 3.41 4.65 5.79 1.12 1.15 1.1

Min (ms) 3.99 4.23 4.16 10.5 10.62 10.18 2.86 2.84 3.07 0.95 0.96 0.93

Max (ms) 20.97 38.7 47.13 28.3 151.96 95.05 36.64 20.93 19.98 12.82 414.52 411.2

90p (ms) 5.51 8.5 9.16 12.42 16 20.85 4.3 6.3 7.4 1.32 1.3 1.3

99p (ms) 9.38 14.14 16.79 15.09 20.1 26.25 7.49 8.9 10.17 2.93 5.07 203.87

5.3 Results Summary

Comparing results from both simulations, we can observe that for the etcd,
Zookeeper and Consul there is little difference in performance between situa-
tions where client processes are contesting over the same key or are concurrently
acquiring different lock keys. The same does not hold for Redis, which exhibits
stable and the best performance of all tested solutions in case of clients accessing
different lock keys, while being unstable with workload involving multiple clients
contesting over the same key, having the 99th percentile for 5 processes as high
as 203.87 ms, over 10 times more than other tested solutions. Considering both
workloads, the most performing solution is Zookeeper, which in worst case sce-
nario (5 processes, different lock keys) offers average lock time of 5.94 ms, with
the maximum of 19.98 ms, the 90th percentile of 7.4 and the 99th percentile of
10.17 ms. It is worth noting that if upper lock time bound is not essential for
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the given application, then the best performing solution is Redis, which for the
same workload offers the 90th percentile lock acquire time of 1.3 ms.

6 Concluding Remarks

The aim of this research was to implement and compare distributed locking
applications built on top of selected key-values stores. To evaluate the perfor-
mance of selected solutions, an application supporting distributed locking was
developed. We believe that experiments and analysis of the results presented in
this paper complement performance comparisons presented in [23], as well as
analysis of safety and correctness by Kyle Kingsbury [17,18] and Martin Klepp-
mann [19] to serve as a comprehensive guide to selecting the base for building
distributed locking systems.

All solutions were also evaluated based on ease-of-use both from the infras-
tructure and implementation perspective. When it comes to setting up infras-
tructure, Redis with Redlock is the easiest to setup, because all nodes are inde-
pendent and can be easily replaced. For Zookeeper, Consul and etcd, it is slightly
more complicated, because all nodes have to form a cluster communicating with
each other. Zookeeper, prior to version 3.5.0 also does not offer cluster mem-
bership changes without restarting nodes. All solutions have easy to use Python
client libraries, however, Zookeeper’s kazoo with corresponding recipes is the
most mature and robust client library.

The second axis on which the comparison was performed is related to safety,
deadlock-free and fault tolerance properties. Zookeeper, etcd and Consul with
correct configurations satisfy all considered properties, making them suitable for
applications for which those properties are a strict requirement. Redis with Red-
lock satisfy both deadlock-free and fault tolerance properties, however, under
some circumstances, safety property might be sacrificed, which makes it a ques-
tionable choice for cases where safety and correctness is a top priority.

The third and final comparison of all solutions was based on metrics related
to lock acquire time. It was observed that for workload patterns where we do
not observe high contention over the same lock key, Redis is the best performing
solution, however with the growing number of concurrent processes trying to
acquire the same lock key, Redis performance deteriorates and we observe cases in
which worst-case lock acquire time is 10 to 20 times higher than other solutions.
For workloads with such patterns and for which worst-case scenario performance
is critical, Zookeeper emerged as the most suitable solution.
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Abstract. Integrity constraints (ICs) are semantic conditions that a
database should satisfy in order to be in a consistent state. Typically,
ICs are declared with the database schema and enforced by the database
management system (DBMS). However, in practice, ICs may not be
specified to the DBMS along with the schema, this is considered a bad
database design and may lead to many problems such as inconsistency
and anomalies. In this paper, we present a method to identify and repair
missing referential integrity constraints (foreign keys). Our method com-
prises three steps of verification of candidate foreign keys: data-based,
model-based, and brute-force.

Keywords: Relational databases · Integrity constraints · SQL ·
Validation · Verification

1 Introduction

Integrity constraints capture an important aspect of every database application.
They are semantic conditions that a database should satisfy in order to be an
appropriate model of reality [6]. There are several types of integrity constraints
including: primary keys, functional dependencies, and referential integrity con-
straints (known as foreign keys). These constraints are derived from the seman-
tics of the data and of the miniworld it represents. It is the responsibility of
the database designers to identify integrity constraints during database design.
Some constraints can be specified to the DBMS and automatically enforced [13].
A common assumption in data management is that databases can be kept con-
sistent, that is, satisfying certain desirable integrity constraints. In practice, and
for many reasons1, a database may not satisfy those integrity constraints, and
for that reason it is said to be inconsistent.

Inconsistency is an undesirable property for a database. Therefore, as a
database is subject to updates, it should be kept consistent. This goal can be
achieved in several ways. One of them consists in declaring the ICs together with
the schema, thus, the DBMS will take care of keeping the database consistent,

1 For example, when merging data from different sources.
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by rejecting transactions that may lead to a violation of the ICs [6]. Another
possibility is the use of triggers or active rules that are created by the user and
stored in the database. They react to updates of the database by notifying a vio-
lation of an IC, rejecting a violating update, or compensating the update with
additional updates that restore consistency. Another common alternative con-
sists of keeping the ICs satisfied through the application programs that access
and modify the database, i.e., from the transactional side. However, the cor-
rectness of triggers or application programs with respect to ensuring database
consistency is not guaranteed by the DBMS.

In practice, for many reasons, integrity constraints are not specified to the
DBMS along with the database schema. In particular, foreign keys could be
missing because of (1) lack of support for checking foreign key constraints in
the host system, (2) fear that checking such constraints would impede database
performance, or (3) lack of database knowledge within the development team.
Absence of integrity constraints specification could be considered a bad database
design and may lead to many problems such as inconsistency, and anomalies.
Anomalies may cause redundancy (during insertion or modification), accidental
loss of information (during deletion), waste of storage space, and generation of
invalid and spurious data during joins on base relations with matched attributes
that may not represent a proper (foreign key, primary key) relationship.

In this paper, we address the problem of absence of referential integrity con-
straints specification, that is, when integrity constraints are not specified to the
DBMS. We present a method to identify and repair missing foreign keys in a rela-
tional database. In this method, we first identify candidate foreign keys, then
we conduct a thorough validation process of those candidates. The validation
process comprises three types of verification, namely: data-based, model-based
and brute-force verification. The objective of this process is to find valid foreign
keys such that they are then specified to, and enforced by the DBMS.

The paper is organized as follows. Section 2 reviews related works. We present
some preliminaries and the problem definition in Sect. 3. Then, we give an
overview of the solution in Sect. 4 where we discuss identification and valida-
tion of candidate foreign keys. Then, we present the three verification steps:
data-based (Sect. 5), brute-force (Sect. 6), and model-based (Sect. 7).

2 Related Work

A considerable amount of research has been done in the area of repairing incon-
sistent databases. Some works focused on data cleaning techniques to cleanse the
database from data that participates in the violation of the ICs (see [20] for an
overview). Other works have addressed the problem of Consistent Query Answer-
ing (CQA), that is, computing consistent answers over inconsistent database (see
[2,5,9,10,22]). Such works rely on the notion of database repair, which is a new
database instance that is consistent with respect to the ICs, and minimally differs
from the inconsistent database at hand. Some of these works are implemented in
prototypes systems, such as Hippo [12], and ConQuer [14]. However, these works
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assume that the integrity constraints are correctly specified; and the problem is
in the data. In contrast, in our work, we assume that the integrity constraints
are not correctly specified to the DBMS. We focus on identifying and repairing
missing referential integrity constraints.

Another related area is the discovery of inclusion dependencies in a given
database. Many papers have been addressed approximate and exact discovery of
inclusion dependencies [15,21,23], and different discovery strategies have been
proposed, based on inverted indices [17], sort-merge joins [4], and distributed
data aggregation [16]. Research has also devised algorithms for exact discov-
ery of n-ary inclusion dependencies, such as Mind [17] and Binder [19], and
for approximate discovery, such as Faida [15]. These works assume data to be
complete or consistent, hence proposed discovery methods are mainly based on
data.

What distinguish our present work is that we address a two-fold problem.
First, foreign keys are missing, therefore their discovery is needed. Second,
data itself is not assumed to be consistent or complete, therefore repairing the
database instance is also needed. Thus, our proposed solution combines repairing
the database schema (specifying valid foreign keys), and repairing the database
instance (removing dangling values, when necessary).

In literature, various kinds of repair semantics have been proposed, based on
database operations used, and the type of constraints/dependencies. For inclu-
sion dependencies, three types of repairs are possible in general:

1. Tuple-insertion-based repairs [8] – New tuples are inserted in order to satisfy
violated constraints. This repair semantics is applied when the database at
hand is considered to be incomplete and is then completed via additional tuple
insertions. Repairing inclusion dependencies with tuple-insertion requires that
values have to be invented for them. This leads to possibly infinitely many
repairs. Moreover, value inventions are in general non-deterministic, and com-
plex to handle [6]; and they can lead to the undecidability of consistent query
answering [8].

2. Tuple-deletion-based repairs [11] – Tuples that violate constraints are deleted.
This class of repairs assume that the database instance at hand is closed, and
no insertions of new tuples are accepted [6], therefore integrity-restoration
actions are limited to tuple deletions. A good reason for adopting this kind
of repair semantics is that, when we insert tuples to enforce inclusion depen-
dencies, we may have to invent data values for the inserted tuples.

3. Null-insertion based repairs [7,18] – Under this repair semantics, inclusion
dependencies are repaired by insertions of null values to restore consistency.
Null values can also be used for value invention as required by tuple-insertion-
based repairs of referential ICs.

In this present paper, we adopt tuple-deletion-based repairs in the first place,
but we also consider null-insertion-based repairs are possible and valid in our
case study. However, we do not address tuple-insertion repairs as we assume the
database instance is closed, in the sense that no insertions of new tuples are
allowed, because they require value invention.



On Repairing Referential Integrity Constraints 85

3 Preliminaries and Problem Definition

In relational databases, referential integrity is a property of data stating that
references within it are valid. It requires every value of one attribute of a
relation to exist as a value of another attribute in a different (or the same)
relation. Formally, referential integrity constraints are expressed in terms of
inclusion dependencies [1]. Let R be a relation schema and X = A1, · · · , An

a sequence of attributes (possibly with repeats) from R. For an instance I of
R, the projection of I onto the sequence X, denoted I[X], is the n-ary relation
I[X] = {〈t(A1), · · · , t(An)〉 | t ∈ I}.

Let R be a relational schema. An inclusion dependency (IND) over R is
an expression of the form σ

.= R[A1, ..., Am] ⊆ S[B1, ..., Bm] where: R, and S
are (possibly identical) relation names in R, A1, ..., Am is a sequence of dis-
tinct attributes of R, and B1, ..., Bm is a sequence of distinct attributes of
S. An instance I of R satisfies σ, denoted I |= σ, if I (R)[A1, ..., Am] ⊆
I (S)[B1, ..., Bm]. The left-hand side of an IND is referred to as dependent
attribute(s) and the right-hand side as referenced attribute(s) [19]. Both of these
attribute sequences must be of the same size m. An IND is said to be unary if
m = 1, otherwise it is n-ary. Notice that we do not consider any semantics for
null values as they do not contribute to INDs: we simply ignore them.

In this study, we have a relational database that has a large number of
tables. This database is poorly designed and suffers from several design problems.
However, it is running and a complex application operates on top of it, thus a
redesign from scratch is not possible. Our task is to repair the database and
get rid of the design issues. Given a relational database that is accessed by
an application program, and has a large number of tables; assume the following:
(1) all tables have primary keys (declared with the schema), (2) most of tables do
not have declared foreign keys, (3) some tables have data records while others
do not, (4) all data records are identified using universally unique identifiers
(UUID); the problem is to identify missing foreign keys and declare them in the
database schema such that the integrity constraints are enforced by the DBMS.

Actually, in our case-study, the reasons of inconsistency were mainly the
lack of database knowledge within the development team, and inappropriate use
of ORM (Object-Relational Mapping) technique [3]. As consequence, integrity
constraints were enforced by the application code only, without DBMS support;
hence when some records are deleted via the application, their referencing records
are not removed, leaving the database in an inconsistent state.

4 Solution Outlines

Identification of Foreign Keys. Our legacy database consists of a large num-
ber of tables. All the tables have primary keys (PKs). However, only a subset
of the foreign keys are defined at the database level, while the majority of the
relationships among the tables are not defined in terms of foreign keys. Thus, our
major objective is to identify the foreign keys and define them at the database
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level in order to enforce the referential integrity constraints. Our method goes as
follows. First, we conduct an exhaustive identification of candidate foreign keys.
Then, we validate candidate foreign keys using both the data and the application
code. Finally, we define valid foreign keys explicitly in the database, and correct
invalid foreign keys.

The first step is to obtain an exhaustive list of candidate foreign keys. The
result is a table of four columns: table, column, reference table, and reference
columns. Table 1 shows a sample of such candidate foreign keys. The identifica-
tion is performed manually by first investigating the columns names. According
to the naming convention used in our database, if a column name contains a
name of primary key of another table, it is probably a foreign key that refer-
ences this primary key. Also, if the column name contains ‘parent’ this indicates
that the column is probably a foreign key that references (the primary key of)
its own table. When necessary, the application code is also examined to confirm
the candidacy of each foreign key. By the end of this process, we obtain a list of
candidate foreign keys.

Table 1. Examples of candidate foreign keys

Table Column Reference table Reference column

department department branch id branch branch id

department department parent department department id

department section department section department id department department id

Validation of Candidate Foreign Keys. Identified candidate foreign keys
need to be validated. Such a validation is conducted over several steps. First, if
the owner table of a foreign key has data records (I (R) �= ∅), then we use data-
based verification where data records are used to verify the validity of the foreign
key. That is, we check whether the current instance satisfy the constraint or not.
Candidate foreign keys that fail in the data-based verification step are subject
to another verification step called brute-force verification, to find their potential
reference tables and/or their known values that have no reference (dangling
values.) However, if the owner table is empty (I (R) = ∅), we use a model-
based verification where the application program associated with database is
used to validate the foreign key (Sect. 7). In any case, candidate foreign keys
that successfully pass the data-based verification or model-based verification are
considered valid, and thus are declared explicitly in the database schema. Foreign
keys that are verified using brute-force step are corrected manually, and dangling
values are removed as we will see in Sect. 6. Figure 1 illustrates the overall process
of validation of candidate foreign keys.



On Repairing Referential Integrity Constraints 87

Fig. 1. Process of validation of candidate foreign keys

5 Data-Based Verification

The idea behind data-based verification is the following: a candidate foreign key
is valid if the database instance satisfies this foreign key constraint. Formally,
let R be a database schema with an instance I , and let σ

.= R[A] ⊆ S[B]
be a candidate foreign key over R, this candidate foreign key σ is considered
valid if the current instance I satisfies it (I |= σ.) In order to verify whether a
candidate foreign key σ

.= R[A] ⊆ S[B] is satisfied, the sets of distinct values of
the referencing column R[A] and the referenced column S[B] (denoted I (R)[A]
and I (S)[B], respectively) are extracted from the database instance I . Based on
the definition of inclusion dependency, if I (R)[A] ⊆ I (S)[B], then the referential
integrity constraint holds, and σ

.= R[A] ⊆ S[B] is indeed a valid foreign key.
The successfully validated foreign keys, are then defined explicitly in the

database in order to enforce the referential integrity constraint. This could be
done using the following SQL script:
ALTER TABLE R ADD FOREIGN KEY (A) REFERENCES S (B ) ;

Once a foreign key is defined with the schema, it will be enforced by the
DBMS; that is, if a user attempts to insert a tuple that violates the referential
IC (e.g., a tuple with a value t[A] /∈ I (S)[B]), the DBMS will reject this insertion,
keeping the constraint satisfied and the database consistent.

Example 1. Consider a database schema with three relations P1(A,B), P2(C,D)
and P3(E), and two candidate foreign keys σ1

.= P1[B] ⊆ P2[C] and σ2
.=
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P2[D] ⊆ P3[E]. Consider an instance I ′ such that I ′(P1) = {(a, b), (c, d)},
I ′(P2) = {(b, e), (d, f), (g, h)} and I ′(P3) = {(e), (h), (i)}. Then we have:

{b, d} = I ′(P1)[B] ⊆ I ′(P2)[C] = {b, d, g}
{e, f, h} = I ′(P2)[D] � I ′(P3)[E] = {e, h, i}

This means that the instance I ′ satisfies the constraint σ1
.= P1[B] ⊆ P2[C],

but not the constraint σ2
.= P2[D] ⊆ P3[E]. In this example, the first candidate

foreign key is valid and therefore is declared with the schema, whereas the second
candidate is invalid and should be verified again with brute-force verification.

6 Brute-Force Verification

Candidate foreign keys that do not successfully pass the data-based verification
(i.e., do not satisfy the condition I (R)[A] ⊆ I (S)[B]) are subject to another
inspection called brute-force verification. The idea behind this test is the fol-
lowing: the values of a candidate foreign key are compared with the values of
the primary keys of all tables in the database. When those values match (pos-
sibly partially) the values of a primary key of a table, this table is considered
a potential reference table for the candidate foreign key. If there is no match
with any table, then such unmatched values are considered unknown and should
be removed to keep the consistency of the database. In this section, we present
brute-force verification as an algorithm which takes a candidate foreign key as
input, and returns a set of potential referenced tables and a set of unknown val-
ues as output. According to the outcomes of the algorithm, we present possible
solutions for different cases.

When the condition I (R)[A] ⊆ I (S)[B] is not satisfied, this means that there
is at least an element â ∈ I (R)[A] such that â /∈ I (S)[B]. Let us denote the set
of such elements ̂A, then we have:

̂A = {a | a ∈ I (R)[A] ∧ a /∈ I (S)[B]} = I (R)[A] − I (S)[B]

In some sense, this set contains incorrect tuples of I(R)[A], i.e., tuples that
violate the integrity constraint; thus we want to find their correct references if
any. However, besides those incorrect tuples, I (R)[A] could contain other correct
tuples that reference S[B]. Let us denote the set of correct tuples as A∗, then:

A∗ = {a | a ∈ I (R)[A] ∧ a ∈ I (S)[B]} = I (R)[A] ∩ I (S)[B]

Note that I (R)[A] = ̂A∪A∗. The set A∗ could be empty, and in this case there is
no data-based evidence that S is a potential referenced table for the candidate
foreign key. However, if this set A∗ is not empty, then the table S remains a
potential reference table for R[A].

Let T be a relation schema, and let KT be the primary key of T , the set of
values of this primary key in the database instance is: I (T )[KT ].
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The brute-force verification is depicted in Algorithm 1, that takes an input a
candidate foreign key σ

.= R[A] ⊆ S[B], and returns a set ̂A of dangling values
of R[A], and a set Z of potential referenced tables.

First, the set Z is initially empty, whereas the set A∗ equals the intersection
I (R)[A]∩I (S)[B]. If this set is not empty, then S is indeed a potential reference
table, thus it is added to Z. Then, the set of dangling values ̂A initially equals the
difference I (R)[A]−I (S)[B]. For every table T in the database R, we extract the
set of values of T ’s primary key: I (T )[KT ], and find Q the intersection of this set
with ̂A. If this intersection Q is empty, the loop continues. But if it is not empty,
this means that we found a potential referenced table T for the candidate foreign
key R[A], therefore, we append this table T to the set of potential referenced
tables Z, and we remove the set Q from ̂A, because this subset is not considered
dangling any more, since we found its originating table T . Finally, the algorithm
returns the set of potential referenced tables Z that have been found, and the
set of remaining dangling values ̂A.

Algorithm 1. Brute-Force Verification
Input: a candidate foreign key (σ

.
= R[A] ⊆ S[B])

Output: a set of potential referenced tables Z and a set of dangling values ̂A

1: Z ← ∅
2: A∗ ← I (R)[A] ∩ I (S)[B] � correctly referenced values
3: if A∗ �= ∅ then
4: Z ← Z ∪ {S}
5: ̂A ← I (R)[A] − I (S)[B] � dangling values
6: for T ∈ R do
7: find I (T )[KT ] � extract the values of T ’s pk
8: Q ← ̂A ∩ I (T )[KT ]
9: if Q �= ∅ then

10: ̂A ← ̂A − Q
11: Z ← Z ∪ {T}
12: return Z, ̂A

Algorithm 1 is executed for every candidate foreign key σ
.= R[A] ⊆ S[B],

that has failed in the data-based verification. Based on the outcomes of the
algorithm, we distinguish three cases:

– Case 1. Z = ∅, the FK has no potential referenced tables at all.
– Case 2. |Z| = 1, the FK has one potential referenced table.
– Case 3. |Z| > 1, the FK has more than one potential referenced tables.

6.1 Case 1. No Potential Referenced Tables

The first case is the easiest one to solve. It means that we are unable to find
an alternative table that could be referenced by R[A]. This proves that the



90 R. Ghawi

originally candidate referenced table S should be actually the correct referenced
table, even if there is no data-based evidence. Anyway, the problem in this case
is only with dangling values ̂A. Therefore, the solution is simply to remove the
dangling values ̂A, and declare the foreign key with the schema. The solution
can be expressed in SQL as shown in Listing 1.1.

Listing 1.1. Solution of Case 1

−− Remove dangl ing va lues

DELETE FROM R WHERE A IN ̂A ;

−− Def ine the f o r e i g n key
ALTER TABLE R
ADD FOREIGN KEY (A) REFERENCES S (B ) ;

Example 2. Consider a schema with three relations P1(A,B), P2(C) and P3(D)
and a candidate foreign key σ

.= P1[B] ⊆ P2[C]. Consider I ′(P1) = {(a, b)},
I ′(P2) = {(c)} and I ′(P3) = {(d)}. Clearly, the instance I ′ does not satisfy σ
and the candidate foreign key fails the data-based verification. With brute-force
verification, we have Z = ∅ and ̂B = {b}. Therefore, the solution is to admit the
candidate foreign key σ as valid and declare it with the schema, and to remove
the dangling value b, either by removing the entire tuple (a, b), or setting b to
null, I ′(P1) = {(a,NULL)}.

6.2 Case 2. One Potential Referenced Table

The second case is also easy to solve, because the only potential referenced table
found in Z must be the correct referenced table that we are looking for. This
found table could be the same candidate referenced table S, or another table.
Anyway, let us denote it U . The solution is simply to correct the foreign key to
be: σ′ .= R[A] ⊆ U [KU ] where KU is the primary key of U . This implies the
removal of the dangling values ̂A, and defining the correct foreign key explicitly:

Listing 1.2. Solution of Case 2

−− Remove dangl ing va lues

DELETE FROM R WHERE A IN ̂A ;

−− Def ine the c o r r e c t f o r e i g n key
ALTER TABLE R
ADD FOREIGN KEY (A) REFERENCES U (KU ) ;

Example 3. Consider a schema with three relations P1(A,B), P2(C) and P3(D)
and a candidate foreign key σ

.= P1[B] ⊆ P2[C]. Consider I ′(P1) = {(a, b), (c, d)},
I ′(P2) = {(e), (f)} and I ′(P3) = {(b), (d)}. Clearly, I ′ * σ and the candidate
foreign key fails the data-based verification. With brute-force verification, we
have Z = {P3} and ̂B = ∅. The solution here is to correct the candidate foreign
key to be: σ′ .= P1[B] ⊆ P3[D].
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6.3 Case 3. Many Potential Referenced Tables

The third case is tricky, as there are many different potential referenced tables
Z = {U1, U2, · · · , Un} that are referenced by R[A].

Example 4. Consider a schema with three relations P1(A,B), P2(C) and P3(D)
and a candidate foreign key σ

.= P1[B] ⊆ P2[C]. Consider I ′(P1) = {(a, b), (c, d)},
I ′(P2) = {(b), (e)} and I ′(P3) = {(d), (f)} (Fig. 2). Clearly, I ′ * σ and the can-
didate foreign key fails the data-based verification. With brute-force verification,
we have Z = {P2, P3} and ̂B = ∅.

Fig. 2. Database schema of Example 4

This case requires a careful inspection of the database schema and the appli-
cation code by the database designer in order to know exactly the reason of
this situation, and to figure out an appropriate solution. For instance, we could
distinguish two cases:

Case 3-1. For instance, it could be the case that only one of these tables is the
correct one, and the others are not. Here, the solution is similar to the solution
of Case 2 above, but with an additional removal of erroneous values. That is, let
us consider that U1 is the correct table, and the other tables U2, · · · , Un should
not be referenced by R[A].

In this case, the only valid foreign key is: σ1
.= R[A] ⊆ U1[KU1 ] which should

be declared in the schema. In addition to removing dangling values ̂A from R[A],
we need also to remove the erroneous values that reference any of U2, · · · , Un

tables. This solution can be expressed in SQL as shown in Listing 1.3.

Example 5. In the previous example (Example 4), we found two potential refer-
enced tables Z = {P2, P3}. If we consider P2 is the correct reference table, then
the valid foreign key is σ

.= P1[B] ⊆ P2[C] (Fig. 3-a), and the erroneous data
record is (c, d). But if we consider P3 is the correct reference table, then the valid
foreign key is σ′ .= P1[B] ⊆ P3[D] (Fig. 3-b), and the erroneous data record is
(a, b).
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Listing 1.3. Solution of Case 3-1

−− Remove dangl ing va lues

DELETE FROM R WHERE A IN ̂A ;

−− Remove erroneous va lues
DELETE FROM R
WHERE A IN ( SELECT KU2 FROM U2 ) ;
. . .
DELETE FROM R
WHERE A IN ( SELECT KUn FROM Un ) ;

−− Def ine the c o r r e c t f o r e i g n key
ALTER TABLE R
ADD FOREIGN KEY (A) REFERENCES U1(KU1 ) ;

(a) P2 is the correct reference table (b) P3 is the correct reference table

Fig. 3. Solutions for Case 3-1 (Example 5)

Case 3-2. Another possibility, is that all the potential tables Z =
{U1, U2, · · · , Un} are considered correct and should be indeed referenced by R[A].
This case contradicts with the basic principles of database design, and must be
solved radically. Based on the semantics of the relations, two solutions are pos-
sible:

Case 3-2, Solution 1. Replace the column A in R, by n columns
A1, A2, · · · , An that reference U1, U2, · · · , Un, respectively. This means, we
replace the candidate foreign key σ

.= R[A] ⊆ S[B] by the following foreign
keys:

σ1
.= R[A1] ⊆ U1[KU1 ]

σ2
.= R[A2] ⊆ U2[KU2 ]

· · ·
σn

.= R[An] ⊆ Un[KUn
]

This solution implies that we first delete dangling values, then we add new
columns A1, A2, · · · , An to R. Now, we should update R such that each column
Ai contains the values of A that reference Ui[KUi

], for i = 1, · · · , n. Finally, we
drop the column A, and define the foreign keys. This solution can be expressed
using SQL as shown in Listing 1.4.
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Example 6. In Example 4, we found two potential referenced tables Z =
{P2, P3}. If both tables are considered correct and should be referenced by
P1[B], then the solution presented above is to replace the column B by two
columns B1 and B2, such that we have two foreign keys instead of one, namely:
P1[B1] ⊆ P2[C], and P1[B2] ⊆ P3[D] (Fig. 4).

Fig. 4. Solution 1 of Case 3-2 (Example 6)

Listing 1.4. Solution 1 of Case 3-2

−− Remove dangl ing va lues

DELETE FROM R WHERE A IN ̂A ;

−− Add new columns to R
ALTER TABLE R

ADD COLUMN A1 . . . ,
. . .
ADD COLUMN An . . . ;

−− Migrate data va lues from A to the new columns
UPDATE R SET A1 = A
WHERE A IN ( SELECT KU1 FROM U1 ) ;
. . .
UPDATE R SET An = A
WHERE A IN ( SELECT KUn FROM Un ) ;

−− Drop column A
ALTER TABLE R DROP COLUMN A ;

−− Fina l ly , d e f i n e the c o r r e c t f o r e i g n keys
ALTER TABLE R

ADD FOREIGN KEY (A1 ) REFERENCES U1(KU1 ) ,
. . .
ADD FOREIGN KEY (An ) REFERENCES Un(KUn ) ;

Case 3-2, Solution 2. Replace the whole table R by n new tables,
R1, R2, · · · , Rn, each of which will be referencing one of the referenced tables
U1, U2, · · · , Un. In this case, each one of those tables Ri will contain a version
of the column Ai that references Ui[KUi

]. This means that we also replace the
candidate foreign key σ = R[A] ⊆ S[B] by the following foreign keys:

σ1
.= R1[A1] ⊆ U1[KU1 ]

σ2
.= R2[A2] ⊆ U2[KU2 ]

· · ·
σn

.= Rn[An] ⊆ Un[KUn
]
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This solution implies that we first delete dangling values, then we create
new tables R1, R2, · · · , Rn, including the definition of foreign keys. Then, data
records should be migrated from R to those new tables such that each new
table Ri contains the records that reference his corresponding reference table Ui

for i = 1, · · · , n. Finally, table R can be dropped safely. This solution can be
expressed using SQL code as shown in Listing 1.5.

Listing 1.5. Solution 2 of Case 3-2

−− Remove dangl ing va lues

DELETE FROM R WHERE A IN ̂A ;

−− Create new tab l e s , i n c l ud ing d e f i n i n g c o r r e c t f o r e i g n keys
CREATE TABLE R1 (

. . . , A1 , . . .
FOREIGN KEY A1 REFERENCES U1(KU1 )

) ;
. . .
CREATE TABLE Rn (

. . . , An , . . .
FOREIGN KEY An REFERENCES Un(KUn )

) ;

−− Migrate data from R to the new tab l e s
INSERT INTO R1 ( . . . , A1 , . . . )
SELECT . . . , A , . . . FROM R
WHERE A IN ( SELECT KU1 FROM U1 ) ;
. . .
INSERT INTO Rn ( . . . , An , . . . )
SELECT . . . , A , . . . FROM R
WHERE A IN ( SELECT KUn FROM Un ) ;

−− Fina l ly , drop tab l e R
DROP TABLE R ;

Example 7. In Example 4, we found two potential referenced tables Z =
{P2, P3}. If both tables are considered correct and should be referenced by
P1[B], then the solution presented above is to replace the table P1(A,B) by
two tables P1,1(A1, B1) and P1,2(A2, B2), such that we have two foreign keys:
P1,1[B1] ⊆ P2[C], and P1,2[B2] ⊆ P3[D], as shown in Fig. 5.

Fig. 5. Solution 2 of Case 3-2 (Example 7)
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7 Model-Based Verification

This type of verification is applied for candidate foreign keys whose tables do
not have data records, and it is based on the application program. In our case
study, each database table has an associated model (Java bean). Model-based
verification is based on the following idea: we inspect the model associated with
owner table of the candidate foreign key. If this model has a reference to the
model associated with referenced table of the foreign key, then we consider that
the foreign key is valid. Formally, given a candidate foreign key σ = R[A] ⊆
S[B], we inspect the models MR and MS associated with the tables R and S,
respectively. If the model MR contains a field a of type MS , this means that the
table R has a column Ca which is probably a foreign key references the table S
associated with the model MS .

8 Conclusion

In this paper, we have presented a method for repairing referential integrity
constraints in relational databases. This method is applied when the constraints
are not correctly specified in terms of foreign keys in the database schema. The
method starts with identifying candidate foreign keys. Then, these candidates
are verified using three types of verification: model-based, data-based, and brute-
force verification. Valid foreign keys are declared with the database schema and,
thus, are enforced by the DBMS to keep the database consistent.

Our method has been applied on a real-world database composed of 167
tables. We have identified 393 candidate foreign keys. Among them, there are
246 foreign keys whose tables have records, hence they are subject to data-based
validation; whereas the remaining 147 foreign keys have empty tables, thus they
are subject to model-based verification. Among the 246 foreign keys that have
been verified using data-based validation, there are 232 that passed, while 14
foreign keys only have failed, thus they are subject to brute-force validation. As
a result of brute-force validation, 4 FKs have no potential reference tables (case
1), while 9 FKs have one potential reference table (case 2), and only one FK has
three potential reference tables (case 3). For all the 14 foreign keys there were
dangling records in the range of 1 to 7 records per table (in total: 31 records).
Among the 147 foreign keys that have been verified using model-based validation,
only 4 FKs have failed the test and hence have been manually corrected.
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Abstract. Schema decomposition is a well known method for logical
database design. Decomposition mainly aims at redundancy reduction
and elimination of anomalies. A good decomposition should preserve
dependencies and maintain recoverability of information. We propose
a semi-automatic method for decomposing a relational schema in an
interactive way. A database designer can build the subschemes step-by-
step, guided by quantitative measures of decomposition “goodness”. At
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to guide him to the next possible actions that lead to a better design.
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1 Introduction

Logical database design is a wide field that has been very well studied in the
past decades. Schema decomposition is a well known method for logical database
design which mainly aims at eliminating anomalies and reducing redundancy.
Decomposing a relation involves splitting its attributes to make the schemes of
new relations.

In fact, careless selection of a relational database schema can lead to redun-
dancy and related anomalies. It also introduces the potential for several kinds
of errors. Therefore, one of the motivations for performing a decomposition is
that it may eliminate anomalies and reduce redundancy. Normal forms have long
been studied as a means of reducing redundancies caused by data dependencies
in the process of schema design.

Besides anomaly elimination, literature suggests two other properties that are
desired in a decomposition [1,16,27]: information recoverability and dependency
preservation. Recoverability of information means that the original relation can
be recovered by joining the relations in the decomposition. Dependency preser-
vation means that the set of dependencies of the original schema are preserved
within the subschemes of the decomposition. Among all the data dependencies
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which have been proposed in the literature, functional dependencies (FDs) are
the most common kind of constraints in a relational database.

In this paper, we propose a semi-automatic method for decomposing a rela-
tional schema in an interactive way. A database designer can build the sub-
schemes step-by-step guided with quantitative measures of the decomposition
“goodness”. Our goal is to provide richer insights that help a database designer
have a better understanding of the consequences of different decomposition
choices and make design decisions accordingly. Therefore, at each step, a ranked
set of recommendations are provided to the designer that guide him to the pos-
sible next actions that lead to a better design. In order to do so, quantitative
“goodness” measures of the decomposition need to be defined.

The paper is organized as follows. Section 2 provides some preliminaries, and
Sect. 3 discusses the properties of good decomposition. Quantitative measures
of decomposition goodness are defined in Sect. 4. Then, in Sect. 5 we present
our proposed method for interactive decomposition using recommendations.
Section 6 concludes the paper.

2 Preliminaries

Let R(A1, · · · , An) be a relation scheme, and X and Y be subsets of
{A1, · · · , An}. We say X functionally determines Y , denoted X → Y if, in
whatever instance r of R, any two tuples that agree on X values they also agree
on Y values. We say a relation instance r satisfies functional dependency X → Y
if for every two tuples t1 and t2 in r such that t1[X] = t2[X], it is also true that
t1[Y ] = t2[Y ].

Let F be a set of FD’s for relation scheme R, and let X → Y be a FD.
We say F logically implies X → Y , if every instance r for R that satisfies the
dependencies in F also satisfies X → Y . The closure of F , denoted F+, is the
set of functional dependencies that are logically implied by F .

Armstrong [3] defined a complete and sound set of inference rules for func-
tional dependencies:

– Reflexivity. If Y ⊆ X, then X → Y holds (called trivial FD).
– Augmentation. If X → Y holds, then XZ → Y Z holds.
– Transitivity. If X → Y and Y → Z hold, then X → Z holds.

Let F be a set of FD’s on set of attributes U , and let X be a subset of U ,
then, the closure of X (with respect to F ), denoted X+, is the set of attributes
A such that X → A can be deduced from F by Armstrong’s axioms. The FD
X → Y follows from a given set of dependencies F using Armstrong’s axioms if
and only if Y ⊆ X+; where the closure of X is taken with respect to F .

If R is a relation scheme with attributes A1, · · · , An and functional depen-
dencies F , and X is a subset of A1, · · · , An, we say X is a superkey of R if
X → A1, · · · , An is in F+. That is, X functionally determines all attributes of
R. We say X is a key of R if X is a superkey and no proper subset Y ⊂ X is a
superkey of R. Clearly, a relation can have more than one key. An attribute A
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is called prime if it belongs to any key. Thus, an attribute that does not belong
to any key is called non-prime.

Let F and E be two sets of FD’s, we say that F and E are equivalent, denoted
F ≡ E, if and only if F+ = E+. That is, we can deduce all FD’s of E from F ,
and vice versa. Moreover, we say that E is a minimal cover of F if and only if
E ≡ F and there is no proper subset E′ ⊂ E such that E′ ≡ F .

If R is a relation scheme with attributes A1, · · · , An and functional depen-
dencies F , and S is a subscheme of R with attributes Ai1 , · · · , Aik

⊆ A1, · · · , An.
The projection of F over S, denoted FS is the set of functional dependencies
X → Y in F+ such that (X ∪ Y ) ⊆ Ai1 , · · · , Aik

.
Let R be a relation schema with FDs F .

– We say that R is in First Normal Form (1NF) if all the attributes are atomic
(single-valued).

– We say that R is in Second Normal Form (2NF) [8] if it is in 1NF and for a
non-prime attribute A, whenever X → A is in F+, then X is not a proper
subset of any key.

– We say that R is in Third Normal Form (3NF) if whenever X → A is in F+,
then either X is a superkey of R or A is a prime attribute.

– We say that R is in Boyce-Codd Normal Form (BCNF) if whenever X → A
is in F+, then X is a superkey of R.

Clearly, if R is in 3NF then it is also in 2NF; and if it is in BCNF then it is
also in 3NF.

Other normal forms are formulated in the literature, such as Fourth Normal
Form (4NF) [17], Fifth Normal Form (5NF) [11,18] (also known as Project-
Join Normal Form, PJNF), Sixth Normal Form (6NF) [10,12], and Essen-
tial Tuple Normal Form (ETNF) [9]. However, these normal forms are based
on other types of dependencies: multivalued-dependencies (MVD’s) and join-
dependencies (JD’s). Therefore, they are beyond the scope of this paper.

A decomposition of a relation scheme R(A1, · · · , An) is its replacement by
a collection δ = {R1, · · · Rk} of subsets of R, called subschemes, such that R =
R1 ∪· · ·∪Rk. The subsets Ri’s are not required to be disjoint. If r is an instance
of R then the sub-instance of a subscheme Ri is the projection of r on Ri, that
is, ri = πRi

(r).
One of the motivations for performing a decomposition is that it may elimi-

nate (insert, delete and update) anomalies and reduce redundancy.

3 What Is a Good Decomposition?

A decomposition of a relation scheme R is its replacement by a collection δ =
{R1, · · · Rk} of subsets of R, called subschemes, such that R = R1 ∪ · · · ∪ Rk.
The subsets Ri’s are not required to be disjoint. If r is an instance of R then the
sub-instance of a subscheme Ri is the projection of r on Ri, that is, ri = πRi

(r).
Literature shows three main properties that a decomposition is desired to

have: [4,21,22]: Elimination of Anomalies, Recoverability of Information, and
Preservation of Dependencies.
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1. Elimination of Anomalies can be described in terms of normal forms. The
literature shows that certain undesirable anomalies can be avoided when the
database scheme is in a normal form w.r.t the given dependencies [22].

2. Recoverability of Information (or lossless-join) means that the original rela-
tion can be recovered by taking the natural join of the relations in the
decomposition. In fact, any decomposition gives back at least the tuples with
which we start, but a carelessly chosen decomposition can give tuples in the
join that were not in the original relation [19]. Formally, a decomposition
δ = {R1, · · · , Rn} of a schema R is recoverable iff for whatever instance r of
R: πR1(r) �� · · · �� πRn

(r) = r. Lossless-join property can be checked using
chase test [2].

3. Preservation of Dependencies means that all the functional dependencies that
hold in the original relation can be deduced from the FD’s in the decomposed
relations. Formally, a decomposition δ = {R1, · · · , Rn} of a schema R with a
set of FD’s F is dependency preserving iff:

⋃n
i=1 FRi

≡ F where FRi
is the

projection of F over Ri. An algorithm to test the dependency preservation
property is given in [5].

The literature shows several well known works on decomposition methods
that achieve some of the above desired properties. Bernstein [6] proposed a “syn-
thetic” approach for dependency-preserving decomposition into 3NF. Tsou and
Fischer [26] proposed a lossless-join decomposition into BCNF. Biskup et al.
[7] give a 3NF decomposition with a lossless join and dependency preservation.
Demba [13] propose an algorithmic approach for database normalization up to
third normal form.

However, it has been shown that there is no decomposition that guarantees
all the three properties at once. That is, sometimes, decomposition into BCNF
can lose the dependency-preservation property, while decomposition into 3NF
does not guarantee to eliminate all redundancy due to FD’s [19]. Moreover,
it is important to remember that not every lossless-join decomposition step is
beneficial, and some can be harmful [27]. Codd has argued that we should not
insist that a relation schema be in a given normal form. Rather, the database
designer should be aware of the issues and have a warning flag that if the relation
schema is not in a given normal form, then certain problems may arise.

A database designer may wish to thoroughly investigate many decomposi-
tions in order to choose a good one for his design. However, the number of
possible decompositions of a schema is exponential; thus, examining the whole
the search space of decompositions is almost unfeasible. In order to overcome
this drawback, we suggest to navigate step-wisely through this space. That is,
from some ‘current’ decomposition, the designer can investigate the neighbors
of that decomposition that are one step away; where a step means an action of
adding or removing of a subscheme or an attribute.

In this paper, we propose an interactive decomposition method, that supports
this idea of navigational search for good decomposition. Our goal is to guide
the database designer throughout the decomposition process with quantitative
measures that assesses the “goodness” of the decomposition.
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In the literature, there are many works that have proposed tools and solu-
tions to support database decomposition, such as Mirco [15], RDBNorma [14],
and JMathNorm [28]. Some of such tools have educational purposes only, includ-
ing: [20,23–25]. However, to the best of our knowledge, there is yet no tool that
support interactive decomposition in the manner we do in this paper, where
recommendations (equipped with quantitative measures) for next steps are pro-
vided to guide the user during the decomposition process.

In the next section, we define decomposition “goodness” measures.

4 Decomposition Goodness Measures

Let R be a relation schema with FD’s F . Let DR be the set of all possible
decompositions over R, then a goodness measure is a function: ϑ : DR �−→
[0, 1]. Let δ ∈ DR be a decomposition of k subschemes: δ = {R1, · · · , Rk}, we
define four goodness measures:

4.1 Join-Lossless Measure ϑJ

This is a strict measure that takes value 1 when δ is join-lossless, and 0 otherwise:

ϑJ(δ) =

{
1 if δ is join lossless
0 otherwise

4.2 Dependency-Preservation Measure ϑP

This measure can also be defined in a strict fashion: ϑP (δ) = 1 when δ is
dependency-preserving, 0 otherwise.

ϑP (δ) =

{
1 if δ is dependency-preserving
0 otherwise

Alternatively, it can be defined in a relaxed fashion:

ϑP (δ) =
|Fpr|
|F |

where Fpr ⊆ F is the set of FD’s preserved by δ.

4.3 Normal-Forms Measure ϑN

Let Ri be a subscheme in δ, then the normal-forms measure of Ri is defined as:

ϑN (Ri) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

3 if Ri is in BCNF
2 if Ri is not in BCNF, but in 3NF
1 if Ri is not in 3NF, but in 2NF
0 if Ri is not in 2NF
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The normal-forms measure ϑN of a decomposition δ is then the normalized
average of the normal-forms measure of its components:

ϑN (δ) =
1
3k

k∑

i=1

ϑN (Ri)

Clearly, ϑN would be 0 when none of the subschemes is in 2NF, and reaches
1 when all the subschemes are in BCNF.

4.4 Structural Issues Measure ϑI

When a decomposition is built in an interactive way by adding or removing
subschemes and/or attributes, structural issues may arise. These issues can be
classified in different types as shown in Table 1.

Let Ωδ be the set of all the structural issues occurring in a decomposition δ,
the Structural-Issues Measure ϑI is defined as:

ϑI(δ) =
1

1 + |Ωδ|
Clearly, ϑI can not be 0; it would be 1 when the decomposition δ does not

suffer any structural issues (Ωδ = ∅).

Table 1. Types of structural issues

Issue Formulation

A subsheme has no attributes ∃Ri ∈ δ : Ri = ∅
A subscheme has one attribute only ∃Ri ∈ δ : |Ri| = 1

A subscheme is the same as the original schema ∃Ri ∈ δ : Ri = R

An attribute is not mentioned in any relation ∃a ∈ R, ∀Ri ∈ δ : a /∈ Ri

Two subschemes have exactly the same attributes ∃Ri, Rj ∈ δ : Ri = Rj

A subscheme is a proper subset of another ∃Ri, Rj ∈ δ : Ri ⊂ Rj

A subscheme has no shared attributes with others ∃Ri ∈ δ, ∀Rj ∈ δ/Ri : Ri ∩ Rj = ∅

The list shown in Table 1 contains the most common and frequent types of
structural issues. These types are what we consider in the current version of our
tool. However, we do not claim that this list of issues is exhaustive.

Moreover, the formula of Structural-Issues Measure can be modified to obtain
a smoother decay of score when the number of issues increases, for example, using
ϑI(δ) = 3

3+|Ωδ| .
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Total Score θ

To summarize the above goodness measures, a total score θ is defined as their
weighted average. Let wJ , wP , wN , and wI be non-negative weights that sum
up to 1. These weights signify the degree of importance of the goodness measures,
ϑJ , ϑP , ϑN , and ϑI , respectively. The total score θ is computed as:

θ(δ) = wJϑJ(δ) + wP ϑP (δ) + wNϑN (δ) + wIϑI(δ)

Example 1. Let R(A,B,C,D,E) be a schema with FD’s F = {A → B,E →
G,B → DE}, let δ = {R1(B,D,E), R2(C,E,G)} be a decomposition of R.
Then, the FD’s of the subschemes are: FR1 = {B → DE} and FR2 = {E → G}.

– δ is not join-lossless: ϑJ(δ) = 0.
– FD’s E → G and B → DE are preserved, but A → B is not: ϑP (δ) = 2/3.
– R1 is in BCNF, and R2 is not in 2NF: ϑN (R1) = 3, ϑN (R2) = 0, thus

ϑN (δ) = (3 + 0)/(3 × 2) = 1/2.
– δ suffers one issue: attribute A is not mentioned in any relation, thus |Ω| = 1,

and ϑI(δ) = 1/2.
– Assuming balanced weights, the total score is: θ = (0 + 2

3 + 1
2 + 1

2 )/4 = 5
12 .

5 Interactive Decomposition and Recommendations

In order to help a database designer make a good decomposition, s/he first needs
to be able to measure the “goodness” of the decomposition, and second to better
understand the consequences of different decomposition choices; thus s/he can
make design decisions accordingly. We propose a semi-automatic method for
decomposing a relational schema in an interactive way, where the designer can
build the subschemes in a step-by-step way.

Given an original database schema R, and a set of FD’s F , the designer
starts with one empty subsecheme (with no attributes). Then, s/he can add
attributes to this subscheme or add another subscheme. Gradually, the decom-
position becomes richer and other types of actions become possible, such as
removing an attribute from certain subscheme or removing an entire subscheme.
In general, four types of actions are possible at any step:

1. Add a new subscheme. δ ← δ ∪ R′

2. Remove a subscheme. δ ← δ − R′

3. Add an attribute to a subscheme. δ ← (δ − R′) ∪ (R′ ∪ {a})
4. Remove an attribute from a subscheme. δ ← (δ − R′) ∪ (R′ − {a})

Every time an action is taken, two things happen. First, the “goodness”
measures (Sect. 4) are computed for the current decomposition δ, including the
total score θ(δ). This involves finding the FD projections and normal forms of
each subscheme, and the set of structural issues, if any.
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Second, a list of next-possible-actions Ψ = {ψ1, · · · , ψm} is generated
(Sect. 5.1). For each next-possible-action ψj ∈ Ψ , the corresponding decompo-
sition δψj

(resulting if the action ψj is taken) is computed behind the scene,
along with its goodness metrics including the total score θ(δψj

). The total score
is used to rank the list of actions, such that the actions with higher scores are
displayed first. Moreover, each action is annotated as positive, equivalent or nega-
tive, respectively, based on whether the action score θ(δψj

) is, respectively, higher
than, equal to, or less than the score of the current decomposition θ(δ).

This way, a ranked list of action-score pairs is presented to the designer:
{〈ψj , θ(δψj

)〉}. In this list, positively annotated actions form the recommenda-
tions that are given to the designer to choose one from them. Those recommen-
dations are guaranteed to give, if taken, a better decomposition than the current
one in terms of the total score of the goodness measures.

When an action (unnecessarily positive) is taken, the list of recommendations
will change (re-computed). That is because the next possible actions would be
different, and their corresponding decompositions will vary accordingly.

Obviously, the designer is not obligated to take the first recommendation
in the list, s/he is free to take any action. However, taking top recommended
actions would rapidly lead to better decomposition. It is important to note that
an optimal decomposition is not always possible. Therefore, the designer may
stop the decomposition process whenever s/he feels satisfied with the goodness
measures s/he gets.

A prototype of this interactive method is implemented in Java as a user-
friendly GUI (Fig. 1). The source code, examples, and other resources are avail-
able at: https://goo.gl/rSPOin.

5.1 Algorithm for Recommendation Generation

The list of recommendations of each step is generated using Algorithm 1. For
each subscheme, we consider actions of adding an attribute that is not currently
in the subscheme (lines 3:7), and removing an attribute from the subscheme
(lines 8:12). If there are more than one subscheme, we also consider removing
each subscheme (lines 13:17). For each key, we consider adding a subscheme
that consists of the attributes of that key, if such a subscheme is not already
present in the decomposition (lines 18:22). For each FD in the minimal cover
of F , we consider adding a subscheme that consists of the left and right side
attributes of that FD, if such a subscheme is not already in the decomposition
(lines 23:28).

For each one of these actions, ψ, the corresponding decomposition δψ is found
and its total score θ(δψ) is computed. The pairs 〈ψ, θψ〉 are then added to the
list of recommendations Ψ , which is, at the end, ordered by the values of θψ and
returned.

https://goo.gl/rSPOin
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Algorithm 1. Compute a List of Recommendations
Require: R original schema, F a set of FD’s, δ a decomposition of R.
Ensure: Ψ a set of recommendations.
1: Ψ := ∅
2: for each subscheme Ri ∈ δ do
3: if |R − Ri| > 1 then
4: for each attribute A ∈ R − Ri do
5: ψ := (Add A to Ri) ;
6: δψ := (δ − Ri) ∪ (Ri ∪ {A}) ;
7: θψ := θ(δψ) ; Ψ := Ψ ∪ {〈ψ, θψ〉}
8: if |Ri| > 1 then
9: for each attribute B ∈ R do
10: ψ := (Remove B from Ri) ;
11: δψ := (δ/Ri) ∪ (Ri/{A}) ;
12: θψ := θ(δψ) ; Ψ := Ψ ∪ {〈ψ, θψ〉}
13: if |δ| > 2 then
14: for each subscheme Ri ∈ δ do
15: ψ := (Remove Ri from δ) ;
16: δψ := δ/Ri ;
17: θψ := θ(δψ) ; Ψ := Ψ ∪ {〈ψ, θψ〉}
18: for each key K of R do
19: if K /∈ δ then
20: ψ := (Add K to δ) ;
21: δψ := δ ∪ K ;
22: θψ := θ(δψ) ; Ψ := Ψ ∪ {〈ψ, θψ〉}
23: for each FD X → Y ∈ E = minCover(F ) do
24: S := X ∪ Y
25: if S /∈ δ then
26: ψ := (Add S to δ) ;
27: δψ := δ ∪ S ;
28: θψ := θ(δψ) ; Ψ := Ψ ∪ {〈ψ, θψ〉}
29: order Ψ by θψ desc.
30: return Ψ

5.2 Example

Consider the schema R(A,B,C,D,E,G) with FD’s F = {AB → CD,A →
E,B → G,EG → C}. Let us start a new decomposition δ with a new subscheme
R1 and add attribute A to R1. At this point, the goodness measures are: ϑJ = 0,
ϑP = 0, ϑN = 1, ϑI = 0.125 (due to 7 issues), and θ = 0.28125. The top 3
recommendations are:

〈ψ11 :: Add attribute E to subscheme R1, 0.3542〉
〈ψ12 :: Add new subscheme: {C,E,G}, 0.3542〉
〈ψ13 :: Add new subscheme: {A,E}, 0.3482〉
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If we take the first recommendation, we get δ = {R1(A,E)} with FR1 =
{A → E}. This will make ϑP = 0.25 (1 FD is preserved), and ϑI = 0.1667 (issues
are reduced to 5); therefore, θ = 0.3542 (as the recommendation promised). The
top-3 next recommendations are:

〈ψ21 :: Add new subscheme: {C,E,G}, 0.4583〉
〈ψ22 :: Add new subscheme: {B,G}, 0.425〉
〈ψ23 :: Add new subscheme: {A,B,D}, 0.3958〉
If we again take the first recommendation, we get δ = {R1(A,E), R2(C,

E,G)} with FR2 = {EG → C}. This will make ϑP = 0.5 (2 FD’s are preserved),
and ϑI = 0.333 (2 issues remaining: attributes B,D are not mentioned in any
subscheme); therefore, θ = 0.4583 (Fig. 1).

Fig. 1. Decomposition after adding subscheme R2{C, E, G}

The top-3 next recommendations are:

〈ψ21 :: Add new subscheme: {C,E,G}, 0.4583〉
〈ψ22 :: Add new subscheme: {B,G}, 0.425〉
〈ψ23 :: Add new subscheme: {A,B,D}, 0.3958〉
Continuing the decomposition process with recommended actions, we shall

add R3(A,B,D) and R4(B,G), hence an optimal decomposition can be achieved:
δ = {R1(A,E), R2(C,E,G), R3(A,B,D), R4(B,G)} which is lossless-join, all
FD’s are preserved, all subschemes are in BCNF, and free from structural issues;
thus, θ(δ) = 1.
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6 Conclusions and Future Work

We have proposed a semi-automatic method for interactive decomposition of
relational databases. A database designer is guided throughout the decomposi-
tion process by a list of recommendations that tell him what are the next possible
actions that can lead to a better decomposition.

Interactive decomposition seems to be a good approach to help the designer
better understand the pros and cons of every possible action by quantitatively
assessing the goodness of the decomposition. This method can be considered as
an interesting addition to the arsenal of already established methods and tools
within database design literature. As a future work, an extensive experimenta-
tion is needed to evaluate the method, and to study the impact of each goodness
property on the overall quality of database design. Looking ahead, interactive
decomposition can be extended to involve extra goodness measures such as: min-
imality, freedom from globally redundant attributes, and freedom from attribute
replication. Moreover, it can be extended to consider other types of dependencies
(e.g. MVDs) and higher normal forms (e.g. 4NF).

Other directions of future work concern improving the tool and making the
interface more user-friendly; by introducing, for instance, graphical represen-
tation on functional dependencies in the form of FD diagrams, and graphical
representation of join- diagram of the decomposition.

Finally, future work should address the usefulness of the decomposition
method in real-life situations where the search space is huge. Therefore, it is
necessary to conduct some experiments with real-life databases consisting of
many, possibly non-normalized, relations.
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Abstract. Computer vision image recognition has undergone remark-
able evolution due to available large-scale datasets (e.g., ImageNet, UEC-
Food) and the evolution of deep Convolutional Neural Networks (CNN).
CNN’s learning method is data-driven from a sufficiently large training
data, containing organized hierarchical image features, such as annota-
tions, labels, and distinct regions of interest (ROI). However, acquiring
such dataset with comprehensive annotations, in many domains is still
a challenge. Currently, there are three main techniques to employ CNN:
train the network from zero; use an off-the-shelf already trained network,
and perform unsupervised pre-training with supervised adjustments.
Deep learning networks for image classification, regression and fea-
ture learning include Inception-v3, ResNet-50, ResNet-101, GoogLeNet,
AlexNet, VGG-16, and VGG-19.

In this paper we exploit the use of three CNN to solve detection prob-
lems. First, the different CNN architectures are evaluated. The studied
CNN models contain 5 thousand to 160 million parameters, which can
vary depending on the number of layers. Secondly, the different studied
CNN’s are evaluated, based on dataset sizes, and spatial image context.
Results showing performance vs. training time vs. accuracy are analyzed.
Thirdly, based on human knowledge and human visual system (HVS)
classification, the accuracy of CNN’s is studied and compared. Based on
obtained results it is possible to conclude that the HVS is more accurate
when there is a data set with a wide variety range. However, if the data-
set if focused on only niche images, the CNN shows better results than
the HVS.
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1 Introduction

Convolutional Neural Networks (CNN’s) have significantly evolved the field of
image classification [18,20], and object detection accuracy [9,27]. When com-
paring object detection versus image classification, object detection is a more
complex task, which needs more complex methods [11,33], due to the need of
multistage pipelines that are slow and have low performance. Solutions compro-
mise speed and accuracy.

There are numerous machine learning and CNN libraries, for instance: Cuda-
ConvNet, Torch, Theano, and Caffe4. In this work we used MatConvNet, which
is a MATLAB tool, that implements CNN’s oriented to computer vision. CNN’s
revolutionized computer vision since [18], replacing traditional image processing
pipelines using, for instance: SIFT, Jseg, DBscan. CNN’s simple learning based
on convolutions and rectifications are far from trivial, and the reason is related
to the need to learn by adjusting coefficients (backpropagation) from massive
amounts of data (i.e.: millions of images), to have a well balance trained net-
work. Just like other existing tools, MatConvNet is optimized for this tasks by
using a set of optimizations which allow automatic parallelism and support the
use of GPUs (using CUDA DevKit and a suitable NVIDIA GPU) to speed-up
specific mathematical computations.

In this paper, using real-world food image data sets (UEC-256 and Food-101),
we analyze three Convolutional Neural Networks applied to food detection and
classification, GoogLeNet [29], Inception-v3 [30], and ResNet-101 [12]. In partic-
ular, using the food dataset UECFood-256, we explored and evaluated different
CNN architectures keeping the same configuration parameters, while training
the networks from scratch. Based on performed training, for all tested CNN’s,
the performance is described and evaluated. Moreover, based on an inquired
study group, comprised of approximately 100 university students, the accuracy
of the CNN’s computer vision approach is compared with human vision-based
classification [8].

CNN results, based on a complete food data-set, all classes, 6 epoch training,
show an accuracy of 70.68% vs. 80.6% HVS. However, when training the CNN
for only 16 food classes (the same used for the HVS study) CNNs demonstrate
an accuracy of 89.89%. Moreover, when increasing the number of epochs form 6
to 20, CNNs accuracy improves to 93.86%.

This paper is organized as follows. Section 2, makes a short resume of the
related work in the field. Section 3 describes the global experimental setup used
to test the CNNs. Section 4, shows obtained results and draws conclusions.
Section 5, concludes the work.

2 Related Work

This study is motivated by recent studies in the field [2,3] in computer vision.
In general, object recognition involves extraction of features from images,

represented according to a specific model. Then, features are fed to a classifier
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to recognize the image objects, in our case, food. Features can be categorized in:
global (e.g.: color histograms, circular shapes), or local (e.g.: pixel color, SIFT
features). The selection of such features have a key role in the final accuracy.
Many combinations can be set and have been proposed. While in [26], color and
texture are combined, in [32] image features are integrated, including contour,
motion, texture, color. Authors in [25], work using different color spaces, such
as, RGB, HSV, LAB, and texture properties.

Other works on the field, for example [24], focus on the use of Bag of Features
(BoF) algorithms in order to identify food. Authors in [5], use the Pittsburgh
Fast-Food Image Database (PFID), and apply using a baseline algorithm using
a bag of SIFT features. Studies like [1,7,13], use and compare different BoF
algorithms.

Accuracy is a very important measure to evaluate classification of objects in
images, and, it can be affected by data structures and quantization methods.
For instance, in [17] authors use Fisher Vectors (FV) instead of traditional BoF
to optimize quantization. This work shows that finding the appropriate features
that best represent images is a challenge.

The key advantage in using deep learning methods [19] is their capacity to
deal with a large number of image categories and features, automatically adjust-
ing assumptions about processed images [18]. Few studies have explored Deep
Learning for Food Recognition using neural networks. In [16] features are com-
bined using FV from 1000 food-related categories, retrieved from ImageNet.
Other architectures, derived from Inception [29], are explored in [22], where
modules are modified, by introducing 1× 1 convolutional layers, this way reduc-
ing the input dimension for the next layer. In [10], the inception v3 network is
modified to improve computational efficiency. For [21], VGG-16 network multi-
task loss is exploited, and in [4] problems like food ingredients recognition are
also exploited. For both previous cases a conditional random field is applied to
optimize the distribution probability of ingredients identification.

During ImageNet’s Large Scale Visual Recognition Challenge 2012
(ILSVRC2012), AlexNet [18] was a success, proving its efficiency. Other related
works study the effectiveness of CNN for food recognition [6,31], however, it is
considered that more work is necessary for those solutions to be practical. Mainly
because of the necessary large number of parameters, and excessive computation
cost.

In 2014 ILSVRC competition, a CNN named GoogLeNet [29], obtained very
good performance recognizing general objects. This was also improved with the
introduction of Inception, a multi-branch convolution module, configurable for
different purposes. Compared with AlexNet (8 layers), GoogLeNet outperforms
accuracy [29], and uses twelve times less parameters.

In [28], three ResNet architectures are studied and compared. First,
Inception-ResNet-v1, a hybrid Inception version that has a similar computational
cost to Inception-v3. Second, inception-ResNet-v2, a costlier hybrid Inception
version with significantly improved recognition performance. Last, Inception-v4,
a pure Inception variant without residual connections with roughly the same
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recognition performance as Inception-ResNet-v2. Authors study how the intro-
duction of residual connections lead to dramatically improved training speed for
the Inception architecture.

3 Experimental Setup

In this work is used the UEC FOOD 256 as use case [15]. This data-set contains
more than 32.000 images, representing 256 food categories [14]. Each food image
has a bounding box associated, indicating the location of the food. Most food
categories in this data-set are popular in Japan, therefore, some categories might
not be familiar to other people than Japanese [23].

The data-set was divided in three parts: 60% for training; 20% for testing;
20 % for validation.

The study was performed using an Intel i5 3.4 GHz processor, 16 GB RAM,
Asus nvidia GeForce gtx 1070 8 GB, Windows 10 64 bits, MatLab R2018a.

For all tested CNNs (GoogleNet; Inception v3; ResNet 101), the same param-
eters were configured, Table 1.

Table 1. Testing configuration for all CNNs

Training cycle

Epoch 6

Iterations 15264

Iterations per epoch 2544

Validation

Frequency 3 iterations

Figure 1, shows the labeling for Figs. 2a, b, c and 5a, b, c.

Fig. 1. Graphs labeling

To compare the CNNs with the HVS, a small test group, comprised of a total
of 20 subjects was set, ten were female, and the other ten male, all in the age
rank between 25 and 40 years old, all with European nationality.
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Similar to CNNs, Europeans do not know Japanese food dishes. Thus, train-
ing is necessary before testing. For this reason, the inquiry was divided into two
stages. A training stage was given to the subjects, consisting of showing a set of
total 98 slides for the 16 food categories. A slide shows 7 images for the chosen
food category and 1 images from other food categories, in random order. Then
the test subject had to indicate the one that did not belong to the respective food
category. This allows the test subjects to learn the names and key characteristics
of the food categories.

In the second stage, image classification, a set of images is shown in random
order, from the 16 trained classes, each with 16 class label options, where only
one is correct. The test subjects need to select the correct label for the image.
HVS data-set included 686 food photos, each class with a total of 43 photos.

4 Comparison Study

Using the UEC Food 256 full data-set, the following CNNs were trained from
the scratch to classify different types of foods: GoogleNet; Inception v3; ResNet
101.

Figure 2 shows the training progress for the three used CNNs. From these
charts it is possible to observe how each network evolves, epoch after epoch, to
achieve its best, given the same configurations for all.

Table 2. Results comparison, validation accuracy, validation loss, and training time

Results GoogleNet Results Inception v3 ResNet 101

Validation
accuracy

47.73% 65.43% 70.68%

Validation loss 2% 1.4% 1.2%

Training time 6105 min 12 s 5290 min 42 s 7678 min 17 s

Classification
time (per image)

0.138 s 0.655 s 0.27 s

Table 2 shows a summary of the comparison of the obtained accuracy and
training time results.

When comparing all charts, Fig. 2, ResNet 101 (a), and GoogleNet (c) con-
verge faster (in fewer epochs) to the final result, while Inception V3 “climbs” to
the final result/accuracy more gradually over the training time (more epochs are
necessary). On the other hand, Inception v3, shows more potential to improve
the accuracy performance, if extended training is performed. Never the less, with
the same test conditions, ResNet 101 obtained better accuracy results.

In Fig. 3 is represented the Confusion Matrix (confusion matrix) for the CNN,
resNet 101, with all 256 classes considered. Note that, most miss-classifications
fell outside the 16 considered classes, therefore, the last column, sum represents
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Fig. 2. CNN training and loss comparison: (a) ResNet CNN, (b) InceptionV3 CNN,
(c) GoogleNet CNN

the sum of all miss-classifications. With the CNN ResNet 101, with all food
classes of the data-set available to classify only the 16 classes used in the HVS
survey inquiry, this CNN reached an accuracy of 67.7%.

Figure 4 shows the Confusion Matrix for the survey inquiry performed to our
test group. Note that, as happens with humans, during the test/inquiry, the
CNN also has a wide knowledge of other foods (256 types of food), which as
in humans, can influence classification. HVS was able to reach an accuracy of
80.6%, 13.4% more than the CNN.

Table 3, resumes the Confusion Matrix in Fig. 3 (16 food classes classification,
with the knowledge of all 256 food classes) and Fig. 4 (16 food classes classifi-
cation of 16 food classes training, with a life time of food knowledge). From
obtained results, when considering all trained food classes for both CNN and
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Fig. 3. Confusion Matrix CNN ResNet 101 (256 classes trained - 16 classes classification)

human test subjects, HVS performed better than the CNN. However we must
consider that both make mistakes when:

– The training data-set does not cover comprehensively the classification
images.

– When the image to classify is too different from the learned ones.
– Other dishes similarities, influence the classification (i.e., over-fitting).

In the previous experiments, the CNNs were trained with 256 food categories.
In the next experiment, the three CNNs were trained again from the scratch.
This time only considering the training and classification images used during the
HVS inquiry training. Results are shown in the following subsection.

Table 3. CNN vs. HVS results

HVS CNN ResNet 101

Validation accuracy 80.6% 67.2%

Training time (avg) 17 min 56 s 7678 min 17 s

Classification time (avg) 14 s (per image) 0.27 s (per image)
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Fig. 4. Confusion Matrix HVS (16 classes trained - 16 classes classification)

4.1 Additional Results, CNN (16 Classes) vs. HVS

In this subsection, additional tests were performed with the three CNNs, using
only 16 food classes (and the same 6 epochs). With these results it is possible
to evaluate which CNN is more efficient, with a similar training as the HVS,
and how the results compare with HVS in this case. For this purpose, the same
images used during HVS inquiries, for training and classification were used to
train the three CNNs from scratch. The CNN training data-set had the same
images as the HVS training set, total 686 food photos, each class with a total of
43 photos.

Figure 5, shows the CNNs training progress (accuracy and loss). In Table 4,
results are summarized. Both GoogleNet and InceptionV3 reached the same
accuracy (85.92%), and ResNet101 was the most efficient (89.89%). However,
ResNet101 was the CNN that took more time to train, and GoogleNet the fastest.

Tables in Fig. 6 shows the confusion matrix for the three CNNs and the HVS
(Fig. 6d the same as Fig. 4) for comparison purposes. Most important conclusions
are that:

– HVS errors are constant and visually/syntactically related.
– CNNs errors are much more disperse and (for us humans) without visual

relation.
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Fig. 5. CNN, 16 class training, 16 classes classification, 6 epoch: (a) ResNet CNN, (b)
InceptionV3 CNN, (c) GoogleNet CNN

4.2 More (20) Epochs Impact on CNN Accuracy

Next we increased the number of training epochs from 6 to 20. The data-set was
the same as in the previous and the HVS experiments (16 classes).

Figure 7 shows the training progress for the three CNNs using 20 epochs.
From these images it is possible to conclude that after approximately 10 epochs
the CNNs do not significantly improve their accuracy.

Table 4. Results comparison, 16 food classes, 6 epoch: validation accuracy, validation
loss, and training time

Results GoogleNet Results Inception v3 ResNet 101

Validation
accuracy

85.92% 85.92% 89.89%

Validation loss 0.45% 0.5% 0.3%

Training time 15min 18 s 73 min 27 s 94 min 26 s
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Fig. 6. Confusion matrix, 16 class training, 16 classes classification, 6 epoch: (a) ResNet
CNN, (b) InceptionV3 CNN, (c) GoogleNet CNN, (d) HVS (for comparing purposes -
same as Fig. 4)

Table 5 compares accuracy, loss and training times of the three CNNs. When
using 20 epochs, instead of 6, CNNs can improve significantly their accuracy,
almost stabilizing in a maximum around the 90% accuracy.

Tables in Fig. 8, compare the confusion matrix, of the CNNs with 20 epochs,
with the HVS. Similar to what happens with 6 epochs, CNN confusion matrix’s
errors are dispersed and not directly related, as happens with the HVS.
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Fig. 7. CNN, 16 class training, 16 classes classification, 20 epochs: (a) ResNet CNN,
(b) InceptionV3 CNN, (c) GoogleNet CNN

Table 5. Results comparison, 16 food classes, 20 epochs: validation accuracy, validation
loss, and training time

Results GoogleNet Results Inception v3 ResNet 101

Validation
accuracy

89.17% 90.25% 93.86%

Validation loss 0.30% 0.30% 0.25%

Training time 49min 31 s 237 min 22 s 288 min 28 s
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Fig. 8. Confusion matrix, 16 class training, 16 classes classification, 20 epochs: (a)
ResNet CNN, (b) InceptionV3 CNN, (c) GoogleNet CNN, (d) HVS (for comparing
purposes - same as Fig. 4)

5 Conclusions and Future Work

In this work we evaluated approaches to food recognition using different deep
Convolutional Neural Network models introduced by Google: GoogleNet, Incep-
tion V3 and ResNet 101. These models make use of building blocks called “Incep-
tion modules”, that are used to create very deep networks. We also compared
these with the Human Visual System (HVS).

A problem that is worth discussing is related with the need for high compu-
tational resources to train the networks from scratch. Considering that a large
number of the training session are necessary to tune some of the network param-
eters for reaching the best possible accuracy, it is clear that organizing and per-
forming such experiments is not trivial. Because of this, it is also considered the
need for further investigation on the settings of the training/fine-tuning param-
eters of the architecture for classification; we believe that deep learning and its
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applications, food recognition in particular, still offers many opportunities for
research at all levels.

Considering all 266 food classes, when comparing the CNN with the HVS,
for a limited number of classes (16 different classes), the HVS performed better
than the CNN, 67.2% CNN accuracy vs. 80.6% HVS. However, when comparing
the HVS with the CNNs trained with only with 16 classes, the accuracy of the
CNNs improved significantly above the HVS, up to 89.89%. Additional tests
show that increasing the number of epochs, 6 to 20, improves even more the
accuracy, to 93.86%, when using only 16 food classes.

An important difference between CNN and HVS regarding classification is
that the CNNs make errors with different food classes, of all types; HVS makes
semantic errors almost always with the same food classes. Therefore, HVS, shows
more consistency with the provided answers.
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Abstract. The article presents a way to use a Multi-criteria Decision
Analysis (MCDA) method such as Analytic Hierarchy Process (AHP)
for the assessment and selection of security and safety measures in the
railway industry. The situation in the industry regarding security infor-
mation exchange and the risk management process was presented briefly,
as well as a proposal to support this process with the elements of the
multi-criteria analysis.
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1 Introduction

Safety Management Systems (SMS) used in the railway industry mainly focus
on the risk level estimation process. However, there is a gap in that process
which is the lack of decision making support regarding the selection of safety
or security measures decreasing identified risk. The paper presents one of the
results of a research project “Central Threats Register” (Pol. CRZ - Centralny
Rejestr Zagrożeń), run by Institute EMAG, which helps to fill that gap.

The solution is based on the implementation of the AHP method into the
railway industry. The method has been successfully used in many other sectors
and industries for many years now [1,11,12,15]. CRZ will be a central plat-
form for cooperation and information sharing for different railway infrastructure
stakeholders according to the requirements of the Commission Regulation No.
1078/2012.

The AHP method in the CRZ platform will support the selection of security
measures which are planned to reduce identified risks. It is assumed that CRZ
will enable interested parties to make common assessments and to solve decision
problems during the selection of proper security controls. Besides, CRZ will
facilitate risk analysis and the exchange of security and threats related data by
the implementation of a common knowledge base.

The paper is organized as follows. Section 2 presents the state of the art in
the field of security assessment methods used in the railway industry. Section 3
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introduces a solution to the problem and describes AHP use by a few examples.
Section 4 explains the methodology and use case chosen to verify the solution.
Section 5 discusses the results and Sect. 6 presents conclusions and future work.

2 Analysis of the Current Situation

In the chapter the state of the art of risk assessment methods used in the railway
industry is presented.

2.1 Legal Basis

The Commission Regulation (EU) No. 402/2013 on the common safety method
and risk evaluation and assessment [6] clearly defines the basic risk assessment
process that is required for use in the railway industry (Fig. 1).

The industry stakeholders are obliged to perform risk management, which
includes threats (hazards) identification, risk analysis, estimation for identi-
fied threats (hazards), and risk treatment process (planning and performing the
activities to reduce the risk to an acceptable level).

Different entities can use different methods for risk assessment and internal
reporting. The Office of Rail Transport (UTK) - the railway market regulator in
Poland - has developed a set of guidelines for risk management and monitoring
[17,18]. These guidelines describe several examples of such assessment meth-
ods as: Brainstorming, Checklist, Primary Hazard Analysis (PHA), Hazard and
Operability studies (HAZOP), Structure What-If (SWIFT), Failure Mode Effect
Analysis (FMEA), Event Tree Analysis (ETA), Fault Tree Analysis (FTA), Root
Cause Analysis (RCA), and Ishikawa Diagram. The UTK guideline also includes
other methods which are presented in the ISO 31010 standard [10]. The next
section describes the results of a survey in which the authors try to find out
which methods are the most popular among railway companies.

2.2 Survey on the Railway Risk Assessment

The survey results presented below are based on questionnaires sent to approx-
imately 15% of railway entities in Poland. The survey was a part of the CRZ
project. According to the answers the most of risk assessment activities are based
on FMEA, Risk Score and Consequence/Probability matrix methods (Fig. 2).

The risk assessment and the selection of security controls are carried out by
using simple documents and methods created, for instance, in Excel spreadsheets.
Further, common assessment of security issues and selection of security measures
are based on very popular methods, like brainstorming or “what-if” analysis.

Risk assessment methods used in the railway industry utilize predefined con-
figurable scales of probability and consequences of threats/incidents. The meth-
ods focus on the assessment of the risk level and do not support the selection
of proper security measures. Moreover, they do not facilitate the comparison of
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Fig. 1. Risk assessment process according to [6]

Fig. 2. The numbers of responders using selected risk assessment methods

available options and activities according to financial and non-financial criteria
while choosing the best safeguards at the moment.

Little attention has been paid to using decision support methods (including
MCDA-type methods [19]) in the Polish railway industry so far.
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2.3 Related Works

Some of MCDA methods (AHP, Analytic Network Process - ANP) are used in
the transport industry to plan transport routes for passengers or cargo trains [16].
Sometimes they concern development problems of transport networks (includ-
ing railway) in specific areas [5,7]. For instance, they can be used for finding
the best transport alternatives in conurbations or simulating the development
of tram ways in a city. A good example of MCDA application to railway safety
was described in paper [3]. Here MCDA was used for the assessment of a safety
status of such railway infrastructure components as rolling stocks, rails and auto-
matic switches, level crossings, railway stations, signaling systems and automatic
devices, and others.

Literature research showed no studies about safety management systems with
built-in decision support methods, neither for risk/threat assessment nor for
security/safety control measures assessment and selection. In the next section a
solution is proposed to overcome that gap.

3 Proposed Solution

Due to the complexity and extent of a typical railway infrastructure there can
be various types of its possible consequences to human health, train passengers,
users of infrastructure elements (e.g. road-rail level crossings, railway stations),
natural environment (e.g. transport of hazardous materials like chemicals, oil,
radioactive materials), local communities (e.g. railway lines or infrastructure
elements under repair or construction).

The possible impact of planned security measures as well as the importance
of consequences and impacted areas can be evaluated differently. The priorities
of evaluation criteria change and depend on the evaluators’ group, i.e. some
aspects will be important for security managers while others for local communi-
ties, governments, management boards of railway companies and their financial
departments.

This is why, in the CRZ project, we propose a software tool with a
built-in MCDA method capable of supporting the assessment and selection of
safety/security measures.

The MCDA method is used to assess and prioritize various options from the
most to the least preferred ones. The method is often used to assess complex
financial and non-financial issues. Overall preference to an assessed item, asset
or object is determined thanks to the results obtained from the method. The
results consider assessments and comparisons made with respect to the chosen
individual criteria.

The manual [19] covers a range of multi-criteria analysis techniques and pro-
vides guidance on how to use them for the assessment of options or decisions.

The multi-criteria analysis techniques group includes Analytical Hierarchy
Process (AHP) – a method presented in 1980 by Saaty [13]. It is a technique in
which a set of parameters are evaluated using the absolute scale (for both mea-
surable and non-measurable criteria). The method relies on the decomposition
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of the problem into constituent elements and repeating the evaluation sequence.
In the sequence the elements are compared in pairs.

The decision problem is modeled as a tree (Fig. 3) where the first level
presents a general goal (objective) and the successive levels contain criteria and
sub-criteria of the assessment. The lowest level includes available options, alter-
native actions, or decisions.

Fig. 3. Example of decision problem tree

In order to determine the weight of individual criteria, they are compared in
pairs (pair-wise comparisons) using the scale proposed by Saaty (Table 1).

Decision makers express their preferences using the above scale and the result
of comparisons is recorded in the form of a square preference matrix. The result-
ing matrix is a square matrix with a dimension equal to the number of compared
elements.

Ak =

⎡
⎣

a11 a1j a1n

ai1 aij ain

an1 anj ann

⎤
⎦

where aij is a value which informs how much more important the element i is in
relation to the element j with respect to the k criterion. The matrix A is recip-
rocal, which means that elements of the evaluation matrix have the property:
aji = 1

aij
, aij > 0, for each i, j = 1, 2, . . . , n. Table 2 presents an example of

such a matrix.
The decision makers should perform the comparison (using the scale pre-

sented in Table 1) for each pair of criteria (on the particular level of criteria).
Having the comparison matrices ready, the priority vector for each matrix must
be found. The priority vector expresses the preferences between elements (such as
criteria or decision options, depending on the level of the performed assessment).

Various methods of approximate calculation of the priority vector are used.
The following are the two main methods [4,14] for calculation of wi - elements
of the priority vector.
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Table 1. Evaluation ranking scale for the pairwise comparison [4]

Importance Definition Explanation

1 Equal importance Two activities contribute equally
to the objective

2 Weak or slight

3 Moderate importance Experience and judgement slightly
favour one activity over another

4 Moderate plus

5 Strong importance Experience and judgement strongly
favour one activity over another

6 Strong plus

7 Very strong or demonstrated
importance

An activity is favoured very
strongly over another; its
dominance demonstrated in
practice

8 Very, very strong

9 Extreme importance The evidence favouring one activity
over another is of the highest
possible order of affirmation

Table 2. Example of preference matrix

Elements (aij) of A matrix ai1 ai2 ai3

a1j 1 4 1
2

a2j
1
4

1 1
4

a3j 2 4 1

Method I: Utilize the geometric mean to calculate the elements of priority
vector wi.

a∗
i = n

√√√√
n∏

j=1

aij (1)

a∗ =
n∑

i=1

a∗
ij (2)

wi =
a∗

i

a∗ (3)

Method II: The matrix A is transformed to A∗ using formulas (4), (5).
Then the priority vector is performed as the arithmetic averages from the row
of the normalized comparison matrix (A∗)
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α∗
j =

n∑
i=1

aij (4)

a∗
ij =

aij

α∗
j

(5)

wi =
1
n

n∑
j=1

a∗
ij =

1
n

n∑
j=1

aij

α∗
j

(6)

The next step in the classic approach to AHP is to create comparison matrices
for each option, against each criteria. The global priorities for each option can
be calculated as the sum of the products of priorities in each branch, from a
single option up to the main goal (decision problem).

In order to ensure better quality of results, the AHP method assumes the
calculation of Consistency Ratio (CR), which is determined as the ratio of the
Consistency Index (CI) of the pairwise pairing matrix to the Random Index
(RI) determined for random matrix values of the same size.

CI =
λmax − n

n − 1
(7)

CR =
CI

RI
(8)

where n is the size of the matrix, λmax is the largest eigenvalue of the matrix, RI
is a consistency index of matrices, the values of which are completely random. [2,
9,13] present tables of typical RI values for matrices of different sizes, determined
on the basis of many simulations (100, 500, 1000, 100000).

4 Methodology

There are various hazards, e.g. railway crossing accident, failure in railway trans-
mission lines, collision of trains, equipment failures which were registered and
are a matter of big concern in railway companies. The AHP method was verified
on one chosen problem presented below.

The problem refers to proper selection of security controls to counter the
threat of breaking overhead electrical transmission lines due to icing. The use
case analysis was performed in two steps:

1. First, the traditional brainstorming method was used by the experts to
assess and select safety measures in the way it was done up till now.

2. Second, the assessment and selection of the same safety measures were per-
formed using the AHP method.

Such an approach allowed to assess whether the results are consistent with the
experts’ predictions and whether the method can be used in this area.
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5 Results and Discussion

In this section we present and compare the results achieved in the brainstorming
and AHP methods.

5.1 Brainstorming Results

For the selected use case the following controls were indicated by the experts as
possible alternatives for the assessment:

1. Mechanical de-icing using devices mounted on trolleys.
2. Mechanical de-icing using devices mounted to pantographs of traction vehi-

cles.
3. Mechanical de-icing by hitting the wires with rods.
4. Chemical de-icing (application of a CaCl2 to the traction network).
5. Electrical de-icing (melting ice by heating the electric traction).
6. Reduction of adhesion of ice or rime by using fat (e.g. transformer oil or

chemicals) in the period preceding the occurrence of icing.
7. Covering a short section of cables with anti-frost measures in zones where

frequent starting of traction vehicles occur.
8. More frequent train drives including manual clearing of traction from accu-

mulated snow and ice.
9. Driving trains with raised two panthographs, the first of them facing the

moving direction should not draw power.
10. More frequent inspections of electrified railway lines to observe overhead

lines, icing, snow covering of insulators, condition of tensioning devices.

For these measures, a set of evaluation criteria has been defined: Impact
on safety/security, Impact on the environment, Effectiveness, Financial costs,
Possibility of implementation, Time of implementation.

According to the brainstorming method which is currently used by experts,
the most important assessment criteria are the cost of implementation and the
impact on safety/security measures. The experts, according to their best knowl-
edge and experience, selected options: 1, 2, 4, 7, 10 from the list of 10 alternatives
(safety measures). These options are considered by railway experts as the most
appropriate for implementation.

Next, the experts used the AHP method to assess the same options according
to the same criteria.

5.2 AHP Process

In this step previously selected criteria and safety measures were assessed. The
results from the AHP method were compared to the results gained from the
brainstorming method. Special Excel spreadsheets were prepared to assess the
chosen use case according to the AHP method.

A few chosen railway experts were engaged in the assessment. Each of them
had to make a full AHP assessment including the comparison of criteria and
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the comparison of security measures. Then the results from all experts were
aggregated into the final ranking of criteria and security measures.

The evaluation of criteria and measures was performed using a typical AHP
9-value scale (Table 1). Table 3 presents an example of the criteria assessment
results achieved by one of the experts.

Table 3. Example of criteria evaluation made by one expert

Impact on

safety/security

Impact on

environment

Effectiveness Financial

costs

Possibility of

implement

Time of

implementation

Impact on

safety/security

1.000 5.000 0.500 0.333 0.333 0.500

Impact on

environment

0.200 1.000 0.250 0.500 0.333 0.500

Effectiveness 2.000 4.000 1.000 0.250 0.333 0.500

Financial costs 3.000 2.000 4.000 1.000 0.333 0.333

Possibility of

implement

3.000 3.000 3.000 3.000 1.000 0.333

Time of

implementation

2.000 2.000 2.000 3.000 3.000 1.000

Safety measures were assessed by each expert in the same way like criteria.
Next, all security measures were compared to each other considering defined
criteria.

The full version of AHP method assumes checking the consistency of result
matrices. For inconsistent assessments, the problem is the inaccuracy of results
[4]. This is why additionally a consistency ratio (CR) was calculated for each
resulting matrix. It allowed to check how many answers were thought-out, well-
judged, and consistent.

Summing up, the whole AHP process consists of the following steps:

1. Criteria assessment
2. Calculating CR for the results of criteria assessment
3. Safety measures assessment
4. Calculating CR for the results of safety measures assessment
5. Aggregating results from all experts and ranking safety measures.

5.3 AHP Results and Discussion

AHP assessments were made by a few railway experts coming from maintenance
of electric traction networks and individual carriers. In the beginning, the results
had their consistency ratios (CR) values between 0.05 and 0.57. Such a wide
range was caused by the lack of the experts’ experience in using the method. It
was the very first time they used AHP.

Such inconsistency in CRs can be minimized by re-evaluations but this
increases the complexity and time-consuming nature of the overall assessment.
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Another possibility of decreasing inconsistencies in CRs is the rejection of rat-
ings (matrices) whose consistency index exceeds the acceptable value, which in
turn may lead to discarding many results of other experts.

Due to the small number of experts, the first solution of a re-evaluation was
chosen. Then the results collected from several experts were aggregated. The
aggregation of assessment results was made in the form of a geometric mean.

The analysis of the results revealed that AHP results were not entirely consis-
tent with brainstorming method results. During brainstorming, railway experts
judged the financial costs and impact on safety as the most important criteria.
While the AHP method revealed that criteria related to the possibility of imple-
mentation and time of implementation of security measures were assessed higher
by the same experts (Fig. 4).

Fig. 4. Ranking of criteria (aggregated results)

It does not mean the AHP method gives bad results. It rather means the
method delivers a broader view of security measures. In that case the chosen
security measures should not be only cheap and effective but also feasible for
implementation in the current environment and in acceptable time.

As a result of brainstorming, the following five alternatives were selected as
recommended for implementation: 1, 2, 4, 7, 10. While, according to the AHP
results, the following safety measures got the top five scores: 9, 2, 1, 10 and 4
(Fig. 5), and alternative No. 7 goes right after alternative No. 4.

Fig. 5. Ranking of safety measures (aggregated results)

The inconsistency regarding safety measure 9 may result from the fact that
the evaluators represented different types of railway entities and the selected
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test case did not affect all the entities to the same extent. The maintenance of
the electric traction network is the responsibility of the infrastructure owner and
not individual carriers, while the experts’ group included also representatives of
the carriers. Therefore the discrepancies in the safety measures assessment were
greater than in the criteria assessment. Railway carriers actually use solution
No. 9 as the most effective even in strong frosts, although reluctantly, because
it often causes damage to the pantograph.

6 Conclusions and Future Work

The paper presents the AHP multi-criteria method which can be implemented
into a software tool. It can replace a simple brainstorming method giving more
options of assessment according to the defined criteria. The paper presents
shortly the basis of the AHP method and compares this method to the brain-
storming method.

Literature review and our own survey demonstrated that little attention had
been paid to using MCDA methods in the railway industry. This is why the CRZ
project can be the solution to that problem by offering software support for AHP
method. The main goals of the project are: (1) supporting information exchange
about railway threats, and (2) supporting railway experts in risk management
and solving security problems within the entire railway industry (not only on
the level of one particular railway enterprise).

The AHP multi-criteria method allows common assessments by many experts
at the same time. This capability was successfully examined with railway experts
during the project. The assessment criteria can be prioritized individually by
each expert as well as separate assessments and comparisons of all alternatives
can be made individually.

The proposed method has also got some weaknesses the users must be aware
of. However there are some possibilities to diminish them. The results depend on
the proper selection of assessment options and their coherence with the decision
maker’s point of view. We made an assumption in the project that a person who
asks for support is responsible for the decision problem definition (including
the assessment criteria and possible variants to be assessed). Thus the problem
definition phase is a crucial point to reduce the lack of adequacy of criteria and
variants.

There is a risk that some evaluators may act as false/fake experts or act
in collusion. To eliminate such cases we can consider a ranking system to ana-
lyze how many solutions are proposed by a given expert which reflect actual
implementation and to list the results (positive, negative, neutral). In the AHP
method the experts assess each solution on the basis of their own experience.
But in the end it is the decision maker’s responsibility to select the right solution
while experts are only an advisory board.

There is a possibility of imprecise or random assessment too. But AHP can
indicate these inappropriate or random responses by determining a Consistency
Ratio for each comparison matrix. The higher value of the indicator the greater
uncertainty about the result.
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It happens that the ratings made by different evaluators’ groups (managers,
decision-makers) have higher weights than others. Such cases were also reported
by the railway experts. They found out that the assessments could be different
depending on the evaluators’ groups within the same railway company. It also
depends on the type of a railway company: passengers carrier, freight carrier, an
entity in charge of maintenance (EMC). Therefore the future implementations
of AHP in a software tool should include some improvements and modifica-
tions considering the level of importance of individual evaluators [8]. To avoid
discrepancies resulting from the type of a railway company (passengers/freight
carrier, EMC), and to increase the accuracy of experts’ responses it is planned to
apply in the CRZ system the mechanism of assigning experts to decision-making
problems based on specialization (infrastructure owners, carriers).

The presented results on AHP application in the railway industry constitute
only preliminary work in the CRZ project. One of its elements will be the decision
support and evaluation of alternatives using AHP. The software implementation
of a well-defined risk assessment and decision support method is an added value
for the CRZ project and its prospective users - railway security professionals.

The next stage of the project will be the implementation of a software tool
and making it available on the network platform. The assessment of the method
usability and the impact of its application on the efficiency of the operator’s
actions will be possible after gathering more data from the users. The effective-
ness of selected measures and correctness of decisions made with AHP support
will be analyzed. It will enable to evaluate how the use of the AHP method
affects the performance of railway operators.

Acknowledgements. The work was carried out within the CRZ project, co-financed
by the European Regional Development Fund, Grant No. POIR.04.01.02-00-0024/17-00.
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Abstract. The paper presents «Neuro-Fuzzy Library» (NFL) – a free
library for fuzzy and neuro-fuzzy systems. The library written in C++ is
available from the GitHub repository. The library implements data mod-
ifiers (for complete and incomplete data), clustering algorithms, fuzzy
systems (descriptors, t-norms, premises, consequences, rules, and impli-
cations), neuro-fuzzy systems (precomposed MA, TSK, ANNBFIS, and
subspace ANNBFIS for both classification and regression tasks). The
paper is accompanied by numerical examples.

Keywords: Fuzzy system · Neuro-fuzzy system · Clustering ·
Incomplete data · C++

1 Introduction

Fuzzy and neuro-fuzzy system have proved their usefulness in many practical
applications. Fuzzy systems incorporate fuzzy sets and fuzzy logic into artificial
and computational intelligence. They share with humans a common representa-
tion of knowledge – fuzzy IF-THEN rules. Fuzzy rules are easy to interpret both
by humans and machines. Human experience expressed as rules can be easily
incorporated in a fuzzy system. Neuro-fuzzy systems add the ability of auto-
matic identification of rules from presented data. They can extract knowledge
hidden in the data and present it in form of easily readable rules. Both fuzzy
and neuro-fuzzy systems have many applications in real life problems.

Our objective is to provide a reliable up-to-date open library for fuzzy and
neuro-fuzzy systems to wide community of scientists and all interested in appli-
cations of neuro-fuzzy systems.

«Neuro-Fuzzy Library» (NFL) is available from the GitHub repository
https://github.com/ksiminski/neuro-fuzzy-library.

2 Description

NFL library is written in the C++11 language. This language has been chosen
because it is popular and widely known, builds to fast machine code, and its
c© Springer Nature Switzerland AG 2019
S. Kozielski et al. (Eds.): BDAS 2019, CCIS 1018, pp. 139–150, 2019.
https://doi.org/10.1007/978-3-030-19093-4_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-19093-4_11&domain=pdf
https://github.com/ksiminski/neuro-fuzzy-library
https://doi.org/10.1007/978-3-030-19093-4_11
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compilers are available for many platforms. The library is commented in the
Doxygen style, so the technical documentation is easily available from the library
source code.

Figure 1 presents a UML diagram of essential classes in the library.

Fig. 1. UML diagram of essential classes

2.1 Data Modifiers

NFL library implements some data modifiers (class data_modifier):

– for complete data
1. data_modifier_normaliser: normalisation to minimum 0 and maximum

1,
2. data_modifier_standardiser: standardisation to average 0 and standard

deviation 1,
– for incomplete data

1. data_modifier_marginaliser: marginalisation – removal of incomplete
data items,
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2. data_modifier_imputer: imputation with a constant,
3. data_modifier_imputer_average: imputation with average of an

incomplete attribute,
4. data_modifier_imputer_median: imputation with median of an incom-

plete attribute,
5. data_modifier_imputer_knn_average: imputation with average of an

incomplete attribute from k nearest neighbours,
6. data_modifier_imputer_knn_median: imputation with medians of an

incomplete attribute from k nearest neighbours,
7. data_modifier_imputer_values_from_knn: imputation with values of

an incomplete attribute from k nearest neighbours,

2.2 Fuzzy Systems

With NFL library you can compose your own fuzzy system. The library imple-
ments a variety of descriptors, t-norms, implications, and consequences.

Descriptors. The available descriptors in the NFL library are:

– constant value (descriptor_constant)
– singleton (descriptor_singleton)
– triangular (descriptor_triangular) with core c and support interval

(smin, smax) (Fig. 2)

μ(x) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

x−smin
c−smin

, smin < x < c

1, x = c
smax−x
smax−c , c < x < smax

0, otherwise

(1)

Fig. 2. Example of a triangular descriptor

– semitriangular
• leftmost semitriangular (descriptor_semitriangular) descriptor (Fig. 3)

μ(x) =

⎧
⎪⎨

⎪⎩

1, x � c
s−x
s−c , c < x < s

0, x � x

(2)
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• rightmost semitriangular descriptor (Fig. 3)

μ(x) =

⎧
⎪⎨

⎪⎩

0, x � s
x−s
c−s , s < x < c

1, c � c

(3)

Fig. 3. Example of a leftmost (left) and rightmost (right) semitriangular descriptors

– trapezoidal (descriptor_trapezoidal) with core interval [cmin, cmax] and sup-
port interval (smin, smax) (Fig. 4)

μ(x) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

x−smin
cmin−smin

, smin < x < cmin

1, cmin � x � cmax

smax−x
smax−cmax

, cmax < x < smax

0, otherwise

(4)

Fig. 4. Example of a trapezoidal descriptor

– sigmoidal (descriptor_sigmoidal) (Fig. 5)

μ(x) =
1

1 + exp(−α(x − β))
(5)

– gaussian (descriptor_gaussian) with mean m and standard deviation s

μ(x) = exp
[

− (x − m)2

2s2

]

; (6)

– subspace gaussian (descriptor_gaussian_subspace) similar to gaussian
descriptor, but a descriptor has an weight.
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Fig. 5. Example of a sigmoidal (left) and gaussian (right) descriptors

Table 1. T-norms

T-norms Class T (a, b)

product t_norm_product ab

minimum t_norm_minimum min(a, b)

drastic t_norm_drastic

{
min(a, b), a = 1 ∨ b = 1

0, otherwise
Einstein t_norm_einstein ab

2−(a+b−ab)

Fodor t_norm_fodor

{
min(a, b), a+ b > 1

0, otherwise
Łukasiewicz t_norm_lukasiewicz max[a+ b − 1, 0]

T-Norms. The AND operator joining the descriptors is modelled with T-norms.
The T-norms provided by the NFL library are listed in Table 1.

Implications. Some fuzzy systems use logical interpretation of fuzzy rules.
The rules are treated as true mathematical fuzzy implication. They are listed in
Table 2.

Conclusions. The NFL library provides three types of conclusions:

– Mamdani-Assilan [9] type based on triangular fuzzy sets
(consequence_MA),

– Takagi-Sugeno-Kang [15,16] type based on a linear combination of input val-
ues (consequence_TSK),

– Czogała-Łęski type [1] – parametrised consequences (moving consequences)
(consequence_CL).

2.3 Neuro-Fuzzy Systems

A neuro-fuzzy system adds a new feature to fuzzy systems. A neuro-fuzzy sys-
tem elaborates its fuzzy rule base from presented data. Commonly identification
of fuzzy rule base is done in two steps: first the input domain of the task is
partitioned into several regions that are transformed into premises of rules, then
in the second step the rule base is tuned to better fit the presented data.

One of methods of initial partition of the input domain is clustering. The
NFL library contains new implementations of several clustering algorithms:
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Table 2. Implications

Implication Class x → y

Fodor imp_fodor

{
1, x � y

max [1 − x, y] , otherwise

Gödel imp_goedel

{
1, x � y

y, otherwise

Goguen imp_goguen

{
1, x � y
y
x
, otherwise

Kleene-Dienes imp_kleene_dienes max[1 − x, y]

Łukasiewicz imp_lukasiewicz min[1, 1 − x+ y]

Reichenbach imp_reichenbach 1 − x+ xy

Rescher imp_rescher

{
1, x � y

0, otherwise
Zadeh imp_zadeh max[1 − x,min(x, y)]

– fuzzy c-means (FCM) [3] (class fcm)
– possibilistic fuzzy c-means (possibilistic FCM) [5] (fcm_possibilistic),
– conditional fuzzy c-means (conditional FCM) [10] (fcm_conditional),
– subspace fuzzy c-means (SFCM) [4] (sfcm),
– fuzzy c-ordered-means (FCOM) [7] (fcom),
– rough fuzzy c-means (RFCM) [11] (rfcm),
– subspace fuzzy c-ordered-means (SFCOM) [14] (sfcom),
– rough subspace fuzzy c-means (RSFCM) [13] (rsfcm).

The NFL library implements three types of neuro-fuzzy systems with gradient
tuning paradigm based on Mamdani-Assilan (class ma), Takagi-Sugeno-Kang
(tsk), and Czogała-Łęski fuzzy systems (annbfis and subspace_annbfis).

3 Examples

In the repository we prepared 5 experiments to show the features and usage of
the NFL library.

3.1 exp-1: Data Modifiers

This experiment shows all data modifiers enumerated in Sect. 2.1 and an example
of a chain of modifiers. Modifications are shown both for complete and incomplete
data. For the last example (a chain of modifiers) the original incomplete data
set is first imputed with constant value, normalised, imputed with average of
attributes, and finally standardised.



NFL – Free Library for Fuzzy and Neuro-Fuzzy Systems 145

3.2 exp-2: Clustering of Complete Data

The experiments runs 5 clustering algorithms:

1. fuzzy C-means (FCM)
2. possibilistic FCM
3. conditional FCM
4. subspace FCM (SFCM)

This experiment presents a subspace FCM algorithm. This algorithm assigns
weights to attributes in each cluster separately. Thus the algorithm extracts
fuzzy subspaces from the task domain. The data set has two clusters but
the importance of attributes is not the same. In the first cluster important
attributes are: 1, 3, and 5; in the second cluster – 2, 4, and 5. The 6th attribute
has low importance in both clusters. The weights assigned to attributes are
presented in Table 3. The informative attributes have high weights and non-
informative ones – low. The constraints of the algorithm on attribute weights
makes them sum up to 1 in each cluster.

Table 3. Weights assigned to attributes in clusters by the SFCM algorithm

Attribute Cluster 1 Cluster 2

1 0.28201 0.00265
2 0.00258 0.34119
3 0.32973 0.00243
4 0.00279 0.26542
5 0.38000 0.38606
6 0.00289 0.00225

1.00000 1.00000

5. fuzzy C-ordered means (FCOM)
This experiment runs on data set with three informative clusters at loca-
tions (10, 10), (10,−10), (−10, 10). Each cluster has 200 points with disper-
sion 1. Additional outliers cluster at (−10,−10) built with 20 points with
dispersion 0.1. The FCOM algorithm assigns typicality to each data item.
The algorithm elaborated three clusters with centres at (10.3735, 9.96222),
(9.94037,−9.99038), and (−9.99487, 10.0413). A histogram of typicalities is
presented in Fig. 6.

3.3 exp-3: Clustering of Incomplete Data

The experiment shows an example of clustering of incomplete data with special-
ized algorithms:

1. rough fuzzy C-means (RFCM),
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2. rough subspace fuzzy C-means (RSFCM) – the algorithm elaborates attribute
weights,

3. rough fuzzy C-ordered means (RFCOM) – the algorithm elaborates typicali-
ties of data items.

Fig. 6. Typicalities assigned to data items. The left bin with almost zero typicality
represents outliers.

3.4 exp-4: Fuzzy System

The experiments shows an example of a fuzzy system with precomposed fuzzy
rule base. The input domain of the system has two attributes x1 and x2. The
former attributes is partitioned with two triangular fuzzy sets, the latter – with
two semitriangular fuzzy sets presented in Fig. 7. The descriptors in rules are
joined with a product T-norm. The consequences follow the Mamdami-Assilan
paradigm and are composed of four triangular fuzzy sets. The rule base of the
system defines a surface presented in Fig. 8.

Fig. 7. Partition of domain of the x1 and x2 attribute.
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Fig. 8. Surface defined by the fuzzy rule base in exp-4

Fig. 9. Partition of the input domain for the ‘haberman’ data set elaborated by the
ANNBFIS system

3.5 exp-5: Neuro-Fuzzy System

Four types of neuro-fuzzy systems have been precomposed:

1. Mamdani-Assilan (class ma)
2. Takagi-Sugeno-Kang (tsk)
3. Czogała-Łęski in two versions: ANNBFIS (annbfis) and subspace ANNBFIS

(subspace_annbfis) [12].

All systems have Gaussian fuzzy sets in premises joined with a product T-norm.
For Czogała-Łęski neuro-fuzzy systems with logical interpretation of fuzzy rules
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the user can any of implications listed in Table 2. All neuro-fuzzy systems use
a gradient tuning method. For all systems methods for both regression and
classification tasks have been implemented. For classification task a threshold
for separation of positive class from negative one is calculated in three ways:
with Youden index [17], minimal distance threshold or mean of both classes.

The examples present the precomposed neuro-fuzzy systems in regression and
classification tasks. For regression the ‘leukocytes’ data set is used. It is a data
set describing concentration of leukocytes in blood modelled with Mackey-Glass
equation [8]. The equation was solved with condition x(0) = 0.1 with Runge-
Kutt method with step k = 0.1 [6]. The data series was the base for creation
of tuples with template [x(t), x(y − 6), x(t − 12), x(t − 18), x(k + 6)]. The train
data set holds items 501 to 700, the test data set – items 701 to 1000. The results
are gathered in Table 6.

For classification the ‘habermas’ data set is used. This data set contains
survival data of patients who had undergone surgery for breast cancer [2]. This is
a two class problem. The first 153 items are used as a train set, the following 153 –
as a test set. Table 4 presents precision and recall elaborated by the precomposed
neuro-fuzzy systems with the three thresholds for separation of the positive class
from the negative one. Table 5 presents a confusion matrix for the ‘haberman’
test data set elaborated by the ANNBFIS system with Youden index. Figure 9
presents an example of a partition of the input domain for the ‘haberman’ data
set.

Table 4. Results elaborated for the ‘haberman’ data set

Threshold Train Test
System Type Value Precision Recall Precision Recall
TSK Mean 1.5000 0.6315 0.6153 0.2763 1.0000

Minimal distance 1.2708 0.4603 0.7435 0.5476 0.5476
Youden 1.2728 0.4915 0.7435 0.2763 1.0000

MA Mean 1.5000 0.4285 0.1538 0.3666 0.5238
Minimal distance 1.2535 0.4307 0.7179 0.3135 0.8809
Youden 1.2702 0.4814 0.6666 0.3333 0.7380

ANNBFIS Mean 1.5000 0.7500 0.3846 0.5806 0.4285
Minimal distance 1.2938 0.4677 0.7435 0.2770 0.9761
Youden 1.2455 0.5373 0.9230 0.5200 0.6190

Subspace ANNBFIS Mean 1.5000 0.6666 0.2564 0.6111 0.2619
Minimal distance 1.2640 0.4705 0.6153 0.3333 0.9285
Youden 1.2414 0.4354 0.6923 0.4905 0.6190
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Table 5. Confusion matrix for test data for the ‘haberman’ data set elaborated with
the ANNBFIS neuro-fuzzy system with Youden index

Total population
(POP) = 153

Original
positive (OP)
= 42

Original
negative
(ON)= 111

Prevalence
= OP

POP

= 0.27450

Accuracy
(ACC)
= TP+TN

POP

= 0.73856

Predicted
positive = 50

True positive,
TP, power
= 26

False positive,
FP, type I
error = 24

Positive
predictive value,
PPV, precision
= TP

TP+FP

= 0.52000

False
discovery
rate, FDR
= FP

TP+FP

= 0.48000

Predicted
negative = 103

False negative,
FN, type II
error = 16

True negative,
TN = 87

False omission
rate, FOR
= FN

FN+TN

= 0.15533

Negative
predictive
value, NPV
= TN

FN+TN

= 0.84466

True positive
rate, TPR,
recall,
sensitivity
= TP

TP+FN

= 0.61904

False positive
rate, FPR,
fall-out
= FP

TN+FP

= 0.21621

Positive
likelihood ratio
(LR+) = TPR

FPR

= 2.86309

Diagnostic
odds ratio,
DOR
= LR+

LR−
= 3.92708

False negative
rate, FNR,
miss rate
= FN

TP+FN

= 0.57142

True negative
rate, TNR,
specificity,
SPC = TN

TN+FP

= 0.78378

Negative
likelihood ratio
(LR−) = FNR

TNR

= 0.72906

F1 score =
2TPR×PPV
TPR+PPV

= 0.56521

Table 6. Results elaborated for the ‘leukocytes’ data set with the precomposed neuro-
fuzzy systems. RSME stands for root means square error, MAE – for mean absolute
error.

RMSE MAE
System Train Test Train Test

TSK 0.000650 0.001079 0.000522 0.000715
MA 0.398608 0.401140 0.346149 0.349690
ANNBFIS 0.000639 0.001016 0.000513 0.000685
Subspace ANNBFIS 0.000683 0.003824 0.000537 0.001105

4 Conclusions

The paper presents the NFL – Neuro-Fuzzy Library for fuzzy and neuro-fuzzy
systems. The library is free and aims at providing the community of scientists
with reliable and fast fuzzy and neuro-fuzzy systems. It implements data modi-
fiers for complete and incomplete data, clustering algorithms, fuzzy and neuro-
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fuzzy systems. The library is written in the C++ language and is available from
the GitHub repository.
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Abstract. Our research aims to provide writers with automated tools
to detect grammatical usage errors and thus improve their writing. Cor-
rect English usage is often lacking in scientific and industry papers. [16]
has compiled 130 common English usage errors. We address the auto-
mated detection of these errors, and their variations, that writers often
make. Grammar checkers, e.g., [9] and [11], also implement error detec-
tion. Other researchers have employed machine learning and neural net-
works to detect errors. We parse only the part of speech (POS) tags
using different levels of generality of POS syntax and word-sense seman-
tics. Our results provide accurate error detection and are feasible for
a wide range of errors. Our algorithm specifies precisely the ability to
increase or decrease the generality in order to prevent a large number
of false positives. We derive this observation as a result of using The
Brown corpus, which consists of 55, 889 untagged sentences, covering
most genres of English usage, both fiction and non-fiction. This corpus
was much larger than any corpus employed by related researchers. We
implemented 80 of Swan’s most common 130 rules; and detected 35 true
positives distributed among 15 of Swan’s rules. Such a low true positive
rate, 35/55889, had been expected. No false positives were detected. We
employed a separate, smaller, test suite of both true positive and true
negative examples. Our system, as expected, correctly detected errors in
all the true positive examples, and ignored all the true negative ones.
The Language-Tool system had a detection rate of 28/130= 22%; Gram-
marly had a detection rate of 60/130 = 46%. Our results show significant
improvement in the detection of common English usage errors.
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1 Introduction, Problem Addressed

Correct English writing is a difficult task, even for a college educated, native
speaker of English—in other words poor grammatical usage does not reflect
well upon the writer. The intended writing styles we had in mind were cover
letters, marketing reports, short stories, and legal briefs. (Chatbots—generating
intelligent English sentences given an arbitrary English query—involve sentence
generation, not error detection.) We made this claim after carefully studying
Swan’s Practical English usage, [16], with 130 common rules. We are not just
referring to, e.g., subject-verb agreement or the proper use of its versus it’s.

Our research was also motivated by the fact that studies have shown that
foreign language students have difficulty with English grammar, [1]. Specifically,
Iraqi high school students have serious problems with the usage of verb tenses,
articles, and prepositions. Frequent errors involved missing words and additional
words. Furthermore, mastering prepositions is onerous for the English language
learner, [5]—they are just too numerous.

We discuss some Swan rules as a linguist would view them. In error rule 595.2
(too, too much) we have the following errors, i.e., the true positives:

It’s too much hot in this house.
I arrived too much early.

The corrections, i.e., the true negatives:

It’s too hot in this house.
I arrived much too early.

Obviously, one can substitute hot, cold, dark, light, etc. This involves simple
syntax checking on the adjective.

For error rule 325.1 (like: verb), one has to be careful using simple replace-
ment to correct an error:

You look as John.

The correction is:

You look like John.

However, substituting like for as will not work in the following case, because the
following sentence is correct.

He whistled as he locked the office.

We discuss how our algorithm did not consider this a false positive shortly.
An explanation of what exactly is wrong—syntax as well as semantics—is pro-
vided by Swan, as well as positive and negative sentence examples. Since our
algorithm implements Swan’s rules, there necessarily must be a close correspon-
dence between our implementation of the rule and Swan’s original examples of
the rule. Grammar checkers on the market may have, in fact, used Swan’s rules.
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To reiterate, Swan’s rules are both syntactic, and semantic—implicitly cap-
turing the user’s intention. At first glance—when examining the more difficult
and uncommon kinds of errors that occur—one knows that there is an error of
some kind, but not the reason for it. We decided to automate the process, while
being mindful to adjust the generality of rule detection in order to avoid a large
number of false positives.

Given 130 of Swan’s common examples, we thoroughly tested 80 of these
(due to time constraints). For each of these rules, there are examples of both
true positives and true negatives. Our algorithm detected all the true positives
and ignored all the true negatives, as expected. These examples are independent
of any corpus (or document).

We tested a large corpus covering major genres of English, including fiction,
non-fiction, new stories, business news, and academic papers, using the Brown
Corpus [2]. This corpus has 55, 889 sentences—of correct grammatical usage.
Therefore, it was no surprise that the number of true positives was very low,
35 out of 55, 889, distributed among 15 of Swan’s rules. This corpus was much
larger than any corpus mentioned in related research (Sect. 3); total run time
was one minute 34 s. Finding false negatives is a separate research endeavor,
which will be discussed (Sect. 4.2).

Each word in the Brown corpus has an adjacent part of speech (POS) tag,
which we removed because our algorithm requires a tagged input sentence in the
form of XML. We employed Stanford’s POS tagging [15] during pre-processing,
which provides for the correct input format; it also provides for named entity
recognition (NER). Our solution parses only the part of speech tags, e.g., root
verbs or nouns (within that tag), during Swan rule invocation.

The details of our contribution are discussed next.

2 Contribution, Intellectual Merit

Our algorithm detects common and uncommon English usage errors via POS
(part of speech) tags, and root words denoting context. Specifically, we have:

– The Brown Corpus was used as a test for false positives. Thirty-five true
positives distributed among fifteen Swan rules resulted. This was a desirable
low rate, 35/55,889, as expected.

– Separately, independent testing (apart from any corpus) of all 80 of Swan’s
rules resulted in the detection of all true positives as well as ignoring all true
negatives.

Next, we review detecting English grammatical errors.

3 Related Work

Some authors used a large corpus of correct and incorrect sentences; measures
of success are retrieval percentage rates. Precision measures accuracy, and recall
measures thoroughness of search—Are any true positives missed?
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[9] is an on-line grammar checker1 with a free and premium edition. Testing
all of Swan’s 130 errors, it detected 35 errors and 25 additional errors (if using
the premium edition). Performance was 60/130 = 46%; we expected at least 85%.
Some error explanations were sufficient (to make the correction), but in many
cases not helpful.

[11] is another on-line grammar checker2 with free and premium editions.
Testing all of 130 of Swan’s errors, the free edition detected 24 errors, and another
4 errors (if using the premium edition). Performance was 28/130 = 22%, i.e.,
very low in our opinion. Language-Tool reported an ‘Out of memory’ exception
when tested under the Brown corpus.

A neural network for machine translation, [18], finds errors in a target3 for-
eign language during statistical machine translation. The architecture employs
Gated Recurrent Units. Inputs are the n-gram surface syntax (including POS
tagging), parse trees of concomitant siblings, children, and parents. Outputs are
two word classes: good/bad word, with corresponding fluency4 error types: gram-
mar, lexicon, orthography, multiple errors, and other errors. Training employed
the SCATE corpus [18] of 2067 sentence pairs (e.g., English-Dutch). Fluency OK
score was .81, and fluency BAD score was .47; these are good results in our opin-
ion. They employed a recurrent neural network (which converged). Furthermore,
they used many more examples than we did. (Either or both of these factors may
the reason for our neural network not converging, see Sect. 3.1.) However, they
considered only broad types of errors, which are not as specific as 80 of Swan’s
error rules.

[7] implemented a recurrent neural network to detect article (determiner)
errors. Precision was 76% and recall was 41% which is passable in our opinion.
The NUS Corpus of Learner English was employed which included a subset of
article insertion, deletion and substitution errors (total: 5782). Our own algo-
rithm had some difficulty with article detection using Swan’s rules. It would be
prudent for us to consider the NUS examples in future development and testing
of our algorithm.

[4] developed CyWrite which detected quantifier, subject-verb agreement,
article, and run-on-sentence error types—only four kinds of errors, whereas our
algorithm covered 80 of Swan’s rules. CyWrite employed the statistical parser
from [15] using a corpus of 5500 sentences. Given the error types, precision var-
ied between .75 and .62, and recall varied between .30 and .63, which is a good
result (in terms of accuracy). False positives and false negatives occurred within
all error types. For example, false positives arose because their uncountable list
of nouns was not complete. Our algorithm has the same constraint—lists of
uncountable nouns (or other types) must be augmented to prevent both false

1 Rated first out of 20 grammar checking applications.
2 Rated fifth out of 20 grammar checking applications.
3 The target foreign language is the language one is translating into, e.g., from Dutch

into English.
4 Fluency, in machine translation, means how natural the resultant translation is to a

native speaker of the language.



Detection of Common English Grammar Usage Errors 155

positives and false negatives. Another reason for CyWrite’s false positives is
that the POS tagger tagged some word improperly. Our algorithm encountered
the same problem—but it overrode the tagger’s defaults in some cases (for par-
ticular Swan rules). Similar to our algorithm, CyWrite is a rule based approach.
However, we did not employ the statistical parser [15], as we did in a prior
independent work on machine translation, because resultant parse trees were
inconsistent.

The system presented in the doctoral dissertation of [19] helps tutors of
English (as a second language) by providing automated corrections and the
correction’s rationale. Specifically, the system finds redundant expressions, and
misused or confusing words (e.g., prepositions, articles). Testing for redundant
words involves supervised machine learning on a corpus of sentences. The scorer
is trained on which words are likely to be redundant—words are dropped accord-
ing to fluency : using an n-gram model, and meaning : alignment between words
and their translation into another foreign language. Accuracy is 37% for the
most redundant word; but 70% to determine if a sentence has redundant words
at all. Testing for misused words involves simulating how similar words are used
in different contexts, during the time the student had been learning English. If
words are used in similar contexts they are likely to be confused. Swan does not
have any rules, that we know of, which consider redundant words. But, confusing
word combinations are covered indirectly throughout many of Swan’s rules. Our
algorithm handled the syntactic cases (of confusing words) easily, but discerning
the user’s intention via surrounding context may be tricky (see Sect. 4.2).

The [12] text book thoroughly analyses the kinds of co-locations that proof-
readers of English commonly miss. The book covers prepositional constructions
that foreign language learners find difficult. In this respect it is comparable to the
reference text that we employ—[16]. But, the text also discusses various imple-
mentation solutions for error detection, e.g., machine learning, neural networks,
and rule based systems.

[8] has system that corrects N+N (combined noun phrase) for French users of
English. In the ICLE corpus of 226,922 words 5.52% had N+N errors. Perhaps
the noun modifier is used incorrectly (too general), or ambiguity arises with
two or more nouns together. [8] developed a small hand-coded grammar to run
against the corpus. Parse trees are compared with the N+N error. That approach
is similar to ours—it is a rule based. But, we covered significantly more errors, 80
of Swan’s rules. We analyzed the POS tags themselves versus parse trees [15]).

[6] take an interesting approach to aid machine learning algorithms for error
detection. Their algorithm, GenERRate, generates errors automatically—errors
that would normally have been made. We are not generating errors, we detect
them in the given input sentence.

In the doctoral dissertation of [3], that system automatically acquires models
of prepositional and determiner usage, for the purpose of correcting non-native
English speakers. The system performs well on correct preposition selection, but
less than optimal on missing or extraneous determiners. No precision or recall
rates were reported. Our algorithm covers many more grammatical errors. We
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take symbolic approach which facilitates developing (and debugging) one rule at
a time. De-Felice takes a machine learning approach which looks at preposition
and determiner examples as a whole—which is harder to debug.

[17] use a maximum entropy machine learning algorithm to detect errors in
non-native speakers of English—prepositions in particular. Precision was 84%,
recall was 19%. English prepositional usage (or its absence) is quite varied with
users’ intention, e.g., on, near, at, by the beach. We cover many more error
types, and our accuracy is significantly higher, and we can point out the exact
error.

Considering the contributions of the authors above, our approach is com-
pletely different: we attempt to detect the error explicitly by means of gram-
matical rules, parsing only POS tags. To reiterate, we take a symbolic approach
which facilitates development versus a non-symbolic one. However, there is a
probabilistic component in our approach, since the POS tagger relies upon n-
grams which is not rule-based. Refer to Sect. 4.2 our handling of false negatives.

3.1 Our Own Related Neural Network Approach

Our motivation for using a non-rule based approach, concurrently with our rules
based approach, is twofold: to reduce the knowledge engineering time for building
rules, and to improve the accuracy of error detection—minimize false positives
(occurring within the rules). See our neural network details in AppendixB; we
will only summarize the results here.

During our neural network training phase, no convergence occurred—because
each of Swan’s rules has on average five error examples—not nearly enough
examples. If the network does not converge during training, one cannot run that
neural network.

Many examples are required to train a neural network as evidenced by the
following text processing applications. TensorFlow (machine learning using a
neural network), [10], learns the context of a given word via its surrounding
words. Massive amounts of text are used when training the network. Documents
are then classified based upon context. Another TensorFlow application, [14],
uses chatbots to generate intelligent English text. That application also requires
an enormous amount of data, i.e., the Movie Dialog Corpus (Cornell University)
of 20K conversations.

In the future use many more examples during the training phase. For each
Swan rule (described in Sect. 1), a linguist would write p true positives and n
true negatives so that the network converges using all of Swans rules. p and n
would need to be much larger than five. In order to make the process faster, one
could generate sentences automatically, filling in nouns, verbs, adjectives, while
still conforming to the rule’s semantics. The minimum number of Swan’s rules
to train with until network convergence could then be determined.

Next, we discuss our detection of usage errors.
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4 Examples of English Grammar Usage, Error Detection

We employed some of the following POS tags [15]:

1. CC coordinating conjunction; and, but, or
2. CD cardinal number; one, two
3. DT Determiner; a, the
4. IN preposition, subordinating conjunction; of, in, by
5. JJ, yellow
6. MD Modal, can, should
7. NN Noun, singular or mass; llama
8. NNS Noun, plural; llamas
9. NNP Proper noun, singular; IBM

10. PRP Personal pronoun; I, you, he, they
11. PRP$ Possessive pronoun; your, one’s
12. TO to, a preposition
13. VB Verb, base form; eat
14. VBD Verb, past tense; ate
15. VBG Verb, gerund or present participle; eating
16. VBN Verb, past participle; eaten
17. VBP Verb, non-3rd person singular present; they eat
18. VBZ Verb, 3rd person singular present; he eats
19. WDT Wh-determiner; which, that
20. WP Wh-pronoun; what, who
21. WRB Wh-adverb; how, where

We list some examples shown in Sects. 4.1 and 4.2. LEMMA refers to the
root word, POS refers to the part of speech (tag)—all of which are shown above.
NER refers to named entity recognition; 0 under NER means not applicable.

Needless to say, our algorithm has no trouble with explicit syntax, but it does
not understand semantics, unless there is explicit marking. Thus, checking for
a usage error using syntax—POS tags—is straightforward. However, discerning
semantics requires examining surrounding words to determine context without
being too general.

Swan actually created 634 rules of English grammar usage, of which 130
are most common. Most of these rules just mention true positives, without any
true negatives. Swan’s number scheme is rather arbitrary. For each rule there
is a sub-rule which we denoted with an underscore and a number. Several rules
(xxx xx), and examples—both correct and incorrect—are discussed next.

4.1 Swan Error 595 2.

Consider rule 595 2. ‘... too much hot ...’ should be ‘too hot ...’ The actual errors
are in the comments. The source code easily detects the problem via the too
function. Detection of other errors is not this straightforward, as we will see
next.
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/*

* It’s too much hot in this house.

* I arrived too much early.

*/

def swan_595_2_find(sen: Array[Array[String]]): Int = {

def too(p: Int, sent: List[Array[String]]): Int = {

val v: Int = verb(p, sent)

val a: Int = if (v != -1) find_LEM(v + 1, "too", sent) else -1

val b: Int = if (a != -1) find_LEM(a + 1, "much", sent) else -1

val c: Int = if (b != -1) find_POS(b + 1, "JJ", sent) else -1

val va: Boolean = a - v == 1

val ab: Boolean = b - a == 1

val bc: Boolean = c - b == 1

val hits: List[Int] = List(v, a, b, c).filter(_ > -1)

if (va && ab && bc && hits.size == 4) c else -1

}

val sent: List[Array[String]] = sen.toList

too(0, sent)

}

Here our algorithm implements the following heuristic (as well as the second one
in Sect. 4.2):

Find combinations of words that constitute a grammatical usage error.

4.2 Swan Error 326 1.

Now consider error 326 1. The error is using as when one should have used like.
Our algorithm detects the following errors:

You look as John.
My sister looks as me.
My brother looks as John.
He ran as the wind.
She is good at subjects as mathematics.
In warm countries as Turkey, the climate is warm.

Our algorithm, correctly, did not detect errors in the following sentences.

I had another place which I used as a studio.
He whistled as he locked the office.

Occasionally, we had no choice but to use the root word of the verbs, e.g., run,
look and the nouns country, subject as contextual markers, otherwise many false
positives occur. One can consider these additional words as a form of generaliz-
ing the error detection. Thus, the last two sentences above were, correctly, not
considered errors. What makes our algorithm innovative is that it implements
the following heuristic (as well as the first one in Sect. 4.1):
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Find combinations of surrounding words (that are not errors in themselves)
which circumscribe a grammatical usage error, while being careful not to
induce false positives.

Note that one would have to add synonyms for these words in a future version.
See AppendixA for the actual code; start from the comb function (bottom of
page).

Minimizing False Negatives. Automated testing for false negatives in the
Brown Corpus was deemed impractical—one must manually examine a sentence
and determine whether or not a Swan rule should have been invoked.

Some of Swan’s rules require discerning semantics from verbs and their sur-
rounding argument syntax, e.g., ‘I am boring with the lecture.’ should be ‘I am
bored with the lecture.’ Implicitly we have x verbing with y. A linguist would
have to determine, beforehand (apart from our algorithm), all such root verbs
with attendant arguments that could be used incorrectly. Our algorithm handled
specific true positive cases from Swan’s rules, but more generality is possible.
Machine learning techniques (e.g., classification), and neural networks (if con-
vergent) may assist in this endeavor (Sect. 3.1).

4.3 Algorithm, and Rule Base Maintenance

Our algorithm is seemingly straightforward—detect the usage error from com-
binations of POS syntax. LEMMA, i.e., root words, and NER, i.e., named enti-
ties, all provide additional information. However, there are some subtleties when
implementing each detection rule. For example, one has to account for separa-
tion between words: Usually it is one word apart, but it could be exactly two
words or perhaps less than or equal to two words. Failure to account for word
separation results in the error not being detected, or false positives.

Furthermore, sometimes it is necessary to search for a portion of the rule,
then search backwards (to the left). This occurs when looking for errors involving
verbs. If the verb form is encountered too early during the parsing, that rule will
not be detected. For example, the algorithm may encounter a non-relevant verb
before the relevant verb is found. By looking backwards at verb arguments our
algorithm can determine the relevant verb.

Another heuristic we employed was searching for arguments before and after
the error itself. Arguments were typically subjects and direct objects of some
verb. If this is not done, false positives occur. The POS for that argument must be
examined; it might be a noun, pronoun or person, but not a possessive pronoun.
Also, the ing form of a verb, POS encoding: VBG, may be encoded as JJ, an
adjective. If this is not accounted for in the error detection, that rule will not be
triggered.

As mentioned before, in rule 326 1, sometimes it is necessary to use actual
root words to provide a context to prevent an overwhelming number of false
positives. However, one then needs to add synonyms, or analogs of these words
to the code.
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The Brown Corpus was essential when refining these error detection rules.
When developing a new rule, one may find that both true positive and true
negative examples yield expected results, only to find false positives when testing
under the Brown Corpus.

All the other rules, 80 total, were implemented in a similar fashion using the
above heuristics.

5 Conclusions

We have created an algorithm that allows 80 of the 130 common, and uncommon
English usage errors to be detected. When testing, roots of nouns or verbs may
have to be added to determine a context—thereby preventing false positives.
The Brown corpus, 55, 889 sentences, was tested and 35 true positives distributed
among 15 Swan rules were detected. Such a low rate of false positives, 35/55,889,
was not surprising.

Our algorithm’s declarative heuristics, i.e., a comprehensive explanation of
why our algorithm works is:

Find combinations of words that constitute a grammatical usage error.
(Sect. 4.1)
Find combinations of surrounding words (that are not errors in themselves)
which circumscribe a grammatical usage error, while being careful not to
induce false positives. (Sect. 4.2)

Circumscribing grammatical usage in context, i.e., the second heuristic, makes
our algorithm innovative. Section 4.3 discusses the heuristic details for proper
error detection and avoiding false positives.

The sample sentences shown in the comment section of the source code pro-
vide a separate test suite for each individual rule. Our algorithm detected all
true positives and ignored all true negatives in this suite. Recall from Sect. 3
that [11] had a detection low rate of 28/130 = 22%; [9] had a low detection rate
of 60/130 = 46%.

Common applications might be a cover letter or sales report. Non-native
English speakers would be prime users, but native speakers often need this kind
of help.

6 Broader Implications

Our system should help writers significantly reduce the number of usage errors.
As more errors are detected by our system the user’s writing skill should improve.
Our application would be useful to English speakers, as well as non-native
English foreign language speakers.

There are Big Data implications with respect to human factors
combinations—using gradual, scaled development. Different document types
(e.g., fiction, nonfiction) and different authors, as well as different works by
the same author may give rise to different classes Swan errors.
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7 Future Directions

Error detection would be more thorough if all of Swan’s 130 rules were imple-
mented making our existing algorithm more robust.

On going testing would involve other documents, e.g., newspapers, novels,
letters, marketing collateral, news reports.

An alternative to adjusting a rule’s generality (to prevent false positives) is
a domain specific language (DSL) based on Swan’s rules. This DSL could be
constructed to allow a user to write English clauses and sentences correctly in
the first place. This solution would take much more time than just implementing
error detection rules.

If a foreign language analog of Swan’s rules was to be implemented we would
do the following. A linguist would map Swan’s rules to some foreign language,
in the meta-language of English, if books or other text sources are not available.
A POS tagger would have to be found, or written, which parses that foreign
language. Then, we would update/rewrite each of our Swan rule implementations
using this new scheme. This would be a separate undertaking.

Knowledge engineering efficiency, in terms of adding new Swan rules, may
be improved provided that convergence of out neural network (Sect. 3.1), during
the training phrase, is attained.

Minimizing false negatives was discussed in Sect. 4.2.

Appendix

A Swan Error 326 1.

/*

Sentence: 0

ID WORD LEMMA POS NER

0 You you PRP O

1 look look VBP O < look

2 as as IN O <

3 John John NNP PERSON <

4 . . . O

Sentence: 1

ID WORD LEMMA POS NER

0 My my PRP$ O

1 sister sister NN O

2 looks look VBZ O

3 as as IN O

4 me I PRP O

5 . . . O

Sentence: 2

ID WORD LEMMA POS NER

0 My my PRP$ O
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1 brother brother NN O

2 looks look VBZ O

3 as as IN O

4 John John NNP PERSON

5 . . . O

Sentence: 3

ID WORD LEMMA POS NER

0 He he PRP O

1 ran run VBD O < ran

2 as as IN O as

3 the the DT O

4 wind wind NN O

5 . . . O

Sentence: 4

ID WORD LEMMA POS NER

0 She she PRP O

1 is be VBZ O

2 good good JJ O

3 at at IN O

4 subjects subject NNS O nns

5 as as IN O

6 mathematics mathematics NNS O nns

7 . . . O

Sentence: 5

ID WORD LEMMA POS NER

0 In in IN O prep

1 warm warm JJ O

2 countries country NNS O nns

3 , , , O

4 as as IN O as

5 Turkey Turkey NNP LOCATION nnp

6 , , , O

7 the the DT O

8 climate climate NN O

9 is be VBZ O

10 warm warm JJ O

11 . . . O

Sentence: 6

ID WORD LEMMA POS NER

0 I I PRP O

1 had have VBD O

2 another another DT O

3 place place NN O

4 which which WDT O

5 I I PRP O

6 used use VBD O
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7 as as IN O

8 a a DT O

9 studio studio NN O

10 . . . O

Sentence: 7

ID WORD LEMMA POS NER

0 He he PRP O

1 whistled whistle VBD O

2 as as IN O

3 he he PRP O

4 locked lock VBD O

5 the the DT O

6 office office NN O

7 . . . O

*

*/

def swan_326_1_find(sen: Array[Array[String]]): Int = {

def arg_det_arg(p: Int, sent: List[Array[String]]): Int = {

def det_arg(p: Int, sent: List[Array[String]]): Int = {

val a: Int = find_POS(p, "DT", sent)

if (a != -1) arg(a + 1, sent) else -1

}

val a: Int = det_arg(p, sent)

if (a != -1) a else arg(p, sent)

}

def v_as_n_pr(p: Int, sent: List[Array[String]]): Int = {

val lms

: List[String] = List("look", "run")

//need to reduce false positives!

val w: List[String] = List("if", "it")

// vrb a

val b: Int = find_W(p, "as", sent)

val c: Int = if (b != -1) arg_det_arg(b + 1, sent) else -1

val a: Int = if (c != -1 && b - 1 >= 0) verb(b - 1, sent) else -1

val lem: Int = if (a != -1) find_LEMS(b - 1, lms, sent) else -1

val lm: Boolean = b - lem == 1 && lem != -1

val wr: String = if (a != -1) find_nextW(sent.size, b + 1, sent)

else ""

val badWrd: Boolean = w.contains(wr)

val ab: Boolean = b - a == 1

val bc: Boolean = c - b <= 2

val hits: List[Int] = List(a, b, c).filter(_ > -1)
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if (lm && !badWrd && ab && bc && hits.size == 3) c else -1

}

/*

Sentence: 2

ID WORD LEMMA POS NER

0 She she PRP O

1 is be VBZ O

2 good good JJ O

3 at at IN O

4 subjects subject NNS O arg

5 as as IN O <

6 mathematics mathematics NNS O <

7 . . . O

ID WORD LEMMA POS NER

0 In in IN O

1 warm warm JJ O

2 countries country NNS O arg

3 , , , O

4 as as IN O <

5 Turkey Turkey NNP LOCATION <

6 , , , O

7 the the DT O

8 climate climate NN O

9 is be VBZ O

10 warm warm JJ O

11 . . . O

*

*/

def nns_as_nn(p: Int, sent: List[Array[String]]): Int = {

val nn: List[String] = List("NNS", "NNP")

val lms: List[String] = List("subject", "country")

//need to reduce false positives

val a: Int = find_POS(p, "IN", sent)

val b: Int = if (a != -1) find_POS(a + 1, "NNS", sent) else -1

val lm: Int = if (a != -1) find_LEMS(a + 1, lms, sent) else -1

val c: Int = if (b != -1) find_W(b + 1, "as", sent) else -1

val d: Int = if (c != -1) find_POSs(c + 1, nn, sent) else -1

val lmChk: Boolean = b-lm <= 2 && lm != -1

val ab: Boolean = b - a <= 2

val bc: Boolean = c - b <= 2

val cd: Boolean = d - c == 1

val hits: List[Int] = List(a, b, c, d).filter(_ > -1)

if (lmChk && ab && bc && cd && hits.size == 4) d else -1

}
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def comb(p: Int, sent: List[Array[String]]): Int = {

val a: Int = v_as_n_pr(p, sent)

if(a != -1) a else nns_as_nn(p, sent)

}

val sent: List[Array[String]] = sen.toList

comb(0, sent)

}

B Our Own Related Neural Network

Lets first review the mechanics of our off-the-shelf neural network, [13], that we
employed.

First, the network’s input and output nodes are chosen with values—these
are concrete examples with and without errors. Second, the network is trained
using these examples. Finally, the network is tested with similar (but not identi-
cal) examples. If the network does not converge during training, use a different
architecture—hidden nodes, but retain with the original training examples.

Swan’s errors (634 of them) can be listed in any numerical order, and our
subset (at the time) of 52 errors was mapped into binary digits. 000000—0—
constitutes no error in the input string. Six binary digits were enough to cover
52 errors—11110 would be Swan’s error #30. Text strings were converted, inter-
nally, into decimal numbers; padding to the right occurred to make the sen-
tences of equal length. These converted text strings constitute our training input.
Our final training input and output is in Table 1. The last error example, 463.2
(Swan), involves the weather—the simple present tense should not be used for
talking about a temporary condition.

The training algorithm [13] was back-propagation; we chose a slow training
rate to minimize errors–0.01. While training, the network failed to converge.
Because of this failure, we tried separate digits for each error (using signifi-
cantly more nodes)—to no avail. Hidden layers were varied from three to eight
layers; the number of nodes per layer varied from nine to 100. In other words,
many combinations were tried—none of the architectures converged for our given
(training) inputs and outputs. Convergence would decrease and then stop, and
stay constant. Thus, no testing could be performed on the neural network.

However, testing the error detection for exactly two rules, and a non-error
state did work as expected. We are not surprised—neural networks require many
examples and counter examples—but each Swan rule usually has on average five
examples, and at most ten examples which is not nearly enough for training
purposes.



166 L. Immes and H. Levkowitz

Table 1. Neural Network training inputs; 0=OK, outputs

Training output Training input

Binary index into Swan’s error # String converted into decimal #s—internally

0 0 0 0 0 1 When I was ten I was drinking

0 0 0 0 0 0 When you were ten you drank

0 0 0 0 1 0 John went to beach

0 0 0 0 0 0 He went to the beach

0 0 0 0 0 0 My mother went to the beach

0 0 0 0 0 0 My mother’s sister went to the beach

0 0 0 0 1 1 You have done an error

0 0 0 0 0 0 You have made an error

0 0 0 0 1 1 He has done an error

0 0 0 0 0 0 He has made an error

0 0 0 0 1 1 You have done a mistake

0 0 0 0 0 0 You have made a mistake

0 0 0 1 0 0 Look it rains

0 0 0 0 0 0 Look it’s raining

0 0 0 1 0 0 Look it hails

0 0 0 0 0 0 Look it’s hailing

0 0 0 1 0 0 Look it sleets

0 0 0 0 0 0 Look it’s sleeting
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Abstract. A social network is a structure whose nodes represent people
or other entities embedded in a social context while its edges symbolize
interaction, collaboration or exertion of influence between these fore-
mentioned entities [3]. From a wide class of problems related to social
networks, the ones related to link dynamics seems particularly interest-
ing. A noteworthy link prediction technique, based on analyzing the his-
tory of the network (i.e. its previous states), was presented by Prudêncio
and da Silva Soares in [5]. In this paper, we attempt to improve the
quality of edges’ formation prognosis in social networks by proposing a
modified version of aforementioned method. For that purpose we shall
compute values of certain similarity coefficients and use them as an input
to a supervised classification mechanism (called structural function). We
stipulate that this function changes over time, thus making it possible to
derive time series for all of its parameters and obtain their next values
using a forecasting model. We might then predict new links’ occurrences
using the forecasted values of similarity metrics and supervised classifi-
cation method with the predicted parameters. This paper contains also
the comparison of ROC charts for both legacy solution and the novel
method.

Keywords: Social network · Dynamic graph · Link prediction ·
Structural function

1 Introduction

Currently, networks are a commonly used tool used to describe a wide range
of real-world phenomena [6]. A great amount of attention has been devoted
to social networks analysis. The problem of link prediction has been already
described extensively in literature. Liben-Nowell and Kleinberg [3] provide use-
ful information and insights for regarding that issue, with references to some
classical prediction measures based on topological features of analyzed network
[7]. Lu and Zhou summarized, in [4], popular algorithms used for linkage is
inside complex networks. Another interesting paper worth mentioning is [7]. In
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this publication, authors provide a comprehensive and systematic survey1 of
the link prediction problem in social networks. The topics discussed there cover
both classical and latest link prediction techniques, their applications, and active
research groups [7]. Many solutions described there either make use of network’s
various topological metrics or perform data mining in order to reveal new or
apply already existing structural patterns. The paper, however, neglected the
analysis of how does these topological metrics evolve over time.

Especially interesting link prediction technique was proposed by Prudêncio
and da Silva Soares in [5]. Authors proposed there calculating similarity scores
for each pair of disconnected nodes at different time-frames, thus building a
separate time series for each such pair. Subsequently, a forecasting model is
applied to the series in order to predict their next values, which are then going
to be used as input to unsupervised and supervised link prediction methods [5].

In this paper, we present modifications to the original method proposed by
Soares and Prudêncio. Predicted values of similarity metrics are treated as an
input to a supervised classification method. In further parts of this article, we will
refer to this classification mechanism by a term structural function, as its value
decides for whether a link exists for any given pair of nodes. We stipulate that this
so called structural function changes over time, thus making is possible to derive
time series for all parameters of a given structural function, and obtain their next
values using the forecasting model. We might then predict new links’ occurrences
using the forecasted values of similarity metrics and supervised classification
methods with predicted parameters.

The paper is organized as follows. In the Sect. 2 we will present
preliminaries—the link prediction problem along with basic definitions. In Sect. 3
we will present the new method of link prediction. Section 4 contains a short
description of a conducted experiment and its results. Conclusions are contained
in Sect. 5.

2 Prerequisites

Definition 1 (Dynamic graph). Let G = (V,E) represent a graph containing
vertices from set V and edges from E. Additionally, let T denote a set of moments
in time, such that T = {1, 2, ..., T, T + 1, T + 2, ...,T}, where T > 1 stands for the
actual time. Through the term “dynamic graph” we shall understand an indexed
family of graphs with t as a running index:

G = (Gt)t∈T
, (1)

where Gt = (Vt, Et) such that V1 = V2 = ... = VT.

The link prediction problem can be formulated (based on [7]) as follows: Consider
a social network of structure G = (Gt)t∈T

. The link prediction aims at: (a)
forecasting a creation or disappearance of links between nodes in the future

1 The authors cite 131 papers in their publication.
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time-frame t∗ : t∗ > T or (b) finding missing or unobserved links in current
state of the network.

Definition 2 (Cumulative Dynamic graph). A dynamic graph G = (Gt)t∈T
,

where Gt = (Vt, Et), is a “cumulative dynamic graph” if additionally the follow-
ing requirement is fulfilled:

∀t1, t2 ∈ T : t1 � t2 =⇒ Et1 ⊆ Et2 . (2)

In this paper, we will limit our scope to sole prediction of new edges in graph
GT+1, while assuming that already-existing links are not deleted. Hence, when-
ever G appears, it symbolizes a cumulative dynamic graph.

Definition 3 (Graph’s coefficient). A coefficient C in the context of G can
be thought as a function CG : V 2 ×T → R, that returns a certain value for a pair
of vertices and time frame t, according to the structure of graph Gt.

2.1 Similarity Coefficients

In order to be able to compare our method against the one proposed in [5], we
have decided to focus our preliminary research around measures used therein.
Let ΓG(v, t) denote a set of neighbors of a given vertex v in graph Gt. The
common neighbors (CN) measure, for a pair of two vertices (v and w) can be
defined as follows:

CNG(v, w, t) = |ΓG(v, t) ∩ ΓG(w, t)| (3)

According to CN measure suggests that the higher the mutual neighbors count,
for a given pair of nodes, the higher the possibility that a connection between
that pair should exist, yet it remains hidden or will exist. By its definition, CN
is closely tied with Jaccard’s coefficient (JC), known also as Link Relevance
measure, which in fact is a CN value divided by analyzed pair’s all neighbors
count.

JCG(v, w, t) =
|ΓG(v, t) ∩ ΓG(w, t)|
|ΓG(v, t) ∪ ΓG(w, t)| (4)

JC is used to measure connection strength and thus plays an important role in
the process of hidden links discovery inside graph knowledge-bases [1,2].

The Preferential Attachment (PA) is another measure that we will make
use of. It assigns higher link materialization possibility to pairs of vertices with
greater adjacent nodes count product. Though simple, the results obtained from
experiments assert its ability to predict link formation.

PAG(v, w, t) = |ΓG(v, t)| × |ΓG(w, t)| (5)

Lastly, [5] proposes Adamic-Adar (AA) measure.

AAG(v, w, t) =
∑

z∈|ΓG(v,t)∩ΓG(w,t)|

1
log |ΓG(z, t)| (6)
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We will leave JC and AA and utilize CN and PA for now. The reason behind this
decision is to reduce the time complexity during the proof of concept phase. Fur-
thermore, we would also like to avoid probable interdependence between applied
measures. Thus, we refrain from using the JC as it seems to be correlated to a
certain degree with CN. Once the proposed method yields positive results, we
shall include more coefficients in future tests.

2.2 Description of the Algorithm Proposed by Prudêncio
and da Silva Soares

The algorithm of link prediction proposed in [5] has the following steps:

I. For each pair of non-connected (v, w) nodes, create a time series CT (v, w)
of similarity coefficients’ vector

CT (v, w) = (sv,w
t )t=1,..,T , (7)

sv,w
t =

[
C1

G(v, w, t) C2
G(v, w, t) ... CN

G (v, w, t)
]�

, (8)

where Ci
G(v, w, t) is the value of i-th similarity coefficient for pair of nodes

(v, w) at moment t; the following metrics can be used as a similarity coef-
ficient: Common Neighbors (CN), Preferential Attachment (PA), Adamic-
Adar (AA) and Jaccard’s Coefficient (JC);

II. Using time series CT (v, w) and one of the forecasting methods (Moving Aver-
age, Average, Random Walk, Linear Regression, Simple Exponential Smooth-
ing or Linear Exponential Smoothing) compute the future T + 1 values:

s∗v,w
T+1 =

[
C

∗1
G (v, w, T + 1) C

∗2
G (v, w, T + 1) ... C

∗N
G (v, w, T + 1)

]�
. (9)

III. Basing on the value of s∗v,w
T+1 , use either unsupervised or supervised method

to predict new links.

In the unsupervised methods, the pairs of disconnected nodes are ranked accord-
ing to their scores defined by a chosen similarity coefficients. It is assumed, that
the top ranked pairs have highest probability of being connected in the future.
The link prediction is treated as a classification task in the supervised approach.
As a classifier, Support Vector Machine (SVM) is used in [5]. Data from the fam-
ily G′ = (G1, G2, ..., GT ) play the role of a training set, while data from graph
GT + 1 are used as a test network.

3 The Novel Method Proposition

The method of link prediction, proposed in this paper, is a modification of the
one presented in [5]. We assume that not only values of similarity coefficients
are changing in time but also the relation (approximated by a structural func-
tion) between values of a given similarity coefficient and probability of new link
appearance.



172 P. St ↪apor et al.

For every t ∈ T, the task of finding whether a given edge exists can be
expressed as a classification problem. A pair of vertices (v, w) ∈ Vt shall be
assigned either to class 1 if there exists an edge (v, w) ∈ Et or to class 0
otherwise—i.e. (v, w) /∈ Et. Due to the randomness of the edge occurrence and
the randomness2 of similarity coefficients’ values, we can use a classifier in the
form of a regression function:

E
{
I{(v,w)∈Et}|s

v,w
t = val

}
, (10)

where val ∈ R
N (N is the number of used similarity coefficients) and also:

I{(v,w)∈Et} =

{
1, (v, w) ∈ Et

0, (v, w) /∈ Et

. (11)

Due to the character of (11) the classifier takes the form of

P
{
I{(v,w)∈Et} = 1|sv,w

t = val
}

. (12)

Definition 4 (Structural function). A structural function for a given G =
(Gt)t∈T

, N coefficients and time step t is a function of a signature

fC,G
str : RN × T → [0, 1] , (13)

that maps coefficients’ values val ∈ R
N obtained from graph Gt to the condi-

tional probability of a link existence:

fC,G
str (val, t) = P

{
I{(v,w)∈Et} = 1|sv,w

t = val
}

(14)

It might be helpful to note that a realization of fC,G
str for one coefficient CG is a

mapping:

val, t 	→
∣∣{(v, w) ∈ V 2

t |CG(v, w, t) = val ∧ (v, w) ∈ Et

}∣∣
|{(v, w) ∈ V 2

t |CG(v, w, t) = val}| . (15)

3.1 Forecasting Links with a Structural Function
of the Last Known Moment

To predict edges for time t∗ = T + 1, evaluate coefficients for every vertices’
pair and each time-step t ∈ {1, 2, ...T} in series. The employment of polynomial
regression mechanism allows to obtain forecasted values s∗v,w

T+1 for each pair of
nodes. Now, we may assess the probability that a link exists between a pair of
vertices (v, w) in G, with respect to selected coefficients, by inserting forecasted
values into the structural function obtained from the last known moment - T . The
final decision whether a link exists involves choosing a certain threshold value
α ∈ [0, 1]. If the obtained probability value is higher or equal to the threshold
value, we assume that the link materializes.
2 Similarity coefficients’ values are random variables as they are functions of a random

graph structure.
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3.2 Overview of Our Derived Method

Our version of algorithm has the following form:

I. For each pair of non-connected nodes create a time series of similarity coef-
ficients’ vector as in (7);

II. For each t = 1, T approximate a structural function for a mapping between
similarity coefficients’ vector for any pair of vertices to the existence or
absence of a link sv,w

t 	→ {1, 0}. In other words, estimate parameters of the
structural function for each time period t = 1, 2, ..., T and therefore obtain
time series of these parameters;

III. Calculate s∗v,w
T+1 using time series CT (u, v) and polynomial regression (9);

IV. Calculate the values of the structural function’s parameters for T + 1 by
applying a polynomial regression to time series of structural function param-
eters;

V. Finally, predict new links existence by passing s∗v,w
T+1 as an argument to the

structural function and comparing its result with a threshold value.

3.3 Forecasting Links with the Predicted Structural Function

The structural function depends on time interval via its second argument. By
restricting it to some τ ∈ T, we may observe how coefficient C relates to the
probability of edge existence in that snapshot. One way of observing, how this
behavior changes through time is to look at fC,G

str as a sequence of its own restric-
tions.

fC,G
str

∣∣∣
t=1

, fC,G
str

∣∣∣
t=2

, ..., fC,G
str

∣∣∣
t=τ

, ..., fC,G
str

∣∣∣
t=T

(16)

To simplify future formulas we shall apply here some syntactic sugar and treat
fC,G
str |t=1 as fC1 , fC,G

str |t=2 as fC2 and so on, keeping the obvious G context in mind.

fCτ (val) � fC,G
str (val, t)

∣∣∣
t=τ

(17)

The changes occurring in dynamic graph’s structure throughout its subsequent
phases may cause fCτ to return quite different value than fCτ+1 for the very same
pair of nodes and coefficient C. If the analyzed net alters in a particular manner,
the obtained values may reveal a certain trend. For example, during our research
we have found out that a network showing collaborations between authors of sci-
entific publications exhibits a characteristic of a logistic function. This corollary
led us to the idea of prognosing the structural function values at time t∗ = T +1,
that is what f

∗C
T+1 would have looked like at time t∗. Performing logistic regression

(or any that fits the trend) for each function from fC1 , fC2 , ..., fCT sequence will leave
us with T corresponding vectors of logistic models coefficients: B1,B2, ...,BT .
To discovery of their behavior can be achieved by running polynomial regression
for each position in obtained vectors.

If Bi =
[
bi1 bi2 ... bin

]� then applying the polynomial regression for each of
its position will allow us to predict a coefficients’ vector for the time t∗ = T + 1,
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which we will denote it as B∗
T+1

[
b∗
1 b∗

2 ... b∗
n

]�.

b11, b21, b31, ..., bT1
pred. by reg.−−−−−−−−→ b∗

1

b12, b22, b32, ..., bT2
pred. by reg.−−−−−−−−→ b∗

2

...

b1n, b2n, b3n, ..., bTn
pred. by reg.−−−−−−−−→ b∗

n

The predicted coefficients B∗
T+1 can then be inserted into logistic function

formula, hence unfolding the expected shape of structural function fCt∗ . For vector
s∗v,w

T+1 =
[
s∗
1 s∗

2 ... s∗
N

]�:

f
∗C
T+1

(
s∗v,w

T+1

)
=

exp
(
B∗

T+1 · s
)

1 + exp
(
B∗

T+1 · s
) , (18)

where s =
[
1 s∗

1 s∗
2 ... s∗

N

]�.
For example, the application of logistic regression for one coefficient C will

result in a series of vectors Bi =
[
b1 b2

]� and a prediction: B∗
T+1 =

[
b∗
1 b∗

2

]�.
In this case, the probability value can be evaluated with the formula:

f
∗C
T+1

(
C

∗
G(v, w, T + 1)

)
=

exp
(
b∗
1 + b∗

2C
∗
G(v, w, T + 1)

)

1 + exp
(
b∗
1 + b∗

2C
∗
G(v, w, T + 1)

) . (19)

Again, as in Sect. 3.1, a link (v, w) will materialize when f
∗C
T+1

(
s∗v,w

T+1

)
� α,

where α is the chosen threshold.

3.4 Extending the Method for N Coefficients

The method can be accommodated to take any positive number of measures into
account. This can be accomplished by inserting each measure’s values into a set
of even-length intervals. The number of divisions and their size may vary for
each coefficient. Let C =

{
C1

G , C2
G , ..., CN

G
}

be a set of N coefficients’ evaluation
functions. Now, let D : C×N

+ → 2R denote a function that, for a given coefficient
CG , divides space [0,max CG(v, w, t)] into a set of consecutive, equal-length, d
intervals: (CG , d) =

{
ΔC

1 ,ΔC
2 , ...,ΔC

d

}
. Through max CG(v, w, t) we marked the

highest value achieved for a given CG up to the predicted time-frame.
To every interval we will now assign its representative value (via R : 2R → R

function)—in our study we decided to use interval’s average value.
Having got through the definitions we may now construct, for a given G, an

indexed family of tables: T = (tablt)t∈{1,2,...,T} (one table per each time frame)
that will constitute a data to be consumed by logistical regression mechanism
while searching for structural function coefficients. This calls for evaluating all
of N coefficients for every pair of vertices in each time step.
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The table contains information on how many pairs of vertices can be found
in a given N -dimension space fragment and how many of them are actually
linked. A given pair of nodes (v, w) belongs to the space fragment represented
by

(
R(ΔC1

G ),R(ΔC2
G ), ...,R(ΔCN

G )
)

if ∀i ∈ 1, 2, ..., N : Ci
G(v, w, t) ∈ ΔCi

G .

Table 1. Data of tablt from time frame t, used for finding the coefficients of logistic
structural function that utilizes n measures. Column designations: LP stands for linked
pairs, AP – all pairs, Crep

i – a representative value for a given Ci’s interval.

LP AP Crep
1 Crep

2 ... Crep
N

lp1 ap1 R(Δ
C1

G
1 ) R(Δ

C2
G

1 ) ... R(Δ
CN

G
1 )

lp2 ap2 R(Δ
C1

G
1 ) R(Δ

C2
G

1 ) ... R(Δ
CN

G
2 )

...
...

...
... ...

...

lpj apj R(Δ
C1

G
1 ) R(Δ

C2
G

2 ) ... R(Δ
CN

G
1 )

lpj+1 apj+1 R(Δ
C1

G
1 ) R(Δ

C2
G

2 ) ... R(Δ
CN

G
2 )

...
...

...
... ...

...

lpk apk R(Δ
C1

G
2 ) R(Δ

C2
G

1 ) ... R(Δ
CN

G
1 )

lpk+1 apk+1 R(Δ
C1

G
2 ) R(Δ

C2
G

1 ) ... R(Δ
CN

G
2 )

...
...

...
... ...

...

Let us now introduce a logit function [8]: L(pi) = ln (pi/(1 − pi)), where,
pi = lpi/api. This lets us apply the generalized least squares (GLS) technique
from [8] to find structural functions’ coefficients. The algorithm continues then
as shown in Sect. 3.3.

3.5 A Detailed Pseudo-Code for the Proposed Method

Let Xt and Yt be mutable integer maps (for time frame t)—i.e. mappings of type
N0 → N0, such that:

– initially every n ∈ N0 is associated with zero—n 	→ 0,
– every IncrementMappingValueForKey(M, n) call, where M is a map-

ping, increments the value returned for n by 1 (E.g. After two such calls with
3 as the second argument M(3) = 2.)

Initially, a value of coefficient C is computed (CG(v, w, t)) for every pair of nodes
in the graph at every historical time step 1, 2, ..., T . The results form a matrix
X, such that its every row contains a series of sequential values obtained at
different moments of time. At line 6 we increase a number of pairs with similar
result by one, while at line 8 only existing links with that value are accounted
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for. Line 9 is responsible for fitting a regression curve of a structural function
at time t. At line 9 a structural function is predicted for time T + 1. At line 13
we than obtain a forecast of coefficient C at T + 1. Finally the link occurrence
prediction can be assessed.

Algorithm 1. The algorithm for one coefficient C returning N0.
1: procedure Predict(G, CG , α)
2: for every t = 1, T do
3: for every (v, w) ∈ V 2

t of graph Gt = (Vt, Et) do
4: c ← CG(v, w, t)
5: X [GetRowForNodePair(v, w), t] ← c
6: IncrementMappingValueForKey(Xt, c)
7: if (v, w) ∈ Gt then
8: IncrementMappingValueForKey(Yt, c)

9: Bt ← LogisticRegressionFit(Yt,Xt)

10: B∗ ← PredictNextUsingPolynomialRegression(B1,B2, ...,BT )
11: for every row r in X do
12: x ← GetRowFromMatrix(X , r)
13: x∗ ← PredictNextUsingPolynomialRegression(x)
14: p ← ValueOfLogisticFunWithParamsAt(B∗, x∗)
15: if p � α then
16: P [r] ← 1
17: else
18: P [r] ← 0

19: return P

The next algorithm also requires some commentary. The D vector contains
numbers of divisions (intervals) for each coefficient found in a list C. The function
GetMaximumInColumn at line 12 returns a maximum value ever returned
by a given coefficient. PrepareDivTables (line 13) creates a table for each
coefficient containing intervals and their representative values. The last function
call that may appear obscure to the reader is PrepareDataTable() from line
15. Its purpose is to create a table of a form presented by Table 1 in Sect. 3.4.

4 The Experiment

In order to evaluate the novel method an experiment was conducted in which a
prediction about future collaboration of authors in Arxiv3 publications’ database
was to be attained. Like in the case of [5], the scope included all articles in High
Energy Physics – Lattice archive (hep-lat4) published between 1993 and 2010
with an accuracy to a month. Each time-frame corresponded to one year. (In
order to gain some reduction in algorithms’ execution time, yearly data, that
3 https://arxiv.org.
4 https://arxiv.org/archive/hep-lat.

https://arxiv.org
https://arxiv.org/archive/hep-lat
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Algorithm 2. The algorithm for n coefficients in a list C.
1: procedure Predict(G, C, D, α)
2: N ← Length(C)
3: for every t = 1, T do
4: for every (v, w) ∈ V 2

t of graph Gt = (Vt, Et) do
5: for i ← 1 to N do
6: X t[GetRowsForNodePair(v, w), i] ← C[i](v, w, t)

7: if (v1, v2) ∈ Gt then
8: Y t[GetRowForNodePair(v, w)] ← 1
9: else

10: Y t[GetRowForNodePair(v, w)] ← 0

11: for i ← 1 to N do
12: Max[i] ← GetMaximumInColumn(i, 〈X1,X2, ...,XT })

13: divTables ← PrepareDivTables(Max,D)
14: for every t = 1, T do
15: dataTablet ← PrepareDataTable(divTables,X t,Y t)
16: Bt ← LogisticRegressionFit(dataTablet)

17: B∗ ← PredictNextUsingPolynomialRegression(B1,B2, ...,BT )
18: for every row r in X1 do
19: for i ← 1 to N do
20: xi ← CreateVector(X1[r, i],X2[r, i], ...,XT [r, i])
21: x∗

i ← PredictNextUsingPolynomialRegression(xi)

22: x∗ ← CreateVector(x∗
i , x∗

2, ..., x
∗
N )

23: p ← ValueOfLogisticFunWithParamsAt(B∗,x∗)
24: if p � α then
25: P [r] ← 1
26: else
27: P [r] ← 0

28: return P

was actually taken into account and processed, had been limited only to records
from four months: 3rd, 6th, 9th and 12th.) It should be noted that edges are
added in a cumulative manner - i.e. once a pair of vertices is bond by an edge,
it remains connected. Two approaches were confronted:

– using the last structural function to obtain prognosis (AP1) and
– utilizing the predicted structural function for same purpose (AP2).

The computation has been done using a dedicated software. In order to reduce
prognosis complexity, the developed software divides the analyzed multi-graph
into weak connected components with respect to its last structure in time series
so that for any pair of vertices coming from different components neither PA nor
CN may yield output other than zero. The comparison of the quality of both
solutions was assessed with the help of ROC (Receiver Operating Characteristic)
charts.
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Fig. 1. ROC chart for single coefficient model—CN. The upper series curve
( CUT NODE 0) illustrates the effectiveness of AP2 approach, while CUT NODE 1
of AP1. The diagonal line across represents expected the prognostic ability of a random
guess.

Fig. 2. ROC chart for single coefficient model—PA

A note on interpreting the ROC charts. The mechanism, that forecasts of
weather the link should or should not exist, can be viewed as kind of a binary
classifier, hence the usage of ROC charts as the assessment tool. The presented
ROC charts shows how well the classifier performs for different levels of threshold
α (please refer to Sect. 3.3 for α). The TPR (True Positive Rate) value assesses
how well the mechanism performs for positives—i.e. how many observations cat-
egorized belong there truthfully. The higher the value, the better. On the other
hand, the FPR (False positive Rate) measures how poorly the classification works
for negatives—i.e. how many observations categorized as negatives, have been
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wrongly assigned. The lower the value, the better. In conclusion, the closer the
ROC curve passes by the upper-left corner, the better the classifier works.

As it can be seen in Fig. 1, the usage of the forecasted structural function
with CN improves the classification results. When it comes to PA (Fig. 2), the
proposed modification causes FPR to increase slightly, but on the other hand it
performs a better job when classifying positives

5 Conclusion and Future Work

As shown in the results section, performing prediction with the help of a
forecasted structural function improves the classification rate of true positives
(TPR). Although obtained false positive ratio (FPR) seems inferior to last-step
structural function forecast, the gain from the improved TPR classification sur-
passes by far that loss, thus making the usage of forecasted structural function
sensible and advisable. In near future we plan to experiment with other sim-
ilarity measures (such as AA or JC) and running a series of experiments for
multi-coefficient version of the algorithm. Further research would concentrate
on: (a) experimentation with other kinds of social networks, (b) proposal of
recommended set of uncorrelated coefficients, (c) taking into account that some
pairs of nodes may become disconnected and (d) the introduction of cooperation
intensity concept.
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Abstract. The article presents a method of acquiring selected topical
data from Twitter conversations and storing it in the relational database
schema with the use of a scheduled cyclical process. This kind of storage
creates the opportunity to analyze the dependencies between users, hash-
tags, mentions etc. based on SQL or its procedural extension. Addition-
ally, it is possible to construct data views, which facilitates the creation
of front end applications leading to efficient generation of cross sections
of data based on different features: time of creation, strength of relations
etc. Taking all of this into consideration, an application was developed
that allows for graphical representation of relations with the use of the
two algorithms: a Fruchterman-Reingold and a radial one. This program
accepts the visual analysis and additionally it creates the opportunity to
manipulate parts of a graph or separate nodes, and obtain descriptions
of their features. Some conclusions about the relations between people
conversing about Polish political scene were presented.

Keywords: Social media · Social networks · Collecting tweets ·
Graphs visualization · Fruchterman-Reingold algorithm ·
Radial algorithm · User to user relations

1 Investigation Background

Social media, especially Twitter, have always been a popular subject of sci-
entific research. As it was mentioned [25] the years 2007–2012 were very
fruitful. Nearly 400 indexed scientific publications were printed or distributed
online. That happened due to the fact that there was a huge, continuous
growth of the research material. The recently published statistics by Omnicore
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(https://www.omnicoreagency.com/twitter-statistics/), shows that the total
number of monthly active Twitter users has already reached 330 million and
the total number of tweets sent per day is 500 million. This statistics is contin-
uously increasing. What is more, the content of tweets applies to all types of
social activities, thus it creates the opportunity for research in many fields. The
majority of the subjects tackled refer to computer science [21,25], but among
them there are also numerous ones dedicated to business, communications, eco-
nomics, medicine [3] political science [1,5,9,23] and many others. In many cases
it is difficult to assign them to only one of the disciplines. One of the most
attractive and frequently appearing activities is politics. Due to its character,
many of the publications describe local dependencies limited to a single country
[1,5,9] or region [23]. Owing to the regional information exchange in the study of
social networks, it is advisable to refer to the features of the national languages.
It effectively eliminates the possibility of building a universal tool for the full
analysis of social networks, including Twitter.

2 Methods of Data Acquisition and Storage

There are various methods of data acquisition. Many researchers use network
repositories of tweets, some collect data manually or prepare online aggregators
for example TwapperKeeper [25] or agents [12]. But to obtain a really inter-
esting subset of data it is much better to create a unique tool based on given
Twitter APIs. This method is the most popular among specialists in the field of
computer science [25]. This API offers many methods and features which can be
used to build applications, unfortunately the information is stored in Jason tag
text format, which is sometimes difficult to parse. To omit this inconvenience
it is possible to use one of the templates available on a freeware license. In
this work the TweetSharp template was used https://www.nuget.org/packages/
TweetSharp/. It determines the programming language used to collect tweets
systematically.

To understand the organization of storage itself, it is necessary to describe
what kinds of reactions can be associated with a single tweet (see Fig. 1). After
the post is published, the users who read the tweet may react to it in one of the
two ways. The first one is to retweet the post, which means they agree with its
content and, what is more, they like it. This activity does not require any special
additional involvement of the user and can be done mechanically. The second
type of reaction to the post published is to reply. In this case users write their
own comments which relate to the tweet they have just read. Consequently, these
can be both positive or negative replies with relation to the original content. Such
activity needs more effort as it is necessary, not only to read the message, but
additionally understand it and only then write your own content. It is obvious,
that each such a response can generate further reactions. The set of these actions
builds a chain of replies. It is possible that in such a series the answer originally
entered by the author will appear. In both cases the number of users actively
involved in the conversation is unlimited.

https://www.omnicoreagency.com/twitter-statistics/
https://www.nuget.org/packages/TweetSharp/
https://www.nuget.org/packages/TweetSharp/
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Fig. 1. Possible interactions for a single tweet

The build system (see Fig. 2) consists of: an application which searches for
tweets and is triggered according to the schedule; a database server storing
obtained results in relational schema; a set of SQL scripts and procedures for
analytic processing; and an application for graphical representation of relations
between users or other features described in tweets such as hashtags or mentions.
The parts for the analysis can be supervised by the operator.

Fig. 2. Schema of tweets collecting and analyzing system

Such a system can used for general purpose, however, it was decided to
include it in the analysis of the political conversations in Poland. The choice of
the topic had its origins in the conviction that the amount of tweets related to it
will be large and varied in terms of opinions expressed in them. In addition, like
any other citizen, the author of the paper is interested in what is happening in
his country. It is possible to search for tweets using some of their features but to
use hashtags connected to them seems to be much more interesting. The search
results are saved in the database with the diagram shown in the Fig. 3.

The main table in the schema is Tweets, which stores the content of the tweet
itself, the time of its publication online, as well as three foreign keys. The users
table is the dictionary which contains data describing the authors of tweets. A
similar solution of storing data as Facebook users’ metadata was used in [13]
The table contains three columns which define the account owner. Name and
ScreenName are compulsory short names. The third, optional one, stores longer
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Fig. 3. Relational database diagram for collecting and analyzing tweets system

description and can be used to examine user’s preferences and opinions. Due to
the fact that one tweet can contain more than one hashtag (tweet keywords) and
mentions (reference to people, users) these tables are connected to Tweets table
using additional connecting tables (relation many to many). Hashtags table plays
a dual role: a dictionary and a list of the hashtags that are searched periodically
– the Important field is set to True. In an extreme case, all newly discovered tags
can be automatically set to this value. In the proposed solution only the selected
ones have this value set manually. In this case the key hashtags represented the
most popular political parties in Poland.

3 The Analysis of User to User Relations

In most works, all relations between users of social networks are treated equally
– whether they exist or not [4,9,18]. However, according to the author of this
paper they have to be varied, defining the strength of influence for each node.
Because retweeting needs much less activity it should have less impact than
replying to a tweet which needs not “only click” but create your own comment
correlating with the original statement. So that vertex strength, representing
user in the graph, can be calculated as a weighted sum of connections with other
users given by the formula (1)

ϑ(xi) =
n∑

j=1,xi �=xj

α +
n∑

j=1,xi �=xj

βf
(
d(xi, xj)

)
(1)

The α is a weight for retweets and β is a weight for replies, and α < β. Addi-
tionally the impact of the reply should depend on the distance from the original
entry. For example this function can be the inverse of the distance measured by
the number of levels in the hierarchy between entries (2)

f
(
d(xi, xj)

)
=

1
d(xi, xj)

(2)
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Of course it is possible to use a less restrictive function (3).

f
(
d(xi, xj)

)
=

1
1 + log

(
d(xi, xj)

) (3)

It is necessary to remove the tweets written by original authors from both
sums. Because the time of the publication is given, it is possible to omit tweets
between which there is too little space, on the basis of the assumption that they
could have been created by the bot or as a result of user interaction (collusion).

The necessity of unequal treatment of replies and retweets also results from
the proportion of their number. Of course, at different moments of data collec-
tion, the proportions changed slightly. However, we can assume that they were
the following: the ratio of responses to all tweets 2%, the ratio of retweets to all
tweets 75%, the remaining 23% are e tweets that potentially start the discussion.
It should be noted that only slightly over 50% of start tweets cause any reactions
at all, others remain orphans.

To obtain a hierarchical structure of Tweet Answers it is possible to build a
query which uses a defined ad hoc view. Such a solution gives the opportunity to
a defined recursion based on UNION ALL operator and self-join with the view
- Listing 1.

Listing 1. The query which builds hierarchical structure of tweets

WITH AT AS
(SELECT 1 AS LEVEL, TweetID, AnswerToTweetID, TweetID AS Root
FROM Tweets
WHERE AnswerToTweetID IS NULL
UNION ALL
SELECT LEVEL + 1, tw.TweetID, tw.AnswerToTweetID, Root
FROM AT JOIN
Tweets AS tw ON AT.TweetID = tw.AnswerToTweetID)
SELECT LEVEL, TweetID, AnswerToTweetID, Root
FROM AT
WHERE LEVEL > 1
ORDER BY LEVEL DESC

For the data collected so far, the largest set of answers consisted of 21 ele-
ments. But for more tweets there is only one answer. Exemplary set of results is
presented in Table 1.

By joining the results of this query and the Users table we obtained connec-
tions between the people actively engaged in the online conversations. Counting
the number of responses and adding the appropriate weight to them for each
user, the value of strength given by the formula (1) can be set.

4 Graphical Representation of Relations Between Users

By default, the nodes representing users (hashtags or mentions) do not contain
any information determining their position in space. That is why they can be
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Table 1. Hierarchical relations between answers and tweets (set of 11 first rows)

Level TweetID AnswerToTweetID Root

21 968807622924226560 968806055038914560 968774606223036416

20 968806055038914560 968793441927823360 968774606223036416

19 968793441927823360 968791847098298368 968774606223036416

18 968791847098298368 968790369285615617 968774606223036416

17 968790369285615617 968789334525702144 968774606223036416

16 968789334525702144 968788236687630336 968774606223036416

15 968788236687630336 968787827185025024 968774606223036416

14 968787827185025024 968786955650641920 968774606223036416

13 968786955650641920 968785992420380674 968774606223036416

12 968785992420380674 968784976757035008 968774606223036416

11 958187700099731456 958069758196412418 957968443629867009

arranged randomly. The graph drawn in this way will certainly be illegible. Its
presentation can be done using many ways described in [14]. In order to improve
its quality, the force directed Fruchterman–Reingold algorithm has been used
[8]. In this method there are two opposing forces between each pair of connected
nodes: repulsive analogous to electrostatic force (4)

fr(d) = −k

d
(4)

and attracting the corresponding spring force (5).

fa(d) =
d2

k
(5)

The parameter k appearing in both expressions is defined as the optimal
distance between vertexes (6)

k = C

√
XY

n
(6)

where: X, Y are dimensions of the drawing area, n represents the number of nodes
in a graph and C is an arbitrary chosen constant. To improve the convergence of
the method for subsequent iterations of determining the position of vertices, the
simulated annealing method can be used. The application that implements the
F-R algorithm has been developed [20]. It enables graphical presentation of any,
also inconsistent graphs. Because the result is strongly dependent on the initial
location of the nodes, the possibility of randomly setting them was introduced.
In addition, it was possible to introduce weights for both forces affecting the
nodes and change the optimal distance. All illustrations presented in this article
are the result of this software. For an arbitrary chosen moment of data collection,
the graph presenting the connections between the participants (users) not the
discussion (answers and retweets) looked like in the Fig. 4.
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Fig. 4. Graphical representation of user to user relations for Polish political tweets
using Fruchterman–Reingold algorithm

Due to the fact that the graph is inconsistent, there are several subgraphs
of varied degrees of complexity. Many of them are gathered on the boundaries
of a drawing region. This applies to subgraphs with a small number of nodes,
for which the repulsive force (4) is dominant. When we reduce the number of
subgraphs, the readability of the drawing is improved and the complexity of the
relationship between the conversation users is visible. An example for the two
separated subgraphs is shown in Fig. 5. The inconsistency of the graph resulted
from the fact that despite the fact that only tweets concerning politics were col-
lected, sympathizers of one option rarely took part in the conversation initiated
by another of them. As a rule, the answers were positive. This is also under-
lined by the dominant number of retweets that constitute a quick answer to yes.
It should be emphasized that the graph concerns the user to user relationship.
We would get different illustrations presenting relations: hashtag to hashtag or
mention to mention. All of them can be presented in a developed application by
defining other view representing such a relation.

Of course for a consistent graph, the Fruchterman–Reingold method also
gives correct results. However, in this case it is possible to use a different visu-
alization – the radial method. This idea was also developed in the original com-
puter software [20]. The radius of the most outer circle is calculated based on
the dimensions of graphics area (7).

R =
min(X,Y )

2
(7)

The difference of the radius between the following circles radii results from
the maximal number of levels appearing in the graph (8)

ΔR =
R

max(Level)
(8)
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Fig. 5. Graphical representation of the two chosen user to user graphs for Polish polit-
ical tweets Fruchterman–Reingold algorithm

It is possible to start drawing from the arbitrary chosen graph node. In the
developed application, the start node selected was the one, which had the most
number of children (directly connected nodes). It is located in the centre of
the graph. Each next level of the nodes is placed at the subsequent circle. The
angular position of node cl which belongs to the same parent p is described by
the following Eq. (9)

γcl = γp +
(l − 1)δp

m
(9)

where: l is the number of the subsequent node belonging to the parent p, m is
the number of all children of that parent, and δp is the location of the first node
of this parent. The Starting angle of l-th parent is given by (10)

δpl = γp(l+1) − γp(l) (10)

As the initial values of the recursion for the central node (root), the angle
values (11) were assumed

γroot = 0 and δroot = 2π (11)

The exemplary illustration of a consistent subgraph being part of the graph
representing the dependencies between the authors of tweets is shown in the
Fig. 6.

For many kinds of human relationships, we can formulate a rule of small
worlds, introduced by Milgram [19,22]. It has been developed into a theorem
of “Six degrees of separation.” It has less serious interpretations: Six Degrees
of Kevin Bacon (for actors) – a Bacon number; an Erdős number (for math-
ematicians), a Morphy number (for chess players) or mix of them. But even
these examples show the strength of the idea of a short distance between people.
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Fig. 6. Radial representation of a chosen connected graph for the Polish political tweets
with a central node having the highest number of children

Also in scientific research on cooperation and communication this concept has
a strong confirmation [11,17]. For graphs presented on Figs. 5 or 6 the average
distance between nodes is certainly smaller than 6, but on the other hand, it is
easy to point out many pairs of nodes where distance is much greater than this
value. It can be said that all the participants of the discussion are connected by
an overarching label, which is the hashtag they talk about [24]. However, in this
case, people from several inconsistent graphs will be connected. This means that
people who have never met on the network will be connected with one another.
There seems to be a much better solution, namely to divide a consistent graph
into clusters based on the selected features. Of course it is possible to use only
the information about the number of connections between cluster members or to
apply additional features described in the nodes such as: mentions, emotions of
comment etc. [6,7,9,10,15,16,23]. This operation is aimed at dividing a coherent
graph (small world) into subgraphs (handshake worlds). This leads to the cre-
ation of a group of close friends who exchange information and generally agree
with the issues raised. The software application allows to indicate any node as
the central element of the graph. Example of such a situation is presented in
Fig. 7. As you can see, the person represented by the central node has only three
direct connections to the child nodes. However, each of its children (child nodes)
has a significant amount of direct connections to the next level. In this case, we
can assign a label to the central node - the head of all bosses, which commu-
nicates only with a limited number of direct subordinates, and only they issue
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instructions to their executors. In this case, we can talk about connections of a
mafia character or others with a very strong hierarchical structure. In the case
of social networks, the person represented by the central node initiates the dia-
logue, and his or her subordinates either share their opinion further or initiate
support for it.

Fig. 7. Radial representation of a chosen connected graph for Polish political tweets
with a central node whose children have a big number of children

5 Conclusions and Future Works

The paper presents a system for collecting and analyzing conversation data on a
social network. It also contains a set of scripts that performs a database server
dependency analysis and an application that allows you to visualize connections, as
well as operations on this graphical representation. The next stage of work will be
to build an application that analyzes the relationships between users of the portal
at various levels. These levels will be defined using hashtags belonging to differ-
ent categories, for example: sport, fashion, travel, etc. This will allow to verify the
thesis that the relations between various levels are transferred and only to a small
extent do they build relationships between representatives of small worlds from
other layers. The use of experience from the analysis of emotions [2,10], and text
[6] processing (taking into account the specificity of the inflection of the Polish lan-
guage) will also allow to broaden the analysis of interdependencies between nodes,
taking into account the emotional expression of the message. This will allow you
to make adjustments in determining the attraction and repulsion forces between
users.
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7. Fagnan, J., Zäıane, O., Goebel, R.: Visualizing community centric network layouts.
In: 2012 16th International Conference on Information Visualisation, pp. 321–330.
IEEE (2012)

8. Fruchterman, T.M., Reingold, E.M.: Graph drawing by force-directed placement.
Softw.: Pract. Experience 21(11), 1129–1164 (1991)

9. Gunnarsson Lorentzen, D.: Polarisation in political Twitter conversations. Aslib J.
Inf. Manag. 66(3), 329–341 (2014)
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Abstract. Today we cannot imagine life without computers. The mas-
sive use of the information communication technologies has produced
large amounts of data that are difficult to interpret and use. With data
mining tools and machine learning methods, large data sets can be pro-
cessed and used for prediction and classification. This paper employees
the well known classification algorithm the k nearest neighbour and it
modified use the Poincaré measurment distance instead of traditional
Euclidean distance. The reason is that in different industries (economy,
health, military . . . ) it increasingly uses and stores databases of various
images or photographs. When recognizing the similarity between two
photographs, it is important that the algorithm recognizes certain pat-
terns. Recognition is based on metrics. For this purposes an algorithm
based on Poincaré metric is tested on a data set of photos. A comparison
was made on algorithm based on Euclidean metric.

Keywords: Poincaré metric · Weka · K nearest neighbors

1 Introduction

Face recognition is an important role in our lives. Even a baby can recognize her
mother’s face. Adults recognize friends by their faces, and our perception about
how we feel about someone can be seen by our face characteristics (sad, angry,
happy . . . ). Face recognition can be exploited in numerous areas some if which
are:

– security (control buildings, airports, . . . ),
– network security (email authentication on multimedia),
– identity verification (electoral registration, banking, . . . ),
– criminal justice systems [6].

Face recognition is an automatic way to identify persons based on their faces
intrinsic characteristics. It usually involves: detecting the facial area, normalizing
the detected faces, extracting facial features from appearance or facial geometry,
c© Springer Nature Switzerland AG 2019
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and finally classifying facial images based on the extracted features [9]. Biometric
technologies include identification based on physiological characteristics (such as
face, fingerprints, finger geometry, hand geometry, palm, iris, ear, voice, . . . ) and
behavioral traits (gait, signature, keystroke dynamic) [7].

In this paper we focused on the well known classification algorithm k nearest
neighbor, which we modified such that we changed the Euclidean distance metric
with the Poincaré distance metric and tested it on a database of grey images of
faces. The remainder of this paper is organized as follows. In Sect. 2 we define the
Poincaré metric, and in Sect. 3 we discuss the used kNN classification method and
its modification. The preparation of data and experimental results are reported
in Sect. 4. Conclusions are given in Sect. 5.

2 Poincaré Metric

Poincaré’s metric is useful in hyperbolic geometry. Unlike the Euclidean geome-
try, where it holds that through a given point we can draw exactly one parallel
to a given line, in hyperbolic geometry holds that through a given point there
are infinite parallels to a given line [13]. In this research we used Poincaré’s disk
model, which is in n-dimensional space defined as Bn = {x ∈ R, ‖x‖ < 1}.

Let P be an arbitrary point in the unit disk and the v vector defined at this
point.

Let the γ be a continuous path that maps the interval [0, 1] to the disk D.
The definition of Poincaré length of path is:

�ρ(γ) =
∫ 1

0

|γ̇(t)|γ(t) dt =
∫ 1

0

1
1 − |γ(t)|2 · ‖γ̇(t)‖ dt. (1)

Then Poincaré metrics between two different points P,Q ∈ D is defined as

dρ(P,Q) = inf{�ρ(γ) : γ ∈ CD(P,Q)}. (2)

The path, which length is defined by the infimum, is called geodesic. This is
the shortest distance between two points. If the points P,Q are collinear with the
starting point, the shortest path through these two points is a line. In other cases,
they are circular arcs in standard Euclidean geometry. The circle on which such
a circular arc is located, or a geodesic, can be precisely determined. Using the
analytical method we can calculate the radius and center of this circle because
we know three points P,Q and 1

P
. The third point 1

P
is the point P , which is

reflection over the edge of the disk.
A hyperbolic disk with the center a and a radius r in a complex space is

denoted by Dρ(a, r) = {z ∈ D; dρ(a, z) < r}. That is a set of all points whose
distance from the center is less than r, which is exactly an Euclidean disk whose
closure is contained in D [8].

If P is the point that lies in the unit disk, then Poincaré distance between
starting point and point P is equal to

dρ(0, P ) =
1
2

· ln
(

1 + |P |
1 − |P |

)
. (3)
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Poincaré distance between two different points P,Q ∈ D on a single disc is
defined as

dρ(P,Q) =
1
2

ln

⎛
⎝1 +

∥∥∥ P−Q

1−PQ

∥∥∥
1 −

∥∥∥ P−Q

1−PQ

∥∥∥

⎞
⎠ . (4)

3 Classification Method

In this paper we used a modified k nearest neighbor (kNN) classifier that rep-
resents each example as a data point in a d-dimensional space, where d is the
number of attributes. KNN involves a two-step process:

– an inductive step for constructing a classification model from data, and
– a deductive step for applying the model to test examples [12].

In the inductive step, the kNN classifier uses distance-based comparisons that
intrinsically assign equal weight to each attribute. They therefore can suffer from
poor accuracy when given noisy or irrelevant attributes. The method, however,
has been modified to incorporate attribute weighting and the pruning of noisy
data tuples. The choice of a distance metric can be critical. Usually the Eucledian
distance, the Manhattan (city block) distance, or Minkowski metrics are used
[3]. In this paper we use instead the Poincare distance as given with Eqs. 3–4.

In kNN, k is a natural number that tells how many adjacent attributes affect
the classification of a given instance. Choosing the appropriate k affects the
classification of a given instance into a class. If k is too small, the results are
too general. If k is small, there are more boundaries and fragments, so the
algorithm is more sensitive to noise. If it is too large, local features do not get to
the expression, it follows that the classifier classifies the experimental attribute
incorrectly. The larger k, leads to more inaccurate and time-consuming models.

4 Data Processing and Results

Face recognition is a specific and hard case of object recognition. The difficulty
of this problem stems from the fact that in their most common form (the frontal
view) faces appear to be roughly alike and the differences between them are
quite subtle. Furthermore, the human face is not a unique, rigid object [6]. A
number of conditions are affected by the perception of success:

– expression on the face (cheerful, sad, angry),
– face cover (wearing a scarf, sunglasses . . . ),
– face view (different profiles),
– camera features (lens, lighting),
– facial features (mustache, beard, glasses),
– the size of the face (the face closer to the camera is bigger),
– face illumination.
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We obtained 640 images from the UCI Machine Learning Repository, which
include faces in various positions and conditions [4]. The images are given in gray
scale and all share the same size and format. Images differ in the facial positions,
facial expressions, and the appearances (long or short hair, beard, sunglasses). In
the pre-processing step we converted each image into a format that is suitable
for processing in WEKA where data are presented as vectors with numerical
values. Hence we converted the images into jpg format and then we created an
arff file with two attributes: image name and class (Fig. 1).

Fig. 1. Photos in different positions

Next we processed the data with WEKA using different photo filters that
were suitable for black and white photographs: Binary patterns pyramid filter,
Edge histogram filter, FCTH filter, Gabor filter, JPEG coefficient filter and
PHOG filter.

Local binary patterns pyramid (BPP) filter creates 3 × 3 pixel blocks of an
image. Each pixel in this block is thresholded by its center pixel value which is a
binary number. Next it compares the values of the point and its neighbors: if the
value of the point is greater than the value of its neighbor, the algorithm records
0, otherwise it records 1. This creates an eight-digit binary number. Next the
histogram of these numbers is created and normalized. The result is a 256-bit
vector used for classification [10].

Edge histogram filter (MPEG) is used to compare images at the edges. It
describes the spatial distribution of edge parts, non edge parts and four direc-
tional edge parts. The image is partitioned in 16 sub-regions. A histogram of five
bins (colors) is created for each sub-region. The image is divided into smaller
regions, where the edges are categorized. Each bin is normalized and quantized
(reduces the range of values). To measure the similarity of two edge histograms,
the sum of the absolute differences of individual bins is used [11].

The FCTH filter (fuzzy colour and texture histogram) is limited to 72 bytes
per image, so it is suitable for large databases. It uses three channels and forms
ten bins. Each part represents a certain color. This filter is not sensitive to noise
and deformation [1].
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Gabor filter uses Gabor waves to remove attributes from the image. Each
wave captures energy at a given frequency and in a certain direction. It provides
a local description of the frequency, thereby capturing the local characteristics
of the signal. This filter is useful for surface analysis [15].

A JPEG (Joint Photographic Experts Group) coefficient acquires attributes
from a sequence of quantized coefficients that a person can not detect when
converting to a JPEG format. The filter acquires coefficients with discrete cosine
transformation. This is a well-established standard for compression of color and
gray-scale images for the purposes of storage and transmission [2].

PHOG filter encodes information on the orientation of the gradient intensity
to the image. It is based on a local image set and is effective in spatial distribution
of the edge. It divides the image into a net, then compensates for the histogram
of the gradient for each network [5].

The result of the processing is an .arff file where the first attribute represents
the name of the photo, followed by the numeric attributes, as represented in
Fig. 2.

In the processing phase we set up a test and learning sets and used 10 - fold
transversal validation [14].

During preprocessing, we removed the attribute image name, selected the
kNN classifier, implemented the Poincaré distance as a metric in Java, set up the
metric for usage in WEKA. The number of neighbors were selected inductively.
To find the best k with k - nearest neighbor, we selected the Linear NN search
algorithm.

Table 1 shows the performance of the classifier in percentages in terms of
their accuracies, which are rounded up to two decimal places. The variable k is
the number of closest neighbors that were searched with the Linear NN search
algorithm. In Table 1, the results differ both depending on the filters that were
used and on the set k number in the kNN. In Table 1 PM stands for Poincaré
metric and EM for Eeuclidean based kNN while the variable k is the number
of closest neighbors. The required execution time of the modified kNN with
PM was higher than the EM algorithm, since the calculation of the Poincaré
distance requires calculation of three different Euclidean distances as given in
Eq. 4. However, the complexity of both algorithms is the same.

Table 1. Results

Metrics PM EM

Filters k = 1 k = 5 k = 10 k = 1 k = 5 k = 10

MPEG 98,44% 97,97% 97,97% 98,59% 97, 81% 97,97%

BPP 98,44% 97, 81% 97, 66% 95, 47% 93, 59% 91, 87%

Gabor 43,44% 38, 91% 34, 68% 66,41% 63, 91% 61, 25%

JPEG coefficient 95,31% 94, 69% 94, 84% 95,63% 95, 31% 94, 69%

PHOG 97, 97% 97,97% 96, 72% 98, 44% 97,97% 97, 81%
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Fig. 2. Processed data

As shown in Table 1, the accuracy of the algorithms depends on the filter
selection. The worst classification in both algorithms was obtained with the
Gabor’s filter, and the best results were obtained with the Edge histogram filter.
The PM algorithm yielded the best result with the Edge histogram and Binary
patterns pyramid (BPP) filters, and the EM algorithm with the Edge histogram
and PHOG filter. For k = 1, the Binary patterns pyramid filter produced better
results than the PM algorithm (by almost 3%), and the PHOG filter was more
successful EM algorithm (approximately 0,5%). There are no large deviations
between the algorithms, except for the Gabor’s filter, where by increasing the
number of neighbors the error is doubled by almost twice. Using Gabor’s filter
lead to ineffective classification results for the PM and EM with kNN.

Figures 3 and 4 show the ROC curves when using MPEG and PHOG filters,
for both EM and PM algorithms, and for three values of k = 1, 5, 10. On x axis
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Fig. 3. ROC curve for MPEG filter for k ∈ {1, 2, 3} and for PM and EM

Fig. 4. ROC curve for PHOG filter for k ∈ {1, 2, 3} and for PM and EM
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Table 2. Comparison between the two algorithms

Filter BPP Edge histogram

Variables PM EM PM EM

RMSE 0,0395 0, 0666 0, 0395 0,0376

MAE 0,0047 0, 0076 0, 0047 0,0045

RRSE 18,1413% 30, 5454% 18, 1413% 17,2431%

RAE 4,9448% 7, 9647% 4, 9448% 4,7859%

of the ROC curves we show the values of the False Positive Rate (FPR) and on
the y axis we show the values of the True Positive Rate (TPR).

Table 2 shows a comparison between the two classification models for k = 1
and for two different filters, the BPP and the Edge histogram, for which both
models perform successfully. The following statistical variables are compared:
the root mean squared error (RMSE), the mean absolute error (MAE), the root
relative squared error (RRSE) and the relative absolute error (RAE). With the
BPP filter, the PM classification model has all the statistical values smaller than
the EM classification model, therefore it follows that the PM classification model
is more successful than the EM classification model. Conversely, the results of the
Edge histogram filter show that all the statistical values of the EM classification
model are smaller than those for PM classification model, hence it is considered
as the better one.

5 Discussion and Conclusion

The paper is a first attempt of the authors to use the Poincaré metrics for
classification. In particular we modified the well known kNN so that instead of
the usual Euclidean metric for calculation of the distances between two points
we applied the Poincaré metrics that is used for calculation of distances between
points in hyperbolic spaces. We tested the modified kNN on a set of gray scale
images that we obtained on the UCI Machine Learning Repository. The result
was that the existing classification machine learning algorithm based on the
Euclidean metric can be modified so that the Poincaré metric is used.

We have found that the choice of the filter that is used in the pre-processing
phase influence the classification efficiency. In particular, the PM algorithm gave
the best result with the Edge histogram filters and the Binary patterns pyramid.
The EM algorithm provided the best results when used with the Edge histogram
and PHOG filters. The comparison of both classification methods showed that
the algorithm PM was better with the BPP filter (for k = 1 the classification was
98.44%). The same result was obtained with the Edge histogram filter, which
was better than the BPP with the increase in the k number. The EM algorithm
provided best results when used with the Edge histogram filter (for k = 1 the
classification was 98.59%).



Poincaré Metric in Algorithms for Data Mining Tools 203

The future works include testing of the performance of the proposed classifier
based on the Poincaré metric on color photos,and usage of other filters in the
pre-processing phase. It could also be explored with other classification methods
such as SVM, decision trees, or neural networks.
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Abstract. Super-resolution reconstruction (SRR) is aimed at increas-
ing image spatial resolution from multiple images presenting the same
scene or from a single image based on the learned relation between low
and high resolution. Emergence of deep learning allowed for improv-
ing single-image SRR significantly in the last few years, and a variety
of deep convolutional neural networks of different depth and complex-
ity were proposed for this purpose. However, although there are usually
some comparisons reported in the papers introducing new deep models
for SRR, such experimental studies are somehow limited. First, the net-
works are often trained using different training data, and/or prepared
in a different way. Second, the validation is performed for artificially-
degraded images, which does not correspond to the real-world conditions.
In this paper, we report the results of our extensive experimental study
to compare several state-of-the-art SRR techniques which exploit deep
neural networks. We train all the networks using the same training setup
and validate them using several datasets of different nature, including
real-life scenarios. This allows us to draw interesting conclusions that
may be helpful for selecting the most appropriate deep architecture for
a given SRR scenario, as well as for creating new SRR solutions.

Keywords: Super-resolution reconstruction · Image processing ·
Convolutional neural network · Deep learning

1 Introduction

Single-image super-resolution reconstruction (SRR) is a group of methods,
whose main goal is to construct a high-resolution (HR) image on the basis
of a single low-resolution (LR) input image [30,40]. There are a few main
approaches to resolve this task: usage of predefined mathematical formula
(e.g., bilinear, bicubic, and other interpolation methods), edge based meth-
ods [12,35,38], using a dictionary with pairs of matched LR and HR image frag-
ments [6,13,14,19,23,41], heavy-tailed gradient distribution [32], sparsity prop-
erty of large gradients [23], discrete and stationary wavelet decomposition [7,8],
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and universal hidden Markov tree model [28]. However, most of recent works
engage convolutional neural networks (CNNs) to transform LR image to HR
output.

1.1 Related Work

Super-resolution CNN (SRCNN) is the first deep learning model whose authors
claimed to surpass performance of other methods [9,10]. SRCNN is a single-
image super-resolution reconstruction algorithm that optimizes an end-to-end
mapping from LR to HR image. This model has been improved in two ways:
by increasing depth of the network, and by introducing recursive learning.
In very deep super-resolution CNN (VDSR) [21] and image restoration CNN
(IRCNN) [42], additional convolutional layers have been added. Kim et al. pro-
posed recursive learning for parameter sharing in their deeply-recursive convolu-
tional networks (DRCNs) [22]. Afterwards, Tai et al. suggested the use of recur-
sive blocks (deep recursive residual network—DRRN [36]) and memory blocks
(Memnet [37]). All mentioned networks have the same drawback—they require
input images that are of the same size as the desired output image. Therefore,
an additional step is needed to interpolate the LR image to the expected size.

Fast super-resolution CNN (FSRCNN) [11], the successor to the SRCNN,
solves aforementioned problem by taking the original LR image as an input,
and using deconvolution layer to enlarge the image to the desired resolution.
Moreover, the authors improved the previous design to accelerate the process-
ing (up to 24 frames per second). In efficient sub-pixel CNN (ESPCN) [33], a
new layer type was introduced to upscale the final LR feature maps into the
reconstructed output. On this basis, SRResNet [27] and enhanced deep residual
network (EDSR) were proposed [29], which exploit residual learning. In recent
years, generative adversarial networks (GANs) gain popularity in image genera-
tion, and they outperform are deep learning techniques in SRR [27].

1.2 Contribution

We have witnessed a breakthrough in single-image SRR, underpinned with the
use of deep neural networks. Architectures of different depth and complexity
are employed for this purpose, and the widely shared opinion is that the deeper
models are more capable of learning the relation between low and high resolution.
However, the experimental results reported in the papers introducing new SRR
techniques are often limited—the test sets are commonly composed of the images
of the same kind, and LR images are obtained by downscaling and degrading
HR images, which serve as a reference (grount-truth, GT) for evaluation.

In this paper, we report the results of our extensive experimental study to
compare a number of different deep architectures that have been proposed for
SRR. We consider the magnification factor of 2×, as we want to compare the
networks taking into account their capability of reconstructing images based
on the LR information. For larger magnification factors, the networks are, in
fact, trying to “guess” the high-resolution appearance of the details that are
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not visible in the input image. Our main contribution lies in comparing the
state-of-the-art deep SRR networks using the same training data and setup, for
several test sets of different kind, namely: (i) artificially-degraded natural images,
(ii) artificially-degraded satellite images, and (iii) real satellite data that are
matched with HR images acquired using a different satellite of higher spatial
resolution.

1.3 Paper Structure

The paper is structured as follows. Section 2 describes in details the CNNs inves-
tigated in this paper. In Sect. 3, we present the results of our experiments, which
have been carried out to evaluate the implemented networks. Finally, Sect. 4
concludes the paper and shows the main goals of our ongoing research.

2 Convolutional Neural Networks for SRR

In this subsection, we discuss the implemented CNNs in detail. These networks
have been experimentally validated in Sect. 3.

2.1 Super-Resolution Convolutional Neural Network

SRCNN is the first CNN that has been developed specifically for SRR (Fig. 1)
[9,10]. The process of mapping LR to HR image can be separated into three
steps:

1. Patch extraction and representation
This part is done by the first convolutional layer. The patch extraction is
the process of sliding kernel through the whole image with the overlaps.
Representation is the resulting feature map which is a consequence of the
aforementioned patch extraction.

2. Non-linear mapping
The second convolving part non-linearly maps obtained feature map onto
another one. This new set of features directly corresponds to the HR image.

3. Reconstruction
The last part of the process gathers those HR representations and fuse them
into an image which should be as similar as possible to ground-truth.

The SRCNN model is parametrized by a fairly small set of hyperparameters:
the number of color channels, filter sizes in the first, second, and third layers (in
this case, k = 9, k = 1, and k = 5, respectively), and the number of filters in all
layers (n = 64, n = 32, and n = 1, respectively; note that the number of filters
in the last layer corresponds to the number of color channels).

SRCNN requires a pre-magnification of the input image to the desired size.
This design comes with one great advantage compared to other architectures,
where the whole super-resolution process is done by the model itself. The advan-
tage is that the network can be trained to restore images upscaled by any factor,
including non-integer upscaling factors.
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Fig. 1. A diagram of the SRCNN model

The experimental results reported in [9,10] show that SRCNN achieves better
numerical results than the state of the art at the time. It can be further tuned
in terms of either time efficiency or performance by changing the previously
mentioned hyperparameters.

2.2 Fast Super-Resolution Convolutional Neural Network

FSRCNN is built on the basis of SRCNN. There are two main high-level differ-
ences between these networks. The first one is that FSRCNN resizing process is
performed by the part of the model itself. Thus, the preprocessing step needed
by the SRCNN is eliminated. SRCNN requires that for different scales, therefore
the network has to be trained from scratch.

FSRCNN (Fig. 2) is composed of five different parts, which resembles the
SRCNN structure:

1. Feature extraction
Feature extraction is made at the very beginning of the processing pipeline
(first layer). Comparing to the SRCNN counterpart, its kernel size has been
reduced due to the fact that the input LR image is of the original size (it is
not interpolated).

2. Shrinking
To improve processing speed, the second convolutional layer is appended with
a kernel of size 1× 1. Its purpose is to reduce the number of channels and as
a result it lessens the number of parameters.

3. Non-linear mapping
The non-linear mapping is performed by several convolutional layers with
smaller kernels instead of one layer with a bigger filter of a greater size.

4. Expanding
The features are “expanded” to correspond directly to the high-resolution
image from which the final image is produced by the last part.

5. Deconvolving
The last part of the model aggregates the features and performs the upscaling
to produce the final high-resolution image.
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Fig. 2. A diagram of the FSRCNN model

The FSRCNN architecture improves computational speed without negatively
impacting the performance. Both, the computational speed and the performance
are highly adjustable with the number of non-linear mapping layers. Increasing
that number results in growing complexity and mapping accuracy.

The results presented in [11] showed that the improved architecture is truly
able to achieve real-time processing speed. Another effect of the changes is that
the reconstruction quality also was improved. Multiple narrow layers (non-linear
mapping layers) instead of one wider layer give better performance. The authors
showed that including upscaling part as a deconvolution layer also positively
affects the reconstruction quality. FSRCNN benefits from transfer-learning, once
it is trained for one upscaling factor, only the last deconvolutional layer has to
be retrained for other upscaling factor values.

2.3 Super-Resolution Residual Neural Network

Deeper networks have proven the ability to render performance impossible to
obtain by the shallow networks—more layers allow for modeling mappings of a
very high complexity. However, increasing the depth of the network is not as
easy as adding more layers—the problems of convergence and degradation (of
the network performance) can easily emerge. The vanishing/exploding gradient
problems [3,15] can stop the network from converging—error gradient may bring
too large or too small update for the network. Still, if the network manages to
converge, its performance may deteriorate with the increase in depth [34]. The
former problem has been addressed by normalized initialization [15,17,26,31] or
batch normalization layers [20]; for the degradation problem, the proposed solu-
tions encompass the highway networks [34] (utilizing information flow between
layers) and residual networks [18] (with the input skipping layers).

The SRResNet [27] (Fig. 3) architecture belongs to the family of residual
networks, and it was inspired by a network proposed by He et al. [18]. It deals
with both vanishing/exploding gradient and degradation problems (by the use of
intermediate normalization layers and residual connections). The residual blocks
(RBs) are the groups of layers stacked together with the input of the block added
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Fig. 3. A diagram of the SRResNet model

to the output of the final layer contained in this block. In SRResNet, each block
encompasses two convolutional layers, each followed by a batch normalization
(BN) layer that neutralizes the internal co-variate shift. The upsampling blocks
(UBs) allow for image enlargement by pixel shuffling (PS) layers that increase
the resolution of the features. The number of both RBs and UBs is variable—
by increasing the number of RBs, the network may model a better mapping,
whereas by changing the number of UBs, we may tune its scaling factor. However,
by adding more blocks, the architecture of the network becomes increasingly
complex, which makes it harder to train.

Throughout the whole network, Parametric ReLU (PReLU) is used as an
activation function. Similarly to Leaky ReLU, it introduces a small slope for
negative values, and PReLU enables the network to learn the optimal value
for this slope. Both Leaky and Parametric versions of ReLU decrease the time
needed for network to converge, and help with the dying ReLU problem [39].

2.4 Super-Resolution Generative Adversarial Network

GANs are rather complicated structures and may be described as two competing
networks, the first one (generator) is trying to produce the image indistinguish-
able from the real (not generated) pictures, while the second (discriminator)—
focuses on identifying these “fake” images. Once the discriminator starts to
distinguish well between “real” and “fake” images, the generator network needs
to produce increasingly better images. At the end of the training, discriminator
should not be able to differentiate original images from those produced by the
generator. In such a training scheme, the role of the discriminator may be per-
ceived as an adaptive loss function, that moderates the training of the network
by gradually increasing demand for the networks’ performance.

Scenarios for the usage of GANs encompass image generation from noise,
image inpainting and style transfer. In the context of single image super-
resolution, GANs were firstly introduced by Ledig et al. [27]. In SRGAN (Fig. 4),
both generator and discriminator (Fig. 5) are very deep networks; in fact SRRes-
Net is used as a generative part of the network. To train the generator network,
two loss functions are used and weighted—content loss is evaluated as an MSE
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Fig. 5. A diagram of the discriminator model. Number of convolution filters (denoted
by X) progressively increase, with X ∈ {64, 128, 256, 512}

between features of “real” and “fake” images (extracted with VGG19 network);
adversarial loss favors the solutions that generate images unable to distinguish
from the “real” ones. For discriminator, the loss proposed in [16] is used.

3 Experiments

All convolutional network models have been trained with DIV2K dataset [1].
The images were converted to 8-bit greyscale and downsampled 2× using bicu-
bic interpolation (in order to create LR patches). The set of prepared training
and validation images is available online1 under the license provided on the web-
site [24].

Several popular benchmarks were selected for the experiments: Set5 [5],
Set14 [41], and BSD [4]. In addition to these, we also created two datasets,

1 https://doi.org/10.7910/DVN/DKSPJF.

https://doi.org/10.7910/DVN/DKSPJF
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based on B4MultiSR [25], consisting of satellite images. The first one, Artifi-
cialy Degraded Satellite dataset, is composed of images gathered during the
Sentinel-2 mission. In this case, GT is the original image and LR is a bicubic
downscaled counterpart. Real Satellite dataset is the most challenging sce-
nario in our experiments—GTs are obtained by downscaling images from the
Digital Globe WorldView-4 satellite (original ground sampling distance equals
30 cm/px), and LR are images from Sentinel-2.

To quantitatively compare the quality of the investigated models, we utilized
several popular metrics: peak signal-to-noise ratio (PSNR), structural similar-
ity index (SSIM), universal image quality index (UIQI), and visual informa-
tion fidelity (VIF). Additionally, we exploit the following metrics: PSNRHF and
KFSSIFT [2]. In Table 1, we gathered all numeric results of conducted experi-
ments, whereas Figs. 6, 7, and 8 render images for the visual comparison.

Table 1. The results of our experiments. We boldfaced the best results for each dataset,
and the deep learning methods which render the results worse than Bicubic are anno-
tated with the gray background.

Dataset name Model PSNR SSIM UIQI VIF PSNRHF KFSSIFT

Set5

Bicubic 32.33 0.922 0.859 0.605 38.94 42.56
SRCNN 34.96 0.944 0.871 0.672 45.40 44.67
FSRCNN 35.52 0.949 0.876 0.690 46.70 44.73
SRResNet 35.20 0.935 0.858 0.689 46.32 44.97
SRGAN 33.86 0.931 0.828 0.637 46.86 44.57

Set14

Bicubic 28.75 0.857 0.781 0.500 34.34 42.46
SRCNN 30.75 0.894 0.818 0.559 39.33 44.55
FSRCNN 31.11 0.900 0.825 0.574 40.14 44.69
SRResNet 30.29 0.889 0.813 0.558 39.21 44.62
SRGAN 30.11 0.878 0.777 0.534 40.49 44.11

BSD

Bicubic 28.23 0.832 0.768 0.467 33.70 42.91
SRCNN 29.88 0.876 0.814 0.518 38.45 45.06
FSRCNN 30.19 0.884 0.825 0.532 39.30 45.13
SRResNet 29.85 0.880 0.817 0.527 38.66 44.98
SRGAN 29.88 0.876 0.814 0.518 38.45 45.06

Artificially
Degraded
Satellite

Bicubic 30.22 0.899 0.873 0.517 41.97 43.54
SRCNN 26.84 0.829 0.800 0.440 34.76 41.85
FSRCNN 26.11 0.812 0.783 0.425 33.43 41.49
SRResNet 26.31 0.813 0.785 0.429 33.64 41.49
SRGAN 24.60 0.727 0.696 0.363 30.43 39.92

Real
Satellite

Bicubic 16.81 0.391 0.170 0.087 35.00 39.71
SRCNN 16.64 0.345 0.138 0.075 35.68 40.55
FSRCNN 16.72 0.343 0.139 0.076 35.81 40.34
SRResNet 16.90 0.394 0.179 0.090 36.21 40.76
SRGAN 17.11 0.391 0.173 0.088 37.45 40.79

For Set5 (Fig. 6), Set14 and BSD benchmarks, being most widely used
datasets for SRR testing, FSRCNN renders best results both qualitatively and
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GT LR Bicubic SRCNN FSRCNN SRResNet SRGAN

Fig. 6. Example of the reconstructed image from the Set5 dataset. A part of the image
is zoomed for clarity (second row).

quantitatively. On the other hand, deeper networks (SRResNet and SRGAN),
introduced the halo effect around the edges, decreasing the numerical results as
well. It is also worth mentioning that these benchmarks are composed of images
in the jpeg format (which introduces artifacts)—this may degrade the results
too (in fact, deeper networks seem to magnify such artifacts).

The results for the Artificially Degraded Satellite images “favor” the out-
comes produced by the bicubic interpolation. However, the images obtained by
the deep networks seem to be sharper than the high-resolution version of the
image (Fig. 7). This may be the reason for the observed lower quantitative scores.

GT LR Bicubic SRCNN FSRCNN SRResNet SRGAN

Fig. 7. Example of the reconstructed image from the Artificially Degraded Satellite
dataset. A part of the image is zoomed for clarity (second row).

Finally, for the images from the Real Satellite benchmark (Fig. 8), deeper
networks obtained the highest scores. Still, in this case, compared images (GT
and SR versions of the image) present the same area, however they do not share
similar pixel values (e.g., due to the variable lighting conditions). This is the
reason why some metrics (see e.g., PSNR) have such low values.
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GT LR Bicubic SRCNN FSRCNN SRResNet SRGAN

Fig. 8. Example of the reconstructed image from the Real Satellite dataset. A part of
the image is zoomed for clarity (second row).

4 Conclusions and Future Work

In this paper, we compared the performance of four different deep network archi-
tectures for single image super-resolution reconstruction. These networks were
evaluated over five different benchmarks, including three standard ones (Set5,
Set14, and BSD100) and two introduced in this work (Artificially Degraded
Satellite and Real Satellite). The experiments showed that it is notably easier to
reconstruct artificially degraded images (therefore, shallower networks can effec-
tively cope with this task). In this case, deeper networks start to enhance the
jpeg artifacts. On the other hand, reconstructing an image and comparing it to
the one obtained by another sensor is much more difficult. As a result, deeper
networks (with higher capacities) outperformed the others.

It is also worth mentioning, that deeper networks are much more complex
structures, hence computational power needed to perform the training and pre-
diction increase. In this article, we did not focus on efficiency of the deep net-
works, however our study shows that introducing more complexity to the model
is not always worth it.

Currently, we are investigating the influence of the scale on the performance
of deep networks (and how deeper networks deal with scales higher than 2). Also,
we are focused on the comparison between the classical computer vision methods
and deep networks for both single-image and multi-frame super-resolution.
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Abstract. In this paper, we report preliminary results of applying a step
skipping to the discrete wavelet transform (DWT) in lossless compres-
sion of volumetric medical images. In particular, we generalize the two-
dimensional (2D) fixed variants of skipped steps DWT (SS-DWT), which
earlier were found effective for certain 2D images, to a three-dimensional
(3D) case and employ them in JP3D (JPEG 2000 standard extension for
3D data) compressor. For a set of medical volumetric images of modalities
CT, MRI, and US, we find that, by adaptively selecting 3D fixed variants
of SS-DWT, we may improve the JP3D bitrates in an extent competitive
to much more complex modifications of DWT and JPEG 2000.

Keywords: Medical imaging · Image processing ·
Lossless image compression · Medical image compression ·
Volumetric image compression · Image compression standards ·
JPEG 2000 · JP3D · DWT · RDLS · Step skipping · Fixed SS-DWT

1 Introduction

The reversible variant of the discrete wavelet transform (DWT) is used in the
lossless JPEG 2000 compression to decompose an image into subbands of dif-
ferent characteristics, that are then independently entropy coded [16,33]. In [27]
we noticed, that the lifting steps (LS) [7,32] employed by DWT may propagate
noise between subbands and worsen the compression effects. To limit the noise
propagation we proposed the reversible denoising and lifting step (RDLS), which
is built based on LS. It prevents the noise propagation by exploiting denoising fil-
ters while retaining other desirable effects and properties of LS (like the perfect
reversibility). We found that RDLS improves the compression effects of algo-
rithms exploiting DWT [27] and color space transforms [25]. In [28] we showed,
for a color space transform consisting only of LSs, that by applying RDLS with
a special denoising filter we may practically skip selected LSs of the transform
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or the entire transform. Results obtained in [27] suggested, that a partial skip-
ping of DWT may be worthwhile. Since DWT consists not only of LSs but
also of the non-lifting reorder step, in [29] we proposed the skipped steps DWT
(SS-DWT) obtained from DWT by skipping selected steps of its computation.
To construct SS-DWT in an image-adaptive way, we employed a heuristic and,
based on its outcomes, we defined two simple fixed SS-DWT variants FIX1 and
FIX2. SS-DWT resulted in compression ratio (bitrate) improvements similar to
the RDLS-modified DWT (RDLS-DWT), but obtained at a smaller cost. The
fixed variants are especially interesting from a practical standpoint because they
allow obtaining high bitrate improvements at a very small cost and are compliant
to the JPEG 2000 part 2 standard [13,30].

So far, the step skipping was applied in compression of two-dimensional (2D)
images only. In this paper, we report the preliminary results of applying it to
the 3-dimensional DWT (3D-DWT) in lossless compression of volumetric medical
images. In particular we generalize the FIX1 and FIX2 variants to a 3D case and
apply them in JP3D, i.e., volumetric extension of JPEG 2000 standard [4,14].

The task of improving the lossless JP3D bitrates of volumetric medical images
is not simple and not many attempts are reported in the literature. Two interest-
ing approaches were evaluated in [4]. In that study, the direction-adaptive DWT
(DA-DWT), earlier used for 2D data [5,8,9], was applied to volumetric medical
images. Also the other approach, the block-based intra-band prediction of DWT
transformed subbands (JP3D+BP), was an adaptation of the method presented
in [24] for 2D images. These approaches improve average bitrates of JP3D for
medical volumes by less than 1% at a cost of a high increase in the compression
process complexity. We will compare our results with findings reported in [4] and,
for this purpose, we will use the same set of test data. We note, that video coding
algorithms, like the state-of-the-art High Efficiency Video Coding (HEVC) stan-
dard [15,35], may be applied to medical volumes treated as sequences of volume
slices, however, the average lossless HEVC bitrate for the aforementioned set is
inferior to the JP3D bitrate [4].

We also note, that RDLS and step skipping may technically be applied to
lossy compression, however, to our best knowledge, no such attempt has been
undertaken. An application of lossy compression to medical images is still dis-
putable, guidelines issued by various professional bodies recommend different
lossy compression ratios, and in some cases lossy compression of such images
is forbidden by law [6,19]. For some modalities the compression algorithm and
lossy compression ratio utilized may have a negative impact on the results of
automatic analyses of the decompressed images (e.g., in biomedical applications
exploiting texture operators [18,22]).

The remainder of this paper is organized as follows. In subsections of the next
Section, we first briefly describe 2D- and 3D-DWT (Sect. 2.1) and the modifi-
cations of DWT investigated earlier: RDLS-DWT, SS-DWT, and fixed variants
FIX1 and FIX2 of 2D-SS-DWT (Sect. 2.2). Then, in Sect. 2.3, we propose 3D
variants of FIX1 and FIX2. Section 2.4 contains the experimental procedure
including the description of the test images and the used implementations. The
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experimental results are presented and discussed in Sect. 3. Section 4 summarizes
the findings.

2 Materials and Methods

2.1 Lifting-Based Discrete Wavelet Transform

DWT employed in image compression algorithms decomposes an image into
subbands of different characteristics (they represent image details of different
orientations and sizes). A subband is easier to encode efficiently than the orig-
inal image because its well-defined characteristics allow for better statistical
modeling. The decomposition into subbands has many additional advantages
for the lossless and lossy coding, e.g., it allows for various kinds of progressive
coding. For brevity, as in the previous works [29,30], we describe here only the
lifting-based reversible DWT with Cohen Daubechies Faveau (5,3) wavelet filter,
reduced to essentials. Among others, it is exploited in lossless JPEG 2000 com-
pression of 2D and volumetric images. For further details, as well as for more
general characteristics of various variants of DWT, their application in JPEG
2000, and the JPEG 2000 standard, the reader is referred to [1,4,13,14,16,33].

The one-dimensional DWT (1D-DWT) transforms in-place a discrete signal
S = s0s1s2 . . . sl−1 of finite length l into two subbands:

– a low-pass filtered signal L, that represents the low-frequency features of S;
– a high-pass filtered signal H containing high-frequency features that, along

with the L signal, allows the perfect reconstruction of the original signal.

The transformation of S is done in 3 steps. First, in the prediction step,
we perform the high-pass filtering of odd samples (hereafter, the parity of the
sample is determined by its location and not its value) by applying to each of
them the LS presented in below Eq. 1:

sx ← sx − �(sx−1 + sx+1)/2�. (1)

In each LS a single signal sample is modified by adding to it a linear combi-
nation of other samples (in a general case the sum may be negated). A transform
performed as a sequence of LSs has advantageous properties: it may be computed
in-place and it is easily and perfectly invertible.

Another LS (Eq. 2) is then, during the update step, applied to each even
sample:

sx ← sx + �(sx−1 + sx+1 + 2)/4�. (2)

Finally, in the reorder step, we reposition even samples to the lower half of
the original signal, preserving their ordering (sample sx is moved to sx/2), and
odd samples are moved to the upper half. We obtain separate subbands L and
H, respectively. The reorder step is not an LS.

The 2D-DWT of an image is obtained by first applying 1D-DWT to each
image column, which results in L and H subbands of the image (Fig. 1A–B).
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Fig. 1. 1-level 2D-DWT (A–C) and 3-level 2D-DWT (D)

Then, by applying 1D-DWT to each row, we obtain the 1-level DWT consisting of
LL and HL subbands (transformed from L subband) and LH and HH subbands
(from H subband)—see Fig. 1C.

The 3D-DWT of a volumetric image is obtained by first applying 1D-DWT
in the axial direction, which produces two (volumetric) subbands L and H
(Fig. 2A–B). Next, we proceed like in the 2D-DWT. That is, we apply 1D-DWT
to the volume in the vertical direction (Fig. 2C), which results in the LL and
HL subbands (transformed from the L subband) and LH and HH subbands
(from the H subband). Finally we apply 1D-DWT horizontally obtaining the
1-level 3D-DWT of the volume (Fig. 2D), that consists of 8 subbands: LLL and
HLL (transformed from the LL subband), LHL and HHL (from HL), LLH
and HLH (from LH), and LHH and HHH (from HH). In Fig. 2B–D each
subband is labeled with a number (in round brackets) of the group of steps (GS)
that has the most recently been used to filter all the samples contained in the
subband. For instance, GS 4 in Fig. 2C corresponds to all the prediction LSs
employed when transforming the H subband into LH and HH. We will use GSs
in defining 3D fixed variants of SS-DWT.

The higher-level DWT, that provides multiresolution image representation,
is obtained by Mallat decomposition [20]. The t+1-level transform is obtained by
applying the 1-level transform to the low-pass subband of the t-level transform,
i.e., to the LL in the cases of 2D-DWT (Fig. 1D) and LLL for 3D-DWT (Fig. 2E).

2.2 Reversible Denoising and Lifting Steps and Step Skipping

The idea of skipping selected steps of a transform originates from RDLS. An
unwanted side effect of LS is that the sample being modified by LS (filtered by
LS in the case of DWT) gets contaminated by noise from other samples. In the
case of DWT, the noise gets propagated between subbands. JPEG 2000 encodes
the DWT subbands independently; the noise propagation increases the amount
of information that has to be encoded and thus worsens the compression effects.
RDLS is a modification of LS (and consequently of the lifting-based transform)
that integrates LS with denoising filters in order to avoid noise propagation
while preserving other properties of LS (and of the lifting-based transform). For
instance, in RDLS-DWT the prediction (Eq. 1) and update (Eq. 2) steps are
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Fig. 2. 1-level 3D-DWT (A–D) and 3-level 3D-DWT (E); coordinate system presented
in panel (A), in round brackets presented are GS numbers

replaced by RDLSs constructed based on them, i.e., by:

sx ← sx − �(sd
x−1 + sd

x+1)/2� and (3)

sx ← sx + �(sd
x−1 + sd

x+1 + 2)/4�, (4)

respectively, where sd
i denotes the denoised sample si.

RDLS was successfully applied to DWT [27] and to reversible color space
transforms—first [25] to a simple RDgDb [26] and then [28] to more complex
color space transforms: LDgEb [26], RCT [16], and YCoCg-R [21]. Both in the
cases of reversible color space transforms (for JPEG-LS [12,34], JPEG 2000, and
JPEG XR [10,17]) and the DWT exploited in lossless JPEG 2000, the application
of RDLS resulted in practically useful improvements of image compression ratios
of certain types of images. For example, in the latter case the lossless compression
ratios of non-photographic images were improved by about 14% [27].

RDLS has very interesting properties. Despite exploiting the inherently irre-
versible denoising, it is perfectly reversible. The RDLS-modified transform is
more general than the original one. Among others, by employing special denois-
ing filters we may obtain, as a special case of the RDLS-modified transform, the
unmodified transform. Such a special filter case denoted None, for which sd

i = si,
was proposed and investigated in [27]. Another special filter, the Null filter pro-
posed in [28] (for which sd

i = 0), allows to practically skip the step. For further
details and properties of the RDLS approach we refer the reader to [27,28].

In [27] we found that the noise filtering in RDLS-DWT was the most effective
in improving lossless JPEG 2000 bitrates when applied during computing of
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some RDLS-DWT subbands only and since in some cases the best bitrates were
obtained when the DWT stage of JPEG 2000 was skipped, we suspected that
similarly to denoising, the optimum might be in-between skipping and applying
DWT. As opposed to RDLS-modified color space transforms, employing the
Null filter in RDLS-DWT does not allow to skip the entire transform. Color
space transforms consist of nothing but the lifting steps, whereas DWT and
RDLS-DWT, besides the lifting prediction and update steps (that may be turned
into sx ← sx by employing the Null filter in RDLS-DWT), perform the sample
reordering steps.

Therefore in [29] we proposed SS-DWT obtained from DWT by skipping
selected steps of its computation. We employed a heuristic for selecting steps to
be skipped in an image-adaptive way and, based on outcomes of the heuristic,
defined two simple fixed SS-DWT variants FIX1 and FIX2. For brevity, we refer
the reader to [29] for a detailed description and properties of the general SS-DWT
case and describe below only the fixed variants.

In the FIX1 variant of SS-DWT we skip all the update steps. In FIX2 we
skip all the update steps (as in FIX1) and additionally skip the prediction step
for the HH subband as well as the reorder step for HH and LH. Noteworthy,
FIX2 results in a decomposition of an image into fewer subbands than the reg-
ular DWT or FIX1 because the HH and LH subbands are not created from
the H subband that remains unchanged after the transform—see Fig. 3. As we
noticed in [29] and verified experimentally in [30], the FIX1 and FIX2 variants
of SS-DWT are compliant with the JPEG 2000 part 2 by exploiting standard
extensions defined in annexes H (FIX1) or F and H (FIX2) [13].

B)A) C) D)

L

H

LL

H

HL

Fig. 3. 1-level FIX2 variant of SS-DWT (A–C) and 3-level FIX2 (D)

The most interesting results, from a practical standpoint, were obtained by
applying entropy estimation of JPEG 2000 coding effects for selecting among
the fixed SS-DWT variants, the unmodified DWT, and the skipping of the DWT
stage of JPEG 2000. The average bitrate improvement due to selecting among
the above-mentioned fixed variants was similar to that of RDLS-DWT (roughly
14% for non-photographic images), but it was obtained at a significantly smaller
cost; the overall compression time was only 3% greater than that of the unmod-
ified JPEG 2000. We remark, that so far the research on RDLS has been carried
out using very simple denoising filters only (we used simple RCRS filters [11]
like the median filter). We suspect, that RDLS effects could be improved by the
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use of more sophisticated filters, e.g., based on detector precision characteristics
or operating in the transform domain [2,3]. In [29] we also found, that by com-
bining SS-DWT and RDLS-DWT even greater bitrate improvements (of up to
about 17.5% for non-photographic images) might be obtained at a significantly
increased cost of heuristic-based selecting, based on the actual bitrate instead of
an estimated one, of the steps to be skipped and the denoising filters. However,
we do not expect so high bitrate improvements in the case of volumetric medi-
cal images, because the characteristics of these images resemble characteristics
of photographic images, for which the JPEG 2000 bitrate improvement due to
applying RDLS-DWT and SS-DWT was below 1%.

2.3 Fixed Variants of Three-Dimensional Skipped Steps Discrete
Wavelet Transform

2D-DWT may be obtained as a special case of 3D-DWT when the volume size in
the axial direction is 1. Thus, 3D variants of fixed SS-DWT, should be defined
in such a way, that for the above volume they become their 2D counterparts
(FIX1 and FIX2) and in general follow the same principles (when to skip the
step) as their 2D counterparts. A three-dimensional variant of FIX1 (3D-FIX1),
naturally, is obtained from 3D-DWT by skipping all the update steps. In FIX2
we additionally skipped prediction of the HH subband (i.e., of samples that
had already been subjected to prediction), and reordering of samples from HH
and LH (i.e., we skipped reordering of samples if for each of the signal samples
to be reordered during 1D-DWT the prediction or update has been skipped).
Fortunately, this may be extended to the 3D case. In 3D-FIX2 variant of 3D-
SS-DWT (Fig. 4) we skip

– all the update steps,
– prediction for HH and reorder for HH and LH (the H subband of the volume

does not get decomposed into LH and HH, once created, the H subband
remains unchanged after the transform), and

– prediction for HHL and reorder for HHL and LHL (the HL subband of the
volume does not get decomposed into LHL and HHL and remains unchanged
after the transform).

Some of the volumes we used for evaluation in this paper use the same resolu-
tion in all directions, whereas for others a different resolution is used in the axial
direction. Another case, when the axial direction should be treated differently
than others, happens when a volume data represents a time series of 2D images.
Above suggests, that the pixel correlation in the axial direction may be different
than in other directions. Therefore we define also fixed variants of 3D-SS-DWT
that either always perform the 1D-DWT in the axial direction (variants denoted
3D-FIX1p and 3D-FIX2p) or always skip such transform (denoted 3D-FIX1s
and 3D-FIX2s) and to each volume slice apply 2D FIX1 or FIX2, respectively.
In Table 1, for each 3D fixed SS-DWT variant, we list which GSs of 3D-DWT
(recall Fig. 2B–D) are skipped by this variant; when applying 1D-DWT, if both
prediction and update steps are skipped, then the reorder step is skipped as well.
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B)

H

HLLLLL

A)

HL

Fig. 4. 1-level 3D-FIX2 (A) and 3-level 3D-FIX2 (B)

Table 1. The investigated variants of 3D fixed SS-DWT

GS
#

LS
type

Sub-
band

Fixed 3D-SS-DWT variant

3D-FIX1 3D-FIX2 3D-FIX1p 3D-FIX2p 3D-FIX1s 3D-FIX2s

1 pred. H + + + + - -

2 upd. L - - + + - -

3 pred. HL + + + + + +

4 pred. HH + - + + + +

5 upd. LL - - - - - -

6 upd. LH - - - - - -

7 pred. HLL + + + + + +

8 pred. HHL + - + - + -

9 pred. HLH + - + + + +

10 pred. HHH + - + - + -

11 upd. LLL - - - - - -

12 upd. LHL - - - - - -

13 upd. LLH - - - - - -

14 upd. LHH - - - - - -

GS and subband – see Fig. 2B–D, + – perform the LS, - – skip the LS.

Variants 3D-FIX2, 3D-FIX2p, 3D-FIX1s, and 3D-FIX2s result in decompo-
sition of a volumetric image into fever subbands, than 3D-DWT. Only some of
the 3D fixed SS-DWT variants are compliant to the JPEG 2000 standard and
may be obtained without altering the standard implementation. 3D-FIX1 may
be obtained by exploiting JPEG 2000 part 2 Annex H (i.e., the arbitrary wavelet
transform kernels) supported by JP3D (although not supported by the implemen-
tation we used in the research reported herein). Unfortunately, the JPEG 2000 part
2 Annex F that would allow obtaining 3D-FIX2 is not supported by JP3D. Out of
the remaining 3D fixed SS-DWT variants, only the 3D-FIX1s may be obtained
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in compliance with the standard by using JPEG 2000 part 2 extension defined in
Annex H and 0-level decomposition in the axial direction (allowed by JP3D).

2.4 Procedure

We investigated the effects of 3D fixed SS-DWT variants on compression ratios
of the JP3D compressor. For SS-DWT variants we employed the RDLS-SS-DWT
version 0.91—our implementation of SS-DWT (and of RDLS-DWT). RDLS-SS-
DWT is available as a patch to the IRIS-JP3D version 1.1.12—a JPEG 2000 part
10 [4,14] reference software, developed by Tim Bruylants from Vrije Universiteit
Brussel (VUB) and the Interdisciplinary Institute for BroadBand Technology
(IBBT). In our implementation, the SS-DWT variants were obtained by modi-
fying the DWT stage of JP3D; the transformed subbands were compressed by
further JP3D stages as if the regular 3D-DWT was applied. For instance, 3D-
FIX2 skips 1D-DWT in vertical direction for the HL subband not decomposing
it into LHL and HHL (see Fig. 4A and Fig. 2D). In our implementation, the
JP3D statistical modeling for arithmetic coding of HL symbols was divided into
two stages between which the model was reinitialized. This could slightly worsen
the obtained bitrates—only slightly because, as compared to the 2D image com-
pression [30], the subbands of volumetric images are much larger and the impact
on bitrate, of the unnecessary re-adaptation of the model, is correspondingly
smaller.

In experiments, we used the set of medical volumetric images, that was earlier
used in [4] for evaluation of other modifications of 3D-DWT and was made
available to us thanks to the courtesy of Tim Bruylants. The set contains 11
images of various modalities:

– 6 computed tomography scans (CT1...CT6) of 12-bit depth and sizes
(width × height ×depth, in pixels) from 512× 512 × 44 to 512 × 512 × 672,

– 3 magnetic resonance imaging scans (MRI1...MRI3) of 12-bit depth and sizes
from 256 × 256 × 100 to 432 × 432 × 250, and

– 2 ultrasound volumes (US1 and US2) of 8-bit depth and sizes 500× 244 × 201
and 352 × 242 × 136, respectively.

Images are described in detail in [4].
The compression ratio or bitrate r, expressed in bits per pixel (bpp), is calcu-

lated using the total size in Bytes of the compressed volumetric image including
the compressed file format header. The bitrate is directly proportional to the
compressed file size, hence smaller bitrate means better compression result. The
effects of 3D fixed SS-DWT variants on JP3D bitrate were analyzed based on
bitrate changes with respect to the reference bitrate obtained using unmodified
3D-DWT. The bitrate change Δr was expressed in percentage of the reference
bitrate.

1 http://sun.aei.polsl.pl/∼rstaros/rdls-ss-dwt/.
2 http://www.irissoftware.be/.

http://sun.aei.polsl.pl/~rstaros/rdls-ss-dwt/
http://www.irissoftware.be/
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Besides comparing bitrates obtained using the 3D fixed SS-DWT variants
presented in Table 1 to the bitrate of unmodified 3D-DWT, we also tested effects
of skipping the transform stage (NO-DWT). For DWT and SS-DWT, we used the
3-level decomposition (0-level for NO-DWT). Except for setting the transform
variant and the decomposition level, we invoked the compressor with default
parameters.

3 Results and Discussion

In Table 2 we present JP3D bitrates (r) for volumetric images from our test-set
and bitrate changes (Δr) obtained by replacing 3D-DWT with 3D fixed SS-DWT
variants listed in Table 1 or by skipping the DWT stage. For the latter case, we
see that skipping the DWT stage results in a significant bitrate worsening for
all images, the average bitrate increase is about 57%. These results are consis-
tent with the earlier research on 2D-SS-DWT [29,30], where although omitting
DWT allowed for improving the bitrates of some of the images, but almost
exclusively they were non-photographic images (e.g., computer-generated, com-
posed from others including natural ones, or screen content images [23]). In
the above research, for evaluating the SS-DWT effects on single-component 2D
image compression, the green components of images from a large CT2 set intro-
duced in [31] were used. For photographic images (typical natural continuous-
tone images) that have characteristics resembling medical volumes, by skipping
the DWT stage an improvement was obtained for 1 out of 499 such images.
Also the SS-DWT variants, in which 1D-DWT in the axial direction is skipped
for the entire volumetric image (3D-FIX1s and 3D-FIX2s), worsen bitrates for
all images, although to a lesser extent (by 11.06% and 12.47%, respectively).
We generally see that DWT is an appropriate transform for the preparation of
volumetric medical image data for further stages of compression.

However, skipping some transform steps only or even skipping 1D-DWT in a
certain direction, but only for a part of the volumetric image being transformed,
may result in bitrate improvements. Figure 5 shows the cases for which a bitrate
improvement was obtained by using one of the proposed variants of 3D fixed
SS-DWT. The best results were obtained for 3D-FIX1p—this variant improves
bitrates of 4 images (CT4...CT6 and MR1) on average by 1.23%. Note, that this
variant applied to all images worsens the bitrate by 0.09% on average. Therefore,
in order to obtain an improvement of the JP3D bitrate with the use of 3D fixed
SS-DWT variants, the effects of applying the transform variant to a given volume
should be checked (or estimated) and SS-DWT should be applied only if it results
in a bitrate improvement. By using 3D-FIX1p in such image-adaptive way, we
get an average bitrate improvement for the whole set of images by 0.45%.

The remaining variants (3D-FIX1, 3D-FIX2, and 3D-FIX2p) allow improving
bitrates of fewer images (each time being an image, whose bitrates are improved
by 3D-FIX1p). For some images, choosing instead of 3D-FIX1p a different 3D
fixed SS-DWT variant gives greater bitrate savings. By adaptively choosing the
best variant for the image (for images from the exploited test set, the choice
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Table 2. JP3D bitrate changes due to applying various 3D fixed SS-DWT variants

Image 3D-DWT

r (bpp)

NO-DWT

Δr

3D-FIX1

Δr

3D-FIX2

Δr

3D-FIX1p

Δr

3D-FIX2p

Δr

3D-FIX1s

Δr

3D-FIX2s

Δr

CT1 4.911 53.48% 0.48% 2.65% 0.92% 1.73% 16.66% 17.82%

CT2 7.632 44.69% 1.57% 2.35% 1.17% 2.06% 9.34% 10.29%

CT3 5.437 48.50% 0.47% 3.43% 0.13% 1.58% 10.33% 12.25%

CT4 3.844 68.55% −0.10% 5.81% −1.56% −0.28% 10.11% 11.36%

CT5 2.822 89.20% −2.12% −1.00% −1.80% −1.43% 17.79% 18.55%

CT6 5.029 41.70% 0.67% 4.80% −0.64% 0.91% 5.56% 7.11%

MRI1 3.503 72.02% −1.97% −2.12% −0.91% −0.95% 15.82% 15.37%

MRI2 4.091 129.13% 0.23% 0.73% 0.77% 1.78% 31.65% 33.05%

MRI3 6.588 37.92% 4.09% 2.29% 2.52% 1.82% 7.57% 6.83%

US1 4.840 25.52% 1.01% 5.66% 0.38% 4.22% 5.25% 9.25%

US2 5.233 17.88% 1.43% 6.60% 0.01% 3.72% 1.85% 5.60%

Average 4.903 57.14% 0.52% 2.84% 0.09% 1.38% 11.06% 12.47%

-2.5% -2.0% -1.5% -1.0% -0.5% 0.0%

MRI1

CT6

CT5

CT4

3D-FIX1
3D-FIX2
3D-FIX1p
3D-FIX2p

Δr

Fig. 5. Bitrate improvements obtained using 3D fixed SS-DWT variants

can be limited to 3D-FIX1, 3D-FIX2, and 3D-FIX1p) the average improvement
for images, for which SS-DWT is effective, increases from 1.21% to 1.61%. The
average improvement for the whole set of images increases to 0.59%.

Looking at the modalities of images we see, that the fixed SS-DWT vari-
ants are not effective for ultrasound volumes and in the case of other modalities
they are effective for some images. However, the numbers of images in individ-
ual modalities are too small to draw significant conclusions with respect to the
medical volumetric image modality.

The obtained bitrate improvement appears small from a practical point of
view, but the result is not bad compared to other methods of improving the
DWT effects for JPEG 2000 compression of continuous-tone images. In [30],
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using adaptively selected fixed SS-DWT variants for the 499 aforementioned 2D
photographic images, an average improvement of 0.62% was obtained for the
baseline JPEG 2000; exploiting the extensions of part 2 of JPEG 2000 standard
resulted in an improvement of 0.68%. In [29] we showed that the improvement
achieved using the general SS-DWT case is greater than for the fixed variants
and can be further increased by combining SS-DWT with RDLS-DWT (for the
aforementioned 2D images, the improvement was 0.92%). Then, by using only
the general SS-DWT case, but with an improved heuristic of the adaptive selec-
tion of steps to be skipped, an improvement of 0.98% was obtained. In [4], for
the same set of volumetric medical images that is used in this paper, by using
much more complex modifications of 3D variants of DWT and JPEG 2000 (i.e.,
the DA-DWT and JP3D+BP mentioned in Sect. 1), the bitrates were improved
only little more, than by using the adaptively selected 3D fixed SS-DWT vari-
ants. JP3D+BP was more effective than DA-DWT and resulted in a bitrate
improvement of 0.87%.

4 Conclusion

In this paper, we report preliminary results of applying the step skipping to
3D-DWT in lossless compression of volumetric medical images. In particular,
we generalized the FIX1 and FIX2 variants of SS-DWT to the 3D case (obtain-
ing 6 fixed variants 3D-FIX1, 3D-FIX2, 3D-FIX1p, 3D-FIX2p, 3D-FIX1s, and
3D-FIX2s) and employed them in the JP3D compressor. We evaluated these
variants on a set of 11 medical volumetric images (modalities CT, MRI, and
US) and found, that 3D-FIX1, 3D-FIX2, 3D-FIX1p, and 3D-FIX2p allowed for
bitrate improvements. By adaptively selecting a fixed 3D variant of SS-DWT for
each image, we improved the JP3D bitrate on average by 0.59%. This result is
not impressive form a practical standpoint, but it is competitive to much more
complex modifications of DWT and JPEG 2000. The results we obtained for
3D data along with earlier results for 2D images suggest, that further JP3D
bitrate improvements are possible by using an adaptively constructed general
case SS-DWT, probably also combined with RDLS, which is currently being
investigated.
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Abstract. With the rapid growth of public protein structure databases,
computational techniques for storing as well as comparing proteins in an
efficient manner are still in demand. Proteins play a major role in virtu-
ally all processes in life, and comparing their three-dimensional structures
is essential to understanding the functional and evolutionary relation-
ships between them.

In this study, a novel approach to compute three-dimensional pro-
tein structure alignments by means of so-called EigenRank score pro-
files is proposed. These scores are obtained by utilizing the LeaderRank
algorithm—a vertex centrality indexing scheme originally introduced to
infer the opinion leading role of individual actors in social networks.
The obtained EigenRank representation of a given structure is not just
highly-specific, but can also be used to compute profile alignments from
which three-dimensional structure alignments can be rapidly deduced.
This technique thus could provide a tool to rapidly scan entire databases
containing thousands of structures.

Keywords: Protein structure alignment · LeaderRank · EigenRank

1 Introduction

In the process of understanding the molecular machinery facilitating life on its
very basis, research is often revolving around the smallest functional molecular
entity: the protein. Although being only combined from the small set of 20
canonical amino acids, proteins yield a plethora of functional roles determined
by three-dimensional structures characteristic for each individual protein [14,20].

To gain knowledge about a protein’s functional characteristics, analyses on
the molecular structure level often involve the comparison of two or more homol-
ogous structures. Homology, in a broader sense, refers to functional similarity
c© Springer Nature Switzerland AG 2019
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that originated from a common ancestor protein from which the proteins in
question evolved from. In the process, conserved functionality is apparent by
their three-dimensional conformation. However, their amino acid sequences can
be highly dissimilar. Comparing protein structures is thus one of the key tasks
of structural bioinformatics. In this context, searching databases for significant
similarities has to be carried out efficiently at high biological sensitivity [9].

Although numerous methods have been developed for this task, such as FAT-
CAT [21], CE [15] and TM-align [23], searching similarities between structures
efficiently remains computational demanding, due to the complexity of the prob-
lem of finding pairs of matching three-dimensional atom coordinates and deduc-
ing the optimal spatial superimposition. This problem is further exacerbated by
multi-domain and polymeric architectures commonly present in protein struc-
tures, as well as, rather trivially, the large number of structures involved in such
studies. For example, at the time of writing the Protein Data Bank (PDB) holds
about 140,000 protein structures, of which approximately 80,000 comprise more
than one peptide chain [4].

In this paper, a novel technique to align protein structures is presented.
In principle, a protein structure is represented as a residue-residue interaction
network. By applying multiple interaction distance cutoffs a structure-specific
set of adjacency matrices is obtained from the network.1 In Fig. 1 an exam-
ple illustrating this idea is given. By employing the LeaderRank algorithm [8]
to each adjacency matrix, structure-specific EigenRank scores for each residue
are computed. It is demonstrated that sequences of EigenRank scores—so-called
EigenRank profiles—can be aligned by means of a dynamic programming app-
roach. Obtained EigenRank profile alignments are then used to deduce pairs of
spatially matching residues from which the structural alignment can be inferred
efficiently. Thus, the presented method circumvents the computational bottle-
neck of finding a solution to the coordinate superimposition problem in the origi-
nal three-dimensional coordinate space. Instead, the three-dimensional structure
space is reduced to one-dimensional EigenRank profiles. Computational speed-up
in structure alignment calculation is achieved by two factors. Firstly, EigenRank
profile alignments can be computed rapidly and identifying pairs of matching
residues from them is straightforward. Secondly, the sets of matching residues
between both structures are of the same size. This aspect greatly simplifies the
problem of deducing an optimal superimposing coordinate rotation and transla-
tion. It thus can be argued that achieved computational speed-up could provide
the basis for a fast structure database search heuristic.

The paper is structured as follows: before giving detailed information on
how EigenRank profiles can be obtained from a protein structure, we first
give an overview of the LeaderRank algorithm. Next, the dynamic program-
ming algorithm for computing EigenRank profile alignments is elucidated. We
subsequently demonstrate how structure alignments can be deduced from said

1 The set of adjacency matrices can actually be used to derive one single matrix
containing binned residue-residue distances. The underlying structure of the protein
can be reconstructed from that matrix.
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alignments. Furthermore, a strategy to benchmark biological sensitivity of the
algorithm is presented. Finally, we demonstrate and discuss its performance
in comparison with commonly utilized structure alignment methods as well as
sequence-based homology/fold recognition techniques.

Fig. 1. Abstracting a given protein structure as a network of interacting residues, and
computing adjacency matrices accordingly, forms the basis to derive a structure-specific
EigenRank score profile. (A) Protein structure of the γ-B crystallin tandem domains
(PDB-Id: 1amm) as cartoon representation. (B) Residue-residue interaction network
and adjacency matrix computed for 1amm. Cα coordinates are used as reference points.
Here, the residue-residue distance cutoff t, at which interactions are assumed, is 5 Å.
(C) Interaction network and adjacency matrix at t = 10 Å. Note, that the spatially
distant domains are clearly visible in both adjacency matrices, as each of them is
indicated as a cluster of adjacent matrix elements.

2 Methods

In this section the process of computing EigenRank score profiles and compar-
ing two given protein structures based on such is elucidated. In summary, the
proposed technique involves the calculation of a residue-residue distance matrix
of a given protein structure in the first step, followed by deducing adjacency
matrices based on varying distance cutoffs t in the range of 5 to 15 Å. In the
next step, LeaderRank score profiles are computed for each adjacency matrix,
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and the EigenRank score profile is obtained by deducing the first principle com-
ponent from these LeaderRank profiles. Given the EigenRank profiles of two
structures, a dynamic programming approach is utilized next to identify the
best matching sequence between EigenRank profile scores in order to retrieve
corresponding atom coordinates in both structures. These coordinates form the
basis for structure alignment calculation. In Fig. 2 the process flow is illustrated
as a visual guidance through these next subsections, wherein all of the involved
steps are elucidated in detail. In addition, means for benchmarking performance
are presented in Subsect. 2.5.

2.1 The LeaderRank Algorithm

The LeaderRank algorithm [7,8] has been originally proposed as a means to
infer the opinion leading role of individuals in social networks and, thus, to
identify potential opinion leaders [18]. The network is represented as a graph,
whereas members and their interactions are represented as nodes and directed
edges, respectively. The LeaderRank algorithm provides a node centrality mea-
sure which aims to describe the emergence of opinions and the flow of informa-
tion by heuristically approximating a probabilistic infection model (for a recent
comprehensive overview on this subject see [3]). In this model, the centrality
of a node—herein equivalent to the corresponding member’s role in information
spreading—is equal to the number of nodes it is able to infect. This infection
model is similar to a probabilistic breadth-first graph traversal and represents our
intuitive understanding of information spreading very well. However, this model
is too computationally intensive to be of practical use. This is mainly due the
vast number of simulation runs to be conducted for each of the nodes, in order
to approximate its infection potential. Furthermore, network-specific infection
probabilities have to be meaningfully chosen or deduced from simulation.

In this heuristic approximation, the obtained LeaderRank score si of a given
node vi is equivalent to its infection potential. LeaderRank scores for all nodes
are obtained by iteratively applying an update function sτ+1

i = f(vi, s
τ
i ) to all

nodes until an adequate convergence criterion is reached. The function reads as
follows:

sτ+1
i =

N+1∑

j=1

Aji

degout(vj)
sτ

j , (1)

where N is the number of nodes in the network, A corresponds to the adjacency
matrix, and degout(vj) gives the number of outgoing edges of node vj . In addi-
tion, a ground node vg is introduced to the network, which is bidirectionally
connected to all nodes and ensures convergence and graph connectivity. The cal-
culation is initialized at τ0 by setting sτ0

i = 1 for all N nodes and sτ0
g = 0 for

the ground node. Upon reaching convergence after τc iterations, the final Lead-
erRank scores are obtained by distributing the LeaderRank score of the ground
node evenly to all other nodes:

si = sτc
i +

sτc
g

N
. (2)
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Fig. 2. Process flow of the proposed technique. In this example, the tandem structure
of two γ-B crystallin domains is considered on the left side (PDB-Id: 1amm). On the
right, a single γ-B crystallin structure is given (PDB-Id: 1dsl). The structural alignment
obtained by EigenRank scores is illustrated in the bottom right. Both structures show
good structural agreement.

2.2 EigenRank Calculation from Protein Structure Data

EigenRank scores for a given protein structure are obtained from LeaderRank
score profiles computed from residue-residue interaction matrices. The latter
are calculated at various interaction cutoff distances t. In this context, each
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interaction matrix corresponds to an adjacency matrix that can be input to the
LeaderRank algorithm. In this study the Cα,i coordinates of a given residue i are
considered as spatial points of reference. Residue-residue adjacency Aji between
residues i and j is assumed, if d(Cα,j ,Cα,i) < t. Calculations were made with t
ranging from 5 to 15 Å at 1 Å increments. In the next step, all of the resulting
eleven LeaderRank sets St = {st

1, s
t
2, . . . , s

t
N}, to which we refer as LeaderRank

profiles in the following text, provide an N × 11 matrix that is decomposed
by using PCA. The EigenRank profile ER = {e1, . . . , eN} corresponds to the
scores of the first principal component along the protein sequence. Tested on
the COPS query structure set (see Sect. 2.5), obtained projections on the first
principal component yield 80% of relative variance on average (sd = 3.4%), thus
it can be argued that these scores yield highly characteristic representations
of the three-dimensional residue-residue interaction landscapes and, hence, the
given protein structures themselves. All EigenRank calculations in this study
were made using the Bio3D and centiserve R-packages.

2.3 EigenRank Alignment Calculation

EigenRank profiles can be aligned by means of dynamic programming; an app-
roach similar to the dynamic programming solution of the longest common sub-
sequence problem (LCSP). Similarly to the LCSP, where the solution can be
understood as editing two given strings by finding (mis-)matching characters
and introducing gaps, the goal is to find the sequence of optimal matches in two
EigenRank score profiles, denoted by ERq and ERp.

The process of EigenRank profile alignment calculation is conducted similar
to the classic Needleman-Wunsch algorithm commonly used in sequence bioin-
formatics [10]. Note that, in order to allow direct comparison of two EigenRank
profiles, both of these have to be z-scaled with respect to their arithmetic means
and standard deviations. Scaled EigenRank profiles are referred to as ZER in
the following text.

The algorithm proposed here involves the iterative calculation of an opti-
mization matrix F(m+1)×(n+1), where m and n are the number of residues in
structures q and p, respectively. Additionally, the traceback matrix T allows to
reconstruct the final alignment based on the individual steps in calculating the
matrix elements Fi,j . Herein, ε acts as a positive constant to penalize the intro-
duction of gaps. The elements in T (‘up’, ‘left’ and ‘diag’) indicate whether a
gap is introduced to ZERp or ZERq, or if a match of scaled EigenRank scores
ZERq

i+1 and ZERp
j+1 is accepted. The pseudo-code of the algorithm is given in

Algorithm listing 1. The index offset of 1 is due to penalizing terminal gaps at
the beginning of both ZER profiles.
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Algorithm 1. ZER Profile Alignment
1: function align(ZERq, ZERp)
2: m ← |ZERq|, n ← |ZERp|
3: initialize optimization matrix F(m+1)×(n+1)

4: initialize edit traceback matrix T(m+1)×(n+1)

5: fill ∀i ∈ [1, ..., m + 1] : Fi,1 ← −ε · (i − 1)
6: fill ∀j ∈ [1, ..., n + 1] : F1,j ← −ε · (j − 1)
7: fill ∀i ∈ [2, ..., m + 1] : Ti,1 ← ’up’
8: fill ∀j ∈ [2, ..., n + 1] : T1,j ← ’left’
9: F1,1 ← 0

10: T1,1 ← ’stop’
11: for i ← 2, ..., m + 1 do
12: for j ← 2, ..., n + 1 do
13: δij ← 1 − |eq

i−1 − ep
j−1|

14: u ← Fi−1,j − ε
15: l ← Fi,j−1 − ε
16: d ← Fi−1,j−1 + δij

17: c ← max(u, l, d)
18: Fi,j ← c

19: Ti,j ←
⎧
⎨

⎩

’up’, u = c
’left’, l = c
’diag’, else

20: infer alignment path P from traceback on T with Tm+1,n+1 as initial element
21: introduce gaps to ZERq and ZERp according to P
22: return aligned scaled EigenRank profiles ZERq and ZERp.

2.4 From EigenRank Alignments to Structure Alignments

Given an EigenRank profile alignment, it can be hypothesized that ungapped
positions in the alignment report pairs of residues that are also of spatial corre-
spondence in both underlying structures. Thus, from the m and n residues of the
first and second structure, the alignment yields a subset of l residues that can
be meaningfully aligned on the structure level. However, it has to be addressed
that not all matches are necessarily of relevance to the structural alignment
calculation. Such false matches can be simply caused by inaccuracies in the
ZER alignment and by the strict design of the ZER alignment algorithm (f. e.
using a constant gap penalty cost without taking the functional role of under-
lying residues into consideration). Hence, referencing all ungapped ZER align-
ment positions can not only lead to false assumptions of spatial correspondence
between residues, but also to a completely incorrect structural alignment. Hence-
forth, a filter is proposed that simply assumes that a pair of aligned residues is
to be neglected in deriving the structural alignment if their absolute ZER score
difference is greater than a preset threshold. Benchmarking showed that a preset
threshold of 0.50 yields best performance (see Sect. 3 for further information).
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Upon filtering and selecting ungapped positions from the ZER alignment, the
corresponding subset of l Cα coordinates is retrieved from structure p and struc-
ture q. With a well-defined set of l three-dimensional coordinates to be aligned,
the problem of deriving the optimal structural alignment is straightforward by
finding the best rotation and translation of one set of coordinates onto the other.
This can be efficiently realized by means of the Kabsch algorithm [6].

In order to quantify structural similarity based on the resulting set of l aligned
Cα coordinates, one can utilize common similarity measures, such as the root
mean square deviation (RMSD) or the total global distance test score (GDT TS)
[22]. By both measures, the Euclidean distances between aligned coordinates of
structure q (the set of Cα coordinates {Cq

α,1,C
q
α,2, . . . ,C

q
α,l}) and structure p,

denoted by {Cp
α,1,C

p
α,2, . . . ,C

p
α,l} are used. The RMSD, as shown in Eq. 3, is

based on the arithmetic mean of spatial distances.

RMSD =

√√√√1
l

l∑

u=1

[d(Cq
α,u,Cp

α,u)]2. (3)

Although the RMSD is commonly applied to quantify structural alignment
quality, one should be careful as its descriptive power can be overstated. As
a straightforward arithmetic mean it can be sensitive to outliers and could thus
give false implications on alignment quality. Hence, additional measures, such as
the GDT TS, should be provided. The GDT TS is the average relative fraction
of Euclidean distances within preset distance bins, and is defined as:

GDT TS =
1
4

∑

t∈{1,2,4,8 Å}

100 · Ht

l
, (4)

where Ht gives the absolute number of aligned Cα coordinate pairs (Cq
α,u,Cp

α,u)
with an Euclidean distance d(Cq

α,u,Cp
α,u) < t, and t corresponding to the preset

distance bin. The GDT TS is defined in [0, 100], whereas a score of 100 indicates
very high structural similarity.

Both measures were used independently to quantify performance using the
COPS benchmark. In Fig. 2 the structural alignment of two γ-B crystallin struc-
tures (PDB-Ids 1amm and 1dsl) is shown. Here, the smaller structure 1dsl, shown
on the right hand side of the figure, is structurally highly similar to the C-
terminal domain of 1amm. This fit is also clearly visible in the ZER profile
alignment, where the ZER profile of 1dsl is almost identical to the C-terminal
ZER profile region in 1amm. As reported, the RMSD of the structure alignment
is 1.84 Å. The GDT TS of 86.5 underlines the good structural agreement.

2.5 The COPS Benchmark

The COPS benchmark [5,19] provides a standardized dataset to analyze homol-
ogy detection and fold recognition techniques. All structures in the dataset are
single functional domains, thus consisting of only one peptide chain per struc-
ture. The dataset is comprised of two subsets: a query subset and a target subset
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(referred to as database in the original study as well as in the following text).
The query subset comprise 176 proteins. For each of the queries, the database
holds six homologous proteins, resulting to 1,056 target proteins in total. In
general, the average sequence identity (19.9%, sd = 5.2%) and average similarity
(32.3%, sd = 9.0%) computed from all query-target alignments are notably low,
providing a sound basis to measure the performance of sequence-based homology
detection methods.

As to be elucidated in the Results and Discussion section, common struc-
ture alignment techniques show superior performance on average compared to
sequence-based techniques, which of course is to be expected. Yet, quite strik-
ingly, even these tested structure alignment techniques showed minor inaccura-
cies in the benchmark. Thus, although originally intended to evaluate the per-
formance of sequence-based homology detection and fold recognition methods,
this benchmark is also suitable to assess structure alignment performance.

Benchmarking Strategy and Performance Measures. For benchmarking,
Frank et al. [5] proposed a hide-and-seek strategy. This strategy states that any
structure- or sequence-based similarity search method shows perfect performance
if it is able to correctly identify all six homologue targets in the database for
each query structure. In a broader sense, if said method provides a measure
for similarity (or dissimilarity) scoring, an accordingly sorted score list for each
query should hold the six homologue targets at the top six ranks. By means
of common receiver operating characteristic measures deduced from all lists,
inaccuracies and the overall performance can be quantified. In the original work
[5], specificity and recall are proposed as measures for ROC analysis.

In summary, benchmarking a given similarity searching method involves the
following steps:

1. For each query, the similarity to each target structure is scored and a ranked
list is obtained.

2. From each of the ranked lists and each of the six top ranks k ∈ {1, 2, . . . , 6}
the following figures are derived:

– true-positives (TPk): the number of homologs with ranks ≤ k,
– false-positives (FPk): the number of non-homologs with ranks ≤ k,
– false-negatives (FNk): the number of homologs with ranks > k.

3. TPk, FPk and FNk are summed for all 176 queries and six ranks k.

With all figures obtained, recall Reck and specificity Speck can be computed for
each top-six rank k according to Eqs. 5 and 6.

Reck =
∑

TPk∑
TPk +

∑
FNk

. (5)

Speck = 1 − FPRk. (6)
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Here, FPRk is the rank-specific false-positive rate, which corresponds to:

FPRk =
∑

FPk

1056
. (7)

The derived six recall and specificity coordinates can be plotted, and perfor-
mance be qualitatively assessed between utilized similarity detection methods.
Additionally, in order to provide a quantitative measure, the deviation-from-
gold-standard (DGS) is proposed in this study. The gold standard corresponds
to perfect benchmark performance, trivially holding a specificity Specgs

k of 1.0
independent of k and Recgs

k = k/6. The DGS of a given method corresponds
to the average Euclidean distance of its (Speck,Reck) coordinates to the gold
standard:

DGS =

√
1
6

∑

k

(Specgs
k − Speck)2 + (Recgs

k − Reck)2. (8)

Assessing and Comparing Benchmark Performance of EigenRank-
Based Structure Alignments. Originally, the COPS benchmark only con-
sidered sequence-based homology detection and fold recognition techniques [5].
These include classic sequence database search methods, namely SSearch [11,16]
(an implementation of the rigorous Smith-Waterman sequence alignment algo-
rithm), FASTA [11] and BLAST [1], as well as the more sensitive PSI-BLAST
[2]. In addition, multiple sequence alignment- and Hidden Markov model-based
methods were considered as well (COMPASS [13] respectively HHsearch [17]).

Furthermore, the performance of commonly utilized structure alignment algo-
rithms in the COPS benchmark was assessed in this study. This thus allows to
compare the proposed EigenRank-based method to sequence-based search meth-
ods on the one hand and state-of-the-art structure alignment techniques on the
other hand. Additionally assessed structure alignment techniques are FATCAT
[21], CE [15], TM-align [23] and a sequence-guided structure alignment method
[12]. The latter, referred to as SW-SuperPos. in text and figures, derives structure
alignments based on sequence alignments computed by the Smith-Waterman
algorithm [16]. In the case of FATCAT, CE and SW-SuperPos., the implemen-
tations provided by the BioJava library [12] were utilized. In addition, FATCAT
and CE each provide two distinctive algorithmic prerequisites that affect their
underlying alignment strategies. These two strategies are the so-called flexible
and rigid mode in case of FATCAT, and the default mode and the circular per-
mutation extension mode in case of CE. The performances of both algorithms
and their respective strategies were individually tested in the COPS benchmark.
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3 Results and Discussion

Performance statistics for HHsearch, COMPASS, PSI-BLAST, SSearch, BLAST
and FASTA were retrieved from the COPS benchmark database [5]. Performance
statistics for all named structural alignment algorithms, including the proposed
ZER-based method, were computed as described in Subsect. 2.5. DGS statistics
were derived for all techniques. With respect to the ZER-based structural align-
ment method, multiple ΔZER thresholds were considered in an effort to quantify
their effect on alignment quality and resulting benchmark performance. Tested
thresholds were 0.05, 0.25, 0.50 and 1.00. Furthermore, quality was assessed for
structural alignments obtained without ZER filtering.

In Fig. 3 a graphical overview on obtained performance statistics is given. In
general, gold standard performance yields specificity-recall coordinates along the
recall axis (see Subsect. 2.5) in this representation. Thus, the closer a method’s
respective specificity-recall curve is located at the recall axis, the better its over-
all biological sensitivity. This deviation is averaged by the DGS measure. Note
that only for a selection of methods the performance statistics are given in Fig. 3
in order to provide visual clarity. Neglected methods showed either little perfor-
mance discrepancy to reported methods, or their performance is well-represented
by their DGS values. A complete overview of all utilized methods, including their
alignment modes and considered similarity measures (if applicable) as well as
resulting DGS values, is given in Table 1.

As shown in Table 1 and Fig. 3, BLAST, FASTA and SSearch show inferior
performance with respect to the more advanced sequence-based search methods
PSI-BLAST, COMPASS and HHsearch as well as to all tested structure align-
ment methods, including the proposed ZER-based structure alignment method.
Interestingly, even applied structure alignment methods showed inaccuracies in
the benchmark, with FATCAT (rigid) yielded performance slightly inferior to
the best method, HHsearch.

ZER-based structure alignment quality is sensitive to applied filter thresh-
olds. Additionally, overall benchmark performance is further impacted by the
considered structural similarity measure. Alignments assessed by means of the
RMSD are prone to be less accurately evaluated on average, leading to generally
higher DGS values compared to applying the GDT TS scoring scheme. It can be
observed that GDT TS scoring yields an overall performance comparable to com-
monly utilized structural alignment techniques in the best case, where a ΔZER
filter threshold of 0.50 was utilized. Other filter thresholds lead to a drop in per-
formance, at which it is comparable to COMPASS and PSI-BLAST. If the filter
threshold is chosen too strict (ΔZER < 0.05), the ZER-based structural align-
ment method yielded inferior performance compared to most methods, except
SSearch, BLAST and FASTA, and performed comparably to SW-SuperPos. This
loss in performance can be attributed to the aspect, that at ΔZER < 0.05 only a
small set of matching residues are retrieved from any ZER alignment on average.
This leads to an insufficient number of coordinates to be aligned and results to
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suboptimal structure alignments, even in cases where query-homolog pairs are
considered. Especially, scoring obtained structure alignments by means of the
outlier-affected RMSD, assessed structural similarity between query structures
and their homologs become less distinguishable from non-homologs.

Fig. 3. Specificity-recall curves of protein search methods, evaluated by means of the
COPS benchmark. Curve deviations from the recall axis indicate reduced biological sen-
sitivity and decreased benchmark performance. (A) Curves of sequence-based search
methods, as originally reported in [5], compared to the proposed EigenRank-based
structural alignment method. ΔZER filter thresholds impact the set of Cα coordi-
nates used to compute structural alignments and, in consequence, alignment quality.
(B) Comparison to common structural alignment methods. (C) Comparison to
sequence- and structure-based methods. Note the 1-Specificity range of 0 to 0.15 in
order to discuss detailed performance discrepancies. Color and line type schemes are
in correspondence to method labels given in (A) and (B).

When considering the individual ranks instead of overall performance, the
ZER-based structural alignment method performed slightly better at ranks 1 to 4
compared to FATCAT. In this range, its performance was on par with HHsearch.
However, as performance decreases as more false-positives were reported on ranks
5 and 6, sensitivity lowered to a level at which it was comparable to COMPASS.
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Table 1. Considered methods in the COPS benchmark, sorted by the deviation-from-
gold-standard statistic (DGS). The similarity measures considered to obtain ranked
lists in the benchmark are given if applicable/available. Methodological categories
(Seq.: sequence-based; Struc.: structure-based) are given for each method. Note that
SW-SuperPos is a sequence-guided structure alignment technique, thus belonging to
both categories.

Algorithm Similarity measure Parameter/ΔZER filter DGS Seq. Struc.

HHsearch [17] n.a. .047 x

FATCAT [21] p-value rigid .054 x

CE [15] CE score .055 x

CE [15] CE score circ. permutations .066 x

TM-align [23] TM-score .067 x

FATCAT [21] p-value flexible .085 x

EigenRank GDT ΔZER < 0.50 .094 x

EigenRank GDT no filter .096 x

EigenRank GDT ΔZER < 1.00 .096 x

EigenRank GDT ΔZER < 0.25 .104 x

COMPASS [13] n.a. .109 x

EigenRank RMSD ΔZER < 0.50 .146 x

EigenRank RMSD no filter .149 x

EigenRank RMSD ΔZER < 1.00 .149 x

EigenRank RMSD ΔZER < 0.25 .155 x

PSI-BLAST [2] e-value .187 x

EigenRank GTD ΔZER < 0.05 .224 x

SW-SuperPos. [12] p-value .241 x x

EigenRank RMSD ΔZER < 0.05 .298 x

SSearch [11,16] n.a. .342 x

FASTA [11] n.a. .397 x

BLAST [1] E-value .443 x

4 Conclusions and Future Work

Although the proposed technique in its current form is less sensitive on average
compared to other structural alignment methods, its potential in using it as a
fast heuristic search method is apparent. Instead of trying to find a solution to
align m to n three-dimensional coordinates, its circumvents this bottleneck by
selecting l residue coordinate pairs by means of aligning one-dimensional profiles,
which can be conducted rather quickly. The set of thereby obtained l coordinates
can be efficiently aligned utilizing the Kabsch algorithm [6].

The benchmark showed that sensitivity of the proposed method is affected
by the used ZER filter threshold. Future work thus involves the development of
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a unified scheme that generates an ensemble of structure alignments based on
multiple ZER filter thresholds from which an averaged assessment is made. In
addition, it has to be addressed that the computation of an EigenRank profile
can be a computational bottleneck, as multiple LeaderRank profiles need to be
computed beforehand. Memory and time demands in computing a LeaderRank
profile are highly dependent on the number of residues in the protein and its
structural complexity (the graph topologies derived at different residue-residue
interaction cutoffs). Thus, to scan a query structure against a database con-
taining thousands of structures becomes computationally intensive, and other
structural alignment methods are of greater practical usability. This issue can
be however overcome by pre-computing a database of ZER profiles, whereas the
proposed technique can outperform common techniques with respect to time
demands. Furthermore, further computational speed-up can be achieved by uti-
lizing word-indexing techniques, as used by rapid sequence search heuristics such
as BLAST and PSI-BLAST. Database indexes can thus allow to narrow the num-
ber of ZER profiles to scan against, whereas time and computational demands
are further reduced.
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Abstract. Vocabulary used by the doctors to describe the results of
medical procedures changes alongside with the new standards. Text data,
which is immediately understandable by the medical professional, is diffi-
cult to use in mass scale analysis. Extraction of data relevant to the given
case, e.g. Bethesda class, means taking on the challenge of normalizing
the freeform text and all the grammatical forms associated with it. This
is particularly difficult in the Polish language where words change their
form significantly according to their function in the sentence. We found
common black-box methods for text mining inaccurate for this purpose.
Here we described a word-frequency-based method for annotation of text
data for Bethesda class extraction. We compared them with an algorithm
based on a decision tree C4.5. We showed how important is the choice
of the method and range of features to avoid conflicting classification.
Proposed algorithms allowed to avoid the rule-base limitations.
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1 Introduction

The rapidly rising incidence of thyroid cancer [19] causes that physicians have
to treat more patients during the same working hours. Patients’ cases become
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progressively complicated, the co-occurrence of diseases appears more and more
often. Diagnostics and Treatment of Thyroid Carcinoma guideline [8] show how
complicated the proper diagnosis of patient’s disease based on the symptoms and
limited evidence is. Meanwhile, the physicians very rarely use the knowledge they
have access to in their medical systems. In most cases, the results of patients’
examination are stored there as plain text which is sufficient for doctors’ day-to-
day work but is inefficient for large-scale data analysis for populations. Mainly
this prevents them from using the data.

While taking part in the MILESTONE project, which aims to create new
tools for supporting decisions on local treatment of breast, thyroid and prostate
cancers, to achieve the reduction in therapy aggressiveness, we were motivated
to use retrospective data collected over two years to develop solutions support-
ing medical inference. Usually, to prove the necessity of surgery the clinician
orders a Fine Needle Aspiration Biopsy (FNAB) [5,19]. It is a diagnostic pro-
cedure performed in order to investigate nodules by a pathologist. The sample
is stained and then examined under a microscope, sometimes it can be also
analyzed chemically. The results of the examination should be in a form of
FNA report where physicians should find (a) information related to the nodule
location and its features enabling its identification, (b) information concerning
FNA representativeness - both qualitative and quantitative, (c) description of
cytological examination of each nodule assessed, and finally diagnostic conclu-
sion that classifies FNA findings as one of six Bethesda classes [1]. The class
attribute results from the previous three subsections, where the quality of par-
ticular findings depends on pathologist experience and knowledge in the field
of oncology and the additional clinical information stored in treatment records.
Even in Guidelines of Polish National Societies prepared by Polish Group for
Endocrine Tumours some cytologic criteria are mentioned as subjective, others
have their reliability and limitations. Such ambiguous features are presented in
Fig. 1. The Bethesda system (TBS) is used to uniform terminology occurring in
FNAB reports and categorize samples into one of six categories. Each category
has an implied risk of malignancy [4].

Fig. 1. Example of differentiating characteristics of phenomena. Column no. 2 -
Bethesda III, Column no. 3 - Bethesda IV. Source: [8], page 42.
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We have initially analyzed the depersonalized data in the form of results of
thyroid biopsies collected from 2007 till 2017 extracted and transformed from
databases of Cancer Center And Institute of Oncology - a partner in the MILE-
STONE project. Analysis of the data mined in the data sources showed us what
kind of unstructured data we have to deal with. In fact, the data had no pre-
defined model in the sense of structure, but the content was mainly consistent.
Records very seldom meet the criteria for being analyzed according to fixed rules
all physicians adhere to. Descriptions are written using natural language which
does not require extra vocabulary and dictionary knowledge. We found records
only from the last two years, where natural language description is supplemented
by TBS classification. Before we started using them as a training set we have
made some assumptions: we do not know anything about the recommended and
unacceptable terminology, authors of the description and their common vocab-
ulary from the past year, their experience and additional information they had
access to. In other words, we have made no assumptions about the context of
the written text.

Our motivation was to develop a reliable data extraction and classification
mechanism which can be used with retrospective data collected in data sources
in many organizational health care units. We assume that our solution should be
ready to also analyze new descriptions prepared not only by the staff belonging
to the team of pathologists whose records were analyzed during the learning
stage. That is why the goal of our work is to check and develop methods based
on statistical inference where we take into consideration medical ambiguities
in the assessment of biological materials, different vocabulary and how far the
implementation of TBS has progressed.

This work is structured as follows. Section 2 presents the related works.
Section 3 describes actions which had to be taken to prepare the unified data
model. It is followed by Sect. 4 where we presented our approach and quality
assessment of developed methods. In Sect. 5 we made the analysis of achieved
experimental results. Section 6 presents our final conclusions.

2 Related Works

The text-mining technique is quite common for processing electronic health
records [7]. Recently the Systematized NOMenclature of MEDicine - Clinical
Terms (SNOMED CT) has become a huge convenience. This approach allows
to successfully apply natural language processing [13], but SNOMED CT is
not in common use in Hospital Information Systems reports yet. The common
approaches for classification of health records include the SVM classifiers and
Naive Bayes methods [9]. The Neural Networks were also used for classification
for thyroid disease diagnosis [16]. All these methods require a set of features, and
taking into account the complexity and flexibility of Polish language, we decided
to search the methods for feature selection from the description of examination.
Despite the fact that many language-processing systems were designed during
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last decades, the analysis of Polish texts is still problematic. Using the aforemen-
tioned methods it is difficult to extract and analyze the importance of particular
features. Thus, we have found this solutions not accurate enough for our purpose.

The Bethesda System is generally a new approach in Polish pathology [20],
despite the fact that guidelines suggest to use it for FNAB of thyroid since 2007.
This standard is only a recommendation. Therefore we expected the large variety
and variability-over-time of vocabulary used in the descriptions for FNAB results
in our data sets. For that reason we had to be prepared for handling conflict cases.
We wanted to compare discovered rules to the clinical set of rules (presented
in Table 1). Thus we had searched for methods where it would be possible to
export the rules in a human-readable form (to be validated by an expert). For
our purpose, we checked a simple method for overt feature selection from a text
(avoiding black box methods), which is also commonly used in medical data
analysis - the binary decision trees. One of the popular algorithms, C4.5, was
successfully applied to the diagnosis of coronary heart disease [22] and other
decision support systems [11]. The algorithm creates a binary tree where rules
are made based on the presence or absence of a feature. The pruning process
provides the generalization of decision rules. However, in this paper we would
like to pay attention to the role of a feature selection stage, which can affect
not only the performance but also later classification accuracy and potential
overfitting. The overfitting is highly undesirable to infer from evolving medical
terminology.

3 Materials and Methods

Our goal was to prepare transformed data sets which would be necessary to
create a Bayesian Network to infer unobserved variables as the long-term goal
- in our case the probability of malignancy. Bayesian Network is a probabilis-
tic graphical model (a type of statistical model) that represents a set of vari-
ables and their conditional dependencies via a directed acyclic graph (DAG) [6].
To properly build the network we need to provide learning parameters which
use the data gathered historically. The problem occurs when data is missing
or incomplete. One of the most important features supporting medical decision
is Bethesda class mentioned above. For most of our retrospective data set the
Bethesda class was not pointed but it can be inferred from description. The worst
case is when during the analyzed period significant changes have occurred in the
way of describing the variable. For example, in 2016 after long-term follow-up
of patients with the previously suspected malignant lesion, the new subgroup of
cases were recognized with classification changed to benign [17].

For our experiments, we used the BioTest environment [14]. To enhance the
ability to work with dynamic tables we used special components of Galaxy
Server allowing users to do interactive data processing from within Galaxy.
We integrated Galaxy with the R environment gaining access to all files and
database connections prepared previously for integration with relational med-
ical databases. Our motivation to use BioTest was also the fact that is was
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installed on the infrastructure of the Ziemowit computer cluster (www.ziemowit.
hpc.polsl.pl) in the Laboratory of Bioinformatics and Computational Biology.
In the future, parallel calculations are intended, because the features can be
extracted independently.

3.1 Data Sources

The process of de-identification was performed by the third party to protect the
patient’s personal data. Only fully deidentified diagnoses were analyzed without
access to full patient data. Also, the medical staff’s data were anonymized. The
data sources contained information about more than 2500 patients, 2700 diag-
nostic procedures (FNAB) and more than 3200 examined thyroid nodules. The
procedures were performed from 2016 till 2017, by different doctors. We had no
information about their experience. Starting from 2016 the TBS was introduced
partially, but examinations were also performed by an external specialist and
third parties. Thus, some nodules have cytological classes assigned. At the same
time, others are only described in natural language.

The comparison between nodules where TBS was identified and not is pre-
sented in Fig. 2.

Fig. 2. (a) TBS classified/not classified nodules in 2016 and 2017; (b) ratio of cases con-
taining classification label (TBS) to an indeterminate ones for each doctor (specialist)
in 2017

More than 25 specialists were engaged in examination every year, but we
checked only those who performed more than 50 examinations per year. We
wanted to consider doctors with the right level of skills to properly set the
Bethesda class. Especially that the Bethesda system was introduced just two
years earlier and some of them had no enough experience in using it.

www.ziemowit.hpc.polsl.pl
www.ziemowit.hpc.polsl.pl
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The results showed us that even in more experienced group there are no
exceptions. Each specialist had cases where no TBS class was set. In our opinion,
it shows how complicated procedure is the specimen’s examination and how hard
is to properly assess the findings. That is why we expected a lot of ambiguity
and dependency in the data.

We divided our data into two sets: the first one with training data which con-
tains input and output pair (explicitly indicated value of TBS class), the other
one with test data without the assigned labels. In this paper, we are focused
mainly on training sets. For the needs of this study, no distinction was made
between patients on whom the biopsy was performed to help with medical diag-
nosis and patients with suspicion of tumor recurrence.

As was mentioned above, specialists try to keep consistent information con-
tent when they write down their observations. Reports consist of macroscopic
and microscope descriptions. We extracted the data from the latter using the R
environment and performed some transformations on them as described below.
In the result, we had prepared texts consisting of canonical forms of previously
used words without words considered to be “stop words”.

3.2 Source Data Extraction and Destination Data Model
Preparation

The process of text transformation to meaningful features is widely presented in
publications [2,21]. Among all tasks, the key ones are: text clean-up, normaliza-
tion, and unification. Below are some issues which had to be resolved before using
such data to discover missing annotations, especially in medicine. According to
best practice, we first tried to standardize the form of extracted sections. First
of all, we extracted explicitly written down TBS classes using regular expres-
sions to use them as labels. They were the part of unstructured text. Next, we
excluded these labels and all words directly related to them such as ‘category’,
‘bethesda’, ‘class’, ‘group’ etc. Then, the remaining text of FNAB report was
split into tokens using the tidytext R package [18] and used in supervised anal-
ysis. Each record in the training set was split into tokens using the tidytext R
package [18].

Tidy Data Sets. In our approach, we used the term frequency-inverse docu-
ment frequency (TF-IDF [10,15]) to reflect how extracted features were impor-
tant. We defined each FNAB report as a page written by a particular specialist
in a summary document related to one of six TBS classes - on the basis of pre-
viously extracted labels, six documents in total. Each page consisted of between
one and dozens of paragraphs. The number of paragraphs depended on identified
nodules during the diagnostic procedure and the results of the examination. We
used the tokenizers package to split each line of text in the original documents
into tokens. We defined a tidy text data set as a table with one-token-per-row for
each paragraph. In our approach, we used words (without knowledge of the con-
text of usage), 2-grams and 3-grams (meaningful sentences) as tokens. We chose
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3-grams as a final level of tokenization on the basis of analysis of the clinical
set of rules prepared by specialists. After reading the stemmed records from the
database we prepared working data sets using each variant of n-grams to identify
the set of all possible features using TF-IDF to reflect how these features were
important to each type of TBS class. We calculated factors for each identified
feature in the group for future term-weighting when more than one classification
decision is possible.

Stemming. In our project, we used Morfologik stemming library [12]. Because
the FNAB report is focused on the description of characteristics of phenomena
we did not pay much attention to part of speech of extracted words. We were
aware of possible loss of accuracy, but as was mentioned before, we operated
on phrases without the knowledge of the context and therefore it would not be
possible to discriminate between words which have different meanings depending
on the part of speech. Such example is the word ‘podejrzenie’ (suspicion) which
can be tagged as (a) gerund (b) substantive and have different lemma depending
on the part of speech. To avoid complications and ambiguity we always chose
the shorter form. Another issue we had to deal with was a negation. Searching
for the common canonical form we had to be aware that some negative form has
the same lemma as positive ones. Again the example is the word ‘niepodejrzana’
(not suspicious) which is negation but has the same lemma as ‘podejrzenie’ (sus-
picion). In fact, the final meaning is reverse and may lead to various conclusions.
Fortunately, each word in the dictionary has its own attributes. So we checked
word’s annotations to find out which word was marked as negation. If the verifi-
cation was positive we added a negative particle at the beginning of the selected
lemma.

Special Transformation Due to Medical Context. Medical texts are spe-
cific and their meaning depends on used vocabulary. One of the problems is that
specialists write down the same information using three languages interchange-
ably. They can describe the same findings in Polish, English or Latin language.
So, we had to find similar concepts (words, phrases or even sentences) and stan-
dardize them before undergoing transformations. Such examples are presented
below:

Rak brodawkowaty = Papillary thyroid cancer = Carcinoma papillare

Rak brodawkowaty podtyp p{\k{e}}cherzykowaty = Papillary thyroid
cancer follicular variant = Carcinoma papillare typus follicularis

Before we started analyzing each FNAB report in the training set we trans-
lated all English and Latin names of diseases to adequate polish ones. Medical
texts are characterized by the usage of these three languages interchangeably.
We used the Guidelines of Polish National Societies Diagnostics and Treatment
of Thyroid Carcinoma to define the correct translations.
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We also had to deal with negative/positive sense of the sentence. Some spe-
cialists wrote down information about the features they had not found in their
report, which further complicated the analysis. We assumed words ‘nie’ (not) and
‘bez’ (without) as a denial of the relevance of the next words and we ignored the
detection of the key feature if it occurred very next to negation word - not far
then 4 words after it (determined on the basis of clinical set of rules analysis).

We needed to achieve informative, discriminating and independent charac-
teristic of a phenomenon being observed [3].

3.3 Clinical Set of Rules

The challenge of this work was to choose the best way to discover one of the
Bethesda classes based only on descriptions derived from medical databases.
So, first, we decided to ask clinicians (experienced specialists with 18 years of
experience, having a leading influence on the diagnosis and treatment of patients)
to provide their ideal set of rules. Such mapping is presented in Table 1. It is
consistent with the standards. Such contents of FNAB reports should allow to
automatically assign the proper Bethesda category. We have made an experiment
to check how many records from the training set would be classified according to
the proposed terminology. Some extra transformations were needed to allow text
comparison - those will be described in the following subsections. The results of
such an experiment can be observed in Fig. 3. The results showed that despite
the fact, that updated guidelines provide recommended, accepted and restricted
terminologies to help specialist to assign one of the classes to the specimen, many
texts deviate from the standards. We would like to stress the fact that training set
contains specimen examined during the last two years, our future work will be an
assessment of the descriptions from a 10-years period when such guidelines were
absent or unused. We achieved 50% accuracy when tried to reclassify training
set with provided clinical rules - for 1600 records we found at least one key
feature which described the Bethesda group (details presented in Table 1). For
these records, we resulted in 95% properly assigned Bethesda classes (accuracy).
The group II is the one were most descriptions follow the recommendations.
On the other hand, pathologists had to deal with the most problematic issues
in groups VI and V, where they had to decide whether it was cancer (94–96%
probability of malignancy) or only they suspected them to be (45–60%). The
worse accuracy of classification in these groups probably resulted from more
specifically written diagnoses and longer texts. That is why we decided to use one
of the most popular algorithm C4.5, but we observed that most of misclassified
probes resulted from conflicting data. Rejection of them would require the step
of preprocessing (removing inadequate labels with descriptions) what could be
done only by manual review. We decided to propose a new approach without the
need of preprocessing described above. Our implementation is based on features
selection and text mining techniques.
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Table 1. Recommended terminology and phrases

Bethesda category Vocabulary

I ‘non-diagnostic biopsy’ or ‘inadequate cellularity’

II ‘benign nodule’

III ‘follicular lesion of undetermined significance’

IV ‘suspicious for a follicular neoplasm’ or ‘suspicious for a
oxyphilic neoplasm’

V ‘suspicious for malignancy’ or ‘suspicion for papillary
thyroid carcinoma’ or ‘suspicion for medullary thyroid
carcinoma’

VI ‘papillary thyroid carcinoma’ or ‘anaplastic thyroid
cancer’ or ‘medullary thyroid carcinoma’

Fig. 3. Bethesda classification accuracy for clinical set of rules

4 Proposed Approach

A central question in text mining and natural language processing is how to
quantify what a document is about? We used numerical statistic called term
frequency-inverse document frequency (TF-IDF calculated) to find which words
or sentences (later N-grams) best describe each group (Bethesda class) and at the
same time are not used very often in reports of other ones (details in Sect. 3.2).
We assumed they would identify key features for each group. At the beginning,
we rejected N-grams with frequency in the group less than mean value for all the
N-grams in the same group (without stop words). Then, to avoid the huge num-
ber of N-grams found in the training set, we set a parameter which is responsible
for selecting top N values (10, 20) for each group. The number of key features
in each group can be more than N if there are ties. Such preprocessing, in our
opinion, minimizes the possibility of over-fitting. The process of identification of
the set of features best describing each category of Bethesda and next using it for
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classification is presented in a form of RetroNGSC algorithm. The pseudocode
is presented below (Algorithm 1).

Algorithm 1. NGram Selection Classifier for retrospective data (RetroNGSC)
1: Fetch records in canonical forms, without stop words

Features identification and mining

2: for N-gram in 3,2,1 do
3: Prepare tokens, group data according to Bethesda
4: Standardize between English, Polish and Latin grams
5: Calculate statistic indicators for tokens
6: KeyFeatures ← Select top(n) features based on TF-IDF
7: end for
8: for every record do
9: Tokens ← Tokenize(report description)

10: Findings ← Search(Tokens in KeyFeatures)
11: RecordFeatures ← Match(Findings)
12: end for

Classification and conflict resolution

13: CResults ← ClassifyRecords(RecordFeatures)
� Verification if all found features describe the same class

14: NonUnique ← SelectAmbiguousRecords(CResults)
15: for each record in NonUnique do
16: BestFeature ← MaxImportanceForClass(RecordFeatures)
17: if no two equally important features then
18: BethesdaClass ← AssignClass(BestFeature)
19: else
20: for N-gram in 3,2,1 do
21: Tokens ← Tokenize(report description,N-Gram)
22: BestFeature ← MaxImportanceForClass(Tokens,Max(TF-IDF))
23: if Count(BestFeature) ≥ 2 then
24: Continue
25: else
26: Break
27: end if
28: end for
29: BethesdaClass ← Assign(BestFeature)
30: end if
31: end for

From a short analysis of the clinical set of rules we concluded that in many
cases, trigrams (3-gram continuous sequences of words) brings the sufficient con-
text to properly classify the specimen on the basis of natural language descrip-
tion. That’s why we started from trigrams but continued with 2-grams and words
- the first version of our algorithm. When at least one key feature was found, the
record was rejected from the next step. This results in smaller data set: only 14%
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of records had to be analyzed using 2-grams and only 2% using words. The rest
was classified using 3-grams. But we noticed that this was a feature dependent
solution and might influence the cross-validation process. We implemented a sec-
ond version, which tried to match all records to three-word features and treated
them as one main set of features. Such approach increased the number of fea-
tures, but at the same time, we could eliminate the feature-dependent issues.
It resulted in the increase of accuracy, because when 3-grams key features were
similar to each other in different groups, the 2-grams features differentiated the
cases. We called it as a conflict resolution.

4.1 Quality Assessment

In this study, we compared a popular C4.5 algorithm for data mining with pro-
posed algorithms. To analyze the quality of classification for used methods we
performed 10-fold cross-validation. We divided our dataset into 10 subsets. For
each iteration we selected one subset as testing and the rest as training set. Then
we identified feature set for this training set and applied it on a test set. For both
methods we have used only a feature set which has been defined during training
iteration of the algorithm. For each iteration as an indicator of the quality of
studied algorithms, we took the percent of assigned Bethesda categories consis-
tent with the ones assigned by the doctor. The other applied measure of quality

Fig. 4. Comparison between C4.5 and RetroNGSC (k-fold accuracy). C45 - algorithm
based on decision tree, OA-10-V1 - RetroNGSC version 1 for 10 meaningful features,
OA-10-V2 - RetroNGSC version 2 for 10 meaningful features, OA-20-V1 - RetroNGSC
version 1 for 20 meaningful features, OA-20-V2 - RetroNGSC version 2 for 20 mean-
ingful features.
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was the number of records where the algorithm did not assign any category.
This measure was also applied for assessment of algorithms for cases where the
Bethesda class was not given in the text of microscopic examination. The results
are presented in Fig. 4. Lower accuracy (less then one percentage point difference
in mean values) of RetroNGSC resulted from proposed corrections to medical
decisions (see Results section). C4.5 in some cases didn’t follow the guidelines,
probably because of description inconsistency with reference classification.

5 Results and Discussion

All three algorithms achieved similar accuracy for training data. In RetroNGSC,
increasing the number of key features allowed more records to be classified gen-
erally, without decreasing the accuracy. All have some problems with the classi-
fication of specific FNAB reports, what is presented in Figs. 5 and 6, but when it
comes to RetroNGSC it’s decisions could be explained and justified after study-
ing the original text.

Fig. 5. Comparison between C4.5 and RetroNGSC (mismatching) (Color figure online)

The table presented in Fig. 5 shows the examples of FNAB reports which
were classified by RetroNGSC differently (in opposite to C4.5). C4.5 found words
required by the rules and checked against the ones which are restricted (marked
in red). It followed the same clinical decision. RetroNGSC checked the TF-IDF
indicator for each feature, taking into account the N-grams and decided that
the most important features are related to different class - group II in No. 1
(benign nodule) and group IV in No. 2 (suspicion of follicular thyroid cancer).
We checked the descriptions manually and noticed that the results of RetroNGSC
are consistent with the standards (guidelines). So, we found them interesting to
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discuss with clinicians and saved them for further mining e.g. the second record in
Fig. 5 contains only the recommendation for an extra test for medullary thyroid
cancer, but not assert suspicion of malignant lesion.

Fig. 6. Comparison between C4.5 (mismatching) and RetroNGSC

The table presented in Fig. 6 shows example reports which were classified
by RetroNGSC according to a doctor (in opposite to C4.5). The rules found by
C4.5 contained conflicting variables. RetroNGSC on the basis of the importance
of N-grams decided that the most important features are related to the same
class - group V in No. 1 (malignancy suspicion) and group VI in No. 2 (papillary
thyroid cancer). Furthermore, none of the less important features assigned to
case No. 1 was not related to group II. Since our results are consistent with the
guidelines again, we found them interesting to discuss with clinicians and saved
it for further mining.

6 Conclusions and Future Work

Increasing interest in automatic text classification is the result of growing com-
plexity and quantity of medical cases. The final report does not always con-
tain Bethesda classification which is one of most important features taken into
account during medical consilium. That’s why health care applications should
include algorithms supporting clinicians to make decisions on the basis of nat-
ural language description. As the result of the study, we found the C4.5 algo-
rithm better as a tool for prediction which can suggest the Bethesda category
to a clinician when a new examined specimen comes. It’s because it uses static
rules which are more dependent on vocabulary. Besides, to become up to date
it requires repeating the learning stage to construct new rules from new data
(maybe some new words will become key ones). We found it worse as a tool for
analyzing and suggesting mistakes in retrospective researches (historical data).
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C4.5 using the learned rules can only classify the data, without reporting possi-
ble mistakes resulting from deviations from the recommendation, as was shown
in the previous section. In our study, when using C4.5, we had problems with
the occurrence of conflicting classification values for identical input values - it
was very hard to find and resolve them quickly.

In turn, our both versions of the algorithm presented better results in the
scope of suggesting corrections without losing in the accuracy. They can update
their key feature set during classification, because they use the whole data set
to find key ones. They can also produce selected feature in meaningful forms,
what is practically impossible when working with C4.5.

RetroNGSC had insignificantly worse accuracy in comparison with C4.5, but
our research showed that in case of mismatch of description for classification (e.g.
clinical mistakes, low text specificity) C4.5 could achieve bad results. Because,
it analyzed data without the clinical context. Our approach built such a context
using N-grams.

We are aware that we can improve the accuracy much more when we set N to
maximum, but it will result in poor performance. In the future, we plan to check
how words rotation can influence accuracy. But the final test will be comparison
classified retrospective data with risk of malignancy [4] based on historical data.

Acknowledgments. This work was supported by The National Center for Research
and Development project MILESTONE under the program STRATEGMED (contract
No. STRATEGMED2/267398/4/NCBR/2015). Full protocol of study was approved by
ethics committee. This work was partially supported by the Polish Ministry of Science
and Higher Education as part of the Implementation Doctorate program at the Silesian
University of Technology, Gliwice, Poland (contract No. 10/DW/2017/01/1).

References

1. Al Dawish, M.A., et al.: Bethesda system for reporting thyroid cytopathology: a
three-year study at a tertiary care referral center in Saudi Arabia. World J. Clin.
Oncol. 8(2), 151–157 (2017)

2. Allahyari, M., et al.: A brief survey of text mining: classification, clustering and
extraction techniques. arXiv preprint arXiv:1707.02919 (2017)

3. Bishop, C.: Pattern Recognition and Machine Learning. Information Science and
Statistics. Springer, New York (2006)

4. Cibas, E.S., Ali, S.Z.: The 2017 Bethesda system for reporting thyroid cytopathol-
ogy. Thyroid 27(11), 1341–1346 (2017)

5. Gharib, H.: Fine-needle aspiration biopsy of thyroid nodules: advantages, limita-
tions, and effect. Mayo Clin. Proc. 69(1), 44–49 (1994)

6. Guo, Z., Gao, X., Di, R.: Learning Bayesian network parameters with domain
knowledge and insufficient data, vol. 73, pp. 93–104 (2017)

7. Iavindrasana, J., Cohen, G., Depeursinge, A., Müler, H., Meyer, R., Geissbuhler,
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Abstract. Analysis of training data has become an inseparable part of
sports preparation not only for professional athletes but also for sports
enthusiasts and sports amateurs. Nowadays, smart wearables and IoT
devices allow monitoring of various parameters of our physiology and
activity. The intensity and effectiveness of the activity and values of some
physiology parameters may depend on weather conditions in particular
days. Therefore, for efficient analysis of training data, it is important to
align training data to weather sensor data. In this paper, we show how
this process can be performed with the use of the fuzzy join technique,
which allows to combine data points shifted in time.

Keywords: Fuzzy sets · Fuzzy logic · Data analysis · Smart devices ·
Human activity monitoring · IoT · Sensors

1 Introduction

Physical activity, along with proper nutrition, is the most important issue of
health-care. Some of the sports disciplines require advanced equipment while
the other - almost anything. For years, only professional athletes could mon-
itor their training parameters with wearable devices as it was too expensive
and unapproachable for the most of amateurs. Along with the evolution of IoT
devices and various types of wearables more and more people can control work-
out parameters. The easiest way is to use one of the numerous fitness mobile
applications available on all types of smartphones. As they monitor usually raw
training features – distance, time or location, more and more sports enthusi-
asts prefer to use smart bands and watches. Depending on the type of wearable
device user has the ability to control not only the raw features but also the
parameters such as heart rate, average speed, number of burnt calories, the level
of body hydration or even the recognition of practiced workout. More and more
often the amateurs decide to practice with others, under the control of a coach.
Together, they motivate each other to perform their best in safe and healthy
way. Also in social media and online forums the users of wearables form large
communities. They exchange experience, give advice and upload their workout
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results. Finally, having a review of previous activities, it is possible to analyze
the data on a larger scale and draw some useful conclusions.

One of the most popular issues raised among members of online communities
is how the weather affects the training performance. The impact of the atmo-
spheric conditions on the quality and intensity of the workout is considered in
many scientific papers. The analysis itself may be challenging but the weather
and activity data need to be properly combined together. Online weather ser-
vices provide access to measurements but they determine the interaction with the
user. Moreover, the weather data are presented hourly while physical activities
may start at any time during the day. This implies the need for using intelligent
data join operations so that the times of workout and weather measurements
are best fitted.

The purpose of this paper is to present a fuzzy join technique as a preparation
step for data analysis. The technique was implemented in the system that anal-
yses the impact of weather conditions on the training parameters. The training
data are gathered with the use of smartwatch used for monitoring the running
training. With the use of the fuzzy join algorithm, data are combined with the
most accurate weather measurements retrieved from an online weather service.
The output is then loaded to the Microsoft Azure cloud data center where the
analysis can be conducted. In the paper, we show the duration of particular
operations related to data pre-processing performed by the fuzzy join module
responsible for flexible combining of data points.

2 Related Works

As wearable devices are widely used for monitoring different types of activities,
many research was published in this field. Mukhopadhyay [14] presents a review
on various types of wearable devices and inner sensors used for observing human
activities. In his work, the author also describes the architecture of monitoring
systems and networks. Mostly, the devices consist of the processor, various sen-
sors, a display where the collected data may be presented to the user and, if
the device has an option of wireless transmission, the transceiver that enables to
send data to a paired application. Since the design issues for wearable devices
are also important, to meet all users’ requirements smart wearables have to be
light and low-energy consuming [16]. Devices should be able to send data to
the paired application, so users can access the history of performed activity, like
training, or be informed that there is something wrong with a monitored person,
regardless of whether it is a sports amateur or an elderly that wears the smart
band.

Similarly, in [8] Lara and Labrador present the areas of utilization the human
activity recognition (HAR) systems. The authors mention the types of activities
recognized by state-of-the-art HAR systems which may cover areas such as daily
activities, fitness, military, ambulation or transportation. They also describe the
data flow in training and testing such systems, focus on the architecture of the
systems, design issues and methods that may be used for activity recognition.
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The feature extraction step is widely explained, with the differentiation of the
techniques used for measured attributes that are grouped into three sets: time-
domain, frequency-domain, and others. The most popular methods for the time-
domain group are mean, standard deviation, variance, mean absolute deviation
and correlation between axes, whereas the techniques for the frequency-domain
set are Fourier Transform and Discrete Cosine Transform.

Health-care monitoring systems using IoT technologies become more and
more popular. The platform proposed in [18] uses data gathered from electrocar-
diograph and accelerator to analyze the posture and fatigue in a smartphone or
in the Cloud. The paper presents an overview of IoT technologies and the archi-
tecture of the system and data processing steps performed in the Horton Works
Data Platform (HDP). The article [15] describes the wearable and implantable
sensors for distributed mobile computing. It also presents the difficulties and
complications that may happen while using wearables. Similarly to the system
that we have built and present in Sect. 4, the system presented in [15] aims to
analyze the impact of weather conditions on the running training parameters.

The assumption that weather conditions may influence the training effec-
tiveness is not only intuitive but also confirmed by published research. In [4,17]
and [5], the authors study the impact of the temperature and other atmospheric
measurements on the performance of marathon runners. All of these articles
describe the optimal temperatures for the best running performance among men
and women which are between 10 ◦C−15 ◦C. One of the most recent studies that
investigate the relationship between various physical exercises (including the
running) and weather conditions are presented in [3]. The author analyzes sea-
sonal upper-body strength resistance and running endurance performance, and
studies if there are any relationships between the efficiency of these activities and
weather conditions. Comparing to previous papers, the running distance is 5 km
and the research shows that participants of the conducted experiment gained
better results in summer and spring, which are hotter seasons. In our paper,
we do not investigate these relationships (although, it is possible in the system
that we have developed), but focus on the fuzzy join as a data preparation step
before the main analysis begins.

The term fuzzy join is widely used in scientific literature but may have differ-
ent meanings and applications. Many of published papers, including [1,2,7,19],
use the term while combining data sets on the basis of flexible character data
matching and string similarity with the use of various distance functions, like
the Hamming distance. Meanwhile, articles [6] by Khorasani et al. and [9] by
Ma�lysiak-Mrozek et al. show how to flexibly combine big data sets with the use of
fuzzy join operation by applying the fuzzy sets-based techniques on the numer-
ical attributes. In our paper, we show how we utilize this idea on the numerical
values of the time attribute while combining sensor data from a wearable device
(a smartwatch) with meteorological data from weather sensors.
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3 Fuzzy Sets

The classical set theory states that membership of an object to a set is bivalent
- the object belongs to the set or does not belong to it. In comparison with
classical set theory, the theory of fuzzy sets assumes that the membership of an
object µ(x) to a set may be represented with countless values within the unit
interval [0,1] [20]. Assuming that X is the universe of points (objects) and x is
an element of X, the fuzzy set A in X is defined as follows:

A =
{
(x, µA(x)|x ∈ X)

}
, (1)

where µA(x) is membership (characteristic) function of the element x to set A
and takes a value from 0 to 1.

Graphically, the membership function is usually represented as a triangular or
trapezoidal function. Triangular function is used when there is only one situation
such as the value of membership is equal to 1. This type of characteristic function
is defined within parameters a, b and c, where a ≤ b ≤ c as given by:

µA(x; a, b, c) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0, x ≤ a
x−a
b−a , a < x ≤ b
c−x
c−b , b < x ≤ c

0, c < x

(2)

The triangular membership function is illustrated in Fig. 1.

Fig. 1. Triangular membership function.

The trapezoidal characteristic function, in comparison to triangular one, is
described within four parameters a, b, c and d, where a ≤ b ≤ c ≤ d and is
defined as follows:

µA(x; a, b, c, d) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

0, x ≤ a
x−a
b−a , a < x ≤ b

1, b < x ≤ c
d−x
d−c , c < x ≤ d

0, d < x

(3)
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The shape of trapezoidal membership function is illustrated in Fig. 2.

Fig. 2. Trapezoidal membership function.

4 Architecture of the System

Fuzzy sets defined by triangular membership functions were used in joining train-
ing data with weather parameters from meteorology sensors, which was a data
preparation phase preceding data analysis on the Spark cluster in the Azure
cloud. The architecture of the whole solution is shown in Fig. 3. During physi-
cal activity (we analyzed the effectiveness of running) training parameters were
gathered by various sensors with the use of smartwatch. The data were saved
into .tcx formatted files. .tcx is the acronym for Training Center XML intro-
duced by Garmin Company and enables to exchange GPS tracks as an activity
with parameters such as heart rate, running cadence, bicycle cadence, calories
apart from raw GPS points. Independently, with the use of meteorology sen-
sors, weather station collects atmospheric conditions. By using appropriate API
(Application Programming Interface), the Dark Sky Web service provides data
as JSON objects that consist of attribute-value pairs. Both training and mete-
orological data are transferred to a smartwatch application and weather service
databases. Then, the data are transferred to the Cloud-based analytical system,
which prepares the data for further analysis.

The Fuzzy Join module is responsible for data preparation, supplementation
and combining before sending the data for further analysis. This phase consists of
merging data collected by wearable sensors and atmospheric conditions measure-
ments provided by an online weather Web service (available through appropriate
API). The output data are saved into .csv (comma-separated) values files. This
format enables to store tabular data in plain text. The full algorithm of the fuzzy
join will be presented in Sect. 5 of this article.
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Fig. 3. Architecture of the Cloud-based system for training data analysis.

Due to large volumes of the training data that can be analyzed and wide
scaling capabilities, the analysis phase is performed with use of the Apache Spark
engine in the HDInsight cluster in the Microsoft Azure cloud platform [11,12].
Nowadays, cloud solutions are becoming increasingly popular. Microsoft Azure
is one of the biggest public cloud platforms [10,13]. It offers many services that
may be customized by the user. Azure is scalable and performs well with large
volumes of data. Apache Spark, on the other hand, is a unified analysis platform
that enables efficient processing of various types and amounts of data. As it
can be used with Java, Python, R and SQL shell so creating applications does
not require the knowledge of unknown programming languages. It has built-
in libraries, including machine learning MLib. Due to its wide range of usage
possibilities and popularity among developers, it is well documented. All of the
above plus the ability to use it within Microsoft Azure Cloud made us choose
this framework for data analysis. Our application uses Linear Regression and
Pearson’s correlation coefficient (both from MLib library) for evaluation of the
impact of weather conditions on the quality and efficiency during the training
(running/jogging). The training efficiency is measured by average running speed
and the number of calories burnt during exercises.
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The training data that we collected concerned running on an average distance
of 10 km. The runners were amateurs with different level of running experience,
various running habits, and frequency. Among them, there were men and women,
at the age between 20 and 55.

5 Fuzzy Umbrella

The Fuzzy Join module processes training data stored in .tcx files and weather
conditions that are accessed through the Dark Sky Web service API. The train-
ing data are gathered with the use of a wearable device (a smartwatch) and
contains information about training parameters, such as the time stamp and
coordinates of the beginning of the training, its duration, distance, average heart
rate, calories burnt during the training, and many others. Weather conditions
are retrieved by specifying the date, time, and coordinates of the training. They
are collected by the application installed on the smartwatch as .json objects.
This information contains hour-by-hour daily measurements of air temperature
(real and apparent), the percentage level of air humidity, dew point, wind speed,
air pressure, and others. The aim of the fuzzy join is to find the most accurate
weather conditions based on the time the training begins.

The fuzzy join algorithm used in this module calculates the value of a mem-
bership degree for each full hour of weather measurement. The fuzzy join algo-
rithm consists of the following steps (Fig. 4):

1. Convert the time of weather conditions measurement (e.g., tm2 in Fig. 4) and
the beginning of training (tt) into seconds (e.g., 10 AM is converted to 36000 s).

2. Find times of meteorological measurements neighbouring to full hour of tm2

(e.g., tm1 , tm3) and convert them into seconds.
3. Compute the differences between the weather conditions measurement hours

(tm1 , tm2 , tm3) and the beginning of the training (tt) (values in seconds).
Take the absolute values of the results.

4. Compute the ratio of the value from point 3 to the number of seconds in one
hour (3600 s).

5. For each hour of weather conditions measurement the value of membership
function is calculated as the difference of 1 and value calculated above (point
4). If the calculated value is not between 0 and 1 it has to be rejected, as it
is out of the range of the membership function.

6. Take the maximum of all values of the calculated membership degree.

The use of fuzzy join allows to find the best matching of the weather condi-
tions to the training as they are chosen by the nearest hour of measurement. The
concept of the fuzzy umbrella is presented in Fig. 4. On the OX axis, there are
hours of weather conditions measurements from sensors in meteorological sta-
tions. On the OY axis, there are placed values of membership function computed
for each hour of weather measurement.
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Fig. 4. The idea of fuzzy umbrella for joining weather and training data by time.

6 Experimental Results

We tested the performance of the fuzzy join operation in the environment pre-
sented in Fig. 3. The Fuzzy Join module combines data before sending the data
to the Cloud for further analysis and resides on an IoT field gateway. The per-
formance tests were conducted on PC station with 8 GB RAM and processor
Intel(R) Core(TM) i7-3537U CPU @ 2.00 GHz, controlled by the 64-bit Win-
dows operating system. To obtain the most reliable results, during experiments
no other applications were running on the machine.

We tested the performance of the fuzzy join on the data set consisting of 850
files (.tcx ) with data from real training (running/jogging). During our tests, for
each out of the 850 data files we measured: the time of reading and processing the
data file (presented in Table 1 under the term Load file), the URL request execu-
tion time (meteorology data reading), the duration of computing the membership
function value, the time of saving object that contains the combined training and
weather data into the .csv file, and finally, the overall duration of all the oper-
ations performed on the particular .tcx file. The results of performance tests
are presented in Table 1. To provide an easy comparison of the duration of each
of the performed processes the times are given in milliseconds. Apart from the
operations presented in Table 1, there are also instructions that prepare objects,
such as the access key and the URL address for the weather service, the variables
and tables to store data or the output files. As these operations are not much
time-consuming they are not listed in the Table 1.

The results of the experiments show that the operation of Fuzzy Join takes
the least time in comparison to other operations. On average, it takes less than
0.20 ms which is 0.0015% of overall time spent on processing a particular data
file. The maximum time of fuzzy join process is more than four times greater
than the minimum value but it is probably due to the non-isolated environment
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of conducted tests. The mean and median times are similar and the standard
deviation value is comparatively small which implies that the results are reliable.

Table 1. Duration of particular operations on one set of training data.

Time (ms) Overall Load file URL request Fuzzy Join Save object

Mean 1213.841 1058.480 50.753 0.181 5.357

Median 671.875 625.000 46.875 0.177 4.620

Std dev. 1134.257 874.849 17.188 0.046 5.664

Min. 171.875 78.125 15.625 0.070 4.113

Max. 7515.625 5953.125 296.875 0.400 102.468

The loading file operation consists of opening the .tcx training data file,
iterating on the data inside to gather information about training parameters,
such as the date and the time of the training, coordinates of the beginning of the
training, distance and duration of the training, average heart rate, the number of
calories, etc. Some of the data need to be calculated – for example, the average
running pace is not given in a file, so it has to be computed based on the time and
the distance of training. As the inspected files have various sizes, the time of the
analysis also differs. The file size depends on the number of measurements and
is related to the model of smart watch and the settings customized by the user.
The operation of loading file is the longest operation performed in the system
and takes on average 80% of the overall time. Using the online weather service
to access atmospheric conditions explains an enormous difference between the
minimum and the maximum execution time of URL requests. This step depends
on the network traffic and its efficiency. The value of standard deviation is not
as small as in fuzzy join operation, which means that the particular results are
varying from each other.

In Table 1 we also presented the duration of saving combined training and
weather data to an output file performed by the Fuzzy Join module. The time
of this operation is on average about 5 milliseconds, which is about 0.44% of
the overall time of one file processing. Although the maximum time attracts
attention due to its high value, the values of other measures point that it is
rather a singular outlying result than a frequent issue.

7 Conclusion

In the paper, we showed the idea of using the fuzzy join operation for combining
training data with weather parameters. The fuzzy join operation is a preparation
step for further data analysis.

The preparation step consists of reading files with training data, gathering
the important information from the data files, sending URL requests to weather
Web services, combining the atmospheric and training parameters together and
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saving the results to output files. Although the operation of the fuzzy join takes
the least time out of all processes, it is very important as it supplements the
existing training data with additional information that may shed new light on the
analyzed data. The results of the performed experiments show that the algorithm
used to perform the fuzzy join as a data preparation step for data analysis is
time-efficient and that the execution time of the operation is negligible.

In comparison to the other works presented in Sect. 2 this paper describes
simple but fast algorithm for flexible combining of training data from wearable
sensors with the most close weather parameters. The algorithm operates on
numerical representation of time stamps, similar to the solution presented in
[9] that operates on numbers in Big Data cloud environments, and in contrast
to works [1,2,19] that operate on strings. Moreover, likewise it was presented
in works by Yamato [18], Revathi Pulichintha Harshitha et al. [15], Ma�lysiak-
Mrozek et al. [9] the whole solution is built upon the cloud infrastructure, which
ensures scalability while analyzing the data. However, the fuzzy join is performed
on the Edge, which frees the Cloud data center from the necessity to pre-process
the data before the analysis.
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Abstract. The general aim of this paper is to investigate the inter-
dependence within the wide set (2657) of technical analysis indicators
and trading rules based on daily FOREX quotations from 01.01.2004 to
20.09.2018. For the purpose of this paper, we have limited our study
to EUR/USD quotations only. The most frequently used methods for
FOREX behavior modeling are regression, neural networks, ARIMA,
GARCH and exponential smoothing (cf. [1,3,6]). They are used to pre-
dict or validate inputs. Inputs interdependence may cause the following
problems:

– The error term is obviously not normally distributed (for regression
it is heteroscedastic). Therefore we lose the main tool for the model
validation.

– R-squared becomes a useless measure.
– The obtained model is problematic for forecasting purposes. We

would normally like to forecast the probability of a certain set of
independent variables to create a certain output - the FOREX obser-
vations.

– Regression and neural network methods use the inverses of some
matrices. When we use two identical variables as input, the matrix
is singular. When we use some dependent variables, the matrix is
“almost” singular. It leads to model instability (assuming that com-
putations are possible at all).

– It is meaningless to evaluate which of the two identical inputs is
more significant.

Therefore the independence of inputs is a crucial problem for FOREX
market investigation. It may be done directly, as shown in this paper,
or by means of PCA techniques, where the inputs are mapped into the
small set of independent variables. Unfortunately, in the second case, the
economical meaning is lost.

The obtained results may be treated as the base for building FOREX
market models, which is one of our future goals.
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1 Introduction

The prediction of market behavior is one of the most crucial problems for traders.
There are a lot of methods and procedures which can be used in attempt to
achieve financial success. We can assume that many of such procedures are not
known to the public. On the other hand, there is a rich bibliography of sci-
entific investigation on market behavior. The most frequently used prediction
methods include regression, ARIMA, GARCH, exponential smoothing and neu-
ral networks. These can be based on historical market quotations, as well as
some indicators and technical trading rules. This kind of data can be used as
the input for prediction models. There is a lot of software (for example Meta-
Trader platform) allowing users to construct and examine such indicators. On
the other hand, prediction methods are often used inconsistently with their basic
assumptions. In regression methods, for example, it is assumed that inputs are
independent. This assumption is present in neural networks models, too. In order
to achieve this kind of independence, the Principal Component Analysis (PCA)
is often applied. An interesting generalization of this method - (2D)2PCA - is
described and discussed in [8]. However, since the PCA methods lead to input
data transformation, we lose some of its original financial meaning. In this paper
we investigate the interdependencies within the rich set of market indicators and
trading rules.

The investigation of data independence is generally a problematic task.
Although it is easy to compute Person’s, Spearmann’s or Kendall’s correlation,
we should not assume that uncorrelated random variables are truly independent.
This assumption could be valid for gaussian attributes, but FOREX EUR/USD
quotations are not gaussian (Shapiro-Wilk’s test p < 2.2 ∗ 10−16 for OPEN,
LOW, HIGH and CLOSE, Hurst ratio is between 0.391 and 0.749). The depen-
dence should be investigated using the χ2 test (noncontinuous observations) with
binding observations to some intervals (windows). However, the assumption that
each window should contain at least 5 observations is often difficult to satisfy.
Furthermore, it is known that three pairwise independent random variables are
not necessarily independent. Thus the χ2 test should be repeated for large com-
binations of attributes.

1.1 Input Data, Indicators and Their Classifications

The input data comprises a large set of FOREX EUR/USD quotations (T = 3841
observations from 01.01.2004 to 20.09.2018) named DATEt, OPENt,HIGHt,
LOWt, CLOSEt, 1 ≤ t ≤ T.

On the basis of FOREX EUR/USD quotations we computed a large set of
2657 technical indicators and trading rules (cf. Murphy [5] and Schwager [7]). We
decided to classify the content of our data set in two ways. The first classification
(referred to as Cl(A) classification) was based on the technical method used. Here
we distinguished the classes described in Table 1.
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Table 1. Classification Cl(A) of indicators and rules

Name Abbr. Number
of series

Short description

BOLLINGER BB 266 Bollinger Bands

CCI CCI 10 Commodity Channel Index

DEMA DEM 337 Double Exponential Moving Average

DI DI 82 Directional Indicator

DMI DMI 27 Directional Movement Index

EMA EMA 289 Exponential Moving Average

HL-INDEX HLI 192 Conditions based on highest and lowest prices

(HI - highest index, LI - lowest index)

MOMENTUM MTM 29 Momentum Indicator

PRICE PRI 48 Conditions based directly on recent price values

PRICE CHANNEL PCH 24 Conditions related to price channels

RANGE RAN 99 Simple volatility measure based on bar ranges

RSI RSI 328 Relative Strength Index

SMA SMA 5 Simple (Arithmetic) Moving Average

STS STS 453 Stochastic Oscillator

TEMA TEM 337 Triple Exponential Moving Average

TRUE RANGE TR 99 True Range - widely used volatility measure

VHF VHF 27 Vertical Horizontal Filter

WMA WMA 5 (Linearly) Weighted Moving Average

For each indicator we implemented a few different versions. The choice of
parameters (period, smoothing, deviation multiplier) for these versions is based
on the values commonly used by trades (cf. [5,7]).

Bollinger Bands are a widely used tool for characterizing price volatility.
Their formula is based on moving averages and standard deviation, calculated
using recent price values. Two bands (referred to as an “upper band” and a
“lower band”) are constructed around a moving average, expressing a price
volatility range. There are many possible ways to use this indicator, but the most
common rules are related to price crossing one of the bands. In our research, we
constructed multiple versions of Bollinger Bands, utilizing two types of moving
averages (EMA and SMA) with different periods and deviation multipliers. We
implemented trading rules based on the most common interpretations.

Commodity Channel Index (CCI) is one of the most popular oscillators used
by traders and market analysts. It is often used to identify probable trend rever-
sal points. The formula is based on a simple moving average and mean absolute
deviation:

CCIt =
1

0.015
pt − SMA(pt)

MD(pt)
,
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where pt = HIGHt+LOWt+CLOSEt

3 . We implemented the CCI oscillator along
with relatively simple rules of its interpretation. We used a set of different periods
to construct diverse versions of the indicator.

Double Exponential Moving Average (DEMA) is an indicator aiming at
improving the characteristics of standard moving averages. The idea is based
on transforming an exponential moving average in order to reduce its time lag:

DEMAt = 2 ∗ EMAt − EMA(EMAt).

We implemented multiple versions of the indicator, utilizing different period
lengths. Our set of trading rules consists mostly of simple conditions, comparing
values of current price and different versions of the indicator.

Directional Indicator set contains Positive Directional Indicator (DI+) and
Negative Directional Indicator (DI−). These two are often used together to mea-
sure the upward and downward trends. In our research, we used both indicators
with a few different periods. We implemented trading rules based on the relation
between DI+ and DI− values.

Directional Movement Index (DMI) is closely related to the idea of Direc-
tional Indicator (they are usually implemented together as a single tool). Values
of Positive Directional Indicator and Negative Directional Indicator are used here
to measure the strength of the trend, without informing about its direction.

DMIt =
|(DI+t ) − (DI−

t )|
(DI+t ) + (DI−

t )
∗ 100.

We constructed a few versions of this indicator, using different period lengths.
Our set includes simple rules based on both raw DMI and its smoothed version
(referred to as ADX - Average Directional Index).

Exponential Moving Average (EMA) is one of the most commonly used type
of moving averages. Its exponential smoothing treats the most recent input values
as the most important ones.

EMAt =
{

Y1 t = 1
α ∗ Yt + (1 − α) ∗ EMAt−1 t > 1 ,

where {Yt, 1 ≤ t ≤ T} is one from {OPENt,HIGHt, CLOSEt, LOWt, 1 ≤ t ≤
T}. We implemented multiple versions of this moving average, utilizing different
period lengths and input series. Our set of rules includes a lot of commonly used
ways to apply this tool.

Highest/Lowest Index set contains rules based on measuring the highest and
lowest prices from a given period. We consider both the value and placement of
the highest and lowest price.

Momentum (MTM) is a relatively simple indicator used to determine direc-
tion and strength of a price trend. It compares the current price to price values
from the past (k days ago).

MTMt(k) = CLOSEt − CLOSEt−k, 1 ≤ k < t ≤ T.
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We added a few versions of this indicator to our set, using different period lengths.
We implemented a set of rules based on popular interpretations of this tool.

Price set contains simple rules and conditions based on recent price values.
We observed how the price behaved over the last few days.

Price Channels are based on measuring the highest and the lowest points of
a price movement. This technique is used to determine an area where the price
is expected to remain. We used a few different approaches to this technique. Our
set contains rules based on the most common ways to apply them.

Range category contains rules related to a simple volatility measure. Condi-
tions are based on the average range of price bars from the recent days. We used
a few different periods to diversify this set.

Relative Strength Index (RSI) is an oscillator commonly used to recognize over-
bought and oversold states. It measures recent price movements to estimate the
current condition of the market. We implemented a few versions of this indicator
(using different period lengths and optional smoothing) and a set of trading rules
based on these. We covered the most common ways to interpret this kind of tool.

Simple Moving Average (SMA) is probably the most recognizable type of
moving averages. Its arithmetic weighting treats all input values (from the whole
period) as equal. This indicator is commonly used to determine the trend’s direc-
tion and strength.

SMAN
t (Y ) =

∑t
i=t−N+1 Yi

N
.

We included a few instances of Simple Moving Average in out set, using different
period lengths.

Stochastic Oscillator (STS) is one of the most popular oscillators used to deter-
mine overbought and oversold areas. There are a few variants of this indicator. We
implemented both raw (fast) and smoothed (slow) versions of this tool.

Triple Exponential Moving Average (TEMA) is another indicator based on
the idea of moving averages. It utilizes three different averages to construct a
single composite with a reduced time lag.

TEMAt = 3 ∗ EMAt − 3 ∗ EMA(EMAt) + EMA(EMA(EMAt)).

We implemented a few versions of this indicator along with a set of rules (similar
to other sets related to moving averages) based on them.

True Range (TR) is a widely used volatility measure. The idea is based on
bar ranges, but also takes price gaps into account. Average True Range (ATR)
is commonly used to determine price volatility to be expected. We constructed
a few versions of this indicator using different period lengths for averaging. We
prepared a set of rules based on how volatile the market was in the recent days.

Vertical Horizontal Filter (VHF) is an indicator used to measure the strength
of a trend. It is commonly used to determine whether prices are currently
following a specific direction or remaining in the horizontal trend.

V HFt =
HCPt(k) − LCPt(k)∑k

i=1 |CLOSEi − CLOSEi−1|
,
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where HCPt(k) = max{CLOSEi : t − k ≤ i ≤ t}, LCPt(k) = min{CLOSEi :
t − k ≤ i ≤ t}, 1 ≤ k < t ≤ T. We constructed a few instances of this indicator
(using different period values) and prepared a set of rules based on them. Our
conditions utilize standard level values, commonly used to separate vertical and
horizontal trends.

Weighted Moving Average (WMA) is another approach to constructing mov-
ing averages. It utilizes the linear weighting of input values in order to reduce
the time lag associated with this kind of tools.

WMAN
t (Y ) =

NYt + (N − 1)Yt−1 + · · · + 2Y(t−N+2) + Y(t−N+1)

N + (N − 1) + · · · + 2 + 1
.

We implemented a few versions of this indicator, using different period lengths.
The second classification (referred to as Cl(B) classification) was based on

the amount of price observations used by the computation procedure. We dis-
tinguished the following intervals (written for the shortness as R instruction)

Creating the Factor of Cl(B) Classification

ClB=cut(nlength, c(0,4,9,14,19,24,29,39,44,49,59,64,79,
84,89,99,104,109,159,199,Inf))

where nlength is the number of price observations taken (period). Every class
in this classification will be denoted as the first element belonging to the range
(1 for (0, 4], 5 for (4, 9] etc., cf. Table 7).

We will assume that at a certain moment t, XtvYt = 1 when Xt crosses
above (v = ca), crosses bellow (v = cb), is above (v = a) or is below (v = b) Yt.
Otherwise, XtvYt = 0. For example, if Xt = (t − 5)2 − 4, Yt = 0, t = 1, 2, . . . 10,
then

XtaYt =
{

1, if t = 1, 2, 8, 9, 10,
0, otherwise, XtcbYt =

{
1, if t = 4,
0, otherwise,

XtbYt =
{

1, if t = 4, 5, 6,
0, otherwise, XtcaYt =

{
1, if t = 8,
0, otherwise.

Furthermore, Cx denotes CLOSEt−x price, C = C0, BBxZ denotes upper
(x = u) or lower (x = l) Bollinger Band based on SMA (Z = S) or EMA
(Z = E). For Bollinger Bands, Xp,m denotes a band with period p and multiplier
m. For RSI and STS, Xp,s denotes the respective indicator with period p and
smoothing s. For DEM and TEM, Xp,m denotes the respective indicator period
p and momentum m. For X = DEM or X = TEM , Xp,m = MTMm(Xp).
For X = RSI or X = STS, we will assume that Xp,1 = Xp. For X = EMA,
X = HI, X = LI or X = V HF , we have only one parameter (period p). Thus,
for example CcbBBlS80,3 = 1 when CLOSE price crosses below the lower Bollinger
Band based on the SMA with period 80 and multiplier 3. The indicator symbol
informs us about the category of the series in Cl(A) classification whereas the
period value informs us about the category in Cl(B) classification.
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1.2 Details of Research Procedures

On the basis of described indicators we computed the Person’s correlation matrix
{ρi,j , 1 ≤ i, j ≤ 2657}. On the arbitrary chosen level 0.05, the series i and j
with −0.05 ≤ ρi,j ≤ 0.05 were treated as uncorrelated, whereas the remaining
pairs were treated as correlated. The function used to measure correlation-based
distance was defined as di,j = 1 − |ρi,j |, 1 ≤ i, j ≤ 2657. Furthermore, for each
series we divided the interval between the minimum and maximum value into 10
subintervals. If the amount of values in such a “window” was smaller than 5, it
was joined with one of its neighbors. Using the R command we built the matrix
of probability values of χ2 test for each pair 1 ≤ i, j ≤ 2657.

Computation of χ2 Test p Value

dchi[i,j]<-chisq.test(table(data[,i],data[,j]),
simulate.p.value=TRUE,B=2000)$p.value

The matrix dchii,j was treated as the measure of pairwise independence
between series. When dchii,j > 0.05 (significance level commonly used in statis-
tics) we assumed that series i and j were independent. In other cases we treated
them as dependent.

1.3 The Main Aim

In Sect. 3, we compared these two classifications with the distance func-
tions di,j and dchii,j . It is interesting in which group we get the most
dependent indicators. Theoretically, if {Xi, i ≥ 1} are independent ran-
dom variables, and f and g are continuous monotone functions, then
f(X1,X2,X3, . . . Xk) and g(X1,X2, . . . Xk) are dependent, but f(X1,X2, . . . Xk)
and f(X1,X2, . . . Xk,Xk+1, . . . Xk+m) are independent. This suggests that dis-
tance d(i, j) within every Cl(B) groups should be “higher” than that for
Cl(A). However, FOREX EUR/USD time series is not “white noise” (observa-
tions are not independent). Furthermore, if functions f and g are not mono-
tone, from dependent random variables we may obtain independent result
(cf. the Box-Muller method for constructing independent gaussian random
variables from uniformly distributed independent random variables).

The general aim of this paper is to present an approach to market data anal-
ysis along with obtained results. This study can help researchers build models
of FOREX market behavior. Section 2 of this paper presents the most interest-
ing sets of pairwise uncorrelated indicators and pairwise independent indicators.
The remaining sets can be found at matrix.umcs.lublin.pl/˜akrajka/BDAS19.
Tables 6 and 7 together with the described results for Cl(B) can also be helpful.

All calculations were implemented in R programming language and per-
formed on RStudio platform. In the next section we present the distribution
of correlations and dependency of market indicators and example subsets of
independent and uncorrelated indicators obtained by us. In Sect. 3 we compared
the classifications Cl(A) and Cl(B) with correlations and dependency, giving the
hints for building correct FOREX models. The last section contains the main
conclusions of our research.

http://www.matrix.umcs.lublin.pl/~akrajka/BDAS19
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2 The Sets of Uncorrelated and Independent Indicators

The distribution of correlation {ρi,j , 1 ≤ i, j ≤ 2657} and probability values
(quantiles) of χ2 test can be seen in Figs. 1 and 2. The critical areas of uncor-
related and independent pairs are marked with blue color. The distribution of
correlation values may seem gaussian. However, this is not true. Despite differ-
ent “pessimistic” opinions, these results show a big number of uncorrelated pairs
(51%) and a big number of pairwise independent pairs (40%) of series.

Fig. 1. Density function of indicators correlation. Blue color denotes correlation range
[–0.05,0.05]. Such cases are treated here as uncorrelated. (Color figure online)

Fig. 2. Density function of p value from χ2 tests for pairs of indicators. Blue color
denotes p value greater then 0.05. Such cases are treated as pairwise independent.
(Color figure online)
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In order to build a FOREX market model, we need the set on uncorrelated
or independent series. Therefore, we defined the following arrays:

Di,j =
{

1, if |ρi,j | < 0.05
0, otherwise Dchii,j =

{
1, if dchii,j > 0.05
0, otherwise

The problem of finding the maximal subset of uncorrelated (pairwise inde-
pendent) random variables may be formulated in the terms of graph theory
as the problem of finding maximal clique for graphs described by matrix D
and Dchi. The Bron-Kerbosch algorithm, first described in [2], can be used
to solve this problem. There are two implementations of this algorithm in R
language (max clique in igraph and implementation in Bioconductor package
RBG). Unfortunately, both turned out to take excessively long time and required
too much memory. Therefore, using the theory developed in [4] we implemented
the incremental version of Bron-Kerbosch algorithm in R language.

Table 2. Independent clique

CcaBBlE10,2 CcaBBlE40,3 CcaBBuE
40,3 CcaBBuE

100,3

CcbBBlE5,2 CcbBBlE10,3 CcbBBlE100,1 CcbBBuE
5,3

CcbBBuE
20,3 CcbBBuE

80,3 CaBBuE
5,2 CcbBBlS80,3

BBlE100,2 DEM20caDEM80 DEM80caDEM100 DEM20cbDEM80

DEM40cbDEM80 DEM80cbDEM100 DEM20,5cb0 EMA80caEMA100

MIN(HI5, LI5)b3 MIN(HI10, LI10)a7 C5cbC10 RSI40ca20

RSI20,5ca80 STS10caSTS20 STS20caSTS40 STS20,5ca40

STS20,5ca20 STS100,5ca90 STS100,5cb80 TEM40caTEM100

TEM40,10ca0

Table 3. Uncorrelated clique

CcaBBlE10,2 CcaBBlE40,3 CcaBBuE
5,2 CcaBBuE

100,2

CcbBBlE5,2 CcbBBlE10,3 CcbBBlE100,1 CcbBBuE
5,3

CcbBBuE
20,3 CcbBBuE

80,3 CaBBuE
40,3 CcaBBuS

100,3

CcbBBuS
10,1 CcbBBlS80,3 CcbBBlS100,2 DEM20caDEM80

DEM80caDEM100 DEM20cbDEM80 DEM40cbDEM80 DEM80cbDEM100

DEM10,10ca0 DEM20,5cb0 EMA10cbEMA40 EMA80caEMA100

HI100a95 MIN(HI5, LI5)b3 MIN(HI10, LI10)a5 MAX(HI10, LI10)b2

C5cbC10 RSI40ca20 STS10caSTS20 STS20caSTS40

STS10cbSTS20 STS20,5ca20 STS40,5ca40 STS100,5cb80

TEM20caTEM80 TEM40caTEM100 V HF80

We used this algorithm to find the cliques in D and Dchi. The most interesting
sets are presented in Tables 2 and 3. We could recommend these sets as input
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data for the process of preparing FOREX market behavior models. It is worth
noting that in each clique we have only one non-binary time series (BBlE100,2
and V HF80).

3 Classifications

This section contains the comparison of Cl(A) and Cl(B) classifications with d
and dchi distances. This was done in two ways. The first approach was based on
comparing classifications built on d and dchi with “true” classifications Cl(A)
and Cl(B). We also calculated mean d and dchi distances within and between
classes Cl(A) and Cl(B) and compared them.

Let us describe the first method. We used the following methods of classifi-
cations: k-Nearest Neighbors Method (NNk) and Mean Nearest Center method
(MCN ), because these methods allow us to find the “geometrical” structure of
Cl(A) and Cl(B) classifications for d and dchi distances. They were applied to
classifications Cl(A) and Cl(B), taking every element as unclassified and execut-
ing NNk and MCN method for this element. For NNk we considered two cases:
k = 16 and k = 64.

Table 4. Percentage of correctly classified series (nearest 16 neighborhood, nearest 64
neighborhood, minimum class distance) in the classifications Cl(A) and Cl(B)

Distance Cl(A) Cl(B)

NC16 NC64 MCN NC16 NC64 MCN

d 62.5 46.9 98.9 56.1 43.8 98.6

dchi 13.1 7.3 4.4 10.2 13.1 16.1

Fig. 3. The number of neighbors that influenced the affiliation to class in NC16
classification.
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The number of neighbors on the basis of which the indicator was classified in
NC16 classifications is shown in Fig. 3 (with smoothing for visual purpose). The
percentage of true classified elements is shown in Table 4. Furthermore, in order
to compare classifications NN16, NN64 and MCN with Cl(A) and Cl(B),
we used the measures for multi-class classification described in [9] Table 3 p.430.
We will use the following abbreviations: Acc,Err, Pr,Rec, Fsc(β), P rM , RecM ,
FscM (β) for the AverageAccuracy, Error rate, Precision, Recall, Fscore(β),
PrecisionM , RecallM , FscoreM (β), respectively (index M for macro averag-
ing, all details in [9]).

Table 5. The characterizations of procedure classifications based on correlation dis-
tance (nearest 16 neighborhood, nearest 64 neighborhood, minimum class distance) in
the classifications Cl(A) and Cl(B).

Coefficient Cl(A) Cl(B)

NC16 NC64 MCN NC16 NC64 MCN

Acc 0.9583 0.9410 0.9987 0.95611 0.94377 0.9987

Err 0.0417 0.0590 0.0013 0.0438 0.0562 0.0014

Pr 0.6251 0.4693 0.9887 0.5612 0.4377 0.9865

Rec 0.6251 0.4693 0.9887 0.5612 0.4377 0.9865

Fsc(0.5) 0.6251 0.4693 0.9887 0.5612 0.4377 0.9865

PrM 0.6118 0.3107 0.9792 0.4984 0.2588 0.9738

RecM 0.4994 0.2859 0.9894 0.3842 0.1952 0.9950

FscM (0.5) 0.5854 0.3054 0.9812 0.4704 0.2430 0.9780

In order to construct the Table 5, for each method of classifications
(NC16, NC64,MCN) and each classification of indicators (Cl(A), Cl(B)), as
well as each class of this classification (18 and 20 in Cl(A) and Cl(B) cases,
respectively) we obtained two sets of indicators: Ai - a set of indicators belong-
ing to the i-th class of classification, and Mi - a set of indicators classi-
fied by method that belongs to the i-th class of classification. We calculated
tpi = |Ai ∩ Mi|, tni = |Ai ∩ Mi|, fpi = |Ai ∩ Mi| and fni = |Ai ∩ Mi| (named
true positive, true negative, false positive and false negative, respectively), where
|A| and A denotes the cardinality and the compliment of the set AS. Further
calculations were executed according to the formulas and procedures described
in [9] (Table 3).

The results for dependence matrix dchi are very similar although the values
Acc are smaller. We see that the big accuracy indicates the large effectiveness of
classifiers but small precision and recall indicates the large differences between
Cl(A) and Cl(B) classifications.
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As the next step, for two classes of Cl(A) or Cl(B) we defined the measure
of consistency as

η(ci, cj) =

∑
k∈ci,l∈cj

dk,l

|ci||̇cj |
, 1 ≤ i, j ≤ l. (1)

Because the d is measure of uncorrelatedness, the greater values indicate the
greater possibility that two chosen elements from two classes will be uncorrelated.
Full results are presented in Tables 6 and 7.

Table 6. The average 1 − |ρi,j | function within and between classes of Cl(A) classifi-
cation

BB CCI DEM DI DMI EMA HLI MTM PRI PCH RAN RSI SMA STS TEM TR V HF WMA

BB 0.91 0.77 0.91 0.91 0.90 0.89 0.92 0.89 0.95 0.88 0.95 0.90 0.94 0.89 0.91 0.95 0.94 0.94
CCI 0.14 0.83 0.79 0.93 0.78 0.75 0.63 0.85 0.70 0.98 0.78 0.93 0.65 0.86 0.98 0.97 0.93
DEM 0.87 0.88 0.92 0.88 0.93 0.90 0.93 0.88 0.95 0.87 0.95 0.88 0.87 0.95 0.95 0.95
DI 0.72 0.95 0.89 0.92 0.88 0.9 0.85 0.97 0.87 0.98 0.88 0.88 0.97 0.97 0.98
DMI 0.51 0.88 0.93 0.95 0.97 0.84 0.96 0.92 0.97 0.91 0.94 0.96 0.84 0.97
EMA 0.86 0.91 0.88 0.93 0.86 0.96 0.88 0.93 0.86 0.9 0.96 0.93 0.93
HLI 0.87 0.88 0.94 0.88 0.96 0.92 0.94 0.88 0.93 0.96 0.94 0.94
MTM 0.79 0.91 0.86 0.97 0.88 0.94 0.83 0.92 0.97 0.96 0.93
PRI 0.91 0.93 0.97 0.93 0.96 0.92 0.93 0.97 0.97 0.95
PCH 0.67 0.91 0.87 0.98 0.85 0.89 0.91 0.91 0.98
RAN 0.66 0.96 0.93 0.96 0.95 0.66 0.94 0.94
RSI 0.85 0.96 0.87 0.88 0.96 0.94 0.96
SMA 0.01 0.96 0.96 0.93 0.96 0.01
STS 0.83 0.90 0.96 0.93 0.95
TEM 0.87 0.95 0.96 0.96
TR 0.66 0.94 0.94
V HF 0.77 0.97
WMA 0.01

We can see the large correlation within BB, DEM, EMA, PRI, RSI and
TEM groups of Cl(A) classification. In order to build a market model, it could
be recommended to use the indicators related to large values in Table 6. For
example, we may take one BB (BOLLINGER) based series, the second from
RAN (RANGE) group (mean distance 0.95) and the third from DEM (DEMA)
group (0.91 and 0.95).

Table 7. The average 1 − |ρi,j | function within and between classes of Cl(B) classifi-
cation

1 5 10 15 20 25 30 40 45 50 60 65 80 85 90 100 105 110 160 200
1 0.65 0.88 0.93 0.95 0.96 0.93 0.98 0.91 0.99 0.94 0.96 0.92 0.94 0.85 0.96 0.97 0.96 0.93 0.95 0.97
5 0.86 0.92 0.91 0.92 0.87 0.95 0.88 0.95 0.88 0.89 0.90 0.89 0.85 0.9 0.93 0.85 0.91 0.90 0.91
10 0.89 0.89 0.89 0.92 0.93 0.91 0.92 0.91 0.91 0.91 0.89 0.91 0.91 0.86 0.76 0.90 0.89 0.90
15 0.85 0.87 0.89 0.93 0.90 0.92 0.88 0.89 0.90 0.86 0.91 0.88 0.84 0.69 0.89 0.85 0.87
20 0.78 0.89 0.96 0.9 0.96 0.88 0.84 0.89 0.86 0.93 0.83 0.85 0.66 0.90 0.86 0.81
25 0.84 0.93 0.88 0.93 0.86 0.85 0.90 0.87 0.88 0.87 0.91 0.80 0.91 0.89 0.88
30 0.66 0.93 0.68 0.91 0.96 0.92 0.91 0.97 0.96 0.92 0.96 0.91 0.92 0.96
40 0.88 0.94 0.88 0.88 0.89 0.88 0.88 0.89 0.91 0.82 0.91 0.90 0.90
45 0.66 0.92 0.96 0.92 0.91 0.97 0.96 0.91 0.95 0.91 0.91 0.96
50 0.84 0.85 0.89 0.85 0.89 0.86 0.89 0.75 0.91 0.88 0.87
60 0.74 0.89 0.86 0.91 0.79 0.89 0.74 0.91 0.88 0.83
65 0.89 0.88 0.89 0.89 0.89 0.78 0.9 0.89 0.89
80 0.83 0.89 0.85 0.86 0.69 0.89 0.85 0.85
85 0.82 0.92 0.94 0.88 0.91 0.91 0.93
90 0.75 0.88 0.69 0.90 0.87 0.81
100 0.62 0.63 0.87 0.85 0.85
105 0.04 0.78 0.68 0.66
110 0.89 0.89 0.90
160 0.84 0.86
200 0.78
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4 Conclusions

FOREX analysts, as well as scientific researches interested in building market
models could consider our following remarks:

(i) For the purpose of building a prediction model, we could recommend one
of the cliques presented in the paper (Tables 2 and 3) or available at
matrix.umcs.lublin.pl/˜akrajka/BDAS19.

(ii) As we can see in Table 4, there is a big difference between Pearsons’s cor-
relation and χ2-based measurement of independence. Uncorrelated series
are often not independent, but the applied measure of independence is not
perfect. The different classes in both classifications Cl(A) and Cl(B) were
distinguished more precisely when the correlation coefficient was used.

(iii) The set of inputs should consist of indicators and rules built on a highly
varied number of observations. The values in Tables 6 and 7 are smaller on
the diagonal (means 0.66 and 0.76) then that out diagonal (means 0.91 and
0.88) but difference is greater in the case Cl(A) classification. The series of
FOREX observations behave here as the series of independent observations.

(iv) In order to build a set of inputs, we could recommend to look up the values
in Tables 6 and 7 and use indicators and rules from Cl(A) and Cl(B) class
with the highest values.

(v) There are some contradictions between the results in Table 4 (the big num-
ber of positively classified elements in the case of correlation) and the
results presented in Tables 6 and 7, where values between different classes
are greater. This may suggest that there are small, maximal 4–10 (cf. Fig. 3)
clusters of series belonging to the same class, strongly intermixed with sim-
ilar clusters from other classes.
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Abstract. This paper presents the issue of geographic data storage in
NoSQL databases. The authors present the performance investigation of
the non-relational database MongoDB with its built-in spatial functions
in relation to the PostgreSQL database with a PostGIS spatial exten-
sion. As part of the tests, the authors were designed queries simulating
common problems in the processing of point data. In addition, the main
advantages and disadvantages of NoSQL databases are presented in the
context of the ability to manipulate spatial data.

Keywords: Spatial databases · NoSQL · GIS · PostGIS · MongoDB ·
Query performance

1 Introduction

According to IBM estimates, 90% of the world’s data has been created in the
last two years. Other forecasts say that in 2025 there will be 175 ZB of data
in the world, which means an increase from 33 ZB in 2018. This data is big
data. This increase also applies to spatial data, which have particularly gained
importance due to mobile devices equipped with geolocations [18,28,32], con-
stellations of various geostationary and non-geostationary satellites [20,23,25,27]
Volunteer Geographic Information [9], or finally Global Positioning System [14].
It should also be added that spatial data have a decidedly different character
than alphanumeric information, hence the increasing amount of this type of data
forces the use of a dedicated approach to handle it [7,11,12,17,19,24,26,31].

The processing of spatial data has been discussed in the literature since
the beginnings of GIS [22]. Analyzing the solutions available in the literature,
it is worth paying attention to two issues. First, the strategies for optimizing
geospatial queries are very different from the classic optimization methods [8,10].
The second issue is that all classical methods of geospatial queries are tested on
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data whose size is significantly different from the size considered in the context
of Big Data.

The problem of large data amount is inseparably connected with the NoSQL
databases [13,16,30]. As recent years have shown, NoSQL is a great alternative
for RDBMS in the context of web applications based on large data sets [5,
15]. However, it should be borne in mind that the price for this is the lack of
fulfillment of assumptions ACID. In the field of NoSQL databases and spatial
data, it is worth quoting the authors’ research [33], where MongoDB capabilities
were tested for processing data from shapefiles. The article [21] presents the
method of indexing spatial data in document based NoSQL.

Analyzing the above issues, the question arises: what strategy do we have to
adopt when there is a need to process a dozen TB of GPS logs saved in the form
of PointGeometry? Is the replacement of RDBMS by NoSQL crucial in this case?
The natural answer to this question seems to be transferring the entire database
to the NoSQL. Nevertheless, as mentioned earlier, spatial data and the way they
are processed require a completely different approach. Moreover, as shown in
[29], even well-known RDBMS systems have problems with the implementation
of geospatial functions. Therefore, in addition to the profits related to queries
speed, there also should be examined the available geospatial functions offered
by NoSQL systems.

In this work we are clearing the above mentioned issues. First of all, the
performance of RDBMS and NoSQL for classic spatial queries, which are based
on point and polygon data, were compared. What is more, the functionalities
offered by the most popular free RDBMS and NoSQL systems were also verified.

2 Test Environment

According to the DB-Engines ranking, the most popular open source and non-
relational data base for handling spatial information is the MongoDB document
database [1]. It is written in C++ and is licensed under the GNU AGPL open
license [6]. It uses objects in the GeoJSON format to store spatial data. Mon-
goDB supports also geospatial indexes as (2D indexes) and spherical indexes
(2D Sphere). The RDBMS that has been selected for research purposes is Post-
greSQL with the PostGIS spatial extension. The PostgreSQL database is a pop-
ular object-relational database management system (ORDBMS).

The PostGIS extension provides more than a thousand geospatial functions
and contains all of the 2D and 3D spatial data types. Compared to PostGIS,
MongoDB has only three geospatial functions: geoWithin, geoIntersects and
nearSphere. The function geoWithin corresponds to the function S Within
in PostGIS, where the geoIntersects is related to the ST Intersection. The
nearSphere function, combined with the maxDistance parameter, returns all
of the geometries at a certain distance sorted by distance. PostGIS is able to
perform an analogous operation using the ST DWithin function (Table 1).

PostGIS has a huge variety of geospatial functions. A full list and description
of these functions can be found in the PostGIS documentation [3].
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Table 1. Geospatial functions in the PostGIS and MongoDB databases

PostGIS MongoDB

ST Within $geoWithin

ST Intersection $geoIntersects

ST DWithin $nearSphere + $maxDistance

3 Experiments

The document database MongoDB v3.6.3 and thePostgreSQL version 10.1 were
selected for the experiments. The queries were counted on a computer with the
following specification:

– Intel Core i7 2600 3,4 GHz,
– 4 GB RAM,
– 1000 GB HDD,
– Windows 7 Professional.

3.1 The Experiments Methodology

For both database systems, the authors were prepared scripts that performed the
appropriate commands after running. The purpose of the tests was to measure
the time of performing the queries. During the tests, all the processes requiring
high computing power and background systems tasks were excluded. Test scripts
were two .bat files - DOS/Windows shell scripts executed by the command inter-
preter (cmd). The first of them was used to test the PostgreSQL performance,
while the second one was used to test the performance of the MongoDB database.
The performance tests of both databases were done in the following way:

– each query has been repeated 10 times,
– the average and standard deviation were calculated for each query,
– the result of each script has been saved to a text file.

3.2 Query Efficiency Tests

For the tests purposes were used the basic elements provided with a database
system. In the software downloaded with the system, you can find the pgbench
application, which provides the following possibilities:

– repeating the query a specified number of times,
– calculation of the average and standard deviation from the query times,
– counting the number of queries performed per unit of time,
– calculation of the query execution time,
– using the specified number of threads to process the query.
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3.3 The MongoDB Experiments

In the MongoDB database, the explain() method is used to check the perfor-
mance of the queries. It provides a lot of information about the query. The
explain() method can be called with or without a parameter. In the case of the
second option, we have three parameters available the “queryPlanner”, the “exe-
cutionStats” and the “allPlansExecution”. They determine the level of detail of
the displayed information. The default mode is the “queryPlanner” [2].

3.4 The Comparison of the Query Times

Test 1. The first test was to check whether the points are within a certain poly-
gon feature. The coordinates of the points were determined randomly, accord-
ing to the uniform distribution. The tests included collections that contained
1000, 5000, 10000, 50000, 100000, 500000 or 1,000,000 points. The code for both
queries is presented in the Table 2. The visualization of the query is shown in
Fig. 1. Query times were collected in Table 3.

Table 2. Query #1 - selecting the points contained in the previously selected polygon

This case gives a clear advantage to the NoSQL database. In MongoDB, the
same queries run on average 3× faster than in PostGIS. The standard deviation
is very low.

Test 2. The second test was to the points located within a given distance
from the selected coordinates. The collections included 50,000, 100,000, 500,000,
1,000,000 points. The authors were determined four test scenarios:

– points within a maximum distance of 100 km from centroid,
– points within a maximum distance of 200 km from centroid,
– points within a maximum distance of 500 km from centroid,
– points within a maximum distance of 1000 km from centroid.

The visualization of the query is shown in Fig. 2, the code of queries in the
Table 4. Query times are collected in the Table 5.

The test performed faster in MongoDB, taking into account the radius of 100,
200 and 500 km. In the case of the 1000 km circle radius, the PostGIS proved to be
about 3 times faster. We observed very clearly that the query time in the MongoDB
database grows much faster with more and more points to count. This situation
presents completely different conclusions in relation to the theoretical use of the
NoSQL databases, which are tailored to the processing of large amounts of data.
The standard deviation is very low for both database systems.
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Table 3. The comparison of the test 1 queries

MongoDB PostGIS

Point number Time [ms] Std. dev. Time [ms] Std. dev.

TEST 1

1 000 51.41 0.51 112.21 0.51

5 000 196.77 1.33 496.53 2.58

10 000 396.23 2.29 987.61 3.75

50 000 1855.42 8.14 5282.78 29.58

100 000 3793.71 17.60 11895.12 55.90

500 000 18520.42 233.80 61195.34 257.01

1 000 000 38128.00 192.35 131895.52 725.42

TEST 4

5 000 52.27 0.63 304.66 5.35

10 000 103.71 0.94 612.33 32.44

50 000 515.84 1.87 3017.80 24.14

100 000 1037.41 3.50 6022.55 72.56

500 000 5166.74 14.62 30525.22 770.25

Fig. 1. Visualization of the used polygon and randomly drawn points using the QGIS
[4]. The picture shows a case with a thousand points. The query will return only the
points inside the blue polygon. (Color figure online)
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Table 4. Query #2 - selecting points within a certain distance from point

Fig. 2. Visualization of the query using the QGIS [29]. The first circle represents
100 km, the second 200 km, the third 500 km, and the last 1000 km from the central
point. Visible case concerns a thousand points.

Test 3. The third query is based on a very similar scheme to the previous
ones, but now random polygons are examined instead of random points - each
of them is a square about 50 km. The sets of 5000, 10000, 50000, 100000 and
500000 polygons were taken into account. The authors were determined four test
scenarios:

– polygons within a maximum distance of 100 km from centroid,
– polygons within a maximum distance of 200 km from centroid,
– polygons within a maximum distance of 500 km from centroid,
– polygons within a maximum distance of 1000 km from centroid.

The visualization of the query is shown in Fig. 3, the code of queries in the
Table 6. Query times are collected in the Table 5.

An analogous situation as in the previous test with points. When the number
of polygons is smaller, MongoDB has the advantage. However, when there is a
larger radius of a circle, MongoDB begins to clearly slow down.
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Table 5. Test 3: query execution times comparison

MongoDB PostGIS

Circle radius/

Num. of points

Query time

[ms]

Std. dev. Query time

[ms]

Std. dev.

TEST 2

100 km

50 000 5.11 0 12.17 0.03

100 000 9.94 0 53.97 0.04

500 000 47.12 0.31 104.75 0.21

1 000 000 93.03 0.52 500.43 0.67

200 km

50 000 4.20 0.32 13.24 1.36

100 000 18.77 0.42 62.30 1.33

500 000 37.54 0.48 124.28 1.42

1 000 000 194.56 1.05 643.14 1.44

500 km

50 000 22.21 0 29.38 1.34

100 000 107.44 0.37 142.81 1.43

500 000 227.17 0.43 285.86 1.37

1 000 000 1208.36 1.50 1424.83 2.69

1000 km

50 000 320.21 0.42 56.37 0.18

100 000 677.45 0.51 275.75 0.32

500 000 3856.75 4.05 554.95 1.51

1 000 000 8489.68 11.95 2711.01 2.27

TEST 3

100 km

5000 5.13 0.14 29.48 0.62

10000 8.81 0.21 49.46 5.14

50000 44.17 0.91 250.95 11.31

100000 86.12 2.11 495.29 18.66

500000 708.45 18.24 2535.06 108.24

200 km

5000 15.37 0.67 46.37 0.94

10000 29.51 1.26 85.30 1.56

50000 163.15 4.40 362.23 7.34

100000 354.37 7.63 737.35 14.50

500000 2531.62 45.34 3629.29 72.44

500 km

5000 93.88 1.81 104.03 2.50

10000 184.11 7.13 209.69 4.18

50000 979.57 23.14 1029.64 20.36

100000 2136.14 64.69 2094.75 51.15

500000 12717.45 523.85 10329.26 210.67

1000 km

5000 248.67 3.54 104.03 3.22

10000 516.77 9.21 209.69 8.66

50000 2862.18 40.52 1029.64 108.51

100000 6041.14 112.47 2094.75 210.32

500000 36434.61 727.81 10329.26 410.22
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Fig. 3. Visualization of the query using the QGIS [29]. The first circle represents
100 km, the second 200 km, the third 500 km, and the last 1000 km from the central
point. Visible concerns a thousand polygons.

Test 4. The fourth and last test case is a compound query. First, in the inner
query, the polygon closest to the centroid is selected, then it is investigated
whether the returned polygon does not intersect with other polygons. The visu-
alization of the query is shown in Fig. 4, the code of queries in the Table 7. Query
times are collected in the Table 3.

The tests gave results similar to those in test 1 - a clear advantage in favor
of MongoDB. The NoSQL queries take about 6 times shorter. The standard
deviation is too low to be visible on the graph (except for one result in PostGIS
for the 500,000 points).

Table 6. Query #3 - selecting polygons within a set distance from point
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Table 7. Query #4 - Compound query: selecting polygon closest to the certain point
and next checking if the polygon is intersecting with other polygons.

Fig. 4. Visualization of the query using the QGIS [29]. The green polygon represents
the result of the internal query (search polygon closest to centroid - here marked with
a green point), yellow polygons represent the result of an external query (searching for
the intersecting polygons). (Color figure online)

4 Conclusions

NoSQL databases are a relatively new technology in the context of spatial data
processing. There are only a few such systems available that provide this kind of
data. This paper shows that the mechanisms for handling spatial data, compared
to relational systems, are much more limited. Support for geographical features
includes only the most basic functionalities. Performance tests show that queries
concerning within and intersection operations take less time in MongoDB, as
opposed to operations to select objects in the neighbourhood of another object,
where PostGIS has a big advantage.

This shows that many criteria should be used to work with geographic data.
One of them is to determine the operations that will have to be done using the
database. In the case of many different spatial analyzes, the most obvious choice
will be to use RDBMS, where there are several hundred geospatial functions.
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Much smaller possibilities in the area of geospatial functions are provided by the
non-relational databases, where in the case of MongoDB (which seems to best
support the spatial data), there are only a few of these functions. Relational
databases also have the advantage of many years of presence on the market,
which led to their enormous popularity and the presence of many qualified pro-
fessionals familiar with this subject.

Non-relational databases can be an alternative when working in dispersed
environments that process a huge amount of data simultaneously. What is more,
it should be noted that non-relational systems are constantly evolving, which in
the future will probably result in an increase in the number of available geospatial
functions. This may cause non-relational bases to take over part of the spatial
data market.
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Abstract. Methane hazard assessment is an important aspect of coal
mining, influencing the safety of miners and work efficiency. Calculation
of the methane hazard rate requires specialized equipment, which might
be not fully available at the monitored place and consequently might
require manual measurements by miners. The lack of measurements can
be also caused by a device failure, thus hampering continuous evaluation
of the methane rate. In this paper we address this problem by construct-
ing a fuzzy system being able to calculate the methane hazard rate in a
continuous manner and deal with data incompleteness. We examine the
effectiveness of different fuzzy clustering algorithms in our system and
compare the proposed system to other state-of-the-art methods. The
extensive experiments show that the proposed method is characterized
by superior accuracy when compared to other methods.

Keywords: Fuzzy modelling · Data clustering · Methane hazard

1 Introduction

The concept of artificial intelligence refers to the characteristics of human intel-
ligence that has the ability to think and learn, enabling the use of acquired
knowledge to solve problems. The created algorithms imitate more or less these
features. Thanks to artificial intelligence it is possible to analyze and to model
complex phenomena, which are difficult or even impossible to create with the
use of classical algorithms. On the basis of input/output data, an intelligent
model can be developed that would be able to create rules of inference, general-
ize knowledge and classify data and at the same time, would be resistant to the
lack of precision and noisy data [4].

The theory of fuzzy sets was developed as an alternative to the classical
concepts of the set theory and logic. It describes phenomena whose concepts
are defined in an imprecise, unclear way. Every object can be described by the
degree of membership between total membership and non-membership. In fuzzy
logic, there is no sharp border between elements belonging or not belonging to a
c© Springer Nature Switzerland AG 2019
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given set. This approach is significantly different from classical logic, where the
set of logical values is a two-element set.

The main issue of developing a model of the studied phenomenon is its gen-
eration from numerical data. The successful functioning of knowledge extraction
algorithms, such as clustering of measurement data, makes it possible to deter-
mine the parameters of the model together with the organization of its structure.

The methane hazard is crucial for the safety in Polish hard coal mines. It
consists in the release of methane from coal deposits and rocks [22]. The reason
for the release of methane is mining excavation, disturbing the equilibrium in the
rock mass. Among the basic criteria of the methane hazard assessment, one can
distinguish the forecasts of ventilation, absolute and criterial methane-bearing
capacity. Due to the fact that measurements necessary for risk assessment are
collected manually by the mine personnel, the detailed measuring data process-
ing is very delayed. The current assessment of the methane hazard, based on the
analysis of the course of the absolute methane-bearing capacity related to the
criterial methane-bearing capacity, will allow better control of ventilation param-
eters [5]. The proposed solution to this problem is based on the application of
fuzzy logic to assess the methane hazard on the basis of measuring data recorded
by the sensors of the monitoring system. The status of the methane hazard is
also analyzed by numerical methods based on Computational Fluid Dynamics
(CFD) [1,2,20,21]. They may offer an alternative to the methods presented in
the article.

The paper is organized as follows. Section 2 describes the basic concepts
related to fuzzy modelling and clustering methods. Section 3 outlines details on
calculating methane hazard in coal mines and presents our proposal for solving
this problem by means of the fuzzy system. Section 3 also includes an experi-
mental evaluation of our method on real-life datasets and comparison with other
approaches. Section 4 gives conclusions of the work.

2 Fuzzy Modelling

2.1 Basic Concepts

Fuzzy reasoning is used where it is difficult to describe the investigated phe-
nomenon using conventional relations. The fuzzy reasoning process can be
divided into three stages [14]. The first stage is fuzzification that consists in
computing a membership degree of input values. The second stage is inference
that is responsible for computing a resulting membership function on the basis of
input values. The calculations are made with the use of an inference mechanism
and an implemented base of rules. The third stage is sharpening that consists in
transforming the resulting membership function into a numeric value. Figure 1
presents the stages of fuzzy reasoning for a model with n inputs and 1 output.

The most frequently used fuzzy models are Mamdani and Takagi–Sugeno
(Sugeno) [13]. Mamdani model is based on a fuzzy rules, each defined as:

R = {IF xn = An, THEN y = B} (1)



Fuzzy modelling of the Methane Hazard Rate 305
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Fig. 1. Stages of fuzzy reasoning for a model with n inputs and 1 output

where: xn – input linguistic variable, y – output linguistic variable, An, B –
linguistic values.

Takagi–Sugeno (Sugeno) model is a connection of a model based on the
linguistic description and polynomial functions. The base rule of knowledge is
described as:

R = {IF xn = An, THEN y = f (xn)} (2)

where: xn – input linguistic variable, An – premise value, y = f(xn) – function
in conclusion of the rule.

The main difference between fuzzy models are the types of conclusions in
fuzzy conditional rules. The output of the fuzzy model may have a linguistic or
numeric value.

The organization of the model structure is a crucial problem in the pro-
cess of creating an object representing a selected issue. In fuzzy modelling, two
approaches to knowledge acquisition are most frequently used. The first one is
to obtain knowledge from an expert. A structure and parameters are determined
arbitrarily on the basis of the expert’s knowledge. The problem with this app-
roach may be the difficulty of precise parameterization in the case of complex
mapping. Therefore, a frequent solution is to make a preliminary model, which
is then fine-tuned on the basis of the measuring data [13].

The second method is automatic getting rules based on numerical data. Clus-
tering algorithms (grouping the input/output area) are most frequently used
here. The results of such an algorithm are the parameters of the system together
with the organization of its structure. This approach also accepts the use of
knowledge from an expert. In this case, a part of the knowledge will come from
the expert and other from the automatic selection of rules.

To create the fuzzy model it is necessary to aim at maximal simplification of
a structure and a base of rules. A complicated and extended base may not give
satisfactory results at all. The training of this model may be difficult or simply
impossible.

2.2 Clustering of Measuring Data

Data clustering is one of the unsupervised methods of data analysis and consists
in splitting a set of elements into subsets in such a way that the individual
elements of the clusters would be similar and the clusters would be different
from each other as much as possible [7,13]. A similarity of the elements can
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be described in different ways depending on the clustering method. Distances
among the elements are the most commonly used measures [15]. The data can
form clusters of different sizes, shapes or densities. The representation of a cluster
is its central point. The fuzzy clustering creates an association in an uncertain
way. One measuring element may belong, simultaneously and to a certain extent,
to several clusters.

Clustering methods can be used in the absence of a database of rules to
develop a preliminary model based on a set of numerical data. The final stage of
parameters selection of a fuzzy model can be its transformation into an equivalent
multi-layer neural network. Such a network can be additionally subjected to the
process of learning on the basis of a learning dataset.

Fuzzy C-means Clustering. One of the most popular methods of clustering
is the fuzzy c-means method. This method consists in creating groups to which
objects with appropriate degrees of membership are associated. In each iteration,
the algorithm compares all elements with each other, determines the centres of
clusters and the degree of membership of all elements of the dataset to individual
groups. The limitation of the c-means method consists in the need of arbitrary
establishment of the number of clusters to be determined as a result of the
algorithm. The compromise solution, in this case, is to create an algorithm for
different parameter values and then select the best option.

Subtractive Clustering Algorithm. Subtractive clustering is another widely
used method of data analysis. This method is based on a measure of data density.
The method assumes that the potential candidates for the centre of the cluster
are the actual training set points. The algorithm operates by finding a high-
density data area. The element with the highest number of “neighbours” is
selected as the centre of the cluster. The points in the closest vicinity of the
centre are “subtracted” from the training set. The algorithm then searches for
the next points with the highest density measurement value. The above steps are
repeated until all data have been checked. The disadvantage of this solution is
that it is effective with a relatively small amount of training data. In spaces with
a larger number of dimensions, it is possible to increase the number of possible
solutions [7]. The advantage of subtractive clustering is that it is not necessary
to define the number of clusters, which is determined during the operation of
the algorithm.

3 Methods and Experiments

3.1 Diagnosis of the Methane Hazard Index in the Area of Mining
Operations

An integral part of the conducted mining operations is the occurrence of natural
hazards in the production area. One of the most important is the methane haz-
ard that occurs mainly in hard coal seams. It is induced by a transparent and
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odourless gas – methane. It is a flammable gas that forms an explosive mixture
with the air. In the rock mass it is in the free state or associated with coal [22].
It may occur in cracks and other hollow spaces of the rock mass. It is emitted
into excavations from exposed seams and spaces as well as from goafs.

The analysis of methane hazard in the working face area is carried out on the
basis of averaged values of methane concentration and volume airflow rates over
longer periods of time. Such a solution does not take into account the actual
methane hazard that varies over time. Increased control of working conditions
in the longwall area can be ensured by the current calculation of absolute and
criterial methane. Better control of working conditions in the longwall area can
be provided by the current calculation of absolute and criterial methane-bearing
capacity.

The problem of determining the methane hazard rate can be considered as
follows. The [11] describes the rules of mining operations in the longwalls under
methane hazard conditions. The value describing an excavation in the area of a
longwall is its methane-bearing capacity. It is calculated on the basis of measured
values of methane concentration and air flow velocity (volume airflow rates) after
averaging. In order to characterize the methane-bearing capacity content in the
working face area, the following terms are defined: ventilation, absolute and
criterial methane-bearing capacity. In addition, the conditions for action to be
taken in the event of a potentially hazardous situation are specified.

A value of the criterial methane-bearing capacity is determined in accordance
with the guidelines, depending on the longwall ventilation system. For longwalls
with fresh air flow, the criterial methane-bearing capacity is determined from
the following relation:

VKR =
Cm · Vs · k

100 · n +
Vp

(
Cm

n − Cp

)

100 − Cm

n

− VD

[
m3

min

]
(3)

In the case of the methane drainage process conducted in the longwall area,
the calculated value of methane-bearing capacity VKR should be substituted to
the following dependency:

VKR-O =
100 · VKR

100 − E

[
m3

min

]
(4)

where the value of methane drainage E is determined from the following formula:

E =
100 · VO

VO + VW
[%] (5)

On this basis, the methane hazard rate has been defined:

W =
VB

VKR
(6)



308 D. Felka et al.

The symbols in the formulas (3)–(6) stand for the following:

– Cm – admissible methane content [%],
– Cp – methane concentration in refreshing air current [%],
– VP – volume stream of refreshing air current [m3/min],
– Vs – air volume stream in the longwall [m3/min],
– VD – methane volume stream coming to the longwall [m3/min],
– VO – volume of methane drained away by the drainage process [m3/min],
– VW – volume of methane emitted to the excavations [m3/min],
– VB – absolute-methane-bearing capacity – the total amount of methane emit-

ted to the excavation (ventilation-methane-bearing capacity VW ) and the
methane drainage value VO [m3/min],

– k – irregularity coefficient of air distribution in the longwall,
– n – irregularity coefficient of methane emission.

The aim of determining the rate is to diagnose the methane hazard on the
basis of current estimates of absolute methane-bearing capacity in relation to cri-
terial methane-bearing capacity. Input values are the measurements of sensors in
the monitoring system, and the output value is the methane hazard rate, defined
as the ratio of the absolute and criterial methane-bearing capacities estimated
on the basis of measurements. A value of ‘0’ indicates the highest level of safety
and a value of ‘1’ indicates a real methane hazard, which requires appropriate
actions to be taken to reduce the amount of methane in the ventilation air.

3.2 Experiments in the Longwall Area

The experiments were carried out on data coming from the working face area [8].
This is a longwall with high methane-bearing capacity with active methane
drainage operations. The longwall has been designed with “Y” type ventilation.
The data presented in the longwall layout show that the air current in the long-
wall area N-2 was very strong. The intake air was supplied through the incline
N-1 and next through the main gate N-2. A part of the air from the incline N-1
flowed through the main gate N-3 and then was connected with the return air
from the longwall N-2. The return air was exhausted from the longwall through
the main gate N-3 and the raise N-3.

To calculate the value of volume airflow rates and methane concentrations
in individual roadways and the volume flow rate of methane in the methane
drainage pipeline, the measurements recorded and archived in the database of
the mining monitoring system were used. The measurement process employed
the following devices:

– AS038 – air flow velocity (roadway N-2) [m/s];
– AS099 – air flow velocity (roadway N-3) [m/s];
– AS072 – air flow velocity (raise N-3) [m/s];
– MM137 – methane concentration (roadway N-2) [%];
– MM116 – methane concentration (roadway N-3) [%];
– MM104 – methane concentration (raise N-3) [%];
– WM46 – volume flow rate of methane in the methane drainage pipeline

[m3/min].
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3.3 Fuzzy Model Diagnosing the Level of Methane Hazard

According to the assumptions presented previously, five training and test sets
were prepared on the basis of measurements archived in the database of the
monitoring system of the mine.

The fuzzy reasoning technique presented in the publication was used to
develop the model. The advantage of this solution is the possibility to make
such a model based on measurement data and expert knowledge, data approxi-
mation, and the possibility of reasoning on the basis of inaccurate, incorrect or
incomplete data. Fuzzy reasoning has already been used in the subject of nat-
ural hazards occurring in mining, e.g. in [3,6,16]. It is also worth referring to
some other machine learning approaches to prediction of methane concentration,
such as regression rules [10,17], meta-learning [9] as well as examples of complex
decision systems supporting methane forecasting [19].

There are many options to use fuzzy modelling, e.g. in combination with
artificial neural networks, as described, inter alia, in [5,18], while in the following
sections the model based only on fuzzy reasoning is described.

The aim of the model is to diagnose the methane hazard on the basis of
current estimates of absolute methane-bearing capacity in relation to criterial
methane-bearing capacity. Input values are the measurements of sensors in the
monitoring system, and the output value is the methane hazard rate.

The process of developing the whole system can be divided into two stages.
After loading the set of measurement data, they were clustered with the use of
two methods: subtractive and c-means methods. Grid partition structures were
also generated. As a result, the parameters of the system describing its structure
and mode of operation were obtained. The algorithm showed the location of
cluster centres and optionally the number of clusters. This parameter is very
important because the number of clusters is equal to the number of rules of the
knowledge base, and the coordinates of cluster centres correspond to the location
of the centres of the membership function in the fuzzy model.

The next part of this section features the design and operation of a fuzzy
model based on the analysis of measurement data with the use of a clustering
algorithm. As a result of subtractive clustering of one of the datasets, 8 clusters
were obtained. The method determined the number of groups during the opera-
tion of the algorithm. The coordinates of the means are projected on the spatial
axes of the individual input data in order to determine the parameters of the
membership function. These coordinates correspond to the maximum values of
the function. For further description, the Gauss function was selected because
of its shape and description using two parameters. The number of clusters also
corresponds to the number of rules of the base rule of the model. Figure 2 shows
selected membership functions for model inputs on the basis of projected cluster
means.

On the basis of the results obtained in the process of clustering, a structure of
a fuzzy model was developed. The type of the fuzzy model (Sugeno), the number
of inputs (7) and outputs (1) and the mechanisms of fuzzy reasoning, such as the
implication (AND) or rule aggregation (OR) method were determined. Then a
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Fig. 2. Dataset 201401 : selected membership functions of the model inputs

list of fuzzy rules in the base of rules was made. Every cluster corresponded to
one fuzzy rule. The membership functions in the input space are assigned to the
corresponding rules and the function parameters are assigned in the output space.

Figure 3 shows the structure of the developed METHANE model with its
most important parameters, while Fig. 4 shows an example of reasoning. The way
of inference for the created network is as follows. In the first place the inputs of
the model are fuzzified by the calculation of membership functions. The values
are connected by means of a product, this way making levels of activation of
every rule. The functions in conclusions of fuzzy rules are determined also on
the basis of measurements. The final output value of the model is a weighted
average of all elements of a rule base of the model. The weights are the levels of
activation and the elements are the functions in rule conclusions.
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Fig. 3. Fuzzy model based on the dataset 201401 : structure and parameters

Depending on the value of the methane hazard rate, miners must decide to
take measures to reduce the methane content in the return air current. According
to [12], rates below 0.2 indicate no methane hazard and values above 0.8 indicate
a high hazard. It is possible that a rate of more than 1.0 may occur. This indicates
a dangerous longwall requiring an immediate action to reduce the amount of
methane in the excavation area.
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Fig. 4. Example of reasoning for a fuzzy model developed on the basis of the dataset
201401

The time of the decision-making is also important. The current estimation
of the value of the methane hazard rate allows an almost immediate response
to an emerging hazard. This would not be possible with manual measurements
made by the mining personnel.

Figure 5 shows a graph of the methane hazard rate for the training and test
datasets. Good clustering results were reflected in the effective determination of
the methane hazard rate for test data.
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Fig. 5. Course of the methane hazard rate for the dataset 201401

3.4 Results

In the first stage of the tests, an analysis was carried out to check the effectiveness
of fuzzy models generated on the basis of measuring data obtained in the hard
coal production process. The results were compared with other methods. The
verification of the system performance was carried out on the basis of:

– mean absolute percentage error (MAPE);
– root mean squared error (RMSE);
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– relative root mean squared error (RRMSE) which calculates the total squared
error relative to the error which is made by the reference model, that is the
linear regression in our case, expressed as a percentage.

Tables 1 and 2 present the comparison of tested algorithms according to the
aforementioned criteria. Table 1 indicates that the best results were achieved by
subtractive clustering. The number of rules generated by the algorithm varies
between 5 and 8. Average values of errors are the lowest. C-means clustering also
achieved good results – better than the reference linear model (RRMSE < 100%
on most datasets). The best results are achieved by the algorithm for the declared
number of clusters from 10 to 15. The advantage of c-means method is that the
running time of the algorithm is much better than in the case of the subtractive
method. The other methods – regression tree, random forest, and boosting tree
– achieved worse results than the reference linear model (RRMSE > 100% on all
datasets). The worst results were obtained for the application of grid partition. A
large number of generated rules do not correspond to the effectiveness of model
learning.

Table 1. Comparison of fuzzy models with different clustering methods (grid parti-
tion, fuzzy c-means and subtractive clustering) according to the number of rules and
regression errors (MAPE, RMSE, and RRMSE)

Dataset Grid Fuzzy c-means Subtractive

rules mape rmse rrmse rules mape rmse rrmse rules mape rmse rrmse

Dataset 1 128 35.3 .1388 499.3 10 1.9 .0115 41.4 5 1.1 .0072 25.9

Dataset 2 128 215.0 .3134 877.9 10 5.0 .0160 44.8 5 2.4 .0068 19.0

Dataset 3 128 232.6 .3680 2389.6 10 4.4 .0109 70.8 6 1.5 .0029 18.8

Dataset 4 2187 165.6 .2961 6886.0 10 1.1 .0033 76.7 6 0.5 .0012 27.9

Dataset 5 128 101.4 .3653 2111.6 15 4.3 .0182 105.2 8 2.2 .0104 60.1

Average 539.8 150.0 .2963 2552.9 11.0 3.3 .0120 67.8 6.0 1.5 .0057 30.3

In the second phase of the analysis, a simulation was carried out on the basis
of incomplete measurement data, i.e. lack of one of the recording devices in the
area of the mining production. Table 3 presents a comparison of the effectiveness
of tested approaches.

The best results were observed for models based on fuzzy clustering of mea-
suring data. The average values of the errors are lower than for the reference
linear model. Similar conclusions can be drawn from the analysis of individual
tests. Fuzzy models have shown significantly higher effectiveness for most test
cases. Only a simulation of the lack of an anemometer AS072 and methane meter
MM104 in the return air stream made a problem for the fuzzy models. The rea-
son for that situation is the great importance of these measuring devices in the
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Table 2. Comparison of linear regression, regression tree, random forest, and gradient
boosted tree in methane hazard rate estimation problem according to regression errors
(MAPE, RMSE, and RRMSE)

Dataset Linear regression Regression tree Random forest Boosting tree

mape rmse rrmse mape rmse rrmse mape rmse rrmse mape rmse rrmse

Dataset 1 3.7 .0278 100.0 5.1 .0390 140.3 7.7 .0633 227.7 8.2 .0558 200.7

Dataset 2 12.4 .0357 100.0 11.9 .0502 140.6 11.5 .0383 107.3 19.3 .0593 166.1

Dataset 3 6.5 .0154 100.0 9.8 .0180 116.9 8.7 .0166 107.8 13.7 .0260 168.8

Dataset 4 1.8 .0043 100.0 5.6 .0127 295.3 5.7 .0122 283.7 7.6 .0185 430.2

Dataset 5 4.1 .0173 100.0 10.3 .0435 251.4 15.0 .0634 366.5 16.1 .0626 361.8

Average 5.7 .0201 100.0 8.5 .0327 188.9 9.7 .0388 218.6 13 .0444 265.5

process of estimating the level of the methane hazard. However, all tested models
showed the difficulty in modelling the problem in case of the lack of measuring
devices in the return air. The models that not based on fuzzy clustering achieved
worse results than the reference linear model.

Table 3. Comparison of models learned on the dataset with missing sensors

Missing
sensor

Fuzzy
c-means

Subtractive
clustering

Linear
regression

Regression
trees

Random
forests

Boosting
trees

rmse rrmse rmse rrmse rmse rrmse rmse rrmse rmse rrmse rmse rrmse

AS038 .0375 90.6 .0406 98.1 .0414 100.0 .0433 104.6 .0634 153.1 .0544 131.4

AS099 .0188 55.0 .0177 51.8 .0342 100.0 .0407 119.0 .0703 205.6 .0540 157.9

AS072 .1324 126.5 .1204 115.0 .1047 100.0 .1230 117.5 .1118 106.8 .1181 112.8

MM137 .0166 57.6 .0125 43.4 .0288 100.0 .0400 138.9 .0625 217.0 .0558 193.8

MM116 .0135 48.7 .0103 37.2 .0277 100.0 .0401 144.8 .0666 240.4 .0555 200.4

MM104 .1065 100.0 .1147 107.7 .1065 100.0 .1364 128.1 .1250 117.4 .1449 136.1

WM46 .0104 38.0 .0053 19.3 .0274 100.0 .0403 147.1 .0448 163.5 .0554 202.2

Average .0480 73.8 .0459 67.5 .0530 100.0 .0663 128.6 .0778 172.0 .0769 162.1

In diagnosing the methane hazard, it is important that, depending on its level,
miners have to make a decision to initiate actions specified in the regulations,
therefore the value of the error is important for diagnosing the hazard. A more
accurate diagnosis allows a quicker and more adequate response to the situation.
The test results showed that the system can diagnose the hazard even when one
sensor is disabled. The model can therefore be used in support activities, such
as in the case of failure of a measuring sensor or during calibration of methane
meters.
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4 Conclusions

The paper presents the issue of modelling phenomena with the use of fuzzy
reasoning. An analysis of the effectiveness of clustering algorithms and their
comparison with other techniques of acquiring knowledge from numerical data
have been made. A fuzzy model is presented. Its task is to assess the current
level of methane hazard in the region of hard coal extraction on the basis of
measurements coming from devices of the monitoring system.

The process of developing this model is complex and depends on many fac-
tors, such as the choice of the method of dividing the input-output data space,
the type of the fuzzy model and its parameters, as well as on the properties
of the measuring dataset. The application of artificial intelligence methods pro-
vides great opportunities to develop models reproducing the phenomena under
investigation. Their description by means of mathematical dependencies would
be difficult. Another advantage of modelling is the ability to develop systems
based on incomplete data, as shown in this paper.

The problem of using an artificial intelligence technique in modelling the level
of the methane hazard presented in the article is of great practical importance.
This hazard is one of the most dangerous in coal mining. The article shows that
the current assessment of the methane hazard concluded on the basis of the
analysis of the course of absolute methane-bearing capacity in relation to crite-
rial methane-bearing capacity may allow better control of parameters, including
the level of the methane hazard in the area of mining production, especially
in situations of dynamic changes and exceeding the limit values. The analysis
presented in the paper may be the basis for the mine personnel to take action in
the event of a dangerous situation. Therefore, these methods can usefully com-
plement conventional methods of knowledge acquisition and data processing.
The analysis also gives great opportunities for practical use and improvement in
mining safety.
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Abstract. Seismic phenomena, in particular underground tremors, as
extremely dangerous, require activities related to their location and pre-
diction. The registration of high-energy phenomena is not a technologi-
cal challenge at present, while recognizing their precursors as low-energy
phenomena, and in particular the associated precise location and isola-
tion from the seismic (acoustic) background, is relatively problematic.
The article presents the concept and work related to the elimination
of desynchronization of measurements in the seismoacoustic band and
ensuring the compliance of the measurement phase in order to increase
the accuracy of phenomena location and the possibility to use standard
programming tools to eliminate noise (seismoacoustic background).

Keywords: Audio over Ethernet · Seismic Data ·
Geophysical phenomena · Synchronic transmission ·
Programmable noise cancellation

1 Introduction

Seismic measurements are based on processing signals from sensors, such as seis-
mometers, geophones and accelerometers. The sensors process relevant physical
quantities of the phenomena (proper relocation, velocity and acceleration of a
seismic wave) which take place in the medium where a sensor was installed.
Obviously, the output quantity of sensor is voltage which is conventionally pro-
cessed into a digital form by means of analogue-digital converters. In this form,
after preliminary treatment, the measurement is transmitted to either local or
central seismic databases.
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Unfortunately, it is not possible to measure the parameters of a (natural)
tremor directly in its epicentre as, for now, nobody can predict exactly where the
tremor will happen. For this reason, the area of the tremor potential occurrence is
monitored and, somewhat in advance, online measurement is assumed [10]. Thus,
it turns out that one sensor is not enough. Moreover, the structure of the sen-
sor has to take into account the necessity to measure relatively small quantities,
due to possible long distances between the sensor and the tremor epicentre. In
the case of earthquakes, these distances may be up to several hundred kilometres
but, at the same time, their energy is relatively high and it is not necessary to
determine the source with the accuracy of, say, several hundred metres [13]. A
different situation occurs while monitoring tremors caused by the exploitation of
underground deposits. Here the localization of the source may require the accu-
racy of several meters and in the case of monitoring micro seismic phenomena in
a seismic-acoustic band (the so called cracks) – even centimetres. A separate issue
is to isolate ultra-low energy phenomena from the seismic noise surrounding the
measured area (e.g. working machines) and these phenomena play the key role in
tremors prediction algorithms and risk assessment [12].

In general, the localization of seismic phenomena is based on measuring the
time of the first break in all sensors which surround the measured area [8]. The
algorithms which process these signals allow to determine the tremor epicentre
based on exactly this time measurement. In reality, the absolute time of the
measurement is not as important as the relative time shift. If the shift depends
only on the distance from the source to the sensor (the wave velocity in the
elastic medium is explicitly determined), then it is very easy to locate the source.
However, firstly, it is not recommended to assume that the wave propagation
medium is homogeneous. Secondly, in the case of analogue-digital processing
the notion of “time” will be strictly related to the structure of the system for
sampling the analogue signal. Due to the geological structure, it is rather not
possible to overcome the first disadvantage. Obviously, being aware of it and
increasing the number of sensors in the given area, it is possible to diminish
the measurement ambiguity quite efficiently. The second, time-related variable
generates extra problems. Such a situation happens when, while developing the
device, we assume that it will be active only in the time of the event occurrence
– the reasons are the need to save energy or to simplify the device structure and
communication protocol. No matter what the structure is like, the target is to
synchronize the operations of all sensors in the system.

The synchronization of A/D processing, in the case of digital transmission
of signals, is practically based on the synchronization of the clocks of processing
modules in the measurement site (coupled with the sensor). This solution is
applied in most monitoring (measurement) systems. Still, it is important to note
that such systems are vulnerable to desynchronization, for example due to the
following [15]:

– ageing of quartz elements,
– temperature drift,
– unstable firmware of modules.
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For this reason the modules have to be synchronized quite frequently. In the
case of discreet measurements, where the measured values are sampled every
one second or less frequently, the accuracy of synchronization does not have
much impact, in fact. All the more so because such a frequency of measurements
is rather related to very slowly changing phenomena. The problem arises with
more frequent sampling of fast changing phenomena, for example with accurate
mapping of processes in an acoustic band (up to a dozen or so kHz). More par-
ticularly as we need to locate a phenomenon to be measured by means of several
sensors distributed in space. Of course, for slow changing processes the process-
ing desynchronization phenomenon is not as important as for fast changing ones
– in the case of frequency analysis or phase analysis. If we want to measure the
velocity of the wave propagation in a medium, the measurement accuracy will
depend, first of all, on synchronization, regardless of the frequency spectrum of
the phenomenon. The solutions that have been applied so far require synchro-
nization in each local measurement network. Even if we use the NTP protocol
for time synchronization of computers, or GPS, this synchronization may be lost,
e.g. due to the lack of access to a satellite signal or lack of proper IT maintenance
of the system.

The paper features the possibility to eliminate, almost completely, the mea-
surement error of relative time. This advantage considerably impacts the accu-
racy of the tremor localization. In addition, the described technology, used in an
experimental system, allows to apply standard, programming methods of noise
reduction.

2 Related Works

The works related to the collection of seismic and seismic-acoustic data have
been carried out in the EMAG Institute since 1980s. EMAG’s most recognized
and most frequently applied systems, in Poland and abroad, are ARAMIS [5] for
collecting seismic data and ARES [11] for recording seismic-acoustic data. The
systems have been developed and updated till now.

ARES is equipped with analogue transmission of data which, unfortunately,
results in very high sensitivity to electromagnetic and electrostatic disturbances
of the transmission channel. Moreover, the system does not have any solutions
to reduce the seismic background (noise). On the other hand, as an analogue
system, ARES is free from the measurement desynchronization error – provided
that we do not compare data from several different systems. ARAMIS allows
digital data transmission. However, such a structure makes the measurement
synchronization process quite difficult, first of all due to a specific transmission
protocol. Here the synchronization depends, to a large extent, on proper func-
tioning of IT infrastructure in the data collection centre. During the last few
years the EMAG Institute launched some works to improve the synchronization
process in this very case. These works were followed by a patent [9].
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Due to considerable market demand for security systems (including those for
tremor hazards assessment), some projects were launched to solve the synchro-
nization problem, i.e. to fulfill high quality requirements of such systems and
to apply a solution that would shorten the time-to-market period for the devel-
oped system. The last few years saw state-of-the-art solutions based on a data
transmission protocol which uses the Ethernet and the IP layer. The examples
are Quanterra Q330 [2] made by Kinematrix, USA, or a Swiss system GeoSIG
GMSplus [1]. Still, in spite of a very advanced structure using the NTP and GPS
synchronization which ensures an adequate time-stamp, these solutions not grant
the phase compatibility of the measured signals, which is indispensable to first-
break and phase analysis of a seismic wave and the application of software noise
cancellation procedures.

Searching for a suitable solution eventually resulted in a project to imple-
ment a typical Audio over Ethernet technology, used in the audio industry, in a
relatively untypical application, i.e. geophysics.

In conventional audio systems, synchronization with accuracy to one sample
is not as important as the delay of the signal reaching e.g. the recorder from
many channels, especially in connection with the source of the signal directly
connected to the recorder input. In practice, a delay of 20 ms is unacceptable
for most users. For this reason, for example the Ethersound system resigns from
establishing a connection in such conditions. In seismics, the absolute time of
receiving the measurement result is not important (20 ms and more is not a
problem), but the inter-channel desynchronization creates serious problems in
the relative measurement. If we reduce the inter-channel shift to near zero (com-
pliance with the A/D processing sample), the first-break shift of the measured
seismic wave corresponds only to the delay associated with the wave travel dis-
tance or change of the material stress (i.e. the wave velocity change) [4]. The
reduction of this shift is also essential for possible further processing of data
related to the reduction of ambient noise.

3 Audio over Ethernet

3.1 Audio over Ethernet Solutions

In contrast to the aforementioned data transmission solutions which use the
Ethernet IP technology [3], Audio over Ethernet has one important feature to be
used in the tested configuration. Synchronization, so important in the case of the
audio technology, must be properly continuous. This is guaranteed by the Master
Clock signal which ensures the synchronization of local Word Clock generators,
responsible for sampling the analogue signal. The Word Clock signal is part of the
transmission protocol and this way ensures synchronization of all A/D converters
of the measuring network with accuracy to a single sample. In this case, it is
entirely possible to omit the construction of specialized synchronization circuits,
coupled with NTP protocols or using GPS signals. The use of NTP/GPS boils
down to determining the timestamp for the entire measurement network (and of
course to generate the Master Clock signal (Fig. 1).
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Fig. 1. Principle of Master Clock signal distribution

The operation principle of Audio over Ethernet (AoE) is similar to Voice over
IP (VoIP), however, it provides high-fidelity sound with low latency. Due to the
need to preserve high quality of the sound, no signal compression is used. AoE
needs higher transmission speed (typically 1 Mbit per channel) and much lower
latency (typically less than 10 ms) than VoIP. Audio over Ethernet requires a
high performance network. This is due to the provision of a dedicated LAN or
virtual LAN (VLAN). There are many AoE protocols (usually different from and
incompatible with each other). For example, using the Cat5 twisted pair and the
100BASE-TX standard (100 Mbits/s), a single link can transmit 32 to 64 chan-
nels with 48 kHz sampling. Some can handle other frequencies such as 44.1 kHz
(CD), 88.2 and 96 kHz (2x oversampling), and even 192 kHz (4x), as well as 32-bit
samples, which, however, significantly reduces the channel capacity. AoE is not
likely to be used for working in a wireless network (e.g. WiFi).

The protocols can be divided according to the Ethernet protocol layers in
which they work.

Layer1: The protocols use Ethernet cabling and signal components but they
do not use the Ethernet frame structure. They often have their own means of
access control (MAC) instead of the original, which may cause compatibility
problems with standard PC hardware.
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Layer2: The protocols transfer audio data using standard Ethernet packets.
Most of them can use standard hubs and switches but some require a dedicated
LAN or a virtual VLAN.

Layer3: Actually, these protocols are included in the AoIP technology
(Audio over IP) and they use standard IP packets (usually UDP/IP or
RTP/UDP/IP). The use of these packages increases the interoperability of
devices with multiple operating systems and, in many cases, the system scal-
ability is available. They are not designed for use on the Internet.

To study the newly developed seismic data transmission system, the Ether-
sound system made by a French company Digigram was chosen.

3.2 Digigram’s Ethersound Systems

Due to the confidentiality agreement (NDA) signed by the EMAG Institute with
Digigram, the system presentation cannot contain more detailed information.
The general operation principle of the transmission network is presented below.

For the first time, the EtherSound system was presented by Digigram in 2001.
The company has developed a logical layer of the network and produces FPGA
chips with the implemented EtherSound technology. This system provides two-
way communication via Ethernet. It can also use VLAN (Virtual LAN) as part
of an existing network. EtherSound comes in two versions: ES-100 and ES-Giga
[6].

The ES-100 protocol uses a 100-Mbit Ethernet network [7] to transfer data
and takes up the whole available bandwidth (part of the band is used for control).
There are 64 bi-directional channels available at 48 kHz sampling. However,
depending on the sampling frequency, the number of appropriate channels will
decrease - at 96 kHz it will be a maximum of 32 channels. The ES-Giga protocol
offers greater possibilities where the total number of channels supported by the
network increases to 256 (at 48 kHz).

There are three types of devices in the system, categorized according to
the possibility of entering and/or outputting signals from and to the network:
Master, Slave and Master/Slave. Master devices are equipped with analogue
inputs and convert the analogue signal to the digital one. Slave devices behave
reversely - they process a digital signal into an analogue one, sending a signal
outside the system. Master/Slave devices are equipped with both inputs and
outputs. The limitation to maximum 64 channels is not a disadvantage in this
system. They work in both directions and there are 128 of them available.

Topology. The basic connection diagram in the EtherSound system is the daisy-
chain. It is also possible to close the chain by connecting the last device in
the chain with the first one, thus obtaining a redundant ring topology (Fig. 2).
However, it should be remembered that if we close the daisy-chain topology, we
will get a “ring”, i.e. ring topology, which will be redundant by definition. It
could cause the possibility of loops, in which the network packets somehow“get
lost”. To prevent this, one of the connections between the selected devices is
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programmed to be blocked. In the situation when one of the active connections
is interrupted, it is restored in a short time, which allows further distribution of
signals in the network.

Fig. 2. Daisy-chain topology of Ethersound system

It is also possible to use star-topology combinations and mixed ones. Mixed
combinations require switches. The limitation of this topology, using a standard,
non-manageable switch, is that the signals can only go one way (unidirectional)
(Fig. 3).

The first device in the chain is called Primary Master and it starts sending
a 64-channel (at sampling rate of 48 kHz and 24-bit resolution) data stream
“down” (i.e. from the OUT socket to the IN socket of the next device in the
chain). Then, if the bidirectional mode has been selected, the device receives data
back from other network elements (in this case the transmission is “up”). The
bi-directional communication segments are programmed by setting the appro-
priate devices in the “Loop Back” or “End Of Loop” mode. In the daisy-chain
connection, all channels are available in both directions for all connected devices.

In the application of the discussed system a mixed topology is predicted and
the signals will properly flow “up”, i.e. from the sensor to the network controller.
The use of a managed switch, which enables to perform VLAN tunnelling, allows
to get rid of the one-way inconvenience of the system by developing a virtual
daisy-chain connection, and thus the use of full two-way communication (Fig. 4).
If the application requires providing a signal to slave devices (e.g. broadcasting
network), such a switch does not have to serve as VLAN tunnelling, but only as
the distributor of the “downstream” signal.

Configuration and Control. Due to the fact that in the EtherSound system
the control and monitoring data are “built-in” to the signal frame, no additional
connections are needed. The configuration, control and monitoring of the net-
work are done from one place, using a PC or a microcontroller (in the case of
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Fig. 3. Mixed topology of Ethersound system

less complicated solutions, the configuration is done by switches located in each
interface). It is important that the computer with the control software should be
connected with a cross-connected cable to the IN input of the device in the net-
work. The remaining connections in the network should be made with a simple
cable. In chain configuration, the problem does not exist, because in the Primary
Master device the IN input is always free.

When the network is configured as a ring, any configuration and network
control can be made only if at least one connection is physically disconnected. Of
course, this does not affect the work of the network, which is still fully functional,
but in the event of failure of any connection, the network redundancy may be lost.
Therefore, if security is important, then in the ring topology - after configuration,
it is necessary to disconnect the computer and close the network into a ring. All
devices in the system will read information packets sent in both directions.

Latency. The advantage of the EtherSound network is its low latency (Fig. 5).
Typically, these are 125µs (6 samples) for bi-directional transmission of 64 chan-
nels with 24-bit resolution and 48 kHz sampling. However, knowing the size of
the system, we can determine its latency almost in microseconds: on each of
the EtherSound devices there is a delay of 1.5µs (0.5µs in the ESGiga net-
work), a 5-sample buffer (about 104µs) is used for time synchronization, and
each 100-Mbit switch introduces a delay of about 22µs.
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Fig. 4. Spreading-up the possibilities of upstream signal transmission via the switch
using VLAN technology

Fig. 5. Sources of signal latency in transmission path of Ethersound system

It should be noted that this delay does not have a significant impact on the
operation of the tested system application. The full synchronization between
channels is more important than the fact that the information about the mea-
surement will reach the central station with a delay.

4 The Experiment

Studies on the synchronizing properties of the “one-sample accuracy” of Ether-
Sound transmission system are not known. That properties were also not
described in detail by the system authors and manufacturers. The reason for
this is that these properties are not very important for system users in a conven-
tional application. But these properties, as very important in seismic solutions,
have been tested in the experiment.

The task of the experiment was to confirm the applicability of the Ether-
sound system for the recording of seismic phenomena with the preservation of
synchrony of recordings using various transmission media and to confirm the
unconventional VLAN tunnelling method for data transmission via a managed
switch that is part of the network.

4.1 Research Set

The research stand, being the central part (headend) (Fig. 6) consisted of the
following devices:
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Fig. 6. Headend research stand for testing the transmission of the Ethersound system

– COMP1 - PC computer: Intel Core i7 3770 K 3.50 GHz processor, Giga-
byte GA-Z77-DS3H motherboard, Corsair DDR3 2 GB 1600 MHz CL8 RAM
memory, Western Digital GREEN 500 GB HDD, Intel Gigabit Pro/1000 CT
Ethernet card, operational system Windows 7 Pro (32-bit);

– PCI1 - GPS card with antenna: Meinberg GPS180PEX;
– MCLK1 - Master Clock generator: Antelope Isochrone OCX;
– PCI2 - Ethersound card: Digigram LX6464ES;
– SW1 - Managed switch: CISCO SF200-24;
– CV 1 - Media converter: Lanex SE37 SFP 1000BaseLX;
– M1 - xDSL modem: Proscend 5110H G.SHDSL.

The master clock signal in the form of a 10 MHz rectangular wave was taken
from the appropriate output of the GPS card, and then connected to the input of
the Antelope Isochrone OCX generator (as an alternative to the atomic clock).
The OCX module produced a 48 kHz Word Clock signal that was connected to
the synchronizing input of the Primary Master Ethersound LX6464 card.

The research kit, being an measuring - local part, consisted of the following
devices:

– ES1, ES2 - Ethersound measurement module: Digigram ES220-L, 2 pcs.;
– S1, S2 - Geophone probe: EMAG-SERWIS SP-5.28/E (Geospace GS-11D

geophone), 2 pcs;
– M2 - xDSL modem: Proscend 5110H G.SHDSL, 1 item;
– CV 2 - Media converter: Lanex SE37 SFP 1000BaseLX, 1 item;
– P1..P4 - UTP patchcords: Cat5e, 1.5 m, 4 pcs.;
– F1 - Fiber optic patchcord: OPTRAL singlemode SC 1.5 m, 1 pair;
– F2 - Fiber optic patchcord: OPTRAL singlemode SC 100 m, 1 pair;

The Ethersound measurement card was configured as Primary Master accord-
ing to the manufacturer’s documentation. In the figure (Fig. 7), the ASIO driver
settings for the experimental applications are presented.
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Fig. 7. ASIO driver settings for the Ethersound LX6464ES card

As a recording and analytical software, Adobe Audition CS6 Version 5.0
Build 708 was used.

4.2 Testing for the Correctness of Seismic Phenomenon Recording

The test system was arranged in accordance with the drawing (Fig. 8). The sub-
strate was a concrete floor covered with PVC lining. The S1 geophone probe was
placed vertically (the geophone construction forced the probe’s vertical orienta-
tion) and connected to the audio input of the ES2 module. Ethersound modules
ES1 and ES2 were connected in the daisy-chain topology with Ethernet P1 and
P2 patch cords via IN-OUT connectors with the Primary Master card.

Fig. 8. Connecting a local kit for testing for the correctness of seismic phenomenon
recording

As the inductor of the seismic wave, the Stanley FatMax demolition hammer
weighing 4 kg was used. Excitation was performed as a free fall of a hammer from
a height of 20 cm at a distance of 0.5 m from a geophone probe. With relatively
low energy released, but with the total seismic silence kept, a high dynamics of
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Fig. 9. Waveform of recorded seismic phenomenon

the recorded phenomenon had been expected, which was achieved (Fig. 9). The
maximum value of the wave amplitude was about −9 dB, which in this case is
very satisfactory.

4.3 Testing for Correctness Signal Synchronization Using
Transmission via Ethernet UTP Patchcords

The test kit was arranged in accordance with the drawing (Fig. 10). The mea-
surement and excitation conditions were identical to those described in Sect. 4.2.
Of course it was impossible to expect identical shock energy, as the height of
20 cm was determined approximately, but in each of the following tests it was
not important.

Fig. 10. Connecting a local kit for testing for the synchrony of the measurements
transmitted via Ethernet UTP patchcords

The same geophone probe was connected to the analogue inputs of ES1 and
ES2 converters (electrically it was a parallel connection of inputs). The shift of
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the seismic wave first-breaks caused by the different distance between the sensors
and the source was irrelevant. It was important to check the synchrony of the
measurements processed in different (electrically independent, but synchronized)
devices. Two UTP Ethernet patchcords, 1.5 m long, were used to connect digital
I/Os of the converters.

Fig. 11. The moment of waveforms transition by zero for test 4.3

In the figure (Fig. 11), the waveforms recorded by both modules are shown.
Zooming in the waveform to watch individual samples, allowed to observe both
waveforms the moment of transition by zero. It was found that this took place
exactly in the same time (3.616 s), which confirmed the full synchrony of the
measurements.

4.4 Testing for Correctness Signal Synchronization Using Mixed
Transmission via Ethernet UTP Patchcord and Fibre Optics
Path

The test kit was arranged in accordance with the drawing (Fig. 12). The mea-
surement and excitation conditions were identical to those described in Sect. 4.2.
Geophone probe was connected as described in Sect. 4.3. The difference was the
replacement of the P1 patchcord with an F1 fibre optic consisting of a pair of
1.5 m singlemode fibre optics and two media converters CV1 and CV2. This
allowed to introduce additional signal delays.

In the figure (Fig. 13), the waveforms recorded by both modules are shown.
Both waveforms also had the moment of transition by zero in same time (1.267 s).
It confirmed the full synchrony of the measurements despite increasing the signal
delay.
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Fig. 12. Connecting a local kit for testing for the synchrony of the measurements
transmitted via UTP patchcord and fibre optics path

Fig. 13. The moment of waveforms transition by zero for test 4.4

4.5 Testing for Correctness Signal Synchronization Using Mixed
Transmission via Ethernet UTP Patchcord and Long Fibre
Optics Path

The test kit was arranged in accordance with the drawing (Fig. 14). The mea-
surement and excitation conditions were identical to those described in Sect. 4.2.
Geophone probe was connected as described in Sect. 4.3. Transmission connec-
tions was the same as described in Sect. 4.4. The difference was the replacement
of the F1 1.5 m patchcord with an 100 m one. This allowed additionally increase
signal delays.

In the figure (Fig. 15), the waveforms recorded by both modules are shown.
Both waveforms also had the moment of transition by zero in same time (2.455 s).
It confirmed the full synchrony of the measurements despite additional increasing
the signal delay.
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Fig. 14. Connecting a local kit for testing for the synchrony of the measurements
transmitted via UTP patchcord and fibre optics long path

Fig. 15. The moment of waveforms transition by zero for test 4.5

4.6 Testing for Correctness Signal Synchronization Using Mixed
Transmission via Ethernet UTP Patchcords and Managed
Switch for VLAN Tunnelling

The test kit was arranged in accordance with the drawing (Fig. 16). The mea-
surement and excitation conditions were identical to those described in Sect. 4.2.
Geophone probe was connected as described in Sect. 4.3. Transmission connec-
tions was different. The signal from modules ES1 and ES2 was transmitted
to the switch by two physical independent paths, which could suggest a star
topology. However, the creation of the VLAN tunnel logically created a virtual
daisy-chain topology, which enabled the transmission of an upstream signal to
the Primary Master module. It should be noted that the switch additionally
increased the signal delay.
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Fig. 16. Connecting a local kit for testing for the synchrony of the measurements
transmitted via UTP patchcords and managed switch for VLAN tunnelling

Fig. 17. The moment of waveforms transition by zero for test 4.6

In the figure (Fig. 17), the waveforms recorded by both modules are shown.
And in this case also both waveforms had the moment of transition by zero in
same time (3.601 s). It confirmed the full synchrony of the measurements despite
increasing the signal delay and VLAN tunnelling.

4.7 Testing for Correctness Signal Synchronization Using Mixed
Transmission via Ethernet UTP Patchcord, Long Fibre Optics
Path and Managed Switch for VLAN Tunnelling

The test kit was arranged in accordance with the drawing (Fig. 18).
The measurement and excitation conditions were identical to those described

in Sect. 4.2. Geophone probe was connected as described in Sect. 4.3. Trans-
mission connections was the same as described in Sect. 4.6, only the length of
fibre-optic cable has been increased to 100 m.
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Fig. 18. Connecting a local kit for testing for the synchrony of the measurements
transmitted via UTP patchcord, long fibre optics path and managed switch for VLAN
tunnelling

Fig. 19. The moment of waveforms transition by zero for test 4.7

In the figure (Fig. 19), the waveforms recorded by both modules are shown. In
this case also both waveforms had the moment of transition by zero in same time
(2.217 s). It confirmed the full synchrony of the measurements despite increasing
the signal delay in long fibre-optics path and switch making VLAN tunnelling.

The change in the length of transmission cables as well as the transmission
medium was aimed at investigating inter-channel desynchronization, because in
the application of seismic systems, distances between sensors often differ by a few
kilometres. Such desynchronization has no significance when using the standard
Internet connections.
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Fig. 20. Connecting a local kit for testing for the synchrony of the measurements
transmitted via UTP patchcord and long xDSL modem path

4.8 Testing for Correctness Signal Synchronization Using Mixed
Transmission via Ethernet UTP Patchcord and Long xDSL
Modem Path

Sometimes in industrial applications there is a serious limitation of the possibility
of using fibre optic transmission paths and the large required distances between
sensors and the headend preclude the use of UTP Cat5e Ethernet patchcords.
Therefore, it was decided to perform a test using xDSL modems, enabling con-
nections up to 10 km with a bandwidth limit of up to 10 Mbit/s. Because the
test system (2 measurement channels sampled at 48 kHz) used just over 3% of
the bandwidth declared by the Ethersound system, it seemed reasonable. The
test kit was arranged in accordance with the drawing (Fig. 20).

Modems were connected by a section of a 5 km standard telecom cable. Unfor-
tunately, the Primary Master module did not connect to the ES1 and ES2 mod-
ules. The test was repeated with a few-meter section of the cable, but the effect
was identical. Ethersound algorithms that check the availability of bandwidth
for the transmission of its protocol are not known, but it is very likely that the
ability to transmit packets at 100 Mbit/s is absolutely required, regardless of
the practical need for bandwidth usage. It is also possible that the signal delay
is too big for modem devices, which goes beyond the limits of the Ethersound
control loop. In summary - it is not possible to use the Ethersound system with
modem devices, and certainly converting 100 Mbit/s interface signals to lower
speed systems.

4.9 Testing for the Time Shift Associated with the Different
Distance of the Geophones from the Source of the Shock

The test kit was arranged in accordance with the drawing (Fig. 21). The S1 and
S2 geophone probes have been connected to the analogue inputs of the converters
- ES1 and ES2, respectively. Probe S1 was placed at a distance of 0.5 m, probe
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S2 at a distance of 7 m from the source of the shock. Transmission connections
and excitation conditions were identical to those described in Sect. 4.2.

Fig. 21. Connecting a local kit for testing for the time shift associated with the different
distance of the geophones from the source of the shock

Fig. 22. The moments of wave first-breaks for test 4.9

In the figure (Fig. 22), the waveforms recorded by both modules are shown.
The first-break wave time is shifted by 4 ms. Assuming the previously proven
synchronism of the registration, it can be concluded that this effect is associ-
ated only with the phenomenon of the seismic wave moving in the solid body
and depends only on the physical conditions of wave propagation (among oth-
ers, distance, stress of the medium). Such measurement can be very useful for
geophysical research.
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5 Conclusions

The experiment has shown that the use of the Audio over Ethernet system (in
this case the EtherSound solution) is highly justified in the application of the
seismic measurement network. Although this was to be expected because the fre-
quency spectrum of seismic and seismoacoustic signals is similar to the spectrum
of audio signals, however, the advantages of a specific synchronization method
required detailed testing of network elements, especially paying attention to time
and phase shifts of signals using typical seismic sensors. It can be concluded that
the use of the Audio over Ethernet system in seismic networks allows to achieve
the following benefits:

– Lack of time and phase shift error between measurement channels – a virtually
identical effect to analogue measurements;

– Lack of time and phase shift in measurement channels enables to use simple
software algorithms for seismic noise reduction;

– 24-bit processing allows to achieve very high dynamics of measurements
(>120 dB);

– Sampling, unfortunately, cannot be less than 48 kHz (in standard seismic
systems 10 kHz is enough), which significantly increases the requirements for
transmission channel capacity; still, thanks to this, it is possible to regis-
ter higher harmonics of slow-changing seismic signal, which is a very useful
research material;

– Sampling can be increased up to 192 kHz, which makes it possible to record
ultrasound signals (of course, using appropriate sensors);

– For a sampling frequency of 48 kHz, the time between samples of 200 ns
reduces the ambiguity of determining the distance to about 0.5 m, and in the
case of 192 kHz – to about 12.5 cm (assuming the average speed of the carbon
wave at 2,500 m/s);

– The system enables to use a fibre as a transmission medium, which signifi-
cantly increases the transmission range (and thus the size of the system) to
several dozen (or even several hundred) kilometres, while being completely
immune to electromagnetic and electrostatic interference of the transmission
path;

– The system has the possibility of two-way audio transmission, which allows
simultaneous communication with the measurements (e.g. voice), and the
communication does not interact with the measurement channels;

– Synchronization of measurements takes place only from one central source by
broadcasting the Master Clock signal.

It should be noted that due to the characteristics of audio signals (especially
the lower limit of the frequency band) of the Ethersound system (or any other
AoE system), one cannot directly apply such a system in systems that monitor
seismic phenomena. The lower limit of the seismic signal band starts from about
0.001 Hz. For acoustic signals it is 20 Hz.
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Analog inputs of the EtherSound system are built according to the audio
specification and are a problem when directly connecting seismometers (fre-
quency 0.001 to 10 Hz), geophones (1 to 1000 Hz) or accelerometers (0.2 to over
20 kHz) [14], especially in the low range frequency. The reason is the standard
capacitive decoupling input circuit, used primarily for protection of output elec-
troacoustic transducers. It is necessary to redesign the input circuit, allowing
the transmission of frequencies close to zero, which will ensure the possibility of
using standard seismic sensors and will not damage electroacoustic transducers
that are not present in the measuring paths of seismic systems.

The above problems are not a limitation of implementing AoE technology in
seismic systems because parallel hardware-oriented work at the EMAG Institute
is aimed at developing an analogue interface fully compatible with AoE systems.
In addition, some work is underway on the distribution of the seismic signal
through a wide area network, using a backbone Internet network, made available
by one of the telecommunications operators.
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Abstract. We describe a SQLite-based mail server that runs on a bare
PC with no operating system. The mail server application is integrated
with a server-based adaptation of the popular SQLite client database
engine. The SQLite database is used for storing mail messages, and mail
clients can send/receive email and share files using any Web browser as
in a conventional system. The unique features of the bare PC SQLite-
based email server include (1) no OS vulnerabilities; (2) the inability
for attackers to run any other software including scripts; (3) no support
for dynamic linking and execution of external code; (4) a small code
footprint making it easy to analyze the code for security flaws; and (5)
performance benefits due to eliminating OS overhead. We describe sys-
tem design and implementation, and give details of the bare machine mail
server application. This work serves as a foundation to build future bare
machine servers with integrated databases that can support Internet-
based collaboration in high-security environments.

Keywords: Bare machine computing · Bare PC · SQLite ·
Database engine · Web server · Email

1 Introduction

Private email servers are often used for collaboration and communication among
small groups that do not want to use popular public email systems such as gmail
that rely on external servers, or within an organization, where a select group of
individuals do not want to use the organization’s own email system for privacy
reasons. Because of the importance of protecting sensitive content, private email
servers require stronger security than ordinary email servers. However, private
email servers that require support of an operating system (OS) are harder to
secure since they are vulnerable to exploits that target the OS, and have a
larger attack surface even if a lean kernel or customized OS is used (since the
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server requires external code to support the email application). A private email
server that runs as a bare machine computing (BMC) application with no OS,
kernel or external code provides an alternative to using a conventional private
email server.

As a first step towards building a complete private email BMC system, we
implemented a bare machine mail server. The current prototype uses a novel
server-side adaptation of the SQLite client database engine to support mail
system operations. SQLite [18] is widely used as a client-side database in many
applications, smartphones, operating systems, and web browsers. SQLite is also
used as a database engine for web sites and as a database for application servers.
In all such cases however, SQLite requires the support of a conventional operating
system (OS) or some form of a kernel. BMC SQLite has no OS dependencies and
it would be possible to replace BMC SQLite itself with a BMC database engine
customized for private email. The current SQLite-based mail server is accessed
via the Internet. It can also be used to build a private email system that runs
on dedicated network with no external connections.

The BMC email server only requires a bare PC, which is an ordinary desktop
or laptop, with no other software loaded except for the application itself. The
server application integrates lean versions of the necessary network protocol
code with the application code. The application also directly communicates to
the hardware and the network interface controller (NIC). BMC applications are
intrinsically secure due to the absence of features that attackers typically target.
A BMC system could thus be viewed as a form of minimalist system, where the
tradeoffs are less features versus reduced avenues for attack. The remainder of
this paper is organized as follows. In Sect. 2, we discuss BMC systems, and in
Sect. 3, we present related work. Sections 4 and 5 respectively provide design and
implementation details of the bare mail server. Section 6 contains the conclusion.

2 BMC Systems

The bare machine computing (BMC) paradigm, previously called dispersed oper-
ating system computing (DOSC) [11], enables applications to run on a bare PC
with no OS or kernel. Details of the BMC application development methodology,
which differs from that in a conventional system, are given in [12]. The BMC
programming paradigm may be viewed as a holistic approach, where one needs
to consider all aspects of application and system programming including the
execution environment. As there is no OS or centralized kernel running in the
system only a user mode is supported, and the programmer writes BMC appli-
cations that consist of a sequence of events executing in an interleaved fashion.
Each event code becomes a small thread of execution that runs without any
interrupts or task switching. Since there is no OS, the BMC programmer has
total control of both application and execution flow. For network communica-
tion, BMC applications have their own Ethernet driver and a lean TCP/IP stack
that implements only those protocols needed by the application.
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In addition to eliminating the overhead due to the OS, BMC applications
do not have OS vulnerabilities. They present fewer attack vectors than conven-
tional systems since each application only implements a minimal set of necessary
features. Being smaller and simpler, the BMC code is also easier to analyze for
security flaws. Furthermore, since the bare PC server application is statically
compiled and runs as a single thread of execution, it is difficult to compromise.
Furthermore, no exploit code can run on the server. While dynamic linking and
script execution can be disabled on a customized minimalist OS-based server, it
still has more avenues for attack than a BMC server application. These charac-
teristics of BMC systems make the bare mail server especially suited for private
communication in high security environments. If needed, the bare PC file system
located on detachable physically secured USB flash drives can be used by the
server for permanent storage.

3 Related Work

SQLite on OS-based systems provides database services for websites and appli-
cation servers [3]. Email servers such as [4,7,10] store emails in a SQL database.
Code for a Linux/free BSD-based mail server with account storage in a back-
end database is given in [10]. A typical LAMP stack [13] consists of the Linux
OS, Apache web server, MySQL database, and PHP, which could be used to
build a customized mail server. NIST publications for securing servers include
recent guidelines for secure hypervisor deployment [17]. Web, mail and database
servers are frequently located in the cloud and virtualization is common. Con-
ventional email servers have many external components, each of which would
need to be secured in order to build a private email server. In contrast, the bare
mail server runs without an OS or kernel and would have fewer components
to secure. Alternative approaches to minimize OS impact include exokernel [5],
bareMetal-OS [8], Linux kernel tinification [14], and the minimal Rust kernel [1].
Novel OSs, some of which are relatively small, are discussed in [16].

4 Design

4.1 Overview

Clients currently access mail and database services hosted on the BMC server
using any Web browser (in future, BMC clients could be used for more security).
The database client and database mail client data are stored on a USB flash
drive. SQLite’s command line interfaces are used for system administration and
debugging. When the bare mail server is booted, any required files are transferred
from a Windows system (using a lean version of trivial FTP), stored in memory,
and used during server operation. If there is a pre-existing database, it will also
be loaded. After the files are transferred, a dummy DB is created since SQLite
needs a DB pointer to do any operation. A “mail” table defines the bare mail
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server’s database. User profiles with username and password are also loaded
before the bare mail server application starts.

The integrated bare mail server application is statically compiled and cur-
rently runs on any Intel x86 architecture based PC or laptop. When the appli-
cation executes, it is not possible to run scripts, add new applications, or load
dynamic libraries. The bare mail server only performs functions that are defined
at development time. New profiles can be loaded to add or delete users as needed.

Figure 1 shows the system architecture for the BMC server. Server compo-
nents include the BMC Web server [9], an integrated SQLite USB file system [20],
and a novel task system. The tasks and their interactions are shown on the left
in Fig. 2. When the system boots up from the USB, the user menu for selecting
services is shown. The “Load” option loads the integrated server application,
and then the “Run” option runs the application, which starts the Main Task
(MT).

The server has an MT, which creates, initializes, and stores other tasks in
their respective task pools, and a Receive Task (RT), which receives network
packets. The four task pools are USB Task (UT), SQLite Task (ST), HTTP Task
(HT) and Post Task (PT), which reside in their respective stacks. When needed, a
task is popped from the stack, placed into a circular list for execution, and pushed
back onto the stack upon completion. The current tasks in a circular list are
processed in a first-in-first-out (FIFO) manner. When a packet arrives, the MT
starts the RT, which runs as a single thread of execution without interruption
until the packet is processed. If the packet has a GET request, an HT is started,
and if it has a POST request, a PT is started. A USB event such as insert,
remove, read, or write will invoke a USB task to process the event. Similarly,
a client’s new SQLite event will start a SQLite task. For simplicity, we only
consider one SQLite event (i.e., a single SQLite client), although the number of
SQLite events (clients) is unlimited in principle.

4.2 SQLite Server

The BMC web server runs after booting. The display then shows the SQLite
prompt and other information that are used for diagnostics and debugging. An
administrator can also enter command line queries and get a response. Loading
user profiles and creating a dummy database is done before clients access the
database. Reading the “t1.sql” file makes the database ready for client oper-
ations, and the DBR flag is set in memory so that POST commands will be
processed when the client makes requests. The server screen now shows that ST
and MT are running. The server runs until it is powered down. Wireshark traces
to validate network packets were obtained using an HTTP GET request for the
“barerocks530k.gif” file, and for read mail where POST has the user name and
GET is used to obtain the results. The SQLite code integrated in this system is
taken from the amalgamated package [19], which has two “C” files: shell.c and
sqlite3.c. The file shell.c has “main()” and other user interfaces.
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Fig. 1. System architecture

When this code was transformed to run on a bare PC, all system call inter-
faces were replaced with bare PC interfaces [15]. The right side of Fig. 2 shows
the processing logic to integrate the bare PC SQLite system and tasks with
the rest of the application. We changed the “main()” call in the shell.c file to
“main call()”, so that there is only one main() in the system. The MT starts
ST, which in turn calls “main call()”. The ST runs along with the other tasks
in the integrated web server application. When ST starts, it prompts “>sqlite”
and waits for the user requests. At the server side, all SQLite commands are run
using this command line interface. The original SQLite is designed as a client.
To build the bare mail server, we integrated SQLite with the bare PC web server
by creating a dummy database. In “shell.c” there is an instance of a database,
and appropriate initializations are done in the file “sqlite3.c”. Otherwise, SQLite
will not create any database instance. This approach allows us to use the SQLite
code as is and simply tap into the database interface in the file “shell.c”. A small
script file t1.sql is used for this purpose. It includes the do-meta-command “read
t1.sql” to create a dummy database and a dummy table t1. We can enter other
SQL statements or meta-commands at the command prompt before running the
script file. Once the script file is run, the SQLite interface at the command line
interface is disabled as the “.DBR” meta-command sets a DBR flag in shared
memory. The “.DBR” meta-command is added to the SQLite set of commands.



346 H. Alabsi et al.

Fig. 2. Task interface (left) and task-based SQLite query processing (right)

When the DBR flag is set, the SQLite shell program will go into the
“do meta 1” loop. When necessary, ST suspends itself and waits for client
requests. The suspend() function returns to the MT. The suspend() function
in C++ was mapped to the suspend() function in C (as class instantiation can-
not be done from our C program). Once the DBR flag is set, SQLite processes
client queries via a POST command.

4.3 Mail Server Operations

A network event in the server application occurs when a TCP SYN packet
arrives. Figure 3 shows control flow in the server including mail operations and
the relevant TCP states and packets. Either an HTTP GET request or a HTTP
POST request is sent by the client. When the client needs data from the server
a GET request is used, and when it sends data to the server a POST request
is used. For a GET request, the server knows how many packets to send and
it can control the data transfer. For a POST request, the client controls the
data transfer. In this case, the server keeps track of the number of packets and
the total data size to verify that all packets have arrived. POST data process-
ing requires a PHP parser. To avoid complexity, only the functionality needed
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Fig. 3. TCP flow and mail operations

for the integrated application is implemented in the PHP parser. Since we are
designing a server system, it is possible to control the design of the PHP files
and their contents.

It should be noted that HTML files are static content and PHP files are
dynamic content. When the client accesses the database, dynamic content is
required due to the nature of queries and mail requests. POST data is received
a packet of data at a time until all packets are received. Then the server processes
the data according to the type of the request indicated by RType (circled value 2)
in Fig. 3. There are five types of client-server interfaces, which result in five forms.
Figure 4 shows the relation between functions, file names and operations (Rtype
for login is not shown in Fig. 3). Each form corresponds to a different type of PHP
file. In addition, the client fetches the results from the database using a separate
form named “inbox.php”. Thus a total of six PHP files are required in the system.
Parsed attributes of each file are also shown in Fig. 4.

When the “login.php” file is received as POST data, the server parses the
data for the username and password, validates them, and logs the information.
This information is used throughout the session for a given user when logged in.
Only necessary information is parsed using keywords; the file also has keywords
to help the parser find the key reference points. Database queries from a client are
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Fig. 4. Functions, file names and operations

received at the server via a “compose.php” file sent using the POST command.
The server extracts the query data from the packet(s) and forms a query block for
the SQLite server, which returns the results in a memory block. These results
are inserted into the “inbox.php” file at the insertion points shown in Fig. 5.
The insertion points “POINT1” and “POINT2” provide the references in the
files to insert data into the file. When the result data is inserted, the “POINT2”
reference will be moved down to increase the file size according the size of the
data. This technique enables us to avoid writing a full PHP parser.

Fig. 5. Inserting results in the PHP file

When sending mail, the “sendmail.php” file is used to form a mail message.
At the server, mail attributes such as from, to, subject, and body are extracted,
and an INSERT query is formed. This query is sent to SQLite for execution and
checked for a valid return code. Parsing of the “sendmail.php” file is similar to
the other PHP files. In this case, a username is also parsed from the mail content
and validated by comparing with the login name. Receiving mail is slightly more
complex than other client requests. The “retrieve.php” file sent to the server
via POST contains the username of the receiver. A SELECT query is formed to
retrieve emails for this receiver from all other users (if any). This query is sent
to SQLite and the results are inserted into the “inbox.php” file. The client sends
a GET request to obtain the results. Inserting results into the file “inbox.php”
is similar to inserting database query results. Finally, the “delete.php” file is
received by the server as POST data. The server extracts the username from the
message and the appropriate query is formed to delete the mail message from the
database. For a given user, mail from a sender is deleted based on the sender’s
username. Only one mail message at a time can be deleted.
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The server is a prototype that integrates client SQLite as a server component,
and handles basic database queries and mail requests. While more features can
be added to the server as it is designed in a modular fashion, this may increase
server complexity and result in reduced security.

5 Implementation

SQLite integration is implemented in C/C++ with direct hardware interfaces.
Communicating from C code to C++ code required the use of special pointer
conversions and prototypes. The server application uses an Intel Gigabit Ether-
net NIC (on-board chip) and its corresponding BMC driver. The executable size
is 821,248 bytes. This includes the application code and the required execution
environment code that makes it a self-contained, self-managed and self-controlled
application. A user owned USB drive contains this executable including its boot
code, which is used to boot up a bare PC and run the server application. The
application runs on any Intel x86 architecture based PC or laptop. The SQLite
and POST source code are 140K lines and 3K lines.

The SQLite DB application runs as a client server system. When a user
clicks on the DB link to access the database or DB mail, the login interface
appears. The user enters the username and password (which are validated), and
the system menu is displayed as in Fig. 6. The page for composing a mail message
is shown in Fig. 7. The results of a query are shown in Fig. 8. Selecting the DB
Query option, a user can enter a SQLite query as in Fig. 9. Database queries can
be typed in as text in the window or they can be included in an attachment.
The system is tested for both options. A database application running on the
system can be accessed by users and administrators. The bare PC web server
has a debug mode, where some web pages can show internal server operations
and database operations. Database queries are limited to the queries that can
be performed by SQLite.

Fig. 6. Menu screen
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Fig. 7. Compose mail page

The bare mail server is designed to work with a limited group of users who
share the SQLite database to send and receive email after logging in to the
server. The server does not include TLS at present, but it can be added by
integrating the existing BMC TLS code in [2]. An SMTP-based bare PC email
server built previously [6] could also be integrated with the present system if
needed to communicate with external mail servers. The SQLite database and
user accounts are created by an administrator in a physically secure manner. An
OS-based web browser is used to send, receive/read, and delete email messages.
The corresponding database operations are send, receive, and delete. Sent mes-
sages are stored in the database. The send mail form requires the sender’s name

Fig. 8. Query results page
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address, receiver’s name, subject, and message body. This form is sent to the
server as a POST message. The server inserts this query into the mail database
and returns. The receive mail form requires the username for the receiver. A
page similar to that shown in Fig. 8 is used to display the results of receive mail.
Currently, all emails received for a user are displayed. The server receives the
username and password and forms a query. It submits the query to SQLite and
collects the results, which are stored in a file and returned to the client via a
GET request. The delete mail form requires the sender’s username for the mes-
sage to be deleted. A user must be logged in (as a receiver) to delete a sender’s
messages.

Fig. 9. Query entry page

6 Conclusion

We built a novel email server that provides mail services on a bare PC by running
SQLite in a client-server environment. The server enables a small group of users
to collaborate by sharing files or communicate privately without using a public
email system. It is immune from attacks that require an underlying OS and
is easier to secure than a conventional email server due to its reduced attack
surface and smaller footprint. The code is currently written based on the Intel
IA-32 CPU architecture, but can run in principle on other CPU architectures
by developing the necessary hardware interfaces. The email server extends a
bare PC webmail server built earlier in three significant ways: (1) it has the
capability to store messages on USB-based external mass storage; (2) it uses
the bare SQLite database engine and associated queries for message storage
and retrieval; (3) it is integrated with a USB-based bare PC file system. The
server is accessed by using any conventional OS-based Web browser. Since the
browser/mail client can be compromised due to OS vulnerabilities, only the mail
server retains the advantages of being resistant to OS-based attacks. For better
security and enhanced privacy, the web browser should also be run on a BMC
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system. Such a web browser does not exist at present, but a text-based bare
PC web browser is currently under development. While hardened lean OS-based
private email servers can also be run on dedicated networks and limited to a
select group of users, they are still vulnerable to OS-based attacks. This work
serves as a foundation to build secure private bare PC email servers and clients
that run with no OS support.
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Abstract. Physical protection of a laboratory must be built accord-
ing to many stringent standards, criteria, and guidelines which are often
general and difficult to apply in practice. This is a pity, because many
organizations may save a lot of time, money and effort if they had a way
of selecting the right security measures at the beginning of a process.
Introducing a simple evaluation method of safeguards into requirements
analysis can dramatically facilitate the designing phase of the lab’s phys-
ical security. In the result, more institutions would decide to cope with
the problem of fulfilling security requirements by choosing concrete solu-
tions within the assumed budget.

Keywords: Common Criteria · Security requirements · Evaluation ·
Certification

1 Introduction

Building and organizing an Information Technology (IT) security evaluation lab-
oratory is a very difficult and demanding task. It involves security specialists,
technicians, analysts and even construction workers. At start you have to iden-
tify your lab’s goal, future clients, and prospective IT products to be evaluated.
And even though you have all these at place you still may face a main question
what are the physical security requirements and how to deploy them properly to
make your lab secure. The problem is even bigger when you have to build your
lab from the scratch like in the case presented in this article.

We currently face such a problem in a research project “National schema for
the security and privacy evaluation and certification of IT products and systems
compliant with Common Criteria (KSO3C)” [18]. The project is financed from
the Polish National Centre for Research and Development (NCBR) program
“Cybersecurity and e-Identity”. The project goal is to build a national schema
for security and privacy evaluation of IT products compliant with ISO/IEC
15408 standard [7–9] (also known as Common Criteria – CC [3–5]). The project
is a common initiative of three Polish research entities: NIT – National Institute
of Telecommunications (Warsaw), NASK – Research and Academic Computer
c© Springer Nature Switzerland AG 2019
S. Kozielski et al. (Eds.): BDAS 2019, CCIS 1018, pp. 354–365, 2019.
https://doi.org/10.1007/978-3-030-19093-4_26
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Network (Warsaw), and Institute of Innovative Technologies EMAG (Katowice).
The Polish schema will comprise of a Certification Body (CB) in NASK and two
laboratories (ITSEF – IT Security Evaluation Facility) in NIT and EMAG.

According to the CC international arrangements of certificates authorizing
countries and licensed laboratories, any new candidate schema and a lab have
to fulfill a lot of strict organizational and security requirements. These require-
ments are spread out in many CC documents, other evaluation schemes, and
international arrangements which we describe in Sect. 2.

One of EMAG’s tasks in the project is to build, organize and secure the
evaluation lab. After choosing the lab’s premises you have to select proper phys-
ical security measures. In practice you have to select and apply minimum set of
requirements listed by international arrangements and supporting documents.
There are a lot of requirements to analyze and to decide which are the best to ful-
fill your lab’s security needs. But unfortunately in most cases they are described
in a general way without technical details answering questions like: How many
cameras and with what resolution do I need for my surveillance system? How
strong must be door locks or bars in windows? How many burglary-resistant
doors must be included in an access control system? How many and what type
of sensors are needed for an alarm notification system? All these details you
have to adjust to your own needs. But how to do it objectively? How to assess
whether the chosen security measures are good enough to protect the lab and
clients’ assets? How to find a trade-off between the level of security and costs of
controls? In this paper we propose answers to these questions:

– First, in Sect. 3, we describe the problem of seeking for the proper criteria
among dozens stored in the international arrangements, standards, and sup-
porting documents. As an example we also present lists of basic requirements
with references. In fact it is the first time in Poland when the criteria for
securing the lab must consider the CC requirements. Thus the problem itself
is new, and has not been addressed so far.

– Second, in Sect. 4, we suggest to use an approach supporting the selection of
the lab’s security measures based on the idea of combining the Polish regu-
lation for physical protection of secret information [8] with the CC require-
ments.

The regulation itself is not something new or revolutionary but it helped us to
choose adequate controls what we presented in Sect. 5. The regulation describes
how to calculate a threat level to the critical information and how to select
security controls relevant to that level. In Sect. 5 we also discuss the results and
compare our idea to the standard way of choosing security controls. In Sect. 6
we conclude our research and state the future work which can help to adjust the
proposed approach for new applications.

2 Common Criteria Methodology

In this section we briefly outline the Common Criteria methodology and its
main goals. It will set the scene for this paper and help the reader to understand
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the gist of the problem presented in Sect. 3. Common Criteria (CC) is a multi-
part international standard for the security evaluation and certification of IT
products which was published in 1999. The standard is the result of common
work of six countries: The United States of America, Canada, France, Germany,
The Netherlands, and Great Britain. They adjusted and integrated their former
security standards into one common CC standard.

CC parts 1–3 [3–5] became an International Organization for Standardization
(ISO) standard (ISO/IEC 15408) and it is supported by the Common Evalua-
tion Methodology (CEM) [2]. CEM is also the international standard ISO/IEC
18045 [12]. CC methodology is based on three main processes [15,16]: (1) IT secu-
rity development process in which a Security Target (ST) document is created.
ST describes a product’s security features countering threats. (2) IT product
development process – it is building the product and implementing its security
features. (3) Security evaluation process – it is verification whether the product’s
security features work well or not. In this section we will focus only on the last
process.

In CC the assurance of security features (i.e. security functions) is measured
by Evaluation Assurance Levels (EAL) from EAL1 to EAL7. The higher level the
more stringent rules and requirements must be fulfilled during the development of
a product. Minimum Site Security Requirements (MSSR) document [13] defines
a set of minimum controls that a developer shall meet at the development site.

A common sense let us assume that at least the same requirements must also
apply to the evaluation lab. And in fact, all ITSEFs use MSSR to determine
the proper security controls what we describe in Sect. 3. MSSR was used as a
reference document for the lab’s security requirements in the KSO3C project.

Next, evaluation results are validated in a certification process run by Cer-
tification Body (CB). In the end, a certificate is issued and published on the
Common Criteria website [17]. The CC website provides statistics that list a
grand total of 3779 products have been certified so far. The CC certificates are
issued by different countries using different CC schemes. It raised a question
whether certificate issued by one country is still valid in other countries? That
is why countries decided to create and sign two international arrangements that
solved this problem:

1. SOG-IS MRA (Senior Officials Group – Information Systems Security Mutual
Recognition Agreement) [14] – in this European agreement 15 countries
decided to mutually recognize CC certificates up to EAL4. Within the group
there are 8 countries – certificate producers and 7 countries – certificate con-
sumers (thanks to the KSO3C project Poland joined that group in March
2017 and is represented by NASK);

2. CCRA (Common Criteria Recognition Arrangement) [1] – in this interna-
tional agreement 29 countries established mutual recognition of evaluated IT
products at EALs 1-2. Within the group there are 17 certificate authorizing
members and 12 certificate consuming members (and likewise in SOG-IS, in
November 2018 Poland became a certificate consuming member thanks to the
KSO3C project).
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Both arrangements put conditions on the Certification Body and Evaluation
Facility for mutual recognition of certificates. Article 5 of the arrangements says
that ITSEF must: perform evaluations impartially; apply CC, CEM, and CCRA
supporting methods correctly and consistently; and the most importantly – ade-
quately protect the confidentiality of sensitive information. Article 5 also says
that CB and ITSEF must be accredited to ISO/IEC 17065 [11] and ISO/IEC
17025 [10] standards respectively.

In this section we described in a great short the Common Criteria standard
and accompanying arrangements and supporting documents. We focused on the
possible sources of requirements we must follow to build the physically secure
lab. In the next section we list the most important requirements taken from these
sources and show they are described in a very general manner. This is the main
problem cause general statements about security measures must be somehow
adjusted to the concrete lab’s use case.

3 The Problem – General Requirements

In previous section we described many sources of requirements necessary for
building a secure lab. These sources comprise of many guidelines, rules and
advice how to implement security measures. The problem is that there are plenty
of such documents and requirements. Even though you completed all necessary
controls then you have to adopt them to your specific lab context. Beneath we
present the examples of requirements sets with their references.

But the problem is that requirements are described in a general way. This is
still good cause it allows to gather all necessary prerequisites and prepare pre-
liminary budget, equipment and staff. But in the end, this broad and general set
of conditions must be narrowed down to the concrete needs and financial capa-
bilities, and must assure adequate level of physical security. It is an interesting
problem to solve how effectively achieve this goal. We currently face and try to
solve this problem in the KSO3C project.

3.1 CCRA and SOG-IS Requirements

The CCRA and SOG-IS arrangements determine conditions of the mutual recog-
nition of evaluations and certificates. Main conditions are described in Article
5 of both arrangements. But additionally they also demand the use of criteria,
methods and requirements based on Common Criteria, CEM, ISO/IEC 17025,
and supporting documents issued by the Common Criteria Management Com-
mittee (CCMC).

The CC and CEM standards describe security assurance requirements con-
cerning development security in a special assurance family Development Security
(DVS). But as we wrote in Sect. 2, security measures typical for development site
can be used also for an evaluation site. The DVS family deals with controls mea-
sures which help to counter the threats existing at the developer’s (here also
evaluator’s) site. The family comprises of two components:
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– First says that a site shall have all the physical, procedural, personnel, and
other security measures to protect confidentiality and integrity of the TOE;

– Second says that the documentation of a site shall justify the security mea-
sures provide the necessary level of protection to maintain TOE security.

Article 5 says that any ITSEF must be accredited in accordance to ISO/IEC
17025. The standard includes requirements for the competence of testing and
calibration laboratories enabling them to demonstrate they operate competently
and generate valid results. The standard focuses on quality, documentation, and
testing methods management. That is why we will not find there any physical
security requirements.

Article 5 also mentions about CCMC supporting documents. Among them
there is one that has got all we need at the moment – it is the MSSR (Minimum
Site Security Requirements) supporting document issued by Joint Interpretation
Working Group (JIWG). The group provides guidelines to facilitate application
of the requirements and methods by the members of SOG-IS arrangements. In
the next section we present some examples of requirements from this document.

3.2 Minimum Site Security Requirements

MSSR defines the necessary security measures based on the best practices from
developers, ITSEFs, and CBs. Every section of the document consists of secu-
rity goals and measures. Each control is described by its objective and security
measure. The objective defines the mandatory target of control. The security
measure describes possible controls to protect the assets of the lab.

Among others, MSSR consists of the following sections concerning security:
Development Security System (DSS) and Documentation, Internal DSS audits,
DSS Improvement, Control Objectives and Controls. The last section includes
subsection of Physical and Environmental Security which is the most of our inter-
est because it describes basic physical means preventing unauthorized physical
access to the lab’s premises.

Thus we are now very close to find out what physical controls we shall imple-
ment to make our lab compatible with CCRA and SOG-IS physical security
requirements. Below there are some examples of security measures [13].

1. Physical security perimeter – the objective is to protect the premises by at
least two line of defense, a detection layer and a stop layer. These layers shall
separate authorized from unauthorized people.

2. Physical entry controls – the objective is to protect secure areas by appro-
priate entry controls to ensure that only authorized personnel are allowed
access.

3. Securing offices, rooms and facilities – the objective is to implement measures
to ensure detection and prevention of unauthorized access.

4. Media handling – the objective is to protect confidentiality of TOE related
data and information, all media shall be protected against unauthorized dis-
closure, modification, removal, theft, destruction or damage.
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The requirements sets in MSSR and schemes are generic and they are
intended to be applicable to all organizations, regardless of type, size, and nature.
These security measures can be modified, replaced, or enhanced by the owner
of the lab. Here comes our idea to adjust general requirements taken from CC,
CEM, MSSR, and evaluation schemes by using the Polish regulation for the
physical protection of secret information.

4 The Idea - Adjusting Controls to the Requirements

Polish regulation for the protection of secret information [6] determines:

– Basic criteria and the way to define a threat level,
– Selection of security measures relevant to the defined threat level,
– Types of threats that must be considered,
– Application scope of physical security measures.

The main assets of the lab are the TOE parts and its documentation that
must be physically protected against unauthorized disclosure. Thus we can
assume that all information concerning an IT product can be treated as con-
fidential information in the same way like in the regulation. This is why we
decided to use the regulation guidelines for the selection of security measures.
But at the same time we have to fulfill conditions of CCRA and SOG-IS arrange-
ments. Later in this section we will trace MSSR requirements to the regulation
requirements to show that conformance.

Our main idea is to change the general sets of conditions from MSSR into
the detailed set of physical security measures ready to be applied in the lab. The
whole idea includes only two steps: (1) Determining a threat level for the lab’s
premises and assets; (2) Selecting security measures according to the determined
threat level. In the following subsections we describe how the idea works.

4.1 Threat Level Calculation

The threat level is calculated by using factors which impact on disclosure or loss
of confidential information. The evaluation says how significant the given factor
is for the organization. Each factor is evaluated in points within 3-stage scale:
Very substantial importance (8 points); Substantial importance (4 points); Low
importance (1 point). There are the following seven factors:

– Classification of confidential information – it shows whether the information
in the organization is top secret (8 pts), secret (4 pts), or confidential (1 pt).

– The number of sensitive documents – the more sensitive documents in the
organization the higher score.

– The form of secret information – electronic form is the most important so it
gets the highest score (8 pts).

– The number of people – this factor pertains to all the people in an organization
who have access rights to confidential information. The more people having
access the more points.
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– Location – the factor value is higher when the building is used together with
other entities or is placed near by another publicly available buildings.

– Access to a building – the importance of this factor is higher when more
people who are not the employees have access to a building.

– Other – this factor considers such events as sabotage, terrorist attacks, or
force majeure.

We calculate the sum of factors’ points and assign a threat level for our sensitive
information according to a key presented in Table 1.

Table 1. Threat levels values

Threats level

Low Medium High

7–16 pts 17–32 pts Above 32 pts

Next, for the calculated threat level we must select a proper set of security
measures which effectively counter the threats.

4.2 Security Measures Selection

The right combination of security measures depends on the calculated threat
level and the confidentiality clause of sensitive information. In the regulation [6]
there are four tables for confidentiality clauses: top secret, secret, confidential
and restricted. Below we present the table for the secret information (Table 2).
Other tables are built in the same way but of course with different values.

Table 2. Minimal values of security measures categories for secret information

The highest confidentiality clause in
the organization

Threats level

Low Medium High

SECRET

Mandatory: categories C1+C2+C3 8 9 10

Mandatory: categories C4+C5a 4 5 5

Additionally: category C6 4 5 5

Total in points 16 19 20
aAll values different from 0

The regulation [6] defines the following six security measures categories: C1
(Safes for secret information storage), C2 (Rooms), C3 (Buildings), C4 (Access
control), C5 (Security personnel and burglar alarm systems), C6 (Perimeters).
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Let us assume we calculated the medium level of threats (cf. Sect. 4.1).
According to Table 2 it means that the total points for all security categories
should be 19. Further, for categories C1, C2, C3 the sum is 9, for categories C4,
C5 the sum is 5, and for additional category C6 the sum is 5. In the next step
we select specific security measures within these categories.

Security measures must be selected in a way which allows mandatory cate-
gories to reach minimal values from Table 2. If the total points for mandatory
categories is still less than 19 (Medium threats level) then the additional category
C6 must considered. The regulation describes the following security measures for
each category (CM), Table 3. Measures’ values vary from 1 (low) to 4 (high).

Table 3. Enumeration of security measures

Value ranges Calculation

C1 C1M1 Class of a safe construction safety (1..4) C1M1×C1M2

C1M2 Class of a safe locks safety (1..4)

C2 C2M1 Class of a room construction safety (1..4) C2M1×C2M2

C2M2 Class of a room locks safety (1..4)

C3 C3 Class of building construction safety (1..4) C3

C4 C4M1 Class of an access control system (1..4) C4M1 + C4M2

C4M2 Methods of checking the people without permanent
authorization to enter the building (values: 1 or 3)

C5 C5M1 Restrictions quality level of security personnel (1..4) C5M1 + C5M2

C5M2 Class of burglar alarm systems (1..4)

C6 C6M1 Class/quality of fence safety (0 or 1) C6M1 + C6M2 +
C6M3 + C6M4 +
C6M5 + C6M6

C6M2 Class/quality of security check at control points
according to fence classification (0 or 1)

C6M3 Methods of security checking system of people and
goods at entry/exit (0 or 1)

C6M4 Quality of fence trespass detection system (0 or 1)

C6M5 Quality of lighting of perimeter and security area
(0 or 1)

C6M6 Quality of perimeter surveillance system (0 or 1)

Using Table 3 we are able to select the measures very precisely. Each measure
has its own range of values. These values depends on how the measures are
effective. Efficiency of a measure relies on the implemented security features
which can be more or less stringent. These security features are described in
standards and guidelines. They are divided into classes or are rated in points.
In the regulation there are tables with security categories and measures. The
stronger (better) security feature the higher value of a measure. Below we present
Table 4 with an example of the “C2M2 – a room lock” measure which strength
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Table 4. A room lock security measure values

Points Functions or features

4 A lock fulfills at least class 7 of Polish standard requirements

3 A lock fulfills at least class 5 of Polish standard requirements

2 A lock fulfills at least class 4 of Polish standard requirements

1 A lock fulfills at least class 3 of Polish standard requirements

depends on the lock’s class. Values for other measures are selected in the same
way by using dedicated tables from the regulation [6].

We additionally traced the regulation’s categories to MSSR to check whether
all MSSR’s requirements are met. It revealed we could assign every category to at
least one of the MSSR”s security requirements listed in Sect. 3.2 in the following
way:

– Physical security perimeter – C3, C6,
– Physical entry controls – C2, C4,
– Securing offices, rooms and facilities – C2, C5
– Media handling – C1.

It means that by using Polish regulation we can still select and evaluate security
measures which are conformable with Common Criteria requirements. In the
next section we present the results of selecting security measures for our lab.

5 Results and Discussion

We assumed that we will process “Secret” information in the lab. According to
Sect. 4.1 we assessed the importance of factors in the following way:

– Classification of confidential information – 4 pts (for “Secret” information),
– The number of sensitive documents – 4 pts (not so many),
– The form of secret information – 8 pts (the highest because the most of

documents will be in digital form),
– The number of people – 1 pt. (only a few people will have access rights to

the “Secret” information),
– Location – 4 pts (a building will be partially separated from other facilities),
– Access to a building – 1 pt. (only lab workers will have an access to the lab),
– Other – 1 pt. (we do not consider atypical events).

The sum of all factors is 23 points. According to Table 1 we should apply
security measures countering the medium threat level.

For the secret information and medium threat level, the minimal total points
value of security measures should be 19 (Table 2). The minimum value of security
measures should be 9 pts (for categories C1, C2, C3) and 5 pts (for categories
C4, C5). If required 19 pts are not achieved then additional security measures
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from category C6 should be used. In the first iteration we assumed the following
security measures depicted in Table 5. The points were assigned to each measure
according to the dedicated tables in the regulation [6] as it was described for
Table 4. The sum of all security measures categories is 34 points – far more
than requested 19 points. It means that in the first approach we chose too strict
security measures. It means there is still a room to choose less stringent measures
and reduce the costs.

Table 5. Values of main security measures categories

Category Justification Points Result

C1 C1M1 Safe structure fulfills S2 class of Polish
standard PN-EN 14450

3 pts C1M1×C1M2 = 6 pts

C1M2 A lock of type 2 fulfills A class of
Polish standard PN-EN 1300

2 pts

C2 C2M1 A room structure with high resistance 3 pts C2M1×C2M2 = 12 pts

C2M2 A room lock in accordance with class 7 4 pts

C3 C3 Medium resistant lab’s building 3 pts 3 pts

C4 C4M1 Access control system fulfills class 2 of
Polish standard PN-EN 50133-1

2 pts C4M1 + C4M2 = 5 pts

C4M2 Visitors are accompanied by
authorized workers

3 pts

C5 C5M1 Security personnel 3 pts C5M1 + C5M2 = 6 pts

C5M2 Burglar alarm systems fulfills class 3 of
Polish standard PN-EN 50131-1

3 pts

C6 C6M1 2 m high fence without any sensors 1 pt. C6M1 + C6M2 +
C6M3 + C6M4 +
C6M5 + C6M6 = 5 pts

C6M2 A guard at reception 1 pt.

C6M3 Security checking system of people and
goods

1 pt.

C6M4 No fence trespass detection system 0 pt.

C6M5 Lighting of secure area 1 pt.

C6M6 Perimeter surveillance system 1 pt.

Total score 34 pts

As outlined in the introduction, building the physical protection of the lab
according to the Common Criteria standard relies on the international CC
arrangements and many supporting documents. But these security requirements
are described in a general way. This is why it is very difficult to find an objective
means of selecting security measures matching CC requirements at the beginning
of building the lab.
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To solve this issue we decided to implement the Polish regulation which is
used for the evaluation and selection of security measures. The regulation helped
us to select controls and evaluate them in the objective manner.

We verified the conformance of physical security measures proposed by the
regulation with measures described in the MSSR document. It turned out the
regulation’s measures match MSSR’s requirements so they can be used for the
lab protection.

We also presented the example of security measures evaluation. In the first
iteration we chose too strong security measures rated with 34 points in total.
It was far too many than demanded 19 points for the medium threats level. In
the next iteration we should adjust security measures so that we could achieve
demanded level of protection at the lower costs.

6 Conclusions

The goal of this paper was to describe the problem of selecting security mea-
sures for the physical protection of the IT security evaluation lab. The paper
includes the review of the Common Criteria methodology and accompanying
arrangements, and documents which are the potential sources of requirements
for physical security controls.

The CC standard includes general requirements stating how to protect the
lab and its assets. A developer must follow these requirements and adjust them
to the specific needs of a lab. In the paper we proposed the solution based on
the Polish regulation which allows to select the proper security controls.

The idea uses the method of security measures evaluation based on Polish
technical standards which impose concrete conditions on security features. The
more strict conditions are fulfilled by a security measure the bigger score it gets
during evaluation. In this way we can objectively assess security measures and
select the best one to protect the lab.

Of course the method still needs to be supplemented by other security mea-
sures which are not included in the Polish regulation. We plan to improve the
method according to the European Union or NATO (North Atlantic Treaty
Organization) requirements for the protection of confidential information. Then
the method could be used for the selection of security measures required for the
laboratory where some special IT products must be highly protected.
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