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Preface

Advancements in information and communication technologies have paved the way to
new business models, markets, networks, services, and players in the financial services
industry, developments now labelled as “FinTech.” FinanceCom workshops have been
providing research leadership in this area well before the rise of the FinTech concept,
helping academics and practitioners to understand, drive, and exploit the associated
opportunities in the financial sector.

After very successful FinanceCom workshops in Sydney (twice), Regensburg,
Montreal, Paris, Frankfurt (twice), and Barcelona, FinanceCom 2018 was held in
Manchester (UK) for the first time. The workshop spans multiple disciplines related to
the use of technology for financial services, including analytical, technical, services,
economic, sociological and behavioral sciences, aiming to foster true cross-disciplinary
work for addressing research questions grounded in real industrial needs. Indeed, one
of the main goals of the workshop series has been to bridge the boundaries between
“traditional” business disciplines (such as finance and economics) and “ICT-based”
disciplines (such as software engineering and information systems), which demonstrate
inertia in their focus on isolated parts of a much larger picture in which diverse aspects
are intertwined in complex ways.

This inertia reduces the size of the FinanceCom community yet at the same time it
amplifies the impact of the work presented at our specialized interdisciplinary
workshop series. This year we received 18 submissions, of which we selected
11 high-quality papers to be presented at the workshop and to consequently be
reworked based on the feedback and published in this volume together with an addi-
tional invited paper. The selection was instrumented by a rigorous review process
implemented with the help of a Program Committee consisting of internationally
renowned researchers and practitioners.

The first part of these proceedings contains five contributions in the area of financial
innovation. The first paper is our invited paper “The MiFIR Trading Obligation: Impact
on Trading Volume and Liquidity in Electronic Trading” by Gomber et al. It tests
whether the migration of trading from the over-the-counter (OTC) markets to regulated
trading venues and on platforms of systematic internalizers (Sis) has any effect on
liquidity. The paper shows that liquidity on open limit-order book markets (OLOBM)
increases as a result of the additional turnover coming from the OTC market. However,
trading on SIs has an adverse effect on liquidity for OLOBM. The second paper, “Open
Innovation Effectiveness in the Financial Services Sector,” by Piobbici et al. argues that
an open innovation framework could be useful in analyzing innovation patterns that
involve both financial and non-financial institutions. The paper suggests that
market-based collaborations are significantly correlated with the performance in
relation to innovation. Overall, the paper demonstrates that market-based collaborations
are the most effective. Using a very large sample of 2469 observations and covering a
13-year period, the third paper, “Identification of Financial Statement Fraud in Greece



by Using Computational Intelligence Techniques,” by Chimonaki et al. reports that
computational intelligence (CI) techniques can enhance the detection of financial fraud.
The fourth paper, “What Sort of Asset? Bitcoin Analyzed,” by Corbet et al. examines
whether the introduction of futures contracts in bitcoin addresses the issues that have
inhibited it from being classified as a currency. The paper shows that spot volatility has
increased following the introduction of futures contracts, these contracts are ineffective
as hedging instruments, and price discovery is driven by uninformed investors in the
spot market. Overall, the paper demonstrates bitcoin is a speculative asset and the
introduction of futures contracts has failed to make it a currency. The fifth paper,
“Blockchained Sukuk-Financing,” by Shaikh and Zaka examines the use of sukuk in
Islamic finance as an alternative source of finance to conventional bonds. This source of
finance can involve a number of parties, especially when sale, lease, and agency
contract are combined. The paper presents a model for blockchained sukuk-issue,
highlighting the significant design features that are unique for this source of finance.
This approach should help the traceability of any asset transfers that will ultimately
enhance sukuk credibility and their valuation. Further, a better contract infrastructure
with blockchain security should also significantly reduce the execution time for
transactions involving sukuk.

The second part of the proceedings contains four contributions in the area of market
data analytics. The first paper in this section, “The Role of Customer Retention in
Business Outcomes of Online Service Providers,” by Assemi examines two competing
theoretical models using archival data from a leading crowdsourcing marketplace. The
findings show that a provider’s profile information is significantly associated with the
provider’s business outcomes, while customer retention partially mediates this
relationship. Furthermore, the results demonstrate the important role of new customers
in achieving better business outcomes on crowdsourcing marketplaces. The second
paper, “Using NSIA Framework to Evaluate Impact of Sentiment Datasets on Intraday
Financial Market Measures: A Case Study,” by Qudah and Rabhi examines the impact
of news sentiment on the intraday cumulative average abnormal returns (CAAR) using
cases from Australia, Canada, Germany, and the USA. The results show that in nine out
of the 12 cases examined, the release of the sentiment news has a significant negative
impact on the CAAR. The third paper, “Financial Data Visualization in 3D on
Immersive Virtual Reality Displays,” by Lugmayr et al. presents a design prototype for
the 3D visualization of financial data relating to Australia’s energy sector with a
large-scale immersive virtual reality environment. The paper attempts to develop a
proof-of-concept implementation referred to as “ElectrAus,” a tool to visualize publicly
available data from the Australian energy market. The primary aim of the proof-of
concept implementation is to demonstrate new concepts in data visualization such as
utilization of immersive environment and large screens for financial data visualization;
creating an understandable visualization for the general public; and additional insights
and analytics through 3D displays. The fourth paper, “Document Representation for
Text Mining: Opportunities for Analytics in Finance,” by Roeder and Palmer
investigates the utilization of a distributed representation of words and documents
referred to as “embeddings” for text analytics in finance. The results reveal a potential
application of the document representation techniques for text analytics in the area of
finance.
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The third part of the proceedings contains three papers focusing on the use of
semantic modelling in supporting financial trading. In their paper, “Semantic Model
Based Framework for Regulatory Reporting Process Management,” Pilaka et al.
describe how semantic modelling can help in extracting instances of regulatory
reporting processes from event traces and help with compliance monitoring. The
proposed framework is tested through applying it to event traces from the Australian
Securities Exchange to extract instances of the “off market bid” regulatory process.
The second paper, “Applying Ontology-Informed Lattice Reduction Using the
Discrimination Power Index to Financial Domain,” by Quboa et al. describes the use of
semantically encoded knowledge about asset allocation to support the automatic
clustering of instances sampled from the domain and their tagging with semantic
information. The final paper in this section by Behnaz et al., “A Statistical Learning
Ontology for Managing Analytics Knowledge,” proposes an ontology development
process tuned to developing statistical learning ontologies that can support analytics.
Two case studies ground the research to the domains of commodity pricing and digital
marketing.

Special thanks go to Alliance Family Foundation and Alliance Manchester Business
School Strategic Investment Fund, which supported this event financially through the
Alliance MBS Big Data Forum. We are also grateful to Fethi Rabhi, who has guided us
all the way in getting this workshop and proceedings organized from start to finish. We
are grateful to our team of reviewers and Program Committee members, who worked
very hard with the authors to ensure the quality of the papers included in this volume,
and to Ralf Gerstner and Christine Reiss from Springer for their excellent support in
producing this proceedings volume.

June 2018 Nikolay Mehandjiev
Brahim Saadouni
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The MiFIR Trading Obligation: Impact
on Trading Volume and Liquidity

in Electronic Trading

Peter Gomber , Benjamin Clapham , Jens Lausen , and Sven Panz(B)

Goethe University Frankfurt, Theodor-W.-Adorno-Platz 4,
60323 Frankfurt am Main, Germany

{gomber,clapham,lausen,panz}@wiwi.uni-frankfurt.de
http://www.efinance.wiwi.uni-frankfurt.de

Abstract. The new financial market regulation MiFID II/MiFIR will
fundamentally change the trading and market infrastructure landscape in
Europe. One key aspect is the trading obligation for shares that intends
to restrict over-the-counter (OTC) trading to ensure that more trading
takes place on regulated trading venues and on platforms of Systematic
Internalisers (SIs). In this context, market experts often argue that SIs
might have a competitive advantage due to the best execution concept
in combination with the possible exemption of SIs from the tick size
regime. Applying scenario analysis, we determine the likely migration of
OTC trading volume to regulated trading venues and SIs. Based on our
data set, we investigate how changes in trading volume influence liquid-
ity on open limit order book markets (lit markets). The results of our
scenario analysis indicate that liquidity on lit markets might increase
due to additional turnover formerly traded OTC. However, also a nega-
tive liquidity effect for lit markets and for the price discovery process is
possible because of increased trading via SIs.

Keywords: MiFID II/MiFIR · Trading obligation · Liquidity ·
Trading volume · Electronic trading

1 Introduction

Electronic trading in European equity markets has changed significantly in the
last 15 years due to regulatory initiatives. The Markets in Financial Instru-
ments Directive (MiFID I) came into effect in April 2004 and has been applied
by investment firms and Regulated Markets (RMs) in Europe since November
2007. A central goal of MiFID I was to enable investors to “trade securities at
maximum efficiency and at minimum cost” [10]. This goal should be achieved by
increased transparency and accessibility of markets, investor protection, market

The authors acknowledge financial support from Deutsche Boerse AG.
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integrity, harmonized European regulation and a level playing field among dif-
ferent types of trading venues to assure competition and to foster innovation.
Furthermore, MiFID I increased competition between trading venues through
the introduction of multilateral trading facilities (MTFs).

The competition between trading venues fostered by MiFID I led to a highly
fragmented equity market in Europe. As of June 2017, new competitors of the
incumbent national exchanges together achieved a market share of more than
28% of total European electronic order book trading in equities [17]. Industry
studies (e.g., [32]) show that the service and fee competition triggered by MiFID I
reduced explicit transaction costs both at trading venues and post-trade infras-
tructures.

Today, new requirements laid down in MiFID II and its accompanying regu-
lation Markets in Financial Instruments Regulation (MiFIR) seek to extend the
benefits that MiFID I generated for equity markets to other asset classes and
to address problems caused by market fragmentation, dark trading, and over-
the-counter (OTC) trading. One of the key objectives of MiFID II and MiFIR,
which have to be applied from January 3rd, 2018, is that OTC trades (unless
they fulfill certain criteria as discussed in detail in Sect. 3) are being forced to
take place on RMs, MTFs, or Systematic Internalisers (SIs) due to the so-called
trading obligation for shares. The goal of this study is to describe the context
of the new trading obligation for shares and to investigate its potential effect
on trading volume and liquidity on lit venues, i.e. transparent open order book
markets that play a crucial role in the price discovery process. Thereby, this
study should serve as a toolbox for market participants to assess the impact
of the new regulation based on their own individual estimates regarding likely
scenarios and the thresholds for migrating OTC volumes. Based on data and
experts’ estimates collected by a questionnaire, this study provides a prospec-
tive assessment of potential effects due to the introduction of the MiFIR trading
obligation.

In Sect. 2, we discuss the drivers and goals of MiFID II/MiFIR against the
background of changes in European equity trading due to MiFID I, technological
developments in trading in the last ten years, and lessons learned from the
financial crisis. Section 3 describes the concept of the MiFIR trading obligation
and the related industry discussions concerning its implementation in detail. In
Sect. 4, we explain the scenario methodology and develop the scenarios to assess
the potential impact of the trading obligation on market share distribution and
market liquidity in European equity trading. Section 5 describes our empirical
analysis and results regarding the impact of the trading obligation on trading
volume and liquidity. Section 6 discusses the results as well as limitations of this
study. Finally, Sect. 7 concludes this paper.

2 Analysis of Drivers and Goals of MiFID II/MiFIR

Against the background of the financial crisis, new trading technologies, new
products, and the necessary reviews already pre-defined in Article 65 of MiFID I
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[14], the European Commission triggered a massive overhaul of European secu-
rities legislation. This initiative resulted in the publication of MiFID II and the
accompanying regulation MiFIR in June, 2014 [15,16]. Starting on January 3rd,
2018, the new rules had to be applied by investment firms, market operators,
data reporting service providers, and specific third-country firms. MiFID II and
MiFIR aim at (i) assuring a safer, sounder, more transparent, and more respon-
sible financial system, (ii) contributing to the delivery of the G20 commitment
to tackle less regulated and opaque parts of the financial system, (iii) improving
the organization and transparency of markets especially in those instruments
traded mostly OTC, (iv) improving the oversight and transparency of commod-
ity derivative markets, (v) taking account of new developments in market struc-
tures and technology, like dark trading, algorithmic trading, and high frequency
trading (HFT), and (vi) minimizing the discretions available to member states
[11].

The regulatory changes introduced by MiFID II/MiFIR also reflect the results
of various academic studies that analyze the impact of MiFID I on market quality.
A comprehensive overview of these studies is provided by [22]. While the majority
of studies finds that MiFID I indeed broke national monopolies of exchanges
thereby lowering transaction costs and also spurring new technical developments,
most studies find no positive effect of MiFID I on transparency and integrity of
European financial markets [22].

Although MiFID I changed the competitive landscape in lit trading consider-
ably, OTC trading still represents a high and very relevant market share in total
European equities trading contradicting one of the key objectives of MiFID I,
which is to increase trading transparency. Analyzing a large intraday data set of
OTC transactions from January 2008 to June 2013 covering EURO STOXX 50
constituents, [23] finds that OTC trading accounts for more than 50% of total
trading volume with increasing shares during the sample period. Furthermore,
their results reveal that the majority of OTC trades (58%) are retail-sized trades
while less than 5% are above the large-in-scale (LIS) threshold according to the
definition of MiFID I. The fraction of LIS-trades has decreased from more than
15% in 2008 to even less than 2% in 2013. In 2013, more than 95% of OTC
trades would not have had a market impact if they had been submitted to the
main market. Contrary to the MiFID I spirit and text, these results show that
OTC trades are not infrequent and large, but are rather frequent and small. In
addition, the increased emergence of dark pools, especially OTC dark pools or
so-called broker crossing networks (BCNs)1, harm liquidity since they do not
disclose pre-trade information [9].

To achieve the goals and to address the weaknesses of MiFID I, several
adjustments and extensions have been implemented within MiFID II/MiFIR.
In particular, transparency goals were not completely achieved with MiFID I
since trading systems such as BCNs emerged, which were not captured by the

1 CESR, the predecessor of ESMA, defined Broker Crossing Networks as “internal
electronic matching systems operated by an investment firm that execute client
orders against other client orders or house account orders” [4].
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regulatory regime, and a large fraction of trading is still conducted OTC. Conse-
quently, MiFID II and MiFIR include several new regulations aiming at enhanc-
ing transparency, which are described in the following Sect. 3.

3 MiFIR Trading Obligation and Related Regulatory
and Industry Debate

A key concept of MiFID II/MiFIR is to require all organized trading to take place
on organized venues and to ensure that trading systems are properly regulated
to assure a higher level of transparency (MiFIR, Recital 6). To achieve this goal,
the new market framework introduces four key concepts: (i) a new category of
trading venues called Organised Trading Facility (OTF) for non-equity instru-
ments to be traded on a multilateral platform, (ii) the so-called “double volume
cap regime” for equity trading, (iii) a new trading obligation for derivatives, and
(iv) a new trading obligation for shares. Moreover, transparency requirements
that only apply to shares according to MiFID I are extended to equity-like and
non-equity instruments establishing uniform requirements for the transparency
of transactions in financial markets (MiFIR, Recital 1).

The trading obligation for shares intends to restrict equity trading conducted
OTC to ensure that more trading takes place on regulated trading venues and on
platforms of SIs in order to increase transparency and to improve the quality of
the price discovery process as well as liquidity on lit markets (MiFIR, Recital 11).
It requires investment firms to undertake all trades in shares on an RM, an MTF,
an SI, or an equivalent third-country trading venue. Exemptions to the trading
obligation only apply if there are legitimate reasons2. MiFIR, Recital 11 explicitly
states in this context that “[...] an exclusion from that trading obligation should
not be used to circumvent the restrictions introduced on the use of the reference
price waiver and the negotiated price waiver or to operate a broker crossing
network or other crossing system”. Therefore, BCNs, that are a relevant part of
OTC trading in equities today, cannot exist any longer in their former set-up
after January 3rd, 2018. These systems have to be authorized and operated as
MTFs or SIs (MiFIR, Recital 6).

The introduction of the trading obligation and the prohibition of BCN trig-
gered an intensive industry and regulatory debate concerning the level playing
field and delineation between bilateral (SI and OTC) and multilateral trading
(RM and MTF). This debate centered around the possibility for SIs to trans-
act via riskless back-to-back transactions both by executing customer orders

2 According to MiFIR Article 23 (1), trades can only be executed on an OTC basis if
they are non-systematic, ad-hoc, irregular and infrequent, or are carried out between
eligible and/or professional counterparties and do not contribute to the price discov-
ery process. Article 2 of Commission Delegated Regulation (EU) 2017/587 (RTS 1)
lists seven circumstances where trades do not contribute to the price discovery pro-
cess: vwap-twap trades, portfolio trades, hedges, transfers among fund portfolios,
give-ups/give-ins, collateral transfers, deliveries in case of exercises, securities financ-
ing transactions and buy-ins.
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within their own SI and with other SIs or HFT Market Makers via so-called
SI-Networks. Exchanges and various regulators argued that this might create
unfair advantages for SIs relative to multilateral venues, reduce market trans-
parency and impede the efficiency of the price discovery process. After an inten-
sive correspondence between ESMA, the European Parliament and the European
Commission in early 2017, the European Commission proposed a Commission
Delegated Regulation [12] to clarify and amend the definition of SIs by adding a
new article 16(a) to Commission Delegated Regulation No 2017/565 that states:
“An investment firm shall not be considered to be dealing on own account [...]
where that investment firm participates in matching arrangements entered into
with entities outside its own group with the objective or consequence of carrying
out de facto riskless back-to-back transactions in a financial instrument outside
a trading venue”. Recital 2 of the Commission Delegated Regulation applies this
restriction to both internal and external matching of trades, thereby referring to
the intensively discussed networks of SIs.

This debate reveals that MiFID II/MIFIR re-launch a fight for market shares
between trading venues and SI/OTC trading on the one hand and among the
different types of trading venues on the other hand. Therefore, it is by no means
a given fact that the trading obligation and the prohibition of BCNs will result
in higher market shares of multilateral venues relative to bilateral means of
execution.

An intelligent interpretation and implementation of the new MiFID II/MIFIR
set-up by the financial industry might even result in higher shares of non-lit
and non-multilateral executions in European equity trading from January 2018
onwards. Specifically, the tick size regime in combination with best execution
requirements and the double volume caps within MiFID II/MiFIR might lead to
a shift of trading behavior and resulting order flows.

In order to curb competition among trading venues based on tick size,
MiFID II (Article 49) imposes the adoption of a (minimum) tick size regime
that is defined in prescriptive and detailed tick size tables of Commission Del-
egated Regulation No 2017/588 [13]. While Article 49 MiFID II requires RMs
to comply with the tick size regime, Article 18 (5) extends this requirement to
MTFs (and OTFs). However, the tick size regime does not extend to SIs and
OTC trading. Empirical research of [24] reveals that 29.3% of all SI trades and
24.8% of all OTC trades in a 2.5 years data set of European top liquid stocks
violate the existing voluntary tick size agreements [18] among exchanges and
MTFs in Europe. The vast majority of those tick size violations are trivial price
improvements over the quotes of public lit markets. The ability to grant those
trivial price improvements in the SI space and thereby still meeting the require-
ments of the trading obligation makes the SI regime very attractive. As it enables
to execute within the public spread and to free-ride on the public price discovery
process, it reduces the incentives of liquidity providers to provide competitive
quotes in lit markets. Furthermore, the price improvements, even if economically
very small, will likely prioritize SIs over lit markets in order routing decisions
driven by best execution requirements. In response to ongoing debates about
the minimum tick size exemption for SIs, ESMA opened a public consultation in
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November 2017 to clarify that SIs’ quotes should reflect the tick sizes applicable
to EU trading venues.

The dark pool caps will also result in a change of trading behavior. Market
operators (e.g., Cboe Europe3 offering a Periodic Auctions Book model) as well
as buy and sell side firms (e.g., the Plato Partnership project that is linked to the
Turquoise Block Discovery service) launch new services and functionalities that
help to avoid a classification of orders under the negotiated trade and reference
price waivers and classify them as executions under either the auction model
(and therefore limited pre-trade transparency) or under the LIS waiver (that is
not included in the double volume cap mechanism). While this will increase the
relevance of block trading in the future European execution ecosystem, investors
will still try to identify ways to execute below LIS trades without pre-trade trans-
parency and market impact. Against the background of the BCN prohibition,
SIs offer an attractive alternative for customers in this respect as the SI trans-
parency is limited to standard-market sizes (which is 7,500 e for most European
shares), SIs fulfill the trading obligation requirements, and SIs enable customers
to receive price improvements in combination with lower explicit fees compared
to trading venues. The concept enables SI providers to keep order flows currently
traded in their BCNs while at the same time fulfilling the requirements of the
trading obligation (without the need to become an MTF). Moreover, they are
able to tailor quotes to specific clients based on risk considerations, to cream-
skim the order flow, i.e. to send informed order flow to public markets, and to
attract smart order routers based on small increments in price improvements
over the public spread. SI executions (e.g., at midpoint) also do not count under
the reference price waiver and are not included in the double volume caps. The
benefits of the SI regime might additionally attract current liquidity providers
in BCNs to register as SIs in an attempt to retain their business model.

Thereby, the new regulatory framework and the combined effect of the trad-
ing obligation, the tick size regime, and the double volume cap will significantly
influence European equities trading and will likely result in a redistribution of
market shares between multilateral trading venues, SI, and OTC trading.

4 Scenario Development

The scenario analysis is a qualitative forecasting technique that is useful for
strategic planning [3]. It is an effective methodology to deal with uncertainty
when forecasting complex developments or structures, which is regularly used
by academics and practitioners [34]. The scenario analysis represents an alterna-
tive to extrapolating past trends and relationships. In line with [29], we under-
stand scenarios as “a narrative description of a consistent set of factors which
define in a probabilistic sense alternative sets of future business conditions”. A
scenario analysis enables to capture a whole range of possible future outcomes
thereby revealing how different assumptions and uncertainties interact under
certain conditions [36]. Scenarios are suitable to capture new states after major
3 Formerly Bats Europe.
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shocks, e.g., due to new regulation or technological changes. When conducting a
scenario analysis, it is essential to clearly define the scope, to identify trends as
well as key uncertainties, and to consider major stakeholders, who will be affected
by possible changes [36]. To derive realistic scenarios regarding the impact of the
MiFIR trading obligation on market share distribution and liquidity, we rely on
the one hand on historical trends and relationships and on the other hand, we
make additional assumptions to cover future developments.

We prospectively evaluate three different scenarios to assess potential migra-
tions of trading volume and related effects on liquidity due to the trading obli-
gation imposed by MiFIR Article 23. These three scenarios reflect different reac-
tions of relevant stakeholders of the financial industry to cope with the new
regulation from January 2018 onwards. This allows to assess the effect of the
trading obligation also with varying expectations in this regard. The three sce-
narios of our study are defined as follows:

– Scenario A (“Pro-Multilateral”) assumes that OTC trades (including the
BCN share of OTC trading) will migrate to lit markets according to different
trade size categories and their probability of migration.

– Scenario B (“BCN Volumes Migrate to SIs”) assumes that the providers of
BCNs will manage to migrate the current BCN trading volumes into new
or existing SI setups. Therefore, in scenario B, we assume that OTC trades
(excluding the BCN share of OTC trading) will migrate to lit markets accord-
ing to different trade size categories and their probability of migration.

– Scenario C (“Internalization as in the US”) assumes on the one hand that
new realizations and implementations of the SI concept will enable providers
of BCNs and other SIs to migrate the current BCN trading volumes into
new or existing SI setups. On the other hand, additional volume from lit
markets is expected to migrate into those SI setups, e.g., due to the possible
ability to price improve relative to the tick size regime and due to related
best execution obligations. Therefore, in scenario C, we assume that (i) OTC
trades (excluding the BCN share of OTC trading) will migrate to lit markets
according to different trade size categories and their probability of migration
and (ii) new SI set-ups will attract trading volume equivalent to the US
BCN share plus the US retail internalization level adjusted to the European
context.

In order to assess the likelihood of migration for different OTC trade size
categories, we conducted an online survey among industry experts on trading
and market structure. This survey was composed of 25 questions dealing with
different aspects of MiFID II/MiFIR that might have an impact on European
market structure. Access to the questionnaire started on November 29th, 2017
and closed on December 19th, 2017. This ensures that participants’ answers are
based on a prospective view and are not biased through first changes triggered by
the new rules. The questionnaire was distributed among 375 experts, whereof 111
experts submitted the online questionnaire before the deadline. This results in a
response rate of 29.6%. Among more general questions, the survey participants
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were specifically asked to evaluate the scenarios described above and to estimate
the volume shifts of OTC volumes in different trade size categories to lit markets
due to the trading obligation for shares.

We assume that the probability of OTC volume migrating to lit markets
depends on the respective size of an OTC trade and 98% of the respondents
agreed to this assumption. The survey participants estimated that on average
39% of the OTC trades smaller than 500,000 e and 22% of the OTC trades
between 500,000 e and 50 mn e will migrate to lit markets. As OTC trades
larger than 50 mn e are very likely to account for portfolio transfers and other
non-trading related motivations, a vast majority of survey participants (98%)
expects that this kind of trades will remain OTC. Therefore, we assume that no
volume of this category will shift to lit markets.

Additionally, the participants were asked to determine which of the three
scenarios (A-C) appear to be most realistic. 17% of the survey participants
consider scenario A to be most realistic while 34% of the respondents believe
that scenario B is most realistic. With 43%, the largest group of industry experts
considers scenario C to be most realistic among the three different scenarios.
Only 5% of the respondents think that none of the scenarios described above is
realistic4.

5 Empirical Analysis

5.1 Data Set

In the next steps, we determine the likely change in trading volume on lit mar-
kets due to the trading obligation for OTC trades respectively the BCN trading
prohibition for the three scenarios described above. Furthermore, we investi-
gate the liquidity effect due to these volume shifts in public limit order books
on the main market. For this analysis, we use Thomson Reuters Tick History
(TRTH) as the primary source of data. Our sample comprises constituents of the
EURO STOXX 50 as of January 2013. The sample period covers all trading days
between 1 January 2008 and 30 June 2013. The sample period is suitable for the
research question at hand since it ends one year before MiFID II came into force.
Thus, it excludes any possible announcement effects or changes in trading pro-
tocols to cope with the new regulatory environment such as new mechanisms to
handle the double-volume cap mechanism that were already introduced shortly
after MiFID II came into force in mid-2014 (e.g., the Volume Discovery Order,
Cboe Europe’s Periodic Auctions Book, or the Plato Partnership). Nevertheless,
market share distribution and overall trading volume in the last quarter of our
sample (2nd Quarter 2013), which serves as the reference for our scenario anal-
ysis, were similar to the same quarter in 2017 (2nd Quarter 2017) before the
application of MiFID II/MiFIR.

Our coverage of venues includes the main market for each stock of the EURO
STOXX 50 index. Therefore, we include data of the following main markets:

4 The complete analysis of the survey results can be found in [21].
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Paris, Frankfurt, Amsterdam, Milan, Helsinki, Madrid, Brussels and Dublin. The
data contains trades on all these main markets as well as order book updates at
a millisecond precision. In addition to the main markets, we include all trades
from alternative venues such as Bats, Chi-X5 (now Cboe BXE and Cboe CXE)
and Turquoise, thus covering more than 95% of overall trading volume of these
stocks on lit markets. Besides the trades executed in open limit order books,
we include all off-exchange trades reported to Markit’s trade reporting platform
BOAT.

5.2 Volume Migration According to the Scenarios

Our empirical analysis comprises two consecutive steps. In step one, we set up
three different scenarios (as outlined in Sect. 4) and determine the likely increase
in trading volume on lit markets due to the trading obligation for OTC trades
and the BCN trading prohibition. As noted before, our data set features the
intraday turnover for each single trade on a single stock basis. This special
characteristic enables us to distinguish between different trade size classes. The
distinction of different trade sizes within our analysis is of high importance to
determine the expected turnover which will likely migrate from OTC to lit mar-
kets dependent on the probability to classify for the exemptions of the trading
obligation. Due to the difficulty to predict the exact amount of volume migration
as well as the actual change in fragmentation, we perform a scenario analysis.

For our subsequent analysis, we divide OTC trades and the corresponding
turnover in three disjoint classes representing different probabilities to migrate
to lit venues. The first class (OTC Small) represents the OTC trades below
LIS6. The daily aggregated turnover in this category amounts to 17.70 mn e in
the second quarter of 2013 for an average EURO STOXX 50 constituent. The
second class (OTC Medium) includes the OTC trades between 500,000 e and
50 mn e, featuring a significantly lower probability to migrate. Trades within this
category amount to the highest turnover of the three classes representing a daily
average turnover of 101.15 mn e per instrument. The third class (OTC Large)
incorporates the remaining OTC trades (daily average turnover of 55.25 mn e
per instrument) with very high probability to remain OTC after the introduction
of the trading obligation.

Overall turnover in EURO STOXX 50 constituents amounts to 1,294 billion e
in the second quarter of 2013. Thereof, 48.90% were traded on lit markets, 2.64%
via SIs, 0.92% in regulated dark pools (i.e. dark pools provided by RMs or MTFs)
and 47.54% were conducted OTC (see Fig. 1). In our data set, BCN trades and
other OTC trades are not distinguishable as they are both flagged as OTC.

5 Cboe Europe operates both markets, Cboe BXE and Cboe CXE.
6 Under MiFID I, orders that are above the LIS threshold can benefit from a waiver of

pre-trade transparency. This waiver is intended to protect these orders from adverse
market impact and to avoid significant price movements that can cause market
distortion. For our sample of EURO STOXX 50 constituents, this LIS threshold is
500,000 e.



12 P. Gomber et al.

Since BCNs are prohibited under the new regulatory framework, it is necessary
for our analysis to determine the fraction of BCN trading volume. Therefore, we
rely on the market share of BCNs provided by Rosenblatt Securities, Inc. who
approximate that BCN turnover accounts for 4.55% of overall trading volume
in Europe.7 Consequently, the remaining market share of OTC trading without
BCN volumes amounts to 42.99%. Concerning lit venues, main markets account
for 70.14% of all lit trading volume, i.e. main markets (alternative lit venues)
have a market share of 34.29% (14.60%) of overall turnover in EURO STOXX 50
stocks.

Fig. 1. Turnover distribution in EURO STOXX 50 constituents as of Q2/2013.

Due to the trading obligation introduced by MiFIR, the turnover distribution
will likely change since BCNs are prohibited and since trades have to classify
for certain exemptions from the trading obligation in order to still be conducted
OTC. Moreover, we analyze possible changes in the European equity trading
landscape based on the scenarios outlined in Sect. 4. The three trade size cate-
gories necessary to determine migrating volumes are based on the whole OTC
category including BCN trades since they are not distinguishable in our sam-
ple. Therefore, we assume the trade sizes to be equally distributed in the pure
OTC as well as in the BCN category. The volume migration effects for the three
developed scenarios are depicted in Fig. 3 in the appendix.

In Scenario A, we assume that the OTC category as a whole including BCN
volumes migrates to lit venues according to the identified trade size categories

7 An overview of the Rosenblatt Securities, Inc. estimates for BCN market shares in
Europe over time is available at
https://www.bloomberg.com/news/articles/2017-07-10/dark-pool-traders-find-
mifid-workarounds-to-stay-in-the-shadows.

https://www.bloomberg.com/news/articles/2017-07-10/dark-pool-traders-find-mifid-workarounds-to-stay-in-the-shadows
https://www.bloomberg.com/news/articles/2017-07-10/dark-pool-traders-find-mifid-workarounds-to-stay-in-the-shadows
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and their respective migration likelihood (as derived from the expert estima-
tions). On average, this results in a volume migration of 29.16 mn e per day
and instrument from OTC including BCNs to lit markets, which equals a mar-
ket share increase of lit markets amounting to 7.96 % points resulting in a mar-
ket share of 56.86%. The BCN volume that does not migrate to lit markets is
assumed to remain OTC and the SI market share to stay constant. The remaining
OTC turnover (including BCN) represents a market share of 39.58% compared
to 47.54% before the trading obligation.

Scenario B differs from scenario A in the sense that SIs are able to capture
the entire BCN volume so that only the OTC volume excluding the BCN volume
migrates to lit venues according to the identified trade size categories and their
respective migration likelihood. This results in a volume migration of 26.37 mn e
per day and instrument from OTC excluding BCNs to lit markets. The market
share of lit markets, therefore, increases by 7.20% points to 56.10%. Volume
traded via BCNs is completely captured by SIs leading to an increase of their
market share by 4.55% points to 7.19%. The remaining OTC turnover represents
a market share of 35.79%.

Different to scenario B, scenario C assumes that the market share of SIs rises
to a level equivalent to the US share of internalization. However, scenario C
assumes the identical volume to migrate from the OTC volume excluding the
BCN volumes to lit markets as scenario B. In addition, SIs (i) capture the entire
BCN volumes prior to the trading obligation and (ii) are able to attract turnover
from lit venues having advantages due to their possible independence from the
minimum tick size regime up to the derived internalization level comparable to
the US. The US volume traded in investment bank dark pools equivalent to
BCNs in June 2017 accounts for 8.79% of overall turnover [35]. At the same
time, the US retail internalization level is approximately 16.00% [8,35]. Due to
the fact that the percentage of equity holdings relative to total financial assets for
households in Europe is approximately half of the percentage of equity holdings
in the US8, we derive a predicted market share of SIs = 8.79% + 51% × 16% =
16.95% for Europe. This scenario C is assessed to be the most realistic among
the participants of the survey and results in a net negative volume migration
effect for lit markets of −9.38 mn e per day and instrument, leading to a (net)
decrease by 2.56% points of lit markets’ market share to 46.33%. SIs completely
capture BCN volumes and additionally gain turnover from lit markets leading
to an increase of SI’s market share by 14.31% points to 16.95%. The remaining
OTC turnover represents a market share of 35.79%. The resulting market shares
of the different trading forms according to all three scenarios are reported in
Table 1.

8 Based on OECD data regarding household financial assets, equity holdings in the US
represent 34.96% of a household’s total financial assets while this number amounts
to 17.83% in Europe, which is 51% of the US figure. The European number is a
weighted mean considering only those European countries where corporations listed
in the EURO STOXX 50 are headquartered.



14 P. Gomber et al.

Table 1. Market shares (Each line adds up to 100%) of the different venues and forms
of trading before and after the introduction of the trading obligation.

Lit venues Dark pools SI OTC excl. BCN BCN

Q2/2013 48.90% 0.92% 2.64% 42.99% 4.55%

Scenario A 56.86% 0.92% 2.64% 39.58% -

Scenario B 56.10% 0.92% 7.19% 35.79% -

Scenario C 46.33% 0.92% 16.95% 35.79% -

Table 2 summarizes the resulting changes in trading volume and market share
of lit venues according to the three scenarios. It also reports the results for the
main markets and alternative venues separately. Therefore, the fraction of main
market turnover of overall lit turnover is assumed to remain constant at 70.14%
as in the second quarter of 2013.

Table 2. Volume migration and market share changes (average per day and instru-
ment) of lit markets in total as well as split according to main market and alternative
venues (assuming a constant fraction of main market turnover of overall lit turnover
amounting to 70.14%).

Volume
Migration
to Lit
venues
[mn e]

Change in
Lit Market
Shares
[percentage
points]

Volume
Migration
to Main
Market
[mn e]

Change in
Main
Market
Share
[percent-
age
points]

Volume
Migration
to Alter-
native
Venues
[mn e]

Change in
Alterna-
tive
Venues’
Market
Share
[percent-
age
points]

Scenario
A

29.16 7.96 20.45 5.58 8.71 2.38

Scenario
B

26.37 7.2 18.49 5.05 7.87 2.15

Scenario
C

−9.38 −2.56 −6.58 −1.8 −2.8 −0.76

5.3 Measuring the Effect of Volume Migration on Liquidity

Having determined the potential volume migration effect due to the trading
obligation, this result is applied as an input to derive the impact of the new
regulation on liquidity. By quantifying the actual liquidity effect due to a volume
increase, we follow a similar approach as [7,27,31]. In line with [6], we follow
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the reasoning that additional turnover increases liquidity. According to [2], it is
doubtful whether there exists a single measure that is able to capture all aspects
of liquidity. In general, liquidity turns out to be a multi-dimensional variable and
can therefore hardly be captured in a single one-dimensional measure. For this
reason, we investigate different liquidity indicators: the relative bid-ask spread
as the most common measure, Depth (10 bps) (see [9]) representing the euro
volume 10 bps around the midpoint, and XLM50k as the round trip costs for
trading 50,000 e (see [25]).

To determine the liquidity effect arising due to a volume increase in public
limit order books, we calculate the elasticity of additional trading volume by
applying an ordinary least squares regression on the above mentioned liquidity
measures. For our independent variables, we rely on turnover, the inverse of the
average stock price, market capitalization, the number of order book updates
(tick speed), market fragmentation, and volatility. The regression equation is
the following:

Liquidity measurei,t = α + β1 · Turnoveri,t + β2 · Price−1
i,t + β3 ·Market Capitalizationi,t

+β4 · Tick Speedi,t + β5 · Fragmentationi,t + β6 ·VolatilityMP
i,t +

9∑

k=7

βk · Controlk + εi,t,

where i represents the respective constituent of the EURO STOXX 50 as of
June 2013 and t is a time variable for each quarter from the first quarter of
2008 until the second quarter of 2013. Controlk represents dummy variables for
stocks, markets, and quarters. εi,t are normally distributed residuals.

To run the actual regression, we log-transform our dependent variables to
make the residual a relative instead of an absolute value and to avoid unneces-
sary heteroscedasticity. Furthermore, this transformation results in an increase
of the adjusted R2 by more than 53% on average. To additionally avoid poten-
tial problems related to autocorrelation patterns, we aggregated the intraday
observations to quarterly values. For each of the dependent variables, we run
two regressions, differing in the existence of control variables. In the following,
we explain why we are referring to these exogenous variables.

Since we investigate the impact of additional stock turnover on lit markets
because of the trading obligation introduced by MiFIR, we include Turnover
as the first independent variable in the regression model. Consistent with prior
evidence, we include the inverse of stock prices (Price−1) as in [27]. For low-
priced stocks, the minimum tick size may constrain spreads. The inverse of the
stock price captures the tendency for this effect to diminish as stock prices rise
(see [20]). Moreover, we use the Market Capitalization of each firm to control for
firm size [5]. As analysts tend to follow larger firms more closely, these stocks may
feature higher trading volumes and (therefore) perhaps better liquidity indicators
[30]. The variable Tick Speed represents the number of order book updates and
can be seen as an approximation for order book activity as it measures the total
number of messages submitted to the order book. As shown in [9], fragmentation
has a significant impact on liquidity. To account for this effect, we rely on the
inverse of the Herfindahl Hirschman Index [28], which is in line with the Fidessa
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Fragmentation Index [19]. Within our setup, Fragmentation takes into account
all lit venues and is determined on a quarterly basis for each stock separately. To
account for general uncertainty, we include the order book midpoint volatility
(V olatilityMP ) as a measure of price deviation. In general, high volatility is
associated with low liquidity and vice versa. Due to a high multicollinearity to
the tick speed and turnover, we do not include the number of trades or a dummy
for years in our regression setup.

5.4 Description of Regression Results

In general, the relative spread and the XLM should show consistent signs of the
beta coefficients for all independent variables as visible in Table 3. In contrast to
the order book depth, a high relative spread and high values for XLM indicate
lower levels of liquidity, whereas higher values of order book depth indicate higher
liquidity levels. The adjusted R2 in the full models including control variables
(models 1, 3 and 5) ranges from 63% to 85%. Therefore, the explanatory variables
capture a high fraction of the overall variation in liquidity of European equity
markets.

Under all considered models, the beta coefficients of Turnover are consistent.
Each additional million of turnover decreases the spread by 0.038% (model 1)
and 0.26% (model 2), while round trip costs measured by XLM50k are reduced
by 0.14% (model 5) and 0.32% (model 6). Model 3 and 4 quantify the impact
of an additional million of turnover by an increase in depth of 0.3% and 0.47%.
Regarding the inverse of the stock price (Price−1), our results almost consis-
tently show (except model 4) that stocks with low prices are less liquid, which
might (abschwächen, da nicht getestet) be explained by constraints due to min-
imum tick size requirements. Through higher analyst and media coverage of
stocks with high market capitalization, trading interest in these stocks might be
higher thus improving liquidity. However, the effect of Market Capitalization is
only significant for the order book depth and the relative spread in model 1.
The number of order book updates (Tick Speed) is significant for the models 2,
4, and 6. By considering the full models, the significance of this effect vanishes.
Therefore, this effect seems to be captured by other variables within the full
model. By investigating the effect of Fragmentation, we obtain consistent results
(apart from model 1 and 5) and give additional empirical evidence that fragmen-
tation improves liquidity, which is in line with the studies presented in Sect. 2.
As V olatilityMP is a measure of uncertainty, it is not surprising that high levels
of stock volatility are associated with lower liquidity since liquidity providers
face higher risks. Volatility as an explanatory variable is highly significant in
all models. The effect of each additional basis point of volatility increases the
relative spread by 5.25% (model 1) and 4.40% (model 2). XLM50k is expected
to increase by 7.42% (model 5) and 7.26% (model 6). The effect on order book
depth is even greater. For each additional basis point of volatility, the order book
depth will decrease by 10.95% (model 3) and even up to 11.84% in model 4.
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Table 3. Regression results for the EURO STOXX 50 sample based on data for the
main markets. Endogenous variables are different liquidity measures. Exogenous vari-
ables are turnover, the inverse of the stock price, the market capitalization, the tick
speed of the order book, fragmentation, and volatility. The full models include addi-
tional controls for stock, market, and time specific effects. We apply robust standard
error estimations to correct for potential heteroscedasticity and autocorrelation biases.
Please note: *p < 0.1, **p < 0.05, ***p < 0.01.

Dependent variable

log(Spread) log(Depth10bps) log(XLM50k)

(1) (2) (3) (4) (5) (6)

Constant −8.651 -6.884 −1.542 −1.699 1.463 2.629

t =

−36.435***

t =

−46.290***

t =

−7.966***

t =

−12.017***

t =

7.239***

t =

17.187***

Turnover [mn] −0.0004 −0.003 0.003 0.005 −0.001 −0.003

t = −1.239 t =

−10.525***

t =

11.144***

t =

15.788***

t =

−4.532***

t =

−12.737***

Price−1 1.633 1.4 −0.97 0.287 2.002 1.183

t =

4.791***

t =

7.857***

t =

−3.180***

t = 2.272** t =

5.312***

t =

6.048***

MarketCap [bn] −0.003 −0.0003 0.011 0.006 −0.002 0.0002

t =

−1.760*

t = −0.269 t =

5.330***

t =

6.658***

t = −1.160 t = 0.178

Tick Speed [k] 0.0003 0.002 0.0001 −0.001 0.0001 0.002

t = 1.109 t =

9.889***

t = 0.499 t =

−3.257***

t = 0.377 t =

8.763***

Fragmentation 0.321 −0.187 0.533 0.705 0.149 −0.157

t =

3.638***

t =

−2.431**

t =

8.339***

t =

12.237***

t = 2.281** t =

−2.086**

V olatilityMP 524.91 440.217 −1,095.38 −1,183.61 742.487 726.289

t =

7.264***

t =

6.965***

t =

−19.707***

t =

−18.092***

t =

11.660***

t =

12.839***

Controls:

Stocks Yes Yes Yes

Marketplace Yes Yes Yes

Quarters Yes Yes Yes

Observations 1,034

R2 0.654 0.348 0.858 0.725 0.713 0.417

Adjusted R2 0.634 0.345 0.851 0.724 0.697 0.414

Residual Std. Error 0.417 (df =

978)

0.559 (df =

1027)

0.331 (df =

978)

0.45 (df =

1027)

0.392 (df =

978)

0.546 (df =

1027)

Max VIF 4.88 2.14 4.88 2.14 4.88 2.14

Mean VIF 2.37 1.65 2.37 1.65 2.37 1.65
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5.5 Quantifying the Effect on Liquidity

In a final step, we combine the preceding analyses and estimate the liquidity
effects due to changes in trading volume. Since the regression analysis of turnover
and liquidity is based on data from the main markets, we calculate the liquidity
effects for the main lit markets. However, the liquidity effect for the alternative lit
markets should be of similar magnitude. For the analysis, we use the determined
volume migrations to main markets of 20.45 mn e (scenario A), 18.49 mne
(scenario B) as well as −6.58 mn e (scenario C) as shown in Table 2 and combine
them with the beta coefficient of the full models (1, 3 and 5) representing the
liquidity sensitivity. Because the beta coefficients are point estimates and we
do not neglect their variability, we also compute the 95% confidence interval
represented by error bars in Fig. 2, which summarizes our results regarding the
effect of the trading obligation on main market liquidity.

Fig. 2. Effect of turnover variations on liquidity on the main market measured by
spread, Depth(10 bps), and XLM50k.

Assuming that the trading obligation changes the European market land-
scape according to scenario A and taking the full regression models as the model
of choice, the effect of additional turnover amounting to 20.45 mn e per stock
and day (see Table 2) will lower the relative spread on the main market by 0.78%.
The effect on XLM50k is slightly higher. Due to the additional turnover on the
main market, XLM50k will decrease by 2.82%. In terms of order book depth,
liquidity will increase by 6.32%.

The impact on liquidity measures in scenario B is slightly lower than the effect
within scenario A due to the assumption that BCNs will completely migrate to
SIs. The additional volume of 18.49 mn e per stock and day on the main market
results in a decrease of the relative spread of 0.71%. XLM50k reduces by 2.55%
and order book depth increases by 5.70%. Consequently, the trading obligation
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introduced by MiFIR increases liquidity on the main market in scenarios A and
B.

In scenario C, OTC volumes still migrate to the main market but as SIs
gain competitive advantages and, together with the BCN volumes, more than
double their volumes relative to pre-MiFID II levels, the net effect of volume
migration on the main market is negative (−6.58 mn e per stock and day).
Therefore, the relative spread on the main market increases by 0.25%. While the
XLM50k increases by 0.92%, the effect on order book depth is even higher as
it decreases by 1.95%. Therefore, scenario C reveals that the trading obligation
might also lead to decreasing liquidity on main markets due to increased trading
via platforms of SIs.

In order to equip market participants with a toolbox to assess changes in
market shares of venues and liquidity based on their own expectations, we con-
duct a sensitivity analysis in Sect. A.2 of the appendix with respect to different
thresholds regarding the migration of OTC volumes to lit markets for each of
the three scenarios.

6 Discussion and Limitations

In contrast with many retrospective studies on the impact of a new regula-
tory regime on liquidity (e.g., [9,26]), this study aims at quantifying the impact
of new regulation on market liquidity prospectively. Specifically, we investi-
gate the potential impact of the trading obligation for shares introduced by
MiFID II/MiFIR, which is applicable since January 2018. The trading obligation
represents a cornerstone of the revised European financial market regulation to
achieve the regulatory goal of increased transparency in financial markets by
bringing OTC trades that do not classify for certain exemptions to organized
trading venues and SIs. Due to the trading obligation for shares, OTC trading is
restricted by MiFID II/MiFIR leading to a likely volume migration to organized
venues. Based on a scenario analysis, we determine possible outcomes of this
volume migration from the OTC market to organized venues and analyze the
effect of additional turnover on main market liquidity.

Our scenarios aim to capture possible long-term outcomes of MiFID II/
MiFIR for future European equity trading. On the one hand, BCNs are pro-
hibited under the new regulatory regime so BCN turnover has to move to other
forms of trading. On the other hand, small and medium sized OTC trades will
- at least to a certain percentage - move to organized venues due to the trading
obligation introduced by MiFIR. Scenarios A and B reflect this volume migra-
tion differing only in the assumption that SIs are able to capture the entire
BCN volume in scenario B. In both scenarios, more volume is executed on lit
venues thereby increasing liquidity. Scenario C, which the survey participants
assessed to be the most realistic one, describes the possibility that SIs might
gain competitive advantages through the trading obligation in combination with
possible minimum tick size exemptions and best execution requirements. In this
scenario, we assume that SI market shares rise towards the level of internaliza-
tion in the US (adjusted to the European context) leading to decreasing trading
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volumes and liquidity on lit venues. Scenario C therefore reveals that the trading
obligation in combination with other MiFID II/MiFIR rules might also lead to
negative effects for lit markets and public price discovery.

Besides an effect on investors’ transaction costs, the trading obligation for
shares also has an impact on the European economy as a whole. As liquidity is
a priced risk factor [1,33], increased liquidity on lit venues due to higher trading
volumes lowers the cost of capital for issuers thereby having a positive effect on
the real economy in Europe.

We are aware that our study has some limitations. Since this study aims to
predict consequences of MiFID II/MiFIR, it should be validated once the effects
of the new regime have fully unfolded and sufficient data after the introduction
is available, e.g. in 2019. Furthermore, this study can be seen as a benchmark for
studies analyzing the actual impact of the trading obligation. From a method-
ological point of view, our predictive analysis is based on different scenarios
that only represent possible future outcomes although they build on reasonable
assumptions. Moreover, we set up different regression models with and without
control variables to assess the impact of additional turnover on market liquid-
ity leading to almost entirely consistent results. Although our model already
explains a great fraction of the overall variation (up to 85%), there is still the
chance that we missed essential variables explaining further variation in the
endogenous liquidity measures. The data set used to derive our results offers the
advantage to analyze possible volume shifts between different trading categories
in great detail since it covers all forms of trading for the most liquid Euro-
pean stocks (main market, other lit markets, SIs, dark pools, OTC). The data
set already ends in June 2013. However, market share distribution and overall
trading volume in June 2013 are highly comparable to June 2017. Addition-
ally, a more recent data set would suffer from possible announcements effects
of MiFID II/MiFIR and the effects of the new trading mechanisms that were
already implemented in light of the new regulation.

Furthermore, our estimates regarding trading volumes and liquidity after
the introduction of the trading obligation for shares do not consider relevant
but uncertain future changes in European markets such as the Brexit and the
resulting potential classification of the United Kingdom as a third country from
the perspective of the European Union. While this event undoubtedly will have a
significant impact on European financial markets, its effect on trading volumes,
liquidity, and market quality cannot be reliably reflected yet since it is also
uncertain how market participants and trading venues will react before and
after the Brexit.
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7 Conclusion

The trading obligation imposed by MiFID II/MiFIR, which has to be applied
since January 2018, requires all trades in shares to be executed on Regulated
Markets, Multilateral Trading Facilities, or Systematic Internalisers unless pre-
defined criteria apply. According to our predictive scenario analysis, the trading
obligation for shares might increase transparency, trading volume, and liquidity
on lit markets. In this study, we investigate the potential impact of the trading
obligation imposed by MiFIR on liquidity of EURO STOXX 50 constituents.
Drawing on a comprehensive data set and three scenarios, we are able to show
that the trading obligation might increase turnover and liquidity on lit venues.
Specifically, relative bid-ask spreads might decrease by 0.71–0.78%, round trip
transaction costs for 50,000 e by 2.55–2.82%, and order book depth 10 bps
around the midpoint might increase by 5.70–6.32% depending on the respective
scenario.

However, there is also the possibility that Systematic Internalisers gain com-
petitive advantages through the trading obligation in combination with their
possible independence from the minimum tick size regime, which might even
lead to decreasing turnover and liquidity on lit venues. In our online survey
among industry experts, which we conducted in order to prospectively capture
the market’s belief about the most probable outcome, the respondents indicated
this scenario is the most realistic one. According to this scenario, spreads might
increase by 0.25%, round trip transaction costs of 50,000 e by 0.92% and market
depth 10 bps around the midpoint might decrease by 1.95% on lit venues. This
effect on liquidity triggered by the MiFIR trading obligation not only increases
trading costs for investors in European equities trading, but also has a negative
impact on issuers due to higher cost of capital and thereby on the real economy
in Europe.

As this study is forward-looking, future research should evaluate the actual
effect of the trading obligation for shares on trading volume and liquidity once
sufficient observation time after the application of the regulation is available. Our
results may serve as a benchmark for the evaluation of the trading obligation for
shares in future studies. Moreover, the effect of new transparency requirements
in MiFID II/MiFIR on market quality, the market share distribution in non-
equities after the introduction of OTFs and the trading obligation for derivatives
are areas worth to be studied in order to evaluate the consequences of the new
regulatory regime MiFID II/MiFIR.
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A Appendix

A.1 Volume Migration Scenarios

Fig. 3. Effect of three different scenarios on the European equity trading landscape.
Striped areas represent market shares that migrate to other trading categories. Num-
bers on the left indicate the percentage points that remain in the respective trading
category, while numbers on the right represent the percentage points that move to
other categories. If there is only one number, then the whole category either remains
or migrates completely. The changes in market share and resulting trading volumes
depicted in this figure are based on the assumption that 39% of the OTC trades smaller
than 500,000 e, 22% of the OTC trades between 500,000 e and 50mn e, and none
of the OTC trades larger than 50 mn e will migrate to lit markets (according to the
results of an online survey among 111 industry experts).
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A.2 Sensitivity Analysis

Having identified the effects of the trading obligation on market share distribu-
tion in European equity trading and on main market liquidity according to the
three scenarios, this section provides the results of a sensitivity analysis with
respect to the chosen volume migration thresholds for the identified OTC trade
size categories. Since large trades are highly likely to classify for the exemptions
of the trading obligation, we keep the threshold of the “OTC Large” category
constant at 0% for the sensitivity analysis since this assumption is supported by
98% of the survey respondents. The migration threshold of the “OTC Small”
(“OTC Medium”) category is varied between 15% and 60% (5% and 45%) for
sensitivity purposes. Table 4 shows the results of the sensitivity analysis for the
effect of the trading obligation on changes in market shares of lit markets. The
shaded area (“39/22/0”) of Tables 4 and 5 shows the estimated migration of
OTC volumes in the different size categories according to our survey among
market experts. In all cases, scenarios A and B lead to positive effects of the
trading obligation for lit markets increasing turnover in EURO STOXX 50 con-
stituents relative to other trading categories. Scenario C, however, only leads to
a rising market share of lit markets if the fraction of migrating volume from the
small and medium OTC trade size category is large enough, i.e. more than 45%
of the “OTC Small” and more than 30% of the “OTC Medium” category, to
compensate the volume migration from lit markets to SIs. In all other cases of
scenario C, the trading obligation leads to declining market shares of lit markets.

Table 4. Net effect of the trading obligation on lit markets regarding changes in market
share. The results are based on varying migration thresholds of the three identified
OTC trade size categories (OTC Small/OTC Medium/OTC Large). The shaded area
highlights the results of the chosen values for the scenario analysis conducted in the
previous section.

The varying amount of migrating volume to lit markets also leads to different
effects on main market liquidity. Table 5 reports the results of the sensitivity
analysis with varying migration thresholds of the OTC trade size categories for
the three different liquidity measures spread, Depth(10 bps) and XLM50k on the
main market. Similar to the effect on market shares of lit markets, main market
liquidity increases in both scenarios A and B indicated by decreasing spreads
and round trip transaction costs measured by XLM50k. Also, order book depth
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increases. In scenario C, however, liquidity on the main market decreases for
most depicted OTC migration thresholds and only increases if the fraction of
migrating small and medium sized OTC trades to lit markets is large enough.

Table 5. Net effect of the trading obligation on main market liquidity. The results are
based on varying migration thresholds of the three identified OTC trade size categories
(OTC Small/OTC Medium/OTC Large). The shaded area highlights the results of the
chosen values for the scenario analysis conducted in the previous section.
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1 Introduction

Many factors are changing the financial services industry. At first, we have to consider
the macroeconomic scenario characterized by low interest rates, leading to a reduction
of the institutions’ profitability and promoting investments aimed to increase the
organizations’ efficiency. The regulatory framework is another element to consider,
since, after the financial crisis, the authorities introduced new norms, some of them are
currently under implementation, like the Market in Financial Instruments Directive II,
the Insurance Distribution Directive or the General Data Protection Regulation. The
last element we have to consider is the technological one: during the years, many
innovations changed the customers’ behaviors, introducing new needs that institutions
have to take into account in their strategic plans. Google, Apple, Facebook and
Amazon, also called GAFA, have introduced new ways to interact with consumers that
are based on instant and easy access to different functionalities. The success of those
new models lead the so-called GAFA to became an attractive alternative to the tradi-
tional financial institutions, considering also their propensity to enter in this market
(Accenture 2017). The implementation of new technologies helps institutions to face
this issue; latest application of artificial intelligence to the business processes of the
financial sector are gaining much attention, since they enable institutions to be more
effective in meeting the customers’ needs (Raconteur 2018). As an example, we could
consider the use of machine learning algorithms in order to choose the right portfolio
allocation for customers. This technology has been implemented in some mobile
applications1, creating a digital financial advisor that can manage low amount of
savings. Those services has been quite successful since people that would like to save
money use them, but they are not able to pay the fees of private bankers. Moreover,
there are new companies called fintech that are getting into this sector with new
services based on innovative technologies. The growing investments on the new
entrants demonstrate their relevance for the sector: at the end of the 2016, they reached
the amount of 13.6 billion of US Dollars (KPMG 2017). Given the broad diffusion of
successful innovations in the market, institutions embraced open innovation strategies

1 Moneyfarm is an example of this business model’s type. It is an Italian start-up founded in the 2011,
that is offering robo-advisory services both in Italy and in UK. For more information read Financial
Times (2018).
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in order to capture ideas developed outside the company and implementing them in
their business models. The aim of this study is to analyze some of the choices that an
institution could take in order to open its boundaries, understanding which is the more
effective through a consistent data set, built on a panel of Italian financial institutions.

2 Literature Review

2.1 Innovation in the Financial Services Sector

Innovation in the financial services sector has been widely studied in the past, con-
sidering both services evolution issues (Barras 1990) and product innovation ones
(Boot and Thakor 1997). This topic became more relevant after the 2007 financial
crisis, since policies aimed to accelerate innovation were implemented without a
complete evaluation of their effects, leading to negative consequences for the whole
system: product innovation related to the creation of collateralized debt obligations
leads to a broad distribution of bad quality products to investors (Sveiby 2012). The
financial crisis showed that institutions’ innovation processes could have dangerous
effects on the society, promoting more research on how to manage those processes and
taking into account all the elements that characterize the complexity of the financial
sector (Lerner and Tufano 2011). This issue is still relevant, since innovation in the
financial services could allow institutions to face the market dynamism, characterized
by the increasing competition of new players and increasing complexity in customer
needs (Khraisha and Arthur 2018). Moreover, innovation in the financial services
sector needs further studies since there are many issues related to barriers to innovation
that needs to be overcome (Das et al. 2018). Financial innovation has been widely
studied and theorized during the years (Mention and Torkkeli 2012); in this paper we
are going to consider the definition by Frame and White (2004), that groups financial
innovation as new products, new services, new production processes and new orga-
nizational forms.

2.2 Open Innovation and Its Relevance for the Financial Sector

Open innovation is defined as “a paradigm that assumes that a firm can and should use
external ideas as well as internal ideas, and internal and external paths to market, as
they look to advantage their technology” (Chesbrough et al. 2006). Hence, according to
this theory firms could externalize a part of their R&D function to third parties, in order
to get more innovative ideas. This paradigm has been widely studied by literature,
focusing on different elements: Sieg et al. (2010) studied the processes of problem
foundation and problem solving of the R&D unit when it is integrated with external
experts; Chatenier et al. (2010) developed a competence profile that the members of the
R&D team should have in order to be able to integrate external innovative ideas;
Almirall and Masanell (2010) developed a model about how to balance the benefits
from discovery new ideas and the cost of the divergence with the external resources.
This theory is also been widely analyzed through the lens of absorptive capacity, that is
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considered a key element for a successful implementation of OI strategies (West and
Bogers 2014).

However little attention is given to the financial services industry, even if OI is
becoming a relevant issue for this sector, since institutions are cooperating with other
firms and with users along the innovation processes (Mention and Torkkeli 2012).
Hence, the impact of the OI framework in the financial services industry has to be
analyzed more in depth and new studies should be conducted using large samples, in
order to get a better explicative power (Salampasis et al. 2014). Then recent studies on
financial services innovation show that the main players that bring innovations to the
financial services are not institutions (Gomber et al. 2018). Moreover, the OI frame-
work could help understanding how to encompass effectively the external sources of
innovation.

3 Research Question and Hypotheses

Considering the current attention on the topics that concern innovation for the financial
services industries, and the need of further studies that investigate on open innovation
strategies of financial institutions, the research question that we would like to answer in
this paper is: which is the best type of collaboration in order to make the open inno-
vation strategies of financial institutions be effective?

Since OI is a wide research domain and literature has identified numerous mech-
anisms that a firm could use in order to implement OI strategies (West and Bogers
2014; Stanko et al. 2017), we have chosen the one referred to co-operations aimed to
develop innovation related activities, given the grooving interest in this field (Belderbos
et al. 2017; Kaupilla 2015). This approach will allow us to capture the heterogeneity
between different partnership typologies, identifying which one is more productive in
terms of innovation outcomes. Indeed the aim of this analysis is not to find if there is a
positive correlation between collaborations and innovative performance, but it is to
understand which is the most effective type of collaboration. Hence, we included in the
analysis the four types of co-operation practices identified by Mention (2011); they are:

• inter-firm collaborations with other firms of the group in order to spread ideas
generated in one part of the institution to all the organization;

• market-based collaborations, based on the involvement of suppliers and users in the
development process of innovation. In this way the firm could exploit advanced
instrument supplied by other firms, in order to create product and services based on
the costumers’ requirements;

• collaborations with competitors;
• science-based collaborations, based on partnerships with universities or higher

education institutions, Government and public or private research institutes.

Moreover, we are going to answer to the previous research question, testing the
following hypotheses.
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H1. Financial institutions involved in inter-firm collaborations are more likely to have
introduced product or service (both radical and incremental), process or organizational
innovations, compared to those not involved in inter-firm collaborations.
H2. Financial institutions involved in market-based collaborations are more likely to to
have introduced product or service (both radical and incremental), process or organi-
zational innovations, compared to those not involved in market-based collaborations.
H3. Financial institutions involved in collaborations with competitor firms are more
likely to have introduced product or service (both radical and incremental), process or
organizational innovations, compared to those not involved in collaborations with
competitors.
H4. Financial institutions involved in science-based collaborations are more likely to
have introduced product or service (both radical and incremental), process or organi-
zational innovations, compared to those not involved in science-based collaborations.

4 Methodology

4.1 Dataset: Community Innovation Survey

The Community Innovation Survey is conducted by Eurostat and it aims to map the
innovative activities of European enterprises. The CIS has been used in order to
empirically test relations that concern the OI innovation framework, since it offers a
wide set of items that regard co-operation practices and knowledge sources used by
firms in their innovative activities. Laursen and Salter (2006) was one of the first main
contributions in OI literature that used the CIS in order to the test the relation between
firm’s knowledge sources and its innovative performance. Furthermore, many authors
uses the CIS data set for their analysis, like Garriga et al. (2013) and Mention (2011).
This data set could be very useful in the development of the analysis, since it covers a
wide range of the Italian financial institutions; hence, it allows testing the hypotheses
using a large number of observations that are difficult to collect using other method-
ologies. Moreover, the data set includes observations related to other sectors and
further studies could be conducted, observing and comparing the differences between
sectors.

The data set used in the development of the paper derives from the CIS conducted
in an Italian panel of both manufacturing and service firms, during the two-year period
2012–2014. In this case, we have extrapolated the sub-sample of firms involved in the
financial services sector. The panel is composed by 845 observations, 67% of them are
financial institutions like banks, 22% are insurance, re-insurance companies and health
funds, while 11% are auxiliary activities.2

2 More details of the sample are reported in Fig. 1.
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4.2 Measures

In order to test the hypothesis, we run a similar model of the one presented by Mention
(2011), where it was analyzed if co-operation activities and information sources effect
innovation performances of services firms. The following model differs from the
Mention’s one because the variables that measure the knowledge sources are dropped
out, since the CIS2014 does not present questions on this argument. In addition the
extended model includes variables that increase its predictive power, that are described
later on, since they encompass other elements that helps to explain firms’ innovation
performances.

The model is applied to the dependent variables referred to the classification that
describes the types four of innovations for the financial sector, presented by Frame and
White (2004). However, product and service innovations are grouped together, in order
to allow us to focus our analysis also in the different effect of OI strategies for what
concerns radical and incremental innovation. Hence, the effectiveness of OI strategies
is measured considering if the institution has introduced one or more of the innovation
types considered. Moreover, we are going to run 5 models, one for each type of
innovation highlited.

Here all the variables included in the regressions are listed.
Dependent Variables

• PSINN: 1 if the firm has introduced a product or service innovation during the two
year period covered by the survey.

• NEWMKT: 1 if the firm has introduced a product or service innovation that is new
or significantly improved for the market. It measures radical innovation
performance.

• NEWFIRM: 1 if the firm has introduced a product or service innovation that is new
or significantly improved for the firm, but it is already available in the market. It
measures incremental innovation performance.

• PRCINN: 1 if the firm has introduced a process innovation during the two year
period covered by the survey. The activities included in this variable are: new or
significantly improved methods of producing goods or services, deliver or distri-
bution methods, supporting activities for the processes.

• ORGINN: if the firm has introduced a process innovation during the two year
period covered by the survey. The activities included in this variable are: new
business practices for organizing procedures, new methods of organizing work
responsibilities and decision making and new methods of organizing external
relations with other firms and public institutions.

Predictors

• COIF: 1 if the firm is involved in collaborations with other firms of the group.
• COMKT: 1 if the firm is involved in market-based collaborations.
• COCPT: 1 if the firm is involved in co-operation activities with competitors.
• COSCN: 1 if the firm is involved in science-based collaborations.
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Control Variables
Considering the empirical analysis of Laursen and Salter (2006) and Cheng and Shiu
(2014), we are going to control the effect of firms’ size, measured by the number of
employees (emp14), since larger firms own more resources and they are able to
develop more projects. Moreover, we are going to consider also the economic per-
formance of the firms, measured by the sales’ income (turn14). The model considers
also the effect of firm’s R&D policies, controlling if the firm uses an internal unit for
this purpose (RRDIN) or if it externalizes this function to other partners (RRDEX).

5 Main Results

Before proceeding with the description of the regressions’ results, we are going to
describe briefly some evidence that arise from the descriptive statistics that are reported
on Fig. 1. During the period covered by the survey, Italian financial institutions were
involved in different innovative activities: the 40% of them introduced product or
service innovation, the 19% of them were new to the market while the 31% new to the
firm. This means that institutions were not only involved in incremental innovation
process, developing ideas already introduced in the market, but also they were also
involved in radical innovation initiatives, even if it is not usual for this sector (Das et al.
2018). Moreover, the 37% of the sample developed process innovations, while the 52%
introduced organizational innovation. Hence, Italian financial institutions are intro-
ducing innovations that could affect different parts of their value chain, from the
product design and development to the services’ distribution.

For what concerns collaborations, we can notice that a part of the sample is
involved in those type of activities aimed to develop innovations. Collaborations with
suppliers and consumers are the most used, since the 10% of the respondents estab-
lished them. Science-based collaboration are the second most used (8%), followed by
intra-firms collaborations (6%) and collaborations with competitors (4%).

Looking at the outputs of the regressions, reported in Table 1, we can notice that
both the Cox & Snell R-square and the Negerlkerke R-square3 have a positive value,
hence the model could describe part of the variation in the innovative performances of
the institutions that belong to the sample.

Considering the model classification4, we can state that the models have a good
predictive power: in most of the innovation types the models could predict more than
70% of the correct outcome, except for the organizational innovation case, where the

3 They are two pseudo R-square values and they indicate approximately how much the variation in the
outcome is explained by the model, since they are built differently with respect of R-square measures
of OLS regressions.

4 Model classification is a measure that allows to test the prediction generated by the model,
classifying the probability that the model could generate correct predicted categories based on the
values of the predictor variables. The cut value is set to 0.5, hence we plotted in Fig. 3 the ROC
curves of the regressions. We can notice that areas under the ROC curves are higher than 0.5 in all
the regressions, proving the good predictive power of the model.
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Fig. 1. Descriptive statistics

Table 1. Regressions’ outputs

PSINN PRCINN ORGINN NEWMKT NEWFRM

Beta Odds-
ratio

Beta Odds-
ratio

Beta Odds-
ratio

Beta Odds-
ratio

Beta Odds-
ratio

COIF −0,13 0,87 −0,27 0,76 −0,25 0,8 0,28 1,32 0,29 1,34
COMKT 1,26** 3,54 1,54** 4,67 0,93** 2,5 0,63 1,87 0,91** 2,47

COCPT 0,74 2,10 0,44 1,55 0,85 2,4 0,35 1,41 0,64 1,9
COSCN 0,02 1,02 0,40 1,5 0,47 1,6 0,39 1,48 −0,3 0,74
RRDIN 2,41** 11,14 1,53** 4,6 0,81** 2,25 1,36** 3,9 1,64** 5,17

RRDEX 0,97 2,63 1,34* 3,81 −0,12 0,89 0,8 2,22 0,76 2,13
turn14 0 1 0 1 0 1 0 1 0 1

emp14 0 1 0 1 0 1 0 1 0 1
Constant −0,99** 0,37 −0,93** 0,4 −0,37** 0,69 −1,93** 0,15 −1,25** 0,29
Cox &
Snell R Sq.

0,19 0,14 0,12 0,11 0,13

Nagelkerke
R Sq.

0,26 0,19 0,15 0,18 0,19

Model
classification

73°% 73% 65% 82% 75%

** Sig. at 1% level
* Sig. at 5% level
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percentage is equal to 65%. Moreover, establishing collaborations with other players
could help significantly financial institutions to be effective in their innovative activities.

The outputs of the regressions show us that, even if Italian financial institutions
were involved in different typology of collaborations, only one of them is the more
effective. In all the regressions, the variable referred to market-based collaborations is
the only one to be highly significant with respect of the others. This is not true in the
case product or service innovation that are new to the market, this may be due to the
fact that this type of innovation is the less pursued in the financial services industries
with respect to the incremental one (Das et al. 2018). The descriptive statistics reported
in Fig. 1 give us evidence of this statement, since only a small part of the sample
introduced products or services that are new to the market.

Moreover, we can notice that this variable has a different effect on the different
types of innovation performance. We have plotted the odds-ratios of this variable for
each kind of innovation in Fig. 2, except for the radical innovation case, in order to
show this difference. All the odds-ratios reported in Fig. 2 are higher than 2 and this
means that financial institutions involved in collaborations with suppliers or users are
more likely to be effective in the introduction of an innovation, whichever is the type,
with respect of institutions that are not involved in this type of collaborations.

Considering the same Figure, we can notice that market-based collaborations are
more effective in the process innovation case, since its odds-ratio is equal to 4,67,
followed by product and service innovation (3,54) and organizational innovation (2,5).
Moreover, activities related to process, product and service innovation are the most

4,67

3,54

2,50 2,47

0,00

1,00

2,00

3,00

4,00

5,00

Odds-ratio=1

PSINN NEWFRMPRCINN ORGINN

Fig. 2. Market-based collaborations odds-ratios
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influenced by the establishment of market-based collaborations. Organizational inno-
vation is still influenced by this type of collaboration, but the likelihood that the
innovation could be implemented successfully is slightly lower.

Considering briefly the control variables, we can see that the variable referred to the
presence on an internal research and development unit is highly significant and has a
strong impact on each of the dependent variables. This is in line with the results of
Hung and Chou (2013), where it has been showed that internal R&D units have a

PSINN PRCINN

ORGINN NEWMKT

NEWFRM

Regression Area Under the ROC
Curve

PSINN 0,803

PRCINN 0,783

ORGINN 0,727

NEWMKT 0,762

MEWFRM 0,788

Fig. 3. ROC curves
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moderating effect between OI strategies and innovation performances. The use of an
external R&D unit is significant at the 10% level, only in the case of product and
service innovation. The variable referred to the number of employees and the financial
income are not significant in this model.

6 Conclusions

The results of the research show that only hypothesis H2 should not be rejected, since
institutions that are involved in market-based collaborations are more likely to be
innovative. Moreover, we can answer to the research question stating that collabora-
tions with users or with suppliers are the best ways to make OI strategies effective.
However, the analysis underlines other elements, like which are the types of innova-
tions that Italian financial institutions are pursuing and the effect of market-based
collaboration on each of them. More in detail, we have demonstrated that using market-
based collaborations is more suitable in order to get process innovation and product and
service innovation.

This analysis contributes to the academic articles on financial services innovation,
demonstrating that OI framework could be a useful tool in order to analyze innovation
patterns that involves both financial institutions and not-traditional players, since we
can notice that market-based collaborations are significantly correlated with the inno-
vation performance of the respondents. However, this study represents an initial step in
the analysis of OI strategies of institutions, the next step is to understand why this type
of collaboration is more effective than others, analyzing in depth different types of
market-based cooperation.

Moreover, the analysis could help institutions in the implementation of OI strate-
gies: even if we have showed that marked-based collaborations are overall the most
effective, we have discovered that they do not influence all the types of innovation in
the same way. Moreover institutions’ decision makers should chose this type of col-
laboration only on the case they want to introduce a new product or services, or if they
want to innovate the institution’s processes. This type of collaboration is not useful in
the case institutions want to implement organizational innovation or in the case they
want to introduce a new product or service that is new to the market.

Further studies should consider other measure of innovation performances. The
ones presented here are related to the introduction of an innovation, but we do not
know if that innovation has brought benefits to the organization, in the process inno-
vation case, or if it is profitable, in the product or service innovation case.
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Abstract. The consequences offinancial fraud are an issue with far-reaching for
investors, lenders, regulators, corporate sectors and consumers. The range of
development of new technologies such as cloud and mobile computing in recent
years has compounded the problem. Manual detection which is a traditional
method is not only inaccurate, expensive and time-consuming but also they are
impractical for the management of big data. Auditors, financial institutions and
regulators have tried to automated processes using statistical and computational
methods. This paper presents comprehensive research in financial statement
fraud detection by using machine learning techniques with a particular focus on
computational intelligence (CI) techniques. We have collected a sample of 2469
observations since 2002 to 2015. Research gap was identified as none of the
existing researchers address the association between financial statement fraud
and CI-based detection algorithms and their performance, as reported in the
literature. Also, the innovation of this research is that the selection of data sample
is aimed to create models which will be capable of detecting the falsification in
financial statements.

Keywords: Financial statement fraud � Machine learning techniques �
Classification

1 Introduction - Background

The stock and bond markets are critical components of a capitalist economy. The
efficiency, liquidity, and resiliency of these markets depend on the ability of investors,
lenders and regulators to assess the financial performance of businesses that raise
capital. Financial statements prepared by such organizations play a very important role
in keeping capital markets efficient. They provide meaningful disclosures of where a
company has been; where it is currently and where it is going. Most financial state-
ments are prepared with integrity and present a fair representation of the financial
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position of the organization issuing them. These financial statements are based on
generally accepted accounting principles (GAAP), which guide the accounting for
transactions.

Unfortunately, financial statements are sometimes prepared in ways that inten-
tionally misstate the financial position and performance of an organization. Such
misstatements can result from manipulating, falsifying, or altering accounting records.
Misleading financial statements cause serious problems in the market and the economy.
They often result in large losses for investors, lack of trust in the market and accounting
systems, and litigation and embarrassment for individuals and organizations associated
with financial statement fraud.

Specifically, according to Wells (2005), financial statement fraud is harmful in
many ways. These cases are: Firstly, undermines the reliability, quality, transparency
and integrity of the financial reporting process, secondly jeopardizes the integrity and
objectivity of the auditing profession, especially auditors and auditing firms for
example Andersen, thirdly, diminishes the confidence of the capital markets, as well as
market participants, in the reliability of financial information, fourthly makes the capital
markets less efficient, fifth adversely affects the nation’s economic growth and pros-
perity, sixth results in huge litigation costs, seventh destroy careers of individuals
involved in financial statement fraud, eighth causes bankruptcy or substantial economic
losses by the company engaged in financial statement fraud, ninth encourages regu-
latory intervention, tenth causes devastation in the normal operations and performance
of alleged companies, eleventh raises serious doubt the efficacy of financial statement
audits and finally erodes public confidence and trust in the accounting and auditing
profession.

According to the Association of Certified Fraud Examiners’ (ACFE’s) in its report
to the nation on occupational fraud and abuse (2014), the average financial statement
fraud by survey respondents is over US $1 million. Financial statement frauds, such as
the WorldCom and Enron frauds, can overstate income by billions of US dollars.

Furthermore “public statistics on the possible cost of financial statement fraud are
only educated estimates, primarily because it is impossible to determine actual costs
since not all fraud is detected, not all detected fraud is reported, and not all reported
fraud is legally pursed” (Rezaee 2002). Therefore, financial statement fraud combined
with audit failure, increase the interest of investors, lenders and regulators.

As a result, there is the requirement of investors, lenders and regulators to learn
how to detect financial statement fraud more effectively. Therefore, this research aims
to investigate how the investors, lenders and regulators can detect financial statement
fraud. Section 2 refers in details the specific efforts of previous researchers in detecting
financial fraud. Section 3 refers to the proposed methodology. Section 4 is a discussion
of our findings. Section 5 provides a conclusion to our research

We employ well-established machine learning techniques to identify the factors
which are actually connected with the financial statement fraud. Moreover, we provide
intelligent, non-parametric models for the identification of financial fraud observational
financial data of any company. Also, this research compares the effectiveness of dif-
ferent tools to detect fraud and find out the gaps existed between the judgments of the
experts and different prediction model.
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2 Review of Related Literature

There are many different types of fraud, as well as a variety of data mining, and
research is continually being undertaken to find the best approach for each case (West
2015). Data mining refers to any method that processes large quantities of data to
derive an underlying meaning. Within this classification (West 2015) will consider two
categories of data mining: statistical and computational. The statistical techniques are
based on traditional mathematical methods, such as logistic regression and Bayesian
theory. Computational methods are those who use modern intelligence techniques,
such as neural networks and support vector machines. Also (West 2015) consider that
these categories share many similarities, but the main difference between them is that
computational methods are capable of learning from and adapting to the problem
domain, while statistical methods are more rigid. In this research, we examine both
types of data mining. Specifically, in this research, we compare the performance of two
data mining methods including Naves Bayes, and K-nearest neighbours.

The first researchers (Zhang et al. 1998,) who investigated the fraud detection
focused heavily on statistical models such as logistic regression and neural networks.
Recent fraud detection research has been far more varied in methods studied, although
the former techniques are still popular (West 2015). The most recent studies like Kirkos
et al. (2007), Ravisankar et al. (2011), which have examine the financial statement
fraud used classification methods to detect fraud. Classification is a data mining method
that separates a list of unknown samples into one of several discrete classes (Ngai et al.
2011). Binary classification is a simplified case in which there exists only two possible
categories (such as fraudulent and non-fraudulent). In contrast, regression is a tradi-
tional statistical method that has been used extensively in data mining for many years.
It aims to expose relationships between a dependent variable and a set of independent
variables (Ngai et al. 2011).

Kirkos et al. 2007 compared statistical methods with neural networks to identify
fraudulent Greek manufacturing companies. Also in 2011, Ravisankar et al. 2011
compared a large range of methods to identify financial statement fraud within Chinese
companies. In addition, to supporting vector machines they looked at genetic pro-
gramming, logistic regression, group method of data handling, and variety of neural
networks Ravisankar et al. Also Bose and Wang (2007) compared neural network and
decision tree to explore financial statement fraud with financial items from a selection
of public Chinese companies. Furthermore, Humpherys et al. (2011) used text mining
techniques to investigate the financial statement fraud with managerial statements for
US companies. Zhou and Kapoor (2011) looked at common behaviours that are fre-
quently present for financial statement fraud and created a framework to be used for
designing detection methods.

The identification of financial fraud is difficult or even impossible by using first
principles approach. According to the Institute of Internal Auditors (2001) a fraud
examiner commonly uses the following techniques to identify the relationships among
the financial data that do not appear reasonable:
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• Comparison of current period information with similar information from prior
periods. Prior period amounts normally are assumed to be the expectation for the
current period. A modification of this comparison is the incremental approach
whereby prior period numbers are adjusted for known changes, such as significant
purchases or sales of assets and changes in lines and volumes of business.

• Comparison of current period information with budgets or forecasts. This com-
parison should include adjustments for expected unusual transactions and events.

• Study of relationships among elements of information. Certain accounts vary in
relation to others, both within a financial statement and across financial statements.
For instance, commissions are expected to vary directly in relation to sales.

• Study of relationships of financial information with the appropriate non-financial
information. Non-financial measures are normally generated from an outside
source. An example would be retail stores where sales are expected to vary with the
number of square feet of shelf space.

• Comparison of information with similar information from the industry in which the
organization operates. Industry averages are reliable in stable industries. Unfortu-
nately, industry trade associations require months to compile, analyze, and publish
information; therefore, the data may not be timely.

• Comparison of information with similar information from other organizational units.
A company with several stores might compare one store with another store. The
“model” store should be sufficiently audited to assure that it is an appropriate standard.

As we can conclude for the above procedure about the techniques which a fraud
examiner uses to detect financial fraud appear many gaps. On the other hand com-
putational intelligence and statistics help to anticipate and quickly detect fraud and take
immediate action to minimize costs.

However, we assume that there exists a relationship between specific financial
attributes and the existence or absence of financial fraud (outcome). This potential
relationship between these factors and the outcome is not exactly known due to the
inherent uncertainty Parsons (1996), Ren et al. (2009), of the financial data. As a
consequence, we are dealing with the problem as a ‘black box’ system. The input of the
system is a set of specific attributes (factors), while its output is the outcome of these
attributes, caused by the system in a way which is not exactly known. The only
knowledge we have about the operation of the system arises from specific observations
regarding what outcome causes specific inputs (attributes). The target of modeling is
building a model (i.e. a mathematical function) for simulating the unknown system.
That is a model that delivers the same outcome as the unknown system on the given
data set of observations.

Over the years, various computational methods have been used for fraud detection
and, like other similar problems; successful implementation of the detection methods
depends on having a clear understanding of the problem domain. While some prior
researchers have focused on the common issues such as problem representation for
machine learning techniques problems, in general, there has been almost no analysis
from the perspective of fraud detection which we aim to address here. The imple-
mentation of these techniques follows the same information flow of machine learning
techniques processes in general.
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3 The Proposed Methodology

We formulate the problem of financial fraud detection as a classification problem,
assuming that the existence or the absence of financial fraud depends on specific
quantitative financial attributes. These attributes, listed in Table 1, are the input to the
classifier. The output of the classifier is either ‘1’ = FFSs (Financial Fraud Statement)
or ‘0’ = Non-FFSs, indicating the existence or the absence of fraud, respectively. If
sufficient historical data (instances, in the form attribute-label) exist, then the classi-
fier’s workflow can be directed at increasing the chances to capture the opportunities
for preventing loss by identifying and verifying potential financial fraud.

In this research, we follow CRISP-DM approach which follows the following steps:
(i) Business Understanding, (ii) Data Understanding, (iii) Data preprocessing,
(iv) Modeling, (v) evaluation, and (vi) Deployment. Business understanding phase was
presented in Sect. 2. In this section, data collection, data understanding and modeling
are discussed. Section 4; explain the findings, evaluation and deployment phases.

3.1 Data Collection/Description

A sufficient number of samples should be collected after the definition of candidate
attributes. These samples are raw data and usually needs preprocessing for detecting
potential outliers and missing values. Another important preprocessing data step is the
normalization of attributes.

The selection of data sample is aimed to create models which will be capable of
detecting the falsification in financial statements. For this reason, several factors have
been examined. One of the most important factors is the sector of enterprises because

Table 1. The number of firms per sector

Sector Number of firms/sector

Industrial Goods & Services 19
Retail 13
Construction & materials 33
Media 14
Oil & Gas 3
Personal & Household Goods 47
Travel & Leisure 12
Technology 27
Telecommunications 1
Food & Beverage 28
Health Care 8
Chemicals 9
Basic Resources 17
Total 231
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the sector of enterprises affects their financial profile. Our main sources for data were
the published financial statements and their notes from the Athens Stock Exchange
database.

Initially, our sample contained data from 231 Greek listed on the Athens Stock
exchange since 2002–2015. Our sample contains 2469 observations. We analyze the
number of firms per sector in Table 1, after excluding the sectors of banking, utilities,
and financial services, from the sample.

According to Spathis et al. (2002b), and Kirkos et al. (2007), the classification of
the financial statement as fraud was based on the following parameters:

• The inclusion in the auditors’ reports of opinions of serious doubt as to the cor-
rectness of accounts,

• The observations by the tax authorities regarding serious taxation intransigencies
which seriously alter the company’s financial statements,

• The application of Greek legislation regarding negative net worth,
• The inclusion of the company in the Athens Stock Exchange categories of “under

observation” and “negotiation suspended” for reasons associated with falsification
of the company’s financial data and

• The size of the auditor firm.

After the selection of the fraud sample, we searched for a non-fraud sample from
the same sources. The choice of the non-fraud enterprises was carried out by using the
matching method Hunt and Ord (1988), Sibley and Burch (1979). The matching
method is a common practice in financial classification researches such as bankruptcy,
mergers, acquisitions, etc. Beaver (1966),. There are two main reasons which we use
the method of matching. The first reason is the high cost and the time which is needed
for the selection of sample Bartley and Boardman (1990) and the second reason is the
higher information which contained in this sample in compare of a random sample
Cosslett (1981), and Palepu (1986).

Therefore, the main criterion for the similarity of the two samples is the period
Stevens (1973). The criterion of period refers to the changes in a country’s macroe-
conomic environment and has an impact on economic conditions and business decision
making. Also, there is one more main criterion which is the sector and the total assets.
Stice (1991) referred that the sector and the size are the most important factors for the
matching method.

On the other hand, the matching method has accepted criticisms. Ohlson (1980)
refers that the criteria which used for the matching method tend to be arbitrary. Also,
Ohlson (1980) refers that there is not absolutely clear the advantages process of the
matching method. Ohlson (1980) suggests that is more preferable to use the different
factors as independent variables of the sample than to use for the purpose of matching
method.

3.2 Candidate Attributes

This paper adopted the related attributes based on prior researchers, who study the FFS.
Such work carried out by Spathis et al. (2002a, b), Fanning and Cogger (1998), Persons
(1995), Stice (1991), Feroz et al. (1991), Loebbecke et al. (1989), and Kinney and
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McDaniel (1989) contained suggested indicators of FFS. So there are a number of
attributes which considered more possible to lead in the falsification of the financial
statement. The financial ratios, examined in this research appear in Table 2.

Table 2. The list and description of candidate attributes.

Attribute Description

x1 Total Debt Solvency ratios
x2 The logarithm of Total Debt Solvency ratios
x3 Equity Structure ratios
x4 Debt to Equity Solvency ratios
x5 Total Debt/Total Assets Solvency ratios
x6 Long Term Debt/Total Assets Solvency ratios
x7 Short-Term Debt/Total Assets Solvency ratios
x8 Account Receivable/Sales Activity ratios
x9 Inventory/Sales Activity ratios
x10 Inventory/Total Assets Activity ratios
x11 Sales Growth Activity ratios
x12 Sales Activity ratios
x13 Gross margin Profitability ratios (Return on sales)
x14 Sales minus Gross Margin Activity ratios
x15 Total assets Structure ratios
x16 The logarithm of Total Assets Structure ratios
x17 Net fixed assets/total assets Structure ratios
x18 Gross Profit/Total Assets Profitability ratios (Return on investment)
x19 Net Profit/Total Assets Profitability ratios (Return on investment)
x20 Net Profit/Sales Profitability ratios (Return on sales)
x21 Working Capital Liquidity ratios
x22 Working Capital/Total Assets Liquidity ratios
x23 Sales to total assets Activity ratios
x24 Current Assets/Current Liabilities Liquidity ratios
x25 Net Income/Fixed Assets Profitability ratios (Return on investment)
x26 Cash/Total Assets Liquidity ratios
x27 Quick Assets/Current Liabilities Liquidity ratios
x28 Earnings Before Interest and Taxes Profitability ratios (Return on sales)
x29 Ebit/Total Assets Profitability ratios (Return on investment)
x30 Equity/Total Liabilities Structure ratios
x31 Z-score Profitability ratios (Return on investment)
x32 Inventory Activity ratios
x33 Net profit after tax Profitability ratios (Return on sales)
x34 Sector
x35 P/E
x36 Price/book value Investment ratios
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3.3 Data Preprocessing

Data preprocessing involves several steps, for preparing cleansing and normalizing the
raw data before being used for modeling. Missing values is one of the most common
issues that the data preprocessing should face. In this work, we entirely remove a
sample from a data set if one or more attributes of the sample have missing values. In
addition, in this work, we performed the normalization step by linearly mapping each
attribute’s value from its actual range within the interval 0; 1½ �. In the next step, we
considered as outliers those instances (companies) having extreme or out of feasible
range values for some attributes. Outliers were removed from the data set before
applying any modeling technique.

We use wrapper based methods as they tend to deliver more accurate results than
filter based ones Monroe and The (1993). A particular model is used as wrapper and
different subsets of attributes are sequentially presented to it according to forward
inclusion approach.

3.4 Description of Employed Models (Wrappers)

We use particular models from established paradigms of machine learning and from
statistics. More specifically, we use K-Nearest Neighbor as a representative from
“instance-based learning”; From statistics, we use Naïve Bayes method from the
“Bayesian paradigm”. Although, a lot of variations of each model exist, however, we
apply the “principal” model which we consider as “representative” of each paradigm.

The main advantage of K-Nearest Neighbor Classifier is a very simple classifier
that works well on basic recognition problems. The main disadvantage of this approach
is that the algorithm must compute the distance and sort all the training data at each
prediction, which can be slow if there are a large number of training examples. On the
other hand, the first advantage of Naïve Bayes Classifier is fast to train fast to classify,
Second in not sensitive to irrelevant features. Thirdly it handles real and discrete data
and finally the Naïve Bayes Classifier handles streaming data well. Also the main
disadvantage is that it assumes strong feature independence assumption.

4 Experimental Results

4.1 Comparison with Factor Importance

Overall, in Table 3 appears the comparison results from all the methods of machine
learning techniques. Also, in Table 3 shows the fraud factors in different methods and
the comparison of empirical data result. In addition, Table 3 indicates the importance of
attributes included in prediction models. The most important category of fraud detection
is “poor performance”. All factors effects are consistent with prior researches. The top
seven fraud factors are a log of Total Debt, Equity, Debt to Equity, a log of total assets,
net fixed assets to total assets, cash to total assets and sector. Furthermore, the
Profitability, Liquidity, Solvency, Activity and Structure ratios are significant predictors
for fraud detection. Specifically, the significant ratios which are the most important for
fraudulent financial statements appeared in Table 3 and analyzed following.
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Leverage proxies is a significant result as an indicator for fraud analysis. These
ratios are consistent with Spathis et al. (2002b) while and Fanning and Cogger (1998)
which suggest that firms with higher debt to equity ratios would be a good indicator for
fraudulent firms. Furthermore, it means that firms with a high total debt to total equity
value have an increased probability to be classified as fraudulent firms. Previous studies
such as Persons (1995) supported that the high debt structure it is possible to motivate
in the FFS. In addition, Loebbecke et al. (1989) concluded in their research that 19% of
firms of their sample appeared solvency problems.

Lower liquidity may be an incentive for managers to engage in fraudulent financial
statements. This argument is supported by Kreutzfeldt and Wallace (1986) who dis-
covered that firms with liquidity problems have significant more errors in their financial
statement than firms without liquidity problems. In this research, the most important
liquidity ratios which associate with the fraudulent financial statement are the Working
capital, Current assets to Current liabilities and Cash to Total Assets.

Table 3. Comparison with factor & predict the importance

Attributes Result of KNN Result of NB Total

Total Debt X 1
The logarithm of Total Debt X 1
Equity X 1
Debt to Equity X 1
Total Debt/Total Assets X 1
Long Term Debt/Total Assets X 1
Short-Term Debt/Total Assets X 1
Account Receivable/Sales 0
Inventory/Sales 0
Inventory/Total Assets 0
Sales Growth X 1
Sales X 1
Gross margin 0
Sales minus Gross Margin X 1
Total assets X 1
The logarithm of Total Assets 0
Net fixed assets/total assets X 1
Gross Profit/Total Assets X 1
Net Profit/Total Assets 0
Net Profit/Sales 0
Working Capital X 1
Working Capital/Total Assets 0
Sales to total assets 0
Current Assets/Current Liabilities X 1
Net Income/Fixed Assets X 1

(continued)
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Furthermore, lower profit may give management incentive to overstate revenue or
understate expenses. Kreutzfeldt and Wallace (1986) discovered that firms with prof-
itability problems have significantly more errors in the financial statement than firm
without profitability problems. This approach is based on the expectation that man-
agement will be able to maintain or improve past levels of profitability Summers &
Sweeney (1998). If this expectation is not met by actual performance, then it motivates
the fraudulent financial statement. Financial distress is a motivation for fraudulent
financial statements Loebbecke et al. (1989), Kreutzfeldt and Wallace (1986). In this
research, the most important profitability ratios for FFS are gross profit to total assets,
net profit to total assets, net income to fixed assets and EBIT to total assets.

Capital Turnover proxies by receivables to revenue also have significant results.
High ratios of account receivables to sales and inventory to sales are consistent with
research suggesting that accounts receivables are an asset with a higher incidence of
manipulation. Also, asset composition proxies by inventory to total assets indicate
significant results. In addition, our research concludes that the size of the firm is
statistically significant and measured by total assets. Finally, ratios sales growth, sales
to total assets sales minus gross margin inventory net fixed assets to total assets equity
to total liabilities, and P/E are significant in the detection of the fraudulent financial
statement.

This result supported by the result of the research with the rate of correct classi-
fication which analyzed in the next section.

4.2 Comparison with Predict Performance

Performance evaluation is the final step of the framework which is used for measuring
the performance and judging the efficacy of machine learning techniques.

The pre-processed dataset was further randomly divided into training and testing
sets via K-fold cross-validation. A typical experiment uses K = 5. The sample was
divided 5-fold via stratified 5-fold cross-validation. Each fold contained equal numbers

Table 3. (continued)

Attributes Result of KNN Result of NB Total

Cash/Total Assets X 1
Quick Assets/Current Liabilities 0
Earnings Before Interest and Taxes 0
Ebit/Total Assets X 1
Equity/Total Liabilities X 1
Z-score 0
Inventory X 1
Net profit after tax 0
Sector X X 2
P/E 0
Price/Book Value 0
CVSR -ACCURANCY 89,11 68,29
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of fraud and non-fraud cases. Each fold of the sample was used individually to define
parameters and train classifiers, while the remaining five folds were used as test sets to
assess the sample performance. After the parameters were set and the classifiers have
trained the methods were evaluated by applying them to the test sets. Finally, the
average classification accuracy of the test sets was calculated. After preparation of the
5-fold cross validation datasets these datasets were used by the two classifiers. The
proposed ensemble of classifiers was developed and validated based on the classifier
results.

Besides classification accuracy, this research also used misclassification cost.
Generally, misclassification cost is associated with two error types. A type error I occur
when a non-fraud case is classified as a fraud class. Meanwhile, a type II error is
committed when a fraud case is classified as a non-fraud class. The misclassification
costs associated with type II errors are reportedly much higher than those associated
with type I error West et al. (2014). Classifying a fraud case into a non-fraud class may
result in incorrect decisions about economic damage. Moreover, classifying a non-
fraud case into a fraud class may result in expenses and excess time associated with the
additional investigation.

The 5-fold cross validation performances of the six classification methods were
calculated and compared. The KNN has the higher average accuracy (89,11%), and
Naives Bayes has the lowest accuracy (68,29%) respectively.

The confusion matrix for KNN and NB are presented in Tables 4 and 5. Also,
performance matrix indicating the sensitivity (type I error) and specificity (type II error)
of the two methods which are used in this research. Sensitivity (type I error) and
specificity (type II error) have been used as a metrics for performance evaluation. The
sensitivity is the measure of the proportion of the number of fraudulent companies
predicted correctly as fraudulent by a particular model to the total number of actual
fraudulent companies. The specificity is the measure of the proportion of the number of
non-fraudulent companies predicted as non-fraudulent by a model to the total number
of actual non-fraudulent companies. In both cases, we presented the average accuracies,
Sensitivity, specificity, accuracy, error rate, precision (Table 6).

Table 4. Confusion matrix for KNN

Observed Predicted-classified as KNN
FFSs Non-FFSs

FFSs 1300 (correct classification) 113 (type II error)
Non- FFSs 132 (type I error) 924 (correct classification)

Table 5. Confusion matrix for Naive Bayes

Observed Predicted-classified as Naive Bayes
FFSs Non-FFSs

FFSs 1299 (correct classification) 114 (type II error)
Non- FFSs 669 (type I error) 387 (correct classification)
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5 Conclusion

Reasons for committing financial statement fraud include improving stock perfor-
mance, reducing tax obligations or as an attempt to exaggerate performance due to
managerial pressure Ravisankar, et al. (2011). Financial statement fraud can be difficult
to diagnose because of a general lack of understanding of the field, the infrequency in
which it occurs, and the fact that it is usually committed by knowledgeable people
within the industry who are capable of masking their deceit Maes et al. (2002). This
research studied intelligent approaches to fraud detection, both statistical and compu-
tational. There is also the opportunity to examine the performance of existing methods
by adjusting their parameters, as well as the potential to study cost-benefit analysis of
computational fraud detection. Finally, further research into the differences between
each type of financial fraud could lead to a general framework which would greatly
improve the accuracy of intelligent detection methods.
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Abstract. Early analysis of Bitcoin concluded that it did not meet the
economic conditions to be classified as a currency. Since this analysis
interest in bitcoin has increased substantially. We investigate whether
the introduction of futures trading in bitcoin is able to resolve the issues
that stopped bitcoin from being considered a currency. Our analysis
shows that spot volatility has increased following the announcement of
the futures contracts, the futures contracts are not an effective hedging
instrument and that price discovery is driven by uninformed investors in
the spot market. The conclusion that bitcoin is a speculative asset rather
than a currency is not altered by the introduction of futures trading.

Keywords: Cryptocurrencies · Futures markets · Volatility ·
Speculative assets · Currencies

1 Introduction

An early analysis of bitcoin by [22] concluded that it was not a currency, but
rather a speculative asset. In drawing this conclusion Yermak argued that bitcoin
failed to satisfy all three of the functions of money: a medium of exchange, unit
of account and store of value. The finding that bitcoin has no intrinsic value, in
work that found speculative bubbles in bitcoin prices, by [4] supports this conclu-
sion. A recent innovation in the bitcoin trading environment is the introduction
of futures contracts by the Chicago Mercantile Exchange (CME) and Chicago
Board Options Exchange (cboe) in December 2017. The high volatility of bitcoin
prices was identified by Yermak as a feature which lead to bitcoin not being a
useful unit of account. We explore whether the introduction of futures contracts
has materially reduced the volatility of bitcoin prices on the spot market. We also
explore which of the markets is more important in setting the bitcoin price and
the hedging effectiveness of the new futures contract. A finding that volatility
has not fallen, hedging opportunities are limited and that the bitcoin price is set
by uninformed investors on the spot market will reinforce Yermak’s conclusion
that bitcoin is a speculative asset rather than a currency.
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What is a crypto currency? A standard electronic transaction will involve
an intermediary such as a bank or third-party company who will ensure that
the value of the transaction is transferred between the two parties. In a crypto
currency transaction there is no third-party. Each transaction is recorded in a
distributed database maintained on a peer-to-peer network. Each transaction in
the database records the buyer and seller of the unit of currency. The database is
updated so each node of the network maintains a copy of all transactions. Units of
currency are created as rewards for parties who provide the required computing
infrastructure (known as mining). Existing and new coins are passed from user
to user by adding a new transaction to the transaction record. This approach
means that it is possible to track each coin from creation through to its current
owner. The system uses public private key encryption to confirm transactions
and provide anonymity to users of the system; the only identifier recorded with
transfers is the public encryption key of each party to the transaction.

Bitcoin was proposed as a peer-to-peer online payment platform, [15]. The
messages which contain the information required for a transaction are called
coins. The bitcoin network facilitates the creation of coins and a mechanism for
recording the transfer of coins between the users of the network. The design of the
system uses cryptography and distribution of the underlying transaction data,
allowing the transfer of coins to occur without a third-party intermediary. The
mechanism used to solve the double spending problem inherent in electronic
value transfer systems is a distributed timestamp service. Every transaction
(transfer of coins) is broadcast to the network, the servers supporting the network
aggregate these transaction into a block, which contains a link to the last block of
transactions (thus a block chain) and its hash. A block is verified by generating
a hash code (a unique numeric value) that is dependent on the contents of the
block. The key is required to satisfy a system generated constraint, generally
specified as the number of leading zeros in the hash key. A section of each block
has been set aside to hold a number that can be altered, thus altering the content
of the block and the hash key of the block. The first node to find a conforming
hash code broadcasts the completed block to the network. Completing a block
earns a number of new coins for the operator of the network node, a built-in
incentive for node operators to participate in the network.

The information in a coin records the transfer of ownership of the coin.
These transfers use public private key cryptographic methods to authenticate
ownership of coins by the seller and to create a record of the recipient of the
coin. A public key is designed to be widely shared, any message that is encrypted
with this key can only be decrypted with the associated private key. Anyone can
encrypt a message that can only be read by the private key holder. A message
encrypted with a private key can only be decrypted with its associated public
key, allowing the message to be confirmed as authentic. The coin network uses
private key encryption to authenticate that the transfer instruction came from
the current owner of the coin. Someone transferring coins publishes a message to
the network indicating the number of coins being transferred with a reference to
the transaction that transferred these coins to the sender. Part of the message
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is encrypted with a private key to authenticate the transaction, the public key
of the recipient of the transfer is also included in the message. The network
identifies the parties to a transaction by their public key, which are effectively
account numbers. This is why the network is called pseudo-anonymous, actual
names of transactors are not known but knowledge of public keys facilitates the
identification of all transactions by the user of that key.

By construction the bitcoin network simply records the transfer of coins and
the creation of new coins by network nodes. Other infrastructure is necessary
for the network to acquire economic significance, [2] provide an overview of eco-
nomic and governance issues associated with Bitcoin. As with equities, organised
exchanges facilitate the buying and selling of coins for currency or other assets.
Exchanges provide an order recording and matching mechanism to put buyers
and sellers together. Following the matching of orders the transfer of the bitcoins
proceeds by the usual mechanism, the transfer of funds from the buyer to the
seller happens through the payments platform used by the exchange. This will
typically be provided by a bank, card supplier or alternate payment platform.
For vendors to accept bitcoin as payment a gateway between the bitcoin net-
work and standard payment systems which has access to reliable bitcoin prices
in a currency acceptable to merchants is required. Risk management services in
the form of futures trading will also be provided as external infrastructure by
futures exchanges. None of this economic infrastructure is inherent in the design
and operation of the base Bitcoin network.

In December 2017 trading in futures contracts on bitcoins commenced on the
Chicago Mercantile Exchange (CME) and the Chicago Board Options Exchange
(cboe). On December 1 both exchanges announced a bitcoin futures contract.
The cboe contract commenced trading on December 10, each contract is for one
bitcoin. Three aspects of the introduction of futures on the spot market will be
explored. Firstly the impact of futures trading on spot volatility is examined.
Secondly the hedging effectiveness of the futures contracts is evaluated. Finally
the flow of information between the spot and futures markets is documented.

2 Data

The CME contract commenced trading on December 18, each contract is for 5
bitcoins. Both contracts are cash settled in USD. Shown in Table 1 are stylized
facts of these two contracts. Using data sampled at a one minute frequency from
the cboe futures contract, sourced from Thomson Reuters Tick History, and
bitcoin price data from coinmarketcap.com1, we will explore the impact of the
introduction of risk management tools on the pricing and risk characteristics of
the spot bitcoin market. From the 1-minute transaction prices we calculate the
log return for each period, rt = ln(Pt/Pt−1), which is presented in Fig. 1. This
return series is used in the analysis which follows.

1 A website which collects Bitcoin data from multiple exchanges and combines it to
form a weighted average.
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Fig. 1. Price and returns time series over the full sample period

The characteristics of the bitcoin data covering the period from 26 September
2017 to 22 February 2018 can be found in Table 2. Statistics for the full period
and for sub-samples before and after the introduction of futures trading are
presented.

Both the descriptive statistics and the graphs show that there has been a
change in the distributional characteristics of bitcoin returns. The mean has
changed sign and the standard deviation has doubled. This change in volatility
is evident in the time series plot of the returns. We wish to determine if these
changes are significant and if possible to date the change.

3 Analysis

The impact of the introduction of futures trading on volatility in the underlying
spot market has been investigated for stocks, foreign exchange, interest rates
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Table 1. Stylised facts based on Cboe and CME Bitcoin Futures

Variable Cboe futures CME futures

Product code XBT BTC

First traded 10th of December 2017 18th of December 2017

Contract unit 1 Bitcoin 5 Bitcoins

Minimum price fluctuation 10.00 points USD/XBT (equal
to $10.00 per contract)

$5.00 per bitcoin = $25.00 per
contract

Position limits A person: (i) may not own or
control more than 5,000
contracts net long or net short
in all XBT futures contract
expirations combined and (ii)
may not own or control more
than 1,000 contracts net long or
net short in the expiring XBT
futures contract, commencing at
the start of trading hours 5
business days prior to the Final
Settlement Date of the expiring
XBT futures contract

1,000 contracts with a position
accountability level of 5,000
contracts

Price limits XBT futures contracts are not
subject to price limits

7% above and below settlement
price, +/−13% previous
settlement, +/−20% for prior
settlement

Settlement The Final Settlement Value of
an expiring XBT futures
contract shall be the official
auction price for Bitcoin in U.S.
dollars determined at 4:00 p.m.
Eastern Time on the Final
Settlement Date by the Gemini
Exchange Auction

Cash settled by reference to
Final Settlement Price

and commodities. The empirical evidence is mixed. [8] examined stock market
volatility before and after the introduction of stock index futures trading in 25
markets. They found a noticeable increase in volatility in the U.S. and Japan.
In the remaining 23 markets there was a negligible effect or the volatility fell.
A recent study of the introduction of futures on European real estate indices
by [12] found that the volatility of the indices fell after the introduction of the
futures contracts. The question is an empirical one.

To test for a change in volatility the change point detection methods that have
been developed in the process control literature are applied, [20] and [19]. With a
sequence of observations x1, x2, ... drawn from random variables x1, x2, ... which
undergo a change in distribution at time τ , the observations are distributed:

Xi ∼
{

F0 if i ≤ τ1
F1 if i > τ1

(1)
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Fig. 2. Change point detection
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Table 2. Descriptive statistics for bitcoin prices and returns

Panel A - Full Sample Price Return

Mean 9,862.048 4.26E-06

Standard error 8.579189 4.33E-06

Median 9,291.53 1.21E-06

Mode 15,000 0.000000

Standard deviation 3,984.44 0.002009

Sample variance 15,875,760 4.04E-06

Kurtosis −0.89573 11.46425

Skewness 0.39184 −0.08776

Range 15,800.5 0.069144

Minimum 3,865.23 −0.03291

Maximum 19,665.73 0.036236

Count 215,696 215,696

Panel B - Pre Futures Introduction Price Return

Mean 7,812.788 1.3E-05

Standard error 10.39188 3.96E-06

Median 6,671.42 1.1E-05

Mode 16,500 0.000000

Standard deviation 3,559.035 0.001357

Sample variance 12,666,728 1.84E-06

Kurtosis 0.845098 26.04

Skewness 1.322531 −0.43248

Range 14,152.89 0.053846

Minimum 3,865.23 −0.03166

Maximum 18,018.12 0.022191

Count 117,294 117,294

Panel C - Post Futures Introduction Price Returns

Mean 12304.74 −6.1E-06

Standard error 9.418187 8.22E-06

Median 11,683.09 0.000000

Mode 15,000 0.000000

Standard deviation 2,954.4 0.00258

Sample variance 8,728,479 6.66E-06

Kurtosis −0.58609 6.020228

Skewness 0.302747 −0.00718

Range 13,741.01 0.069144

Minimum 5,924.72 −0.03291

Maximum 19,665.73 0.036236

Count 98,402 9,8402
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That is the variables have some distribution F0 before the change point at
t = τ and a different distribution F1 after. It is assumed that the observations
are univariate, real-valued, and independent. Begin by considering the problem
of testing for a change in distribution at some given time k. This leads to the
following hypothesis test:

H0 : Xi ∼ F0(x; θ0), i = 1, 2, ..., n

H1 : Xi ∼ F0(x; θ0), i = 1, 2, ..., k
F1(x; θ1), i = k + 1, k + 2, ..., n

(2)

Where the θi are the parameters of each distribution, which will generally be
unknown. This is a problem which can be solved using a two sample test, the
test chosen will depend on what is known about the distribution of the obser-
vations. To avoid making distributional assumptions, non-parametric tests can
be employed such as the Mann-Whitney test for mean (location) shifts, the [14]
test for variance (scale) shifts and the [13] test for more general distributional
changes. After choosing a two sample test statistic, Dk,n, its value is computed by
splitting the observations into two samples at observation k. If its value exceeds
the chosen critical value then the null of the samples having identical distribu-
tions is rejected and we conclude that there is a change point at observation k.
When the location of the change point is not known in advance we do not know
what value of k to use in the test. In this case the value of the test statistic, Dk,n,
is computed for all values of k, 1 < k < n. That is, for every possible split of the
data into two samples the chosen test is conducted and the maximum value of
the standardised test statistics obtained, Dn, is used for inference. Where:

Dn = max
k=2,...,nn−1

∣∣∣∣ D̃k,n−μD̃k,n

σD̃k,n

∣∣∣∣ (3)

The null hypothesis of no change is rejected if Dn > hn, where hn is the
critical value (threshold) chosen for the test. The critical values of Dn for a
range of test statistics have been generated using simulation methods by [20].
These computed values are employed in the R package cpm developed by [19].
The best estimate of the location of the change point will be the observation
that immediately followed the value of k which maximised Dn.

In this study there are over 100,000 observations, so nonparametric tests
for change in location and sale will be used. Two nonparametric statistics will
be employed, the Mood statistic for change in volatility (scale) and a Lepage
type statistic which tests for a change in location and scale, the results of which
are presented in Fig. 2. The implementation of these statistics for change point
detection in the R cpm package were used to establish the existence and location
of a change point in the bitcoin price series.

Both the Mood and Lepage statistics indicate there is a significant change in
the distribution, driven by the increase in volatility. The date of the change is 29
November 2017, two days before the official announcement of the commencement
dates for futures trading. As returns for financial assets have often been found
to be non i.i.d. the analysis was run on the raw returns and residuals from a
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ARMA(1,1)-GARCH (1,1)2 model fit. A significant change in the distribution,
associated with the increase in series volatility was detected at the same point in
time in each case. The increase in volatility will exacerbate the issue of bitcoin
not being a reliable store of value.

The next part of our analysis will measure the extent of risk reduction that
can be obtained by forming hedge portfolios. One of the uses of futures contracts
is to manage (hedge) pricing risk in the underlying spot market. That is, by
taking offsetting positions in the spot and futures markets risk, as measured by
return volatility, can be reduced. In practice this means that the volatility of
the hedge portfolio, a combination of the underlying asset and futures contracts,
will be less than the volatility of the unhedged position in the spot market.
It is possible that an appropriately constructed hedge portfolio can be used to
manage the volatility of bitcoin prices. The body of research which has looked at
the calculation and evaluation of optimal hedging strategies, such as [5,6,11,16],
concludes that hedge ratios selected by OLS generally work best when evaluated
in sample. We will analyse naive and OLS based hedging strategies.

The effectiveness of the hedge can be measured by the percentage reduction
volatility that results from holding the hedge portfolio:

Effectiveness = 1 − Variancehp
Varianceup

(4)

Risk Reduction =
σup − σhp

σup
(5)

where hp and up represent a hedged portfolio and unhedged portfolio respec-
tively. These metrics will be positive only if there has been a reduction in risk,
the volatility of the hedged position is less than the volatility of the unhedged
position. We will also compute Hedge Effectiveness using Semi-variance, which
measures the variability of returns below the mean, addressing a shortcoming of
the variance and providing a more intuitive measure of risk for hedging focusing
on downside risk.

Two hedging approaches are evaluated. The first is the naive hedge which
is a portfolio with one short futures position for every bitcoin position. The
return of this naive hedge portfolio is the spot return minus the futures return.
The second approach is the ordinary least squares hedge (a form of optimal
hedge). A simple OLS regression of the form rspot = α+βfuture is run. The esti-
mated β is used as the hedge ratio when calculating the hedge portfolio return,
2 The ARMA(1,1) model has the following form: ΔPt = α0 +β1ΔPt−1 +β2Ψt−1 +Ψt,

while the GARCH(1,1) model specification also considers σ2 = α1+γ1Ψ
2
t−1+γ2σ

2
t−1

where the conditional variance term (σ2) is the one-period ahead forecast variance
based on past information and is a function of three terms: the mean; news about
volatility from the previous period, measured as the lag of the squared residual from
the mean equation (the ARCH term γ1Ψ

2
t−1); and last period’s forecast variance (the

GARCH term γ2σ
2
t−1). This specification interprets this period’s variance as being

formed by a weighted average of a long-term average (the constant), the forecast
variance from the last period (the GARCH term), and information about volatility
observed in the previous period (the ARCH term).
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rHedgedPortfolio = rspot − βrfuture. This approach to hedging is implemented
using a rolling regression framework. The β is estimated on a sample of observa-
tions and then is used out of sample in the computation of the hedge portfolio
return. In this work the β is estimated each day then used to compute the hedge
portfolio return for the next day. The return series for the dynamic hedge is the
concatenation of each days computed hedge portfolio return. Table 3 contains
the results of the evaluation of hedge effectiveness.

Table 3. Hedge effectiveness

Naive Hedge

Risk reduction −334.59

Hedge effectiveness −3.3459

Hedge effectiveness (semivarance) −1.20851

Rolling OLS Hedge

Risk reduction −60.7627

Hedge effectiveness −0.60763

Hedge effectiveness (semivarance) −0.38919

The first and most striking result is that hedging increases risk, as indicated
by the negative effectiveness and risk reduction results. The variance of the
hedged portfolio is greater that the variance of the unhedged position under
both hedging strategies. While the rolling OLS hedge is more effective than the
naive hedge, as would be expected, it also increases the pricing risk inherent
in holding physical bitcoin. Using semi-variance in the computation of hedge
effectiveness, thus only focusing on downside risk, shows an improvement in
effectiveness compared to the use of the variance. However both the hedging
strategies are shown to be risk increasing under all evaluation methods.

It is generally accepted that futures contracts lead their respective underlying
assets in price discovery, [1,3,10,18]. These results highlight the importance of
market structure and instrument type. The findings of these studies indicate that
the centralisation and relative transparency of futures markets contribute to their
large role in price discovery. It is also likely that low transaction costs, inbuilt
leverage, ease of shorting and the ability to avoid holding the underlying physical
asset make futures contracts an attractive alternative for traders in a wide range
of assets. [1] argue that the emergence of futures markets generally coincides
with the rise of instructional trading. The trades of sophisticated institutional
investors contributes to price discovery being focused in futures markets.

There are two measures of price discovery commonly employed in the lit-
erature, the [9] Information Share (IS) and the [7] Component Share (CS). [9]
demonstrates that the contribution of a price series to price discovery (the ‘infor-
mation share’) can be measured by the proportion of the variance in the common
efficient price innovations that is explained by innovations in that price series.
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[7] decompose a cointegrated price series into a permanent component and a
temporary component using error correction coefficients. The permanent com-
ponent is interpreted as the common efficient price, the temporary component
reflects deviations from the efficient price caused by trading fractions. We esti-
mate IS and CS, as developed by [10] using the error correction parameters and
variance-covariance of the error terms from the Vector Error Correction Model
(VECM):

Δp1,t = α1(p1,t−1 − p2,t−1) +
200∑
i=1

γiΔp1,t−i +
200∑
j=1

δjΔp2,t−j + ε1,t (6)

Δp2,t = α2(p1,t−1 − p2,t−1) +
200∑
k=1

ϕkΔp1,t−k +
200∑

m=1

φmΔp2,t−m + ε2,t (7)

where Δpi,t is the change in the log price (pi,t) of the asset traded in market i
at time t. The next stage is to obtain the component shares from the normalised
orthogonal to the vector of error correction coefficients, therefore:

CS1 = γ1 =
α2

α2 − α1
;CS2 = γ2 =

α1

α1 − α2
(8)

Given the covariance matrix of the reduced form VECM error terms 3 where:

M =
(

m11 0
m12 m22

)
=

(
σ1 0
ρσ2 σ2(1 − ρ2)

1
2

)
(9)

we calculate the IS using:

IS1 =
(γ1m11 + γ2m12)2

(γ1m11 + γ2m12)2 + (γ2m22)2
(10)

IS2 =
(γ2m22)2

(γ1m11 + γ2m12)2 + (γ2m22)2
(11)

Recent studies show that IS and CS are sensitive to the relative level of noise
in each market, they measure a combination of leadership in impounding new
information and the relative level of noise in the price series from each market.
The measures tend to overstate the price discovery contribution of the less noisy
market. An appropriate combination of IS and CS cancels out dependence on
noise, [17,21]. The combined measure is known as the Information Leadership
Share (ILS) which is calculated as:

ILS1 =

∣∣∣ IS1
IS2

CS2
CS1

∣∣∣∣∣∣ IS1
IS2

CS2
CS1

∣∣∣ +
∣∣∣ IS2
IS1

CS1
CS2

∣∣∣ and ILS2 =

∣∣∣ IS2
IS1

CS1
CS2

∣∣∣∣∣∣ IS1
IS2

CS2
CS1

∣∣∣ +
∣∣∣ IS2
IS1

CS1
CS2

∣∣∣ (12)

We estimate all three price discovery metrics, noting that they measure dif-
ferent aspects of price discovery.

3 Ω =

(
σ2
1 ρσ1σ2

ρσ1σ2 σ2
2

)
and its Cholesky factorisation, Ω = MM ′.
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Table 4. Price discovery results

Information Share (Hasbruck) Lower Bound Upper Bound Average

Futures 0.115535 0.183738 0.149637

Bitcoin 0.816261 0.884465 0.850363

Component Share (Gonzalo) Average

Futures 0.177028

Bitcoin 0.822971

Information Leadership (Yan) Average

Futures 0.025636

Bitcoin 0.827931

Information Leadership Share (Putnins) Average

Futures 0.030034

Bitcoin 0.969965

The results in Table 4 show that the spot market leads in price discovery
according to all the metrics computed. This result is contrary to what has been
found in a range of other asset classes, where futures markets lead. Looking at the
Information Leadership Share; 97% of the information affecting bitcoin prices is
reflected in the spot market, the remaining 3% is reflected in the futures market.
The concentration of price discovery in the spot market may be a function of
the novelty of the new futures contracts, they have been trading for 3 months.
It may also be the case that the type of investor attracted to bitcoin because
of its anonymity may not be inclined to begin trading on a registered and reg-
ulated futures market where personal details have to be given before trading is
permitted. These investors would in general be classified as uninformed. Because
of various restrictions on bitcoin there is an absence of a large cohort of insti-
tutional investors who have positions in physical bitcoin. The results presented
support the argument put forward by Bohl et al. that the dominance of unso-
phisticated individual investors in the futures market impedes its contribution
to price discovery.

4 Conclusions

The economic attributes of a currency are; it is a medium of exchange, a store
of value and a unit of account. [22] asserted that bitcoin was not a currency as it
‘performs poorly as a unit of account and as a store of value’. The high volatility
of bitcoin prices and the range of prices quoted on various bitcoin exchanges
were seen to damage bitcoin’s usefulness as a unit of account. If the introduction
of trading in bitcoin futures resulted in a reduction in the variance of bitcoin
prices, or facilitated hedging strategies that could mitigate pricing risk in the
spot market it is possible that bitcoin could act as a unit of account, moving it
closer to being a currency. The analysis conducted shows that volatility increased
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around the announcement of trading in bitcoin futures. In the period covered by
this study hedge portfolios constructed with the futures cannot mitigate the risk
inherent in the underlying spot market, both of the hedging strategies considered
resulted in an increase in volatility. The price discovery analysis indicated that
price discovery is focused on the spot market, which is in keeping with the
argument that the traders in the futures market are uninformed noise traders.
Together these results support Yermak’s conclusion that bitcoin should be seen
as a speculative asset rather than a currency.
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Abstract. Sukuk have proven to be a significant innovation in the Islamic finance
industry, introduced as an alternative to conventional bonds and securities.
Aiming for fairer distribution of market risk between the haves and have-nots,
Islamic finance focuses on funding the purchase of real assets rather than simply
borrowing money. However, in reality, this requirement of “asset-backed” bor-
rowing has limited the growth of the sukuk segment.We propose the application of
blockchain technology to enhance the traceability of credit to the specific financed
assets. Sukuk transactions can involve a number of parties, especially when sale,
lease and agency contracts are combined. Some recent sukuk-default scandals
transpired to have avoided “true sale” of underlying assets. Since the opinion of
religious scholars can have a significant impact on the valuation of sukuk, we
believe that the traceability of asset transfers will enhance sukuk credibility and
valuation. Moreover, a smart contract infrastructure with blockchain security
should also significantly reduce the execution time for such transactions. We
present an initial model for blockchained sukuk-issue in this paper, highlighting
the significant design features that specifically concern this niche market.

Keywords: Blockchain � Fintech � Islamic finance � Sukuk � Smart contract

1 Introduction

The societal disharmony that comes with a large gap between rich and poor is
essentially what Islamic models of financing aim to alleviate. By eyeing a fairer dis-
tribution of risk and return between a lender and borrower, these models emphasize
buying assets on credit rather than taking loans in cash.

We believe that blockchain technologies can greatly facilitate the type of large-
scale asset-funding required by modern businesses and developers of infrastructure. By
enabling better traceability of funds against specific assets, it should appeal to a sig-
nificant segment of the lending market – one that is religiously conscientious. In this
conceptual paper, we specifically look at blockchaining the Islamic alternative to bonds
and securities called sukuk (pronounced su-kook’ – plural of sak).

The remainder of this paper is structured as follows. Section 2 provides a necessary
background on the significance and nature of Islamic finance and, within it, sukuk.
Section 3 introduces relevant aspects of blockchain technology. Section 4 evaluates the
utility of blockchain for sukuk investors. Section 5 presents our conceptual model for
block-chained sukuk. Lastly, we discuss future avenues of research in Sect. 6 and
provide overall conclusions in Sect. 7.
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2 Background and Trends in Islamic Finance

Islamic finance is a significant niche in today’s financial markets. The following key
statistics and trends should highlight this (as reported in the Islamic Financial Services
Industry Stability Report in 2017 [9]):

1. The total worth of the Islamic Financial Services Industry (IFSI) in 2016 was
estimated to be USD 1.89 trillion (in 2014, it was at USD 1.87 trillion – at a time
when assets of the top 1000 global conventional banks declined 2.6%).

2. Out of this, USD 318.5 billion were the outstanding sukuk that registered a 6.06%
expansion (the largest component of IFSI is Islamic banking with USD 1.493
trillion in global banking assets which showed a slight decline).

3. In the 2nd quarter of 2016, as a percentage of total banking assets, market share of
Islamic banking assets in Iran, Brunei, Saudi Arabia, Malaysia and the UAE were
100%, 100%, 51%, 28% and 25% respectively.

4. Around 80% of sukuk issuances in 2016 were by national governments (sovereign
sukuk). Of these, more than 50% were by Malaysia, followed by Indonesia, UAE
and Saudi Arabia. In UAE, the issuers were notable entities such as Etihad Airways
and Dubai DP World Crescent Ltd., while in Saudi Arabia, the Islamic Develop-
ment Bank makes a regular annual issue.

In keeping with the tradition of other Abrahamic faiths, Islam stipulates a strong
prohibition on interest-based earnings. The legal maxim, attributed to the final Prophet
of Islam, Muhammad (peace be upon him), states that “profit comes with liability” -
thus requiring a lender to share the risk of the investment [11]. However, Islamic jurists
do allow for the sale of real goods on credit at a higher price (vis-à-vis cash sales). In
essence, this is the foundation for most of the modern Islamic financing models,
including sukuk [11, 18]. However, when positioned against conventional borrowing,
such sales are often described as “asset-backed” borrowing. The other basic model of
Islamic finance institutes partnerships where the lender is a sleeping partner and there
exists profit-and-loss sharing.

Whether credit-sale or partnership, under such a regime, the lender now faces more
exposure to loss as their risk now extends beyond the borrower to the underlying
investment itself. Thus, IFSI have often combined their products with parallel rental
agreements (called Ijarah or operating leases). The receiver of funds retains immediate
usage of the asset, paying rent on the share that they do not own, until they have bought
back the whole asset at maturity. Such sale-with-lease issuances are a significant
component of the sukuk market. International Islamic Financial Market (IIFM) esti-
mated that these issuances constituted around 35% of the international sukuk market
share in 2010–2015. But this declined to 16% in 2016 [10].

This displacement is explained by the growth of a specific form of partnership-
based sukuk called wakalah sukuk. According to IIFM, these type of sukuk increased
from 43% of international issuances in 2010–2015 to 75% in 2016 [10]. IIFM does
concede that the Wakalah contracts that they reported include an element of Ijarah
within them. The agreement is no longer focused on assets; rather, the funding-provider
now employs an agent (which is usually either the fund-raiser or a related party) to
oversee a pool of assets. As an incentive for lucrative asset management, from the
profits, what is over and above a certain profit level is kept by the agent.
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Ultimately, the target market for IFSI products are conscientious investors who
have surplus funds and who wish to avoid conventional interest-bearing investments.
Otherwise, in certain Muslim majority economies, these funds remain in the informal
sector in abstinence from the banking sector [1].

3 Blockchain: A Secure and Distributed Ledger

“A blockchain is essentially a distributed database of records, or public ledger of all
transactions or digital events that have been executed and shared among participating
parties. Each transaction in the public ledger is verified by consensus of a majority of
the participants in the system.” [4, p. 7]

While it is the popularity of cryptocurrencies such as Bitcoin that have brought
blockchain technology to the fore, the definition above clarifies that the blockchain is a
digital ledger that can keep record of any information that has any value. When a
transaction takes place, it is added to a chain of blocks on multiple machines in this
network of ledgers. As described by some: “Each block becomes an independent
banking statement whereas a blockchain is a complete history of all banking transac-
tions.” [19, p. 7]

Once a pre-specified set of transactions is completed, the blocks are encapsulated in
a hashed blockchain. Each block that extends the chain results in a new hash value,
effectively placing a lock atop of a previous lock. In this manner, the transactions in a
block become “immutable”, meaning that they are not only irreversible, but that they
can also not be tampered with due to the prohibitive computing power required.

The blockchain could be public, private or could even be based on an open source
protocol. A public blockchain platform, such as that of Bitcoin and Ethereum, makes
accessing a transaction in a block as easy as accessing any other resource on the Internet
[23]. Ethereum actually goes beyond simply tracking cryptocurrency transactions and
enables implementation of “smart” contracts in a distributed computing framework [22].
Therefore, contracts can be automatically executed and enforced without the involve-
ment of third-parties that would otherwise be needed in their design and execution.

Credibility of each party in a transaction may optionally be further protected through
well-established public key cryptography. Due to distributed validation and strongly
secured record-keeping, the need for active involvement of intermediaries to closed
agreements and broker trust (such as commercial banks, central banks and other agencies)
is reduced. It is reported that consumers could save up to USD 16 billion in banking and
insurance fees each year through the use of blockchain-based applications [17].

4 The Value of Blockchain to Sukuk Investors

4.1 Value Shared with Conventional Bonds – but Multiplied

Based on the relative ease-of-access, distributed validation and robust security men-
tioned in the last section, some have already recommended blockchain for even con-
ventional bonds. The typical problems this should remedy are as follows [19, p. 5–6]:
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1. Time-consuming resolution of data inconsistencies usual among multiple parties.
2. Elongated clearing and settlement times, especially due to intermediaries.
3. Risks due to delays that occur between advance payments and issuance of security.
4. Multi-step processes that are prone to greater errors.

The value expected from blockchaining sukuk can be multiplied, given we can add
the following specific complications to this list:

5. Traceability to the underlying asset is a key criteria for legitimizing sukuk over
bonds with Islamic jurists.

6. Greater time taken from decision-to-issue till go-to-market for sukuk. For conven-
tional bonds, it can take days, but for sukuk it can take from “a few weeks to a few
years” (a key reason given for the decline in corporate sukuk) [9, p. 22].

We elaborate on these peculiar aspects of sukuk in the next two sub-sections.

4.2 Traceability: A Religious Requirement

Some sukuk defaults in the earlier part of this decade highlighted the need to recognize
the prevalence of the “asset-based” sukuk model – a compromised form of the ideal
“asset-backed” sukuk model [16]. It came to the fore that, instead of selling complete
ownership of the underlying asset, the originators had only sold the “beneficial own-
ership” in the asset-based model. The sukuk-holders could gain profit from the asset.
However, at the time of default, they could not execute their resale (much like a
conventional trust). In fact, during the 2008 global financial crisis, the sukuk that
defaulted were all asset-based and not asset-backed [16]. In spite of this, asset-backed
sukuk still remain a small component of sukuk issuances due to the strong preference of
the originator to retain practical ownership of the pledged assets [16].

The legitimacy of sukuk among reputable Islamic jurists has a significant impact on
the valuations of sukuk [8]. Furthermore, beyond the requirement of interest-avoidance
and risk-sharing, Islamic financing is also explicitly meant to reduce uncertainty and
speculative behavior [11]. Hence, gambling and short-selling (selling an asset you do
not yet own) are prohibited under Islamic law.

As a result, we believe that by enhancing traceability of funds to specific registered
assets, credibility and tradability of sukuk will improve among investors who have
avoided them thus far. It addresses a skepticism that persists that Islamic financing is “a
lion in sheep’s skin”; that sukuk are really conventional bonds with Islamic models
being “grafted” upon them to fit models of finance in vogue [12].

A greater need for traceability of sukuk assets can arise when there is actually a pool
of assets, instead of a set of easily identifiable and countable ones. Moreover, there has
been an appetite to grant flexibility to the asset-seller (who then leases them back) in
substituting assets within the pool prior to sukuk maturity. This is desirable when the
issuance concerns a property developer who would like to sell some real estate from
within the pool. This flexibility can be granted to the issuer using block chained
traceability [2]. Additionally, for the buyer of the sukuk, selling their asset holdings can
be more transparently carried out. This encourages greater liquidity in sukuk markets.
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4.3 Complexity Needing Transparency and Disintermediation

Sukuk issuance can, in reality, take a highly complex legal form, as it often involves
drawing up parallel contracts of sale, rental and agency between multiple parties. This
is especially the case in wakalah sukuk (agency-based sukuk), where up to three or four
parties can come between the sukuk buyer and the underlying pool of assets being
managed on their behalf (see Fig. 1). Then there are the ancillary parties (e.g. lawyers,
corporate bankers, etc.) who normally facilitate the set-up of such a venture. Therefore,
we believe that traceability, brought especially by this kind of a block-chained dis-
tributed ledger, will greatly enhance investor confidence by overcoming complexity.

Implementation on a public platform such as Ethereum supports self-executing
contracts, hashed transactions and secure digital sign-offs by the parties and regulating
institutions. This should reduce the need for intermediaries, especially when govern-
ments standardize templates of such self-enforcing contracts.

The next section illustrates the form that sukuk may take when implemented on a
blockchain platform.

5 Conceptual Model for Blockchained Sukuk

5.1 Blockchain Design Issues for Sukuk Management

In adopting blockchain for the securities market, Wall and Malm [20] identified a
number of key design issues, which we enumerate as follows:

1. What contracts will be converted to smart contracts on the blockchain platform?
2. Will it be a permissioned or permissionless distributed ledger?
3. How will “delivery vs payment” (DvP) be implemented? That is, how will asset

ownership be tracked, and how will the transfers be executed and verified?

Fig. 1. Complexity of roles in an agency-based (wakala) sukuk structure

70 S. Shaikh and F. Zaka



Our conceptual model for blockchained sukuk will focus on these design issues as
they are sufficient to deliver the benefits we have envisioned.

5.2 Tracking Contracts and Asset Transfers with a Triplicate Ledger
Model

The set of contracts constituting a Sukuk issuance affect three types of transfers that will
need to be tracked separately. These are as follows:

1. the transfer of each asset underlying the sukuk agreement,
2. the transfer of sukuk that each lay claim to only a share of the asset(s) and
3. the transfer of cash or other currency in which the asset(s) has been tokenized.

To illustrate how sukuk issuance can be blockchained, let us take the example of a
common ijarah sukuk that is structured as a credit sale followed by a lease-back
agreement (see Fig. 2). The party requiring the funds that originally owns the assets is
called the Originator. To manage the sukuk as a trust, the creation of a Special Purpose
Vehicle (SPV) is a standard procedure. It is the SPV that buys (or even leases) the
assets being pledged against the sukuk, and then rents it back to the Originator so that
the SPV can generate a regular income for the sukuk buyers.

When implemented in a blockchain, we assume a three ledger model to track the
three items of interest [7, 20, Ch. 3] (see Table 1). Note that we consider the term
“ledger” synonymous with a wallet or registry in Bitcoin or Ethereum terminology. We
do not constrain the precise choice of blockchain platform at this stage. All three
registries may be implemented within the same blockchain, or the cash/token ledger
may be assumed to exist on a separate blockchain, such as Bitcoin or Ethereum [20].

For the rest of this paper, we will assume that each of the smart contracts is
implemented within Ethereum, as it already enables storing the state of smart contracts,
(i.e. the extent to which the code has been executed and the state of the objects it
creates as a result) in addition to storing the transaction itself (such as on Bitcoin). It
also provides its own cryptocurrency (Ether) that can be used to tokenize assets.

However, the choice of Ethereum implies certain features which may need to be
varied depending on the jurisdiction in which the Sukuk contracts originate. Smart
contracts are hosted on each node in a distributed computing architecture. Each node
receives Ethers for maintaining the state of the contract regardless of the application
that is implemented in this distributed manner. To the node, the smart contract is a

Fig. 2. Sukuk model in which assets are sold and then leased back (ijarah sukuk)
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black box, and it is only concerned with mining the transaction state changes and
hashing them as part of a block. Consensus regarding the valid state of the block (like
the Bitcoin blockchain) is by providing “Proof-of-Work” [23]. This means that the
node competes to solve a computationally complex mathematical puzzle, linked to the
validity of the transaction state, in order to earn Ethers.

Trust is created as this puzzle-solving occurs in parallel on several nodes, and the
computational energy required to tamper with any block is prohibitive. However, as
this “Proof-of-Work” method of consensus is itself quite energy-intensive and limits
how many transactions are processed as part of a block, the Ethereum platform is
planning to move to “Proof-of-Stake” consensus [23]. That would only require miners
to provide ownership of currency (their stake in the blockchain platform) as evidence of
their vested interest in the blockchain. This is apparently more scalable.

Note that by specifying the smart contract transactions in Table 1, we are not
restricting how many transactions will be bundled into a block. That is a feature of the
blockchain platform itself. The immutability of an asset transfer is not harmed by
bundling multiple transactions into a single block [23].

Table 1. A blockchained ijarah sukuk transaction modeled with triplicate ledgers

Smart
contract

Asset ledger Sukuk ledger Token ledger

1. Asset
tokenization

Originator registers asset
and creates token value
for asset (National 3rd

Party may digitally
certify asset)

N/a N/a

2. Sale of
assets to
SPV

Transfer ownership to
SPV from Originator (in
escrow until cash
delivery)

N/a Transfer of Cash to
Originator from SPV at
agreed date (in escrow
until asset delivery)

3. Issuance
of Sukuk

SPV transfers asset
ownership, creating
public key for each
owner who has a Sak

Creation and
issuance of Sukuk
(National 3rd Party
may digitally
certify)

Transfer of Cash/Token
from Sukuk buyers to
SPV

4. Rent
back of
asset

Some parameters (except
ownership), such as asset
location and condition
may be updated

Dividends
registered against
Sukuk

Transfer of Rents from
Originator to individual
Sukuk holders

5. Buy back
of asset

Transfer of ownership to
Originator from SPV

Sukuks redeemed
and ownership
claims terminated

Transfer of buy back
cash/tokens to sukuk
holders
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5.3 Permissioned Ledgers?

A platform such as Bitcoin is unconcerned with the identities of its users as it
encapsulates this in alphanumeric addresses contained in public and private keys.
However, current financial regulatory climate requires explicit identification of par-
ticipating entities [20, p. 59–60]. Hence, the synopsis of a European Central Bank
paper on distributed ledger technologies stated that “certain processes that feature in the
post-trade market for securities will still need to be performed by institutions” [15,
p. 2].

Ethereum does provide for consortia to create their own permissioned ledgers
within its blockchain eco-system [23]. The focus of our blockchained sukuk initiative is
to assure legal and complete transfer of assets to the correct parties. We can assume
trust is not lacking in the national governments conducting asset transfers. Rather it is
in the originator and SPV: Did they fully transfer ownership to the sukuk-holders or
not? Therefore, a permissioned ledger solution with digital certification by trusted
institutions should be viable in principle.

Nevertheless, certain governments, such as that of Georgia [21] and India [14], are
experimenting with direct use of the Bitcoin blockchain as a parallel system to the
existing offline registration process, especially in the area of land registration. Hence,
such a parallel ledger model, which still involves the government as the creator of this
blockchain layer, appears viable and acceptable. It also has the advantage of exploiting
mining facilities of existing blockchain platforms.

But for sukuk, involvement of regulatory bodies is quite essential, if legitimacy is
indeed the objective. There needs to be registration of the asset ownership with a legal
authority, perhaps various government agencies, and the registration of the sukuk
listing with a securities regulator (such as the Securities and Exchange Commission).
Conventional bonds may register collateral, but it is not necessary to comply with this
registration where “bearer bonds” are concerned [19]. Hence, permissioned ledgers
within the Ethereum eco-system appears to most fit sukuk blockchain requirements.

5.4 Delivery vs. Payment

This is an area where blockchain actually facilitates asset transfers more efficiently and
effectively than traditional methods. Essentially, if the whole transaction is carried out
on a platform such as that of Bitcoin, “partial transactions” are created and the cash
tokens are placed in escrow until the delivery versus payment is received [20, Ch. 3].
The transaction remains contingent upon a combination of public/private-key sign-offs
from involved parties.

As Ethereum is more geared towards enabling smart contracts that can maintain and
operate on multiple object registries or wallets simultaneously, the asset recording
mechanism is much more developed. Already functioning asset tokenization imple-
mentations on Ethereum such as Digix (allowing conversion of assets into gold bullion
tokens) [6], and LAToken Ethereum Smart Contracts (allowing fractions of real estate
to be traded) [13], as well as standards such as ERC-721 Non-Fungible Token Standard
[5] have been finalized. They go beyond the management of the intermediate escrow
state and discuss transfers of fractions of assets.
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Hence, beyond electing a platform such as Ethereum, there is little more value we
can add to this discussion. Tokenization of the assets and the sukuk is supported by the
state-of-the-art as we envision in Table 1. Therefore, it is for the concerned parties to
decide which option suits their business model best. For example, the Digix “Gold
Standard” may actually appeal to some Islamic Finance audiences, as some academics
argue for monetary systems that are based on fully gold-backed currencies [3].

6 Way Forward

6.1 Other Sukuk Models?

The previous section has only demonstrated how the sale-with-lease sukuk (ijarah
sukuk) can be converted to a three-ledger model. This is easily generalizable to other
models of sukuk as it covers the core transactions involving asset-ownership transfers
in our proposed “Asset Ledger” stream (refer back to Table 1). The other forms of
sukuk financing are either reducible to the simple “asset-sale with buy-back”, or add an
extra contract of agency, as in the case of the popular wakalah sukuk (introduced earlier
in Fig. 1). The latter involves no asset transfer. However, a question arises when the
agency involves development of a property. In this case, accounting conventions and
standards will have to be agreed on between the parties, after which recording in the
blockchained asset ledger can be executed accordingly.

6.2 Implementation and Evaluation

Another important avenue for further work is the implementation of a proof-of-concept
sukuk blockchain. A decision needs to be made between an Ethereum hosted block-
chain or a custom permissioned ledger that involves evaluation by one or more national
regulators. A further aspect requiring finalization is the extent to which existing asset
tokenization software (e.g. LAToken or Digix) are practically conducive to sukuk
blockchaining requirements.

The first stage of evaluation will look at technical feasibility by a proof-of-concept
prototype: can the model conceptualized actually be operationalized as faithfully as
expected and in a manner acceptable to a panel of regulatory authority and security
experts. The second will have to evaluate market feasibility, probably through a survey
of feedback from Islamic scholars of the prototype, and simulated sukuk trading with
representative panel of stakeholders.

7 Conclusion

We have highlighted the need for the credibility of sukuk in the context of a historic
practice of offering them as “asset-based” rather than “asset-backed”. As we have seen,
sukuk transactions involve a number of entity layers coming between the sukuk buyer
and their asset – which can often allow incomplete asset sales and restricted “beneficial
ownership” sales only. With blockchain, we have not only proposed an efficient and
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cost-saving solution, but also one that goes to the core of the legitimacy of the product.
Given that legitimacy among Islamic scholars improves the viability of Islamic Finance
products, we have argued that blockchained sukuk should in principle attract more
mainstream Islamic Finance investors. To that end, we have presented a three-ledger
conceptual model for blockchain implementation that should ensure a minimum viable
asset transfer record. We foresee the future steps as experimentation with an open
blockchain protocol such as Ethereum, to allow for further optimization of the
blockchain set-up, and to evaluate acceptability amongst regulating bodies.
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Abstract. Despite great business outcomes that some service providers achieve
on crowdsourcing marketplaces, many are unable to find customers, transact on
a regular basis and survive. Previous research on the customer–provider rela-
tionship development in these marketplaces has shown the impact of provider
profiles on customers’ decision-making and highlighted the role of prior rela-
tionship between the two parties as a major determinant of provider selection
decisions of customers. However, little is known about the role of prior rela-
tionship and customer retention on the business outcomes of providers. This
study theorizes a mediating impact versus a moderating impact of customer
retention on the association between profile information and business outcomes
of providers, building on the integrated information response model (IIRM).
This study investigates two competing theoretical models using archival data
from a leading crowdsourcing marketplace. The results show that a provider’s
profile information is significantly associated with the provider’s business out-
comes, while customer retention partially mediates this relationship for the self-
provided information on the profile. Moreover, customer retention negatively
moderates the positive impact of the customer-provided information on the
provider’s business outcomes, implying the important role of new customers in
achieving better business outcomes on crowdsourcing marketplaces.

Keywords: Crowdsourcing marketplace � Online service provider �
Business outcomes � Customer retention �
Integrated information response model (IIRM) � Partial least squares (PLS)

1 Introduction

Despite great business outcomes achieved by some crowdsourcing marketplace pro-
viders, many are unable to find customers, transact on a regular basis and survive in
these marketplaces [1]. As of 2016, three major, highly-visited crowdsourcing mar-
ketplaces [according to 2]—Upwork.com, Freelancer.com and Guru.com—had 33
million registered users, and a total transaction volume of US$3:7 billion [3–7].
According to most recent financial reports, about US$1.5 billion of services are
transacted annually through these crowdsourcing marketplaces [8–10]. However, on
Elance.com as an example, only nine percent of the registered providers have gained
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money, whereas 17 providers have earned more than US$400,000 during the year
ending at January 2013 [11]. Such a high failure rate of online service providers is
contrary to the survey findings indicating that these providers are primarily registering
on crowdsourcing marketplaces for steady work and revenue [e.g., 12, 13].

Given a lack of real-world acquaintance between most customers and providers in a
global crowdsourcing marketplace, providers’ public profiles are the only sources of
information for customers in the early stages of relationship development between the
two parties [14–17]. The information on these profiles signals the reputation and past
performance of their owners, and thus impacts on customers’ decisions as to whom to
outsource their service projects [14, 18, 19]. Customers’ decisions and transacting
behavior in turn, affect providers’ business outcomes [1].

The literature on crowdsourcing marketplaces has investigated the impact of some
common information components on provider profiles on the provider selection deci-
sions of customers [e.g., 14, 16, 20], auction outcomes [e.g., 21, 22] and project pricing
[e.g., 23]. However, the impact of providers’ profile information on customer retention,
and the role of customer retention in business outcomes of providers are yet
underexplored.

A higher customer retention rate can positively impact on the business outcomes of
suppliers (providers) in terms of their revenue and growth in electronic marketplaces in
general [24–26], by replacing the costs of new customer acquisition with the consid-
erably lower expenses of maintaining existing customers [25–27]. However, the
findings of literature about the impact of prior relationship between customers and
providers on the provider selection decisions of customers, and thus the business
outcomes of providers are fragmented. Moreover, the competitive market-oriented
structure of crowdsourcing marketplaces, as anticipated by Malone et al. [28], leads
customers to arm’s length relationships rather than long-term repeat transactions with
providers [29, 30]. This raises a strong demand for a solid investigation of the impact of
customer retention on business outcomes of providers on crowdsourcing marketplaces.
Accordingly, this study aims to address such a need by seeking the answer to the
following research questions:

• Does customer retention mediate the relationship between profile information and
business outcomes of providers on crowdsourcing marketplaces?

• Does customer retention moderate the relationship between profile information and
business outcomes of providers on crowdsourcing marketplaces?

Therefore, two theoretical models are developed based on the integrated information
response model (IIRM) [31] to evaluate the potential mediation or moderation impact
of customer retention on the business outcomes of providers in crowdsourcing mar-
ketplaces. The models are empirically tested through partial least square (PLS) analy-
sis, using the archival profile information of service providers collected from a leading
crowdsourcing marketplace.

The remainder of this document is structured as follows. The next section sum-
marizes the key findings of the literature on the business outcomes of crowdsourcing
marketplace providers and the potential impact of customer retention on these out-
comes. Then, the two alternative theoretical models are presented. Next, the research
method is discussed. The data analysis and results are presented next. Then, the

80 B. Assemi



findings of this research are presented and the implications of this research for both
theory and practice are discussed. Finally, some concluding remarks are provided in the
last section.

2 Literature Review

The major business concern of online providers is to increase their revenue from both
new and existing customers [32]. The success of providers in achieving this objective
can significantly influence the participation of both providers and customers, which in
turn impacts on the success of the entire marketplace [33]. However, the literature on
crowdsourcing has mainly investigated the impact of some profile information com-
ponents on the provider selection decision of customers, auction outcomes and project
pricing. Thus, the impact of information presented on crowdsourcing marketplace
provider profiles on customer retention and the business outcomes of providers have
remained underexplored.

Holthaus and Stock [18] found significant, positive associations between the fol-
lowing components on a provider’s profile and their annual earnings on a crowd-
sourcing marketplace: experience (in terms of the number of past projects), English
proficiency, number of portfolio items, average rating, number of passed skill assess-
ments and hourly rate. They also found significant associations between ingratiation
toward customers and self-promotion in a provider profile’s self-description and the
provider’s annual earnings, while the latter is much stronger compared to the former.
Holthaus and Stock [18] also showed that being from countries that are known as major
outsourcing destinations (i.e., India and Asian countries) is positively associated with a
provider’s annual earnings. However, they did not find a significant association
between a provider’s education and their annual earnings.

Assemi and Schlagwein [17] evaluated the impact of some common information
components presented on provider profiles on the business outcomes of providers in
terms of their annual revenue. They classified these information components into two
major categories relying on the information source: the information published by
providers themselves and the information which reflects previous customers’ feedback.
Assemi and Schlagwein [17] showed that the former significantly affects the business
outcomes of providers, whereas the latter does not. In the first category, the number of
sample job items and the number of skills assessed as in the top 10% of providers are
the information components which significantly contribute to their corresponding
exogenous construct.

Most previous studies, however, have focused on evaluating the impact of infor-
mation components presented on provider profiles, on the provider selection decisions
of customers. Average (weighted) rating is the most studied information component on
provider profiles which has been shown that significantly influences the provider
selection decisions of customers [14, 16, 22]. Gefen and Carmel [15] as well as Hong
and Pavlou [20] showed that the country of origin of providers also influences the
decision making of customers. Gefen and Carmel [15] found that customers often
prefer to outsource their services to providers from their own country of origin. The
findings of Kim [30] as well as Gefen and Carmel [16] confirmed this result. Gefen and

The Role of Customer Retention in Business Outcomes of Online Service Providers 81



Carmel [15] also showed that whenever customers decide to outsource their projects to
offshore destinations, they generally prefer to exploit the labor arbitrage by outsourcing
their projects to providers from countries with inferior purchase power parities.
Moreover, customers from English-speaking countries often favor English-speaking
providers [15]. Kim [30] as well as Hong and Pavlou [20] showed that a provider’s
experience (in terms of the number of completed projects) has also a positive impact,
while Kim [30] found that a provider’s firm size (in terms of the number of employees)
has a negative impact on the provider selection decisions of customers. Banker and
Hwang [14] illustrated that a provider’s greater total earnings, reputation status, stan-
dardized service offering and membership in the dispute resolution program of the
marketplace positively influence the provider selection decisions of customers. Finally,
Banker, Wattal [1] showed that a higher duration of professional experience, number of
references, average weighted rating, and marketplace preference status of a provider are
positively associated with the decisions of customers to transact with the provider.

The literature has also investigated the impact of providers’ profile information on
project pricing and auction outcomes. Gefen and Carmel [34] found that a higher
average rating of a provider and a larger number of their feedback ratings positively
influence the complete payment of the provider’s projects by the corresponding cus-
tomers when the provider’s average rating is above the stated average of the crowd-
sourcing marketplace. Hong and Pavlou [23] showed that the type (business vs.
individual), purchasing power (in terms of purchase power parity of the country of
origin), average rating, experience (in terms of total earnings), hourly wage and auction
success rate of a provider are significantly associated with the bid prices proposed by
the provider, “price premium[s]” and “bid-ask spread[s]”. They characterized the price
premium as the difference between the price proposed by the provider and the average
price proposed by all providers who bided in the auction divided by the average bid
price in the auction. They also defined the bid-ask spread as the difference between the
price proposed by the provider and the budget specified by the customer for a project
divided by the specified budget. Hong and Pavlou [23] also illustrated that prior sat-
isfactory contracts between a provider and a customer negatively affects the provider’s
proposed bid price for that customer, while a better marketplace reputation status of a
provider is positively associated with their price premiums and bid-ask spreads.

Finally, the literature has shown that prior relationship between a customer and a
provider significantly influences the customer’s decision to outsource their projects to
the provider. Banker and Hwang [14] as well as Hong and Pavlou [20] found that
inviting a provider by a customer to bid in an auction positively influences the cus-
tomer’s decision to outsource the corresponding project to the provider. Radkevitch,
van Heck [35] showed that there are categories of customers on crowdsourcing mar-
ketplaces that often favor transacting with their preferred providers. Kim and Wulf [29,
36] illustrated that customers prefer to repeatedly transact with a small number of
providers instead of exploring new ones when they become more experienced in a
crowdsourcing marketplace. Gefen and Carmel [15, 16] demonstrated the significant
positive impact of prior relationship between a customer and a provider on the cus-
tomer’s decision to transact with the provider, although Kim [30] found such an impact
to be insignificant. Gefen and Carmel [16] also showed that a higher number of
transactions between the two parties positively influences the customer’s decision to
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outsource their new projects to the provider. Finally, previous research found that
customers who repeatedly transact with their preferred providers often possess greater
award ratio [29, 35] and total transaction value [35].

However, the impact of customer retention on the business outcomes of providers is
overlooked in the literature. Although previous research has shown that some providers
prefer to repeatedly transact with their preferred providers, little is known about the
impact of such repeat transactions on the business outcomes of providers. Furthermore,
while a significant association between providers’ profile information and the provider
selection decisions of customers has been found in the literature, the potential impact of
customer retention on this association is not explored well. To fill this gap, this research
investigates the role of customer retention in the business outcomes of providers in
more detail.

3 Theoretical Background and Model Development

3.1 Integrated Information Response Model

This study’s theoretical models are built on the IIRM proposed by Smith and Swinyard
[31]. According to Smith and Swinyard [31], a customer’s exposure to information
about a supplier (provider) determines the sequence of their behavioral responses to the
supplier, as shown in Fig. 1. Such a sequence is always initiated by the customer’s
‘cognition’ about the supplier which is formed relying on the available information.
This cognition is associated with the customer’s emerging ‘beliefs’ about the supplier,
namely the likelihood of attributing specific characteristics (e.g., trustworthiness) to the
supplier. When the information is perceived as of low credibility by the customer, it can
form ‘lower order beliefs’ which potentially persuade the customer to collect more
information about the supplier through a trial ‘conation’ (e.g., direct negotiation or a
trial exchange transaction with the supplier). Such a trial conation may further form the
customer’s higher order beliefs and attitudes toward the supplier. When the information
is perceived as of high credibility by the customer, it can result in ‘higher order beliefs’
which affect the customer by forming their higher order ‘liking’, ‘preference’ and
‘conviction’ attitudes. Such attitudes in turn, can lead the customer to commitment
toward the supplier.

Commitment (Repeat 
Transactions)

Trial Transaction

Conation

Information Response Sequence

Low Credibility 
Information

High Credibility 
Information

Cognition and AffectInformation

Awareness
(Lower Order Beliefs)

Knowledge
(Higher Order Beliefs)

Liking, Preference & 
Conviction

Fig. 1. The IIRM, adapted from Smith and Swinyard [31]
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Relying on the IIRM, this study argues that providers’ profile information can
significantly impact on the business outcomes of the respective providers. On the one
hand, the information components presented on these profiles can persuade customers
to conduct trial exchange transactions with the corresponding providers when the
customers perceive the information as of low credibility. For example, the profile
information which is published by providers about themselves is potentially considered
as of lower credibility because such information is suspected to be biased by the
information sources’ self-interest [31, 37]. On the other hand, the information com-
ponents on provider profiles can cause customers to repeatedly transact with the same
providers when they perceive the respective information as of higher credibility. For
example, the information which is verified by a neutral third party is potentially con-
sidered as of higher credibility [31, 37, 38].

Accordingly, two alternative theoretical models (illustrated in Figs. 2 and 3) are
proposed in this study. Both models classify information presented on a provider
profile into two distinct categories based on the source of information: self-provided
information and customer-provided information. Self-provided information encom-
passes the information which is published by providers about themselves. Thus, the
respective information components are potentially perceived as of lower credibility,
especially given the potential likelihood of information bias caused by the information
source’s self-interest [31]. Customer-provided information entails the information
components which reflect the feedback ratings and recommendations posted by pre-
vious customers about a given provider. Such information is possibly considered as of
higher credibility, especially because of the rather neutral source of information [31].
The first model, namely model A (shown in Fig. 2), theorizes the potential impact of
the two categories of information on provider profiles on the business outcomes of the
respective providers, both directly and through enhancing customer retention toward
the providers (i.e., customer retention is incorporated in the model as a mediator).
Model B (shown in Fig. 3) is proposed based on the findings of the literature to
evaluate a potential moderating impact of customer retention on the hypothetical
associations between the two categories of profile information and the business out-
comes of the corresponding providers. These two theoretical models are explained
next.

3.2 Hypothesis Development: Customer Retention as a Mediator

Building on the IIRM, the self-provided information on a provider profile is potentially
perceived as of low credibility by customers, and thus can persuade them to conduct
trial exchange transactions with the provider to collect more information. Such trial
transactions directly influence the business outcomes of the provider. Furthermore, the
self-provided information indicates the extent of the provider’s trustworthiness because
the respective information components imply the possession of specific technical
abilities and experience by the provider, which is a major indicator of the provider’s
trustworthiness [14, 16, 23, 37, 39]. According to the literature, a provider’s trust-
worthiness can directly impact on the provider’s business outcomes [34, 40–42]
because it decreases the perceived risks and uncertainty related to transacting with the
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provider [25, 43, 44] and encourages customers to transact with the provider [26, 44].
Therefore, this study hypothesizes:

Hypothesis 1a: The more affirmative the self-provided information is on a provider
profile, the more likely is the provider to obtain large business outcomes.

By contrast, the customer-provided information on a provider profile is potentially
perceived as of high credibility by customers, and thus can cause the existing customers
to repeatedly transact with the provider. Such repeat transactions also directly influence
the business outcomes of the provider. Furthermore, customer-provided information
indicates previous customers’ satisfaction with a given provider and the provider’s
overall reputation on the marketplace [43, 45]. Previous customers’ satisfaction signals
the reputation and trustworthiness of the provider to new customers [43, 46], which are
major determinants of repeat transactions with the provider [33, 34, 47, 48].
A provider’s reputation is an important indicator of their trustworthiness because a
good reputation significantly decreases the risks of transacting with the provider as
perceived by customers [39, 42, 43, 49]. Both customers’ satisfaction with a provider
and the provider’s trustworthiness are major determinants of the attitudes of customers
toward the provider and directly impact on the customers’ intentions to transact with
the provider [33, 34, 43, 47, 48]. Therefore, this study hypothesizes:

Hypothesis 1b: The more affirmative the customer-provided information is on a
provider profile, the more likely is the provider to obtain large business outcomes.

A higher customer retention rate can positively influence the provider’s business
outcomes, and thus potentially mediates the relationship between the provider’s profile
information and the provider’s business outcomes. The customer retention rate is
directly associated with the ‘certainty’ and ‘growth’ of the provider’s exchange rela-
tionships with customers [24]. Customer retention reduces the costs of transactions for
the provider by substituting new customer acquisition’s costs with considerably lower
expenses of maintaining the existing customers [25–27]. Furthermore, retained cus-
tomers are more flexible regarding the provider’s faults, less sensitive to proposed
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Self-Provided 
Information
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Information

Provider Business 
Outcomes
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Provider Country 
(English-Speaking) Provider Size

Customer Retention
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H2
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Fig. 2. Theoretical model A: customer retention as a mediator
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prices [24, 25], and more willing to repeat transactions with the provider [15].
Therefore, this study hypothesizes:

Hypothesis 2: A higher customer retention rate of a provider positively impacts on
the provider’s business outcomes.

The self-provided information on a provider profile can also lead customers to
commitment toward the provider, as it indicates the level of competence and trust-
worthiness of the provider [14, 16, 23, 37, 39]. As discussed earlier, customers consider
transacting with a more trustworthy provider to be less risky, and hence are more
willing to transact with such a provider [34, 40, 43, 44]. Therefore, this study
hypothesizes:

Hypothesis 3a: The more affirmative the self-provided information is on a provider
profile, the more likely is the provider to have a higher customer retention rate.

The customer-provided information on a provider profile is potentially considered
as of high credibility by customers, and thus can lead customers to commitment toward
the provider, according to the IIRM. Moreover, the relevant information indicates the
level of customer satisfaction with the provider [25, 27, 50]. Customer satisfaction is
also positively associated with customer retention [44, 50]. Therefore, customer-
provided information can directly affect the customer retention rate of the provider.
Consequently, this study hypothesizes:

Hypothesis 3b: The more affirmative the customer-provided information is on a
provider profile, the more likely is the provider to have a higher customer retention
rate.

Figure 2 illustrates the proposed hypotheses (i.e., model A). As shown in the figure,
two characteristics of service providers (i.e., provider country and size) that are shown
by the literature to impact on customers’ choices are also included in the analyses as
control variables. As discussed in Sect. 2, providers from English-speaking countries
and those with smaller firm sizes potentially obtain greater business outcomes.

3.3 Hypothesis Development: Customer Retention as a Moderator

Customer retention, however, can enhance the potential impact of a provider’s profile
information on the business outcomes of the provider. The IIRM suggests that a
committed customer reacts to information about a given provider differently compared
to a new customer [31]. Previous research has also showed that the former considers
less information in their decision making while transacting with their preferred pro-
viders [51]. As discussed in Sect. 2, there are categories of customers on crowd-
sourcing marketplaces who prefer to repeatedly transact with a small group of
providers [30, 35, 36]. Therefore, this study hypothesizes:

Hypothesis 4: A higher customer retention rate of a provider positively impacts on
the association between (a) the self-provided information as well as (b) the customer-
provided information on the provider’s profile and the provider’s business outcomes.

Figure 3 demonstrates these hypotheses (i.e., model B), in which customer reten-
tion moderates the relationship between a provider’s profile information and the pro-
vider’ business outcomes.

86 B. Assemi



4 Research Method

4.1 Research Context

Crowdsourcing marketplaces are global virtual exchange environments through which
customers (also known as requesters, employers or clients) commercially outsource
their required services to providers (also known as freelancers, suppliers or crowd-
workers) who possess the needed skills and qualities [23, 52, 53]. The data for this
research were collected from a leading crowdsourcing marketplace. Service projects
outsourced in this marketplace encompass a wide variety of services, such as software
development, financial planning, marketing and virtual administration. Only in 2012,
almost 800,000 new providers registered in the marketplace to transact over 800,000
service projects requested by customers and they earned approximately US$200 mil-
lion in total.

The sequence of customer–provider interactions in a typical exchange transaction
in such a crowdsourcing marketplace is usually initiated by a customer. The customer
creates an online auction by posting a request for proposal for the intended services.
Relying on the profile information of providers and prior exchange relationships with
them, the customer may proactively invite some providers to participate in the auction.
The customer can even restrict the auction participants to the invited providers. Sub-
sequently, providers bid in the auction by proposing their technical solution, price and
estimated delivery time. When the auction is closed, the customer awards the project to
a service provider who is perceived as to be the best fit for the project. The information
components on provider profiles (as the major source of information available to
customers about providers) play a significant role in determining customers’ decisions
to (repeatedly) transact with providers, which in turn can affect the providers’ business
outcomes.

Self-Provided 
Information

Customer-Provided
Information

Provider Business 
OutcomesCustomer Retention H2

H4a

H1a

H1b

H4b

Control Variables

Provider Country 
(English-Speaking) Provider Size

Fig. 3. Theoretical model B: customer retention as a moderator
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4.2 Data Collection

The data were collected from a leading, well-known crowdsourcing marketplace in
2013 and entail the profile details of all “IT (Information Technology) and Program-
ming” firms who have earned at least US$1,000 during a year leading to the time of the
data collection. The values for all the measures in the research models were extracted
from the provider profiles for the period of 12 months preceding the data collection.
The original data set comprised 831 provider profiles. Four extreme cases with annual
earnings more than US$1 million were excluded and 827 provider profiles remained for
the analysis.

The application of archival data is associated with several advantages for this study.
As emphasized by Tomlinson-Keasey [54], archival data sets provide comprehensive
and accurate descriptions of variables, improve predictions relying on a large number
of records, enable evaluation of moderating/mediating effects, determine the changes in
variables and their interrelationships in a longitudinal manner and provide a clearer
image of causal directions between variables. Furthermore, having relied on the
archival data in this research, the measures were associated with small or no assumed
measurement errors because their values were directly observed on the crowdsourcing
marketplace website.

The sample collected for this research fairly represents the profiles of other types of
service providers in a large crowdsourcing marketplace. The IT and software devel-
opment categories often encompass the highest level of user participation in well-
known crowdsourcing marketplaces [21, 55]. Moreover, inherent intangibility and
customizability of software development services make them reasonable representa-
tives of other types of services [29, 36]. Finally, a high level of similarity among the
structure of provider profiles and market mechanisms in well-known crowdsourcing
marketplaces means that the collected data reasonably represent the patterns of data in
other crowdsourcing marketplaces, although any generalization of this study’s results
to other crowdsourcing marketplaces requires further investigation.

4.3 Measurement

Dependent Variable and Mediator/Moderator. The dependent variable in both
models, namely the business outcomes of a provider, was measured by the annual
revenue of the provider in the crowdsourcing marketplace. Measuring a provider’s
business outcomes through this variable on crowdsourcing marketplaces is in line with
previous studies in the literature. A provider’s outcomes can be measured at different
levels of analysis [56]. The business strategy level is the highest level of analysis, in
which metrics such as earnings, net income, profit, compound total return, return on
investment, number of contracts and number of customers have been used by previous
research to measure the outcomes of a provider [37, 56–58]. For crowdsourcing
marketplaces, Holthaus and Stock [37] have proposed the number of contracts and total
earnings over a period of time to objectively measure the business outcomes of pro-
viders. Similarly, Holthaus and Stock [18] have used annual earnings as the main
measure of the business performance of crowdsourcing marketplace providers.
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Accordingly, this study has used a provider’s revenue, total customers and total con-
tracts over one year to measure the dependent variable.

The mediator/moderator construct of this research, namely customer retention, was
measured through the share of repeat transactions of a given provider with their
existing customers over one year. This indicator has been previously adopted by many
studies to operationalize customer retention [e.g., 26, 59].

Independent Variables. As discussed before, the information components presented
on a provider profile can be classified into two major categories, given the source of
information: self-provided information and customer-provided information. Self-
provided information encompasses the information which is published and updated
by providers themselves. Across well-known crowdsourcing marketplaces, the com-
mon self-provided information components on a provider profile include: the provi-
der’s experience on the crowdsourcing marketplace (i.e., the number of months passed
since their registration), number of portfolio items, number of certificates, number of
skills assessed as in the top 10% of providers on the marketplace and total number of
credentials (e.g., references) verified by the crowdsourcing marketplace. Customer-
provided information entails the feedback ratings and recommendations submitted by
the customers who have transacted with the provider. The common customer-provided
information components on a provider profile in well-known crowdsourcing market-
places consist of: the average customer recommendation, average weighted rating
across all projects (weighted by the corresponding project values), and numerical
ratings for individual projects. The indicators of both constructs (i.e., self-provided
information and customer-provided information) are ‘formative’ [60, 61], because:
(1) their combination forms the corresponding latent construct, (2) they are not cor-
related, and (3) they do not always vary in the same way when the respective construct
is altered.

Control Variables. In this study’s theoretical models, two control variables, namely
provider language and size, were incorporated. As discussed by Gefen and Carmel
[15], customers are more likely to crowdsource their services to offshore providers
when both parties are from English-speaking countries. Hence, providers from English-
speaking countries may obtain better business outcomes. Provider language was con-
sidered in the models using a categorical, binary indicator which is one for English-
speaking providers and zero for others. Furthermore, as discussed in the literature,
customers often prefer providers with smaller firm sizes [30]. Thus, given the range of
each provider’s firm size specified on their profiles, the mean of the range was used to
measure the provider size.

4.4 Data Analysis

Partial least squares (PLS) was used to analyze the data. PLS has gained great popu-
larity in information systems (IS) research, mainly because of its ability to assess
complex structural models including reflective and/or formative constructs, relying on
small- to medium-sized samples with any type of distribution [61, 62]. It is a second-
generation multivariate technique that allows researchers to specify and simultaneously
estimate relationships between multiple constructs as well as the indicators of each

The Role of Customer Retention in Business Outcomes of Online Service Providers 89



construct in a single theoretical model [62–64]. Therefore, PLS suits the analysis of this
research, especially because of non-normal formative measures as well as
mediation/moderation relationships incorporated in the research models.

SmartPLS Version 3.0 [65] was used in this study to evaluate the proposed
hypotheses. The sample size of 827 was enough for the analysis of both models,
because the minimum sample size required for a PLS analysis is 10 times the largest
number of structural paths heading to a construct in the model [60], namely 80 for
model A and 70 for model B. According to Hair et al. [64], multicollinearity was not an
important concern for the analysis of model A or model B, because the variance
inflation factors (VIFs) were all less than 10 in both models. A PLS bootstrapping test
[61] with 1,000 runs was conducted to evaluate the significance of relationships.

To evaluate the moderation effect of customer retention in model B, the two-stage
approach proposed by Chin et al. [66] and further discussed by Henseler and Fassott
[67] as well as Henseler and Chin [68] was applied. According to Henseler and Chin
[68], a moderation effect cannot be evaluated using the pairwise product of indicators
(of the corresponding constructs) when the moderator variable and/or the exogenous
variable are formative. Instead, a two-step PLS method is suggested by Chin et al. [66],
in which the scores of the latent constructs are estimated first in the main effect model
[67, 68]. In the second step, the standardized scores of the exogenous and moderator
variables are multiplied to create the interaction term, which is then applied along with
the standardized scores of the relevant constructs in a multiple linear regression
analysis [67]. In this multiple regression analysis, the scores of the endogenous vari-
ables are used for the dependent variables [67, 68].

5 Results

Table 1 illustrates the descriptive statistics and variance inflation factors (VIFs) of the
indicators in both theoretical models. As shown in Table 1, all VIFs are less than 10,
which indicates that multicollinearity does not cause a detrimental effect [64]. Mea-
surement validity and reliability are not relevant concerns for this research, because the
indicators of both independent constructs, namely the self-provided information and the
customer-provided information, are formative [60, 69, 70]. According to Neuman [69],
measurement reliability is often a challenge for the studies which incorporate complex
latent constructs that are measured mainly relying on the perception of research par-
ticipants. However, as described in the data collection section, this study’s indicators
were directly observed in the archival data with no assumed measurement errors. The
applied data collection technique also avoids any common method variance [71, 72].

The analysis results are discussed in the remainder of this section to demonstrate
the role of customer retention in business outcomes of service providers. First, the
results of the analysis of model A are presented, in which customer retention is a
mediator between the provider profile information and the provider business outcomes.
Then, the results of the analysis of model B are presented, in which customer retention
moderates the relationship between the provider profile information and the business
outcomes. Finally, the results of a hierarchical difference test are presented which was
conducted to compare the explanatory power of these two models.
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5.1 Customer Retention as a Mediator

Figure 4 shows the results of PLS bootstrapping analysis for model A (incorporating
customer retention as a mediator). The model explains 49.9% of the variance in pro-
vider business outcomes. The model also accounts for 1% of the variance in customer
retention. As hypothesized, the path coefficients for the association between self-
provided information and provider business outcomes H1a; b ¼ 0:406ð Þ, as well as the
association between customer-provided information and provider business outcomes
H1b; b ¼ 0:415ð Þ are both positive and significant at a ¼ 0:001. However, the asso-
ciation between customer retention and provider business outcomes (H2) is significant
at a ¼ 0:1, but negative b ¼ �0:035ð Þ. Finally, the path coefficient for the association
between self-provided information and customer retention H3a; b ¼ 0:057ð Þ is posi-
tive and significant at a ¼ 0:05, while the path coefficient for the association between
customer-provided information and provider business outcomes H3b; b ¼ 0:050ð Þ is
not significant. Thus, customer retention negatively mediates the relationship between
self-provided information and provider business outcomes, although the corresponding
direct impact is larger.

Table 1. Descriptive statistics (N = 827)

Construct Measure Range Mean Std.
Dev.

VIF

Provider business outcomes
(Dependent variable)

Annual Customers 0–114 8.0 11.6 5.94
Annual Earnings 1000–

607653
19982.3 48714.2 1.27

Annual Contracts 0–126 11.4 16.6 5.91
Self-provided information
(Independent variable)

Verified Credentials 0–14 0.35 1.19 1.53
Skills Assessed as in
Top 10%

0–14 0.43 1.32 1.60

References 0–14 0.61 1.54 1.38
Group Memberships 0–22 1.33 2.30 1.77
Top Team Members 0–4 1.20 1.55 1.25
Portfolio Items 0–448 19.64 44.36 1.12
Certificates 0–27 0.58 1.86 1.22

Customer-provided information
(Independent variable)

Recommendation 0–100 42.40 48.06 1.34
Average Rating 0–5.0 3.99 1.80 1.22
Average Weighted
Rating 2 Weeks

0–5.0 1.48 2.22 1.24

Customer retention (Mediator or
moderator)

Customer Retention
Rate

0–100 29.37 31.25 1
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As shown in Fig. 4, among the indicators of self-provided information, four con-
tribute significantly to the corresponding construct: verified credentials, group mem-
berships, top team members and portfolio items. Similarly, among the indicators of
customer-provided information, two contribute significantly to the respective construct:
recommendation over one year and average weighted individual rating over two weeks.
Finally, the three indicators of provider business outcomes are all significantly asso-
ciated with the corresponding construct.

The results of PLS bootstrapping analysis for model B (incorporating customer
retention as a moderator) are illustrated in Fig. 5. The model accounts for 50.7% of the
variance in provider business outcomes. The path coefficients for self-provided infor-
mation b ¼ 0:393ð Þ and customer-provided information b ¼ 0:421ð Þ are both signifi-
cant at a ¼ 0:001. The association between customer retention and provider business
outcomes is not significant anymore. Customer retention significantly moderates the
association between customer-provided information and provider business outcomes
H4b; b ¼ �0:100ð Þ at a ¼ 0:001, although it suppresses the impact of customer-
provided information. Finally, customer retention does not significantly moderate the
association between self-provided information and provider business outcomes.

5.2 Model Comparison

To compare model B (i.e., the model with moderation effects) with model A (i.e., the
model with mediation effects), a “hierarchical difference test” was conducted, as rec-
ommended by Chin et al. [66] and applied by previous research [e.g., 70]. Accordingly,
the difference between the R-squares of model B and model A was used to evaluate the
effect sizes of the moderation effects. As illustrated in Table 2, the hierarchical dif-
ference test shows that the effect size f 2 of the moderation effects in model B is 0.02,
which is considered as a small effect. While model A accounts for 49.9% of the

Fig. 4. PLS results for model A (Customer retention as a mediator)
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variance in provider business outcomes, the inclusion of the two moderation effects in
model B increases the variance explained to 50.7% (Figs. 4 and 5). As illustrated in
Fig. 5, customer retention significantly moderates the association between customer-
provided information and provider business outcomes. Thus, model B in which cus-
tomer retention is proposed to moderate the relationships between self-provided
information as well as customer-provided information, and provider business outcomes
has a slightly higher explanatory power.

6 Discussion

Two theoretical models were developed and empirically evaluated in this study based
on the IIRM [31] to investigate the role of customer retention in the business outcomes
of providers. In one model (model A), customer retention was incorporated as a
mediator for the association between a provider’s profile information and the provider’s
business outcomes. In another model (model B), customer retention was included to

Fig. 5. Two-step PLS results for model B (Customer retention as a moderator)

Table 2. Model comparison

Model R2 f 2

A (Customer retention as a mediator) 0.499 0.02
B (Customer retention as a moderator) 0.507

The effect size f 2 is calculated as [R2(model with moderation effects) –
R2(model without moderation effects)]/[1 – R2(model without moderation
effects)] [66]. The effect size f 2 larger than 0.02, 0.15 and 0.35 are
respectively considered as small, medium and high [73].
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moderate the relationship between a provider’s profile information and the provider’s
business outcomes. The results of the analysis of the two models were compared.

The analysis of model A (shown in Fig. 4) indicates that both self-provided
information and customer-provided information on a provider profile significantly
impact on the provider’s business outcomes. This finding confirms the important role
of a provider’s profile information in attracting (new and repeat) customers to transact
with the provider. A provider’s customer retention rate, however, negatively impacts
on the provider’s business outcomes. This surprising finding indicates that the provi-
ders who transact more with new customers rather than their existing customers are
more likely to obtain higher business outcomes on crowdsourcing marketplaces. This
can be attributed to the fact that providers often propose lower prices to their existing
customers [23]. Moreover, when transacting more with their existing customers, pro-
viders miss the opportunity to expand their customer-base and professional experience
on the crowdsourcing marketplace, which in turn negatively impacts on their business
outcomes.

The results of analysis also indicate that customer retention partially mediates the
relationship between the self-provided information on a provider profile and the pro-
vider’s business outcomes. The results show that a higher customer retention rate is
more likely when a provider has more affirmative self-provided information on their
profile. Given the significant, negative impact of the customer retention rate on the
provider’s business outcomes, however, these results indicate that a higher customer
retention rate decreases the effect of self-provided information. This is mainly because
existing customers are less likely to rely on the provider’s profile information for
repeatedly transacting with the provider.

The analysis of model B (illustrated in Fig. 5) indicates that customer retention
only moderates the association between customer-provided information and provider
business outcomes. Customer retention, however, suppresses the impact of customer-
provided information on provider business outcomes, rather than enhancing it. This
indicates that having a larger ratio of repeat customers limits the business development
opportunities for the corresponding provider and negatively impacts on their business
outcomes.

The comparison of the two models (as presented in Table 2) indicates that model B,
in which the customer retention is incorporated as a moderator, has a higher
explanatory power compared to model A. Although the difference between the two
models’ explained variance is small, model B is preferred, given the small, partial
mediation effect of customer retention found in model A.

6.1 Implications for Theory

The results of this research indicate that the behavioral responses of customers to
providers’ profile information follow the sequence anticipated by the IIRM [31]. As
illustrated above, the self-provided information on provider profiles, which is poten-
tially perceived as of lower credibility by customers and leads customers to trial
exchange transactions with providers, positively impacts on providers’ business out-
comes. Similarly, the customer-provided information on provider profiles, which is
possibly perceived as of higher credibility by customers and causes customer
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commitment toward providers, positively impacts on providers’ business outcomes as
well. However, in crowdsourcing marketplaces, arm’s length relationships are more
salient and customer commitment and retention do not have a large, positive impact on
the business outcomes of providers.

This research is among the first studies which have investigated the impact of
providers’ profile information on the providers’ business outcomes in crowdsourcing
marketplaces. Provider profiles represent one of the most prominent differences
between crowdsourcing marketplaces and conventional service outsourcing markets, as
these profiles provide customers with a comprehensive access to information about the
past transactions and contextual behavior of the providers in the crowdsourcing mar-
ketplace. This study’s theoretical models are useful in both explaining and forecasting
the business outcomes of crowdsourcing marketplace providers based on their profiles’
information as well as customer retention rate.

6.2 Implications for Practice

Although previous research has highlighted the significant impact of prior relationship
between a customer and a provider on the customer’s decision to outsource their new
projects to the provider [15, 16], the findings of this study show that customer retention
does not positively influence providers’ business outcomes. This means that customers
prefer arm’s length relationships which maximizes their benefit in the short-term. Thus,
although online service providers need to maintain their relationships with the existing
customers at a satisfactory level, especially to obtain better feedback, they cannot rely
on repeat transactions with their existing customers to obtain better business outcomes.
Instead, they are required to invest in improving and updating their self-provided
information to better illustrate their trustworthiness and acquire more new customers.

These results confirm the previous literature findings that exploiting the power of
crowd can disrupt the traditional markets in the future; however, it currently comple-
ments the existing markets by providing transacting parties with novel exchange
alternatives [74]. While there are a wide range of motivations for both customers and
providers to participate in a crowdsourcing marketplace, immediate/short-term finan-
cial return still plays an important role in encouraging marketplace participation [74].
In contrast to conventional markets, arm’s length relationships through which both
customers and providers can explore new talents to further benefit from an easy access
to a large, readily available skilled labor pool [75] is more prevalent on crowdsourcing
marketplaces [29, 30]. Accordingly, these marketplaces should thoroughly support
such relationships to warrant active participation of both parties, which is necessary for
the success of the marketplace [33, 76, 77].

6.3 Limitations and Outlook for Future Research

This research has several limitations which can lead to opportunities for future
research.

First, the archival data of provider profiles were collected only for “IT and Pro-
gramming” provider firms. Although the sample was chosen to be representative of
other providers on the crowdsourcing marketplace, the results may not be generalizable
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to providers working in other service categories or in other crowdsourcing market-
places. Consequently, further research is required to evaluate the proposed research
models across different service categories and crowdsourcing marketplaces.

Second, this study has mainly aimed at contrasting the mediating versus moderating
effect of customer retention on the association between profile information and business
outcomes of providers in a crowdsourcing marketplace. Indeed, no causal relationship
was theorized and investigated in the theoretical models. However, a longitudinal
analysis can be done with two datasets collected at different points in time for the same
providers to shed more light on potential causality between the theoretical constructs of
interest.

Third, this study has focused on the impact of profile information on customer
retention and provider business outcomes in crowdsourcing marketplaces. However,
other factors such as providers’ bidding behavior (including pricing) and auction
characteristics may also influence customer retention and/or business outcomes of the
providers [14, 16, 23]. Therefore, it is necessary to further evaluate such effects to
reveal different determinants of customer retention and provider business outcomes in
crowdsourcing marketplaces.

7 Conclusion

This study proposed and empirically evaluated two theoretical models incorporating
customer retention as a mediator or moderator for the association between profile
information and provider business outcomes on crowdsourcing marketplaces. Both
models were built on the IIRM and were evaluated using empirical data collected from
a leading crowdsourcing marketplace. The findings of this study contribute to our
knowledge about the impact of profile information on the relationship development and
business outcomes of providers in crowdsourcing marketplaces. The study results
indicate that a provider’s profile information significantly impact on the provider’s
business outcomes. Moreover, customer retention partially mediates the relationship
between the self-provided profile information and provider business outcomes, while it
moderates the association between the customer-provided profile information and
provider business outcomes. To conclude, the findings of this study suggest that pro-
viders need to invest more on their profiles and consistently develop relationships with
new customers (instead of only relying on existing customers) to obtain better business
outcomes in a crowdsourcing marketplace.
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Abstract. Current studies on financial markets reaction to news show lack of
flexibility for conducting news sentiment datasets evaluations. In other words,
there is an absence of clear step-by-step guidance for conducting impact analysis
studies in various financial contexts. This paper evaluates the proposed News
Sentiment Impact Analysis (NSIA) framework using a highly sensitive financial
market measure called the intraday mean cumulative average abnormal returns.
The results demonstrate the ability of the framework to evaluate news sentiment
impact on high frequency financial data (minutes intervals), while defining clear
steps to conduct a systematic evaluation.

1 Introduction

Financial markets reaction to news has been studied extensively, starting few decades
ago [1]. Researchers have diverged in their investigation approaches, some focusing on
studying the investor sentiment beliefs about companies’ cash flows and associated risk
in investing in these companies, using the facts they have in hand [2], and how these
beliefs impact their decision making. Other researchers focused on studying text sen-
timent, weighing the subjectivity elements found in text. Between investor and text-
based sentiment, this paper is concerned with the latter, as it usually captures investors’
subjectivity (such as in tweets and blogs) and the subjectivity found in more formal
sources such as news articles and corporate disclosers. The News Sentiment Impact
Analysis (NSIA) framework introduced earlier in [3], has proposed a model and case
study to evaluate sentiment datasets impact on daily financial market measure. This
paper pushes the boundaries little further and tests the framework using more news
sensitive market measure like intraday market returns.

The paper is structured as follows. The next section gives some background on
sentiment analysis and presents various approaches for measuring the impact on
financial markets. Section 3 describes the News Sentiment Impact Analysis Frame-
work, designed for the purpose of carrying out impact analysis evaluation of any given
sentiment dataset. Section 4 describes a case study to evaluate the framework. Finally,
Sect. 5 concludes this paper.
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2 Background and Related Work

Researchers utilise various sources of information such as corporate disclosers (e.g. [4–
6, 15]), tweets (e.g. [7, 8]), Facebook posts, news articles (e.g. [9, 10]), internet
message boards and blogs (e.g. [11, 12]). Different sentiment analysis approaches have
been employed to extract and determine the subjectivity weight of such text sources.
These approaches are dictionary-based approaches (e.g. [6, 9, 10, 13, 14]), machine
learning approaches and natural language processing approaches (e.g. [11, 12, 16–20]).
In addition, to evaluate the effectiveness of their proposed sentiment analysis models,
researchers have utilised various financial markets impact models. Regression analysis
methods (e.g. [9–12, 20, 28, 29]) were used in many studies, while trading strategies
were trialled by others (e.g. [4, 6, 14, 17]). With the large amount of text involved and
the mixture of models been used, conducting such studies by finance researchers has
become a data intensive activity which requires a mixture analytic modelling and
software analysis skills.

This paper reviewed many related studies in the domain of sentiment driven impact
analysis related to finance (see Table 1 Sentiment analysis approaches and impact
models). These studies have followed one or a combination of two main methodologies
to evaluate the impact of the sentiment data on the market data. These are: regression
analysis (e.g. Linear Regression (LnR), Ordinary Least Squares (OLS) regression,
Logistic Regression (LoR)) and trading strategies.

Table 1. Sentiment analysis approaches and impact models

Research
study

Sentiment analysis approach Impact model

Machine learning Knowledge based Regression
analysis

Trading strategy

LnR LoR OLS

1 [11] ✓ ✓

2 [4] ✓ ✓

3 [12] ✓ ✓

4 [9, 10] ✓ ✓ ✓

5 [13] ✓ ✓ ✓

6 [5] ✓ ✓ ✓

7 [21] ✓ ✓

8 [22] ✓ ✓

9 [23] ✓ ✓

10 [7] ✓ ✓

11 [16] ✓ ✓

12 [14] ✓ ✓ ✓ ✓

13 [45] ✓ ✓

14 [46] ✓ ✓

(continued)
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The reviewed studies show that researchers have utilised a variety of sentiment
analysis techniques and impact models. One group of studies (mainly computing
extensive based studies) focused on proposing techniques which encapsulate processes
to perform sentiment analysis for a specific text source, with limited impact analysis for
validation purposes. The researchers in this group have advanced computing skills.
Their research activities mainly focus around developing new sentiment analysis
algorithms (i.e. machine learning). However, the corresponding impact measuring
processes are often not documented and only accessible by the authors of the study.
Users who wish to reuse part or all of their evaluation processes in different financial
contexts, or for different news sources, hit a roadblock. While studies with strong
finance background and domain expertise in financial markets modelling and evalua-
tion, have focused their work on evaluating the impact of a particular sentiment dataset
using different financial market measures. Many of the evaluation activities are hard to
reproduce for different sentiment datasets, as many of these activities are not auto-
mated. In addition, evaluation requires users to dedicate a great portion of their time to
conduct these activities.

In conclusion, most of the results described in the literature concerning sentiment
analysis perform impact analysis in a way that is difficult to reproduce outside of a
specific context, i.e. the processes involved in evaluating the impact of a sentiment
dataset are not documented. To reproduce a studies’ results, one would need to
implement the evaluation algorithms and have access to the input (news and market
data) used. This makes the task of reproducing results a complex job ([30]; Peng 2011).
The impact on financial markets can be gauged by several measures, but the majority of
the studies reviewed focused on studying the impact using one or two financial market

Table 1. (continued)

Research
study

Sentiment analysis approach Impact model

Machine learning Knowledge based Regression
analysis

Trading strategy

LnR LoR OLS

15 [24] ✓ ✓

16 [25] ✓ ✓ ✓

17 [26] ✓ ✓

18 [17] ✓ ✓

19 [18] ✓ ✓ ✓

20 [19] ✓ ✓ ✓

21 [8] ✓ ✓

22 [27] ✓ ✓ ✓

23 [28] ✓ ✓

24 [29] ✓ ✓ ✓

25 [6] ✓ ✓

26 [20] ✓ ✓

27 [15] ✓ ✓
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measures. Stock returns (intraday, daily, monthly, annually) have been studied widely,
and considered to be the most popular performance measure of impact on financial
markets. However, the literature shows there are many other measures that could be
indicators for impact such as liquidity, volatility [31]. The complexity of sentiment
analysis models along with time limitation and/or limited knowledge in the financial
markets domain, leads researchers to apply limited impact analysis evaluation.

The existing studies use a variety of statistical methods to test the impact sentiment
had on financial market measures. Some use correlation tests, while others use
regression analysis to discover the strength of the relationship between change in
market measures and sentiment datasets. Others take one step further, implementing
several regressions between the different financial market measures. In addition, most
studies evaluated their impact models against one specific fixed financial context.
However, this raises a question like “what if the financial context or the financial
market measure changes? would I get the same results?”. Automating the processes
involved in analysing and evaluating data, whether it is market data, or sentiment data
has many advantages: first reducing labour/manual work, reducing human errors, and
reducing time and resources [32].

3 News Sentiment Impact Analysis (NSIA) Framework

The research gap has three different aspects: first aspect relates to the shortcomings of
existing literature, where the lack of flexibility for conducting news sentiment datasets
evaluations has been noticed. The second aspect relates to the absence of clear step-by-
step guidance for replicating the results, i.e. little guidance on reproducing or recon-
ducting a set of experiments. Therefore, there is no systematic methodology that has
clear step-by-step use cases to enable reproducibility and consistency in conducting
sentiment-driven impact analysis studies. The third aspect relates to lack of software
tools to support automation of such step-by-step use cases. The role of such tools
would be to allow experiments to be conducted effectively and minimize the risk of
errors.

To address this research problem the paper utilises a software framework called
News Sentiment Impact Analysis (NSIA) which is comprised of three components: the
first component is a data model called the NSIA data model which consists of Market
Data (MD) model, Sentiment Data (SD) model and a novel data model called the
Comparison Parameters Data (CPD) model that captures contextual parameters in the
financial markets and news sentiment analysis sphere. The second component proposes
a set of step-by-step predefined use cases to make the job of conducting experiments
repeatable for the users. This will address the reproducibility issue by allowing users to
repeat impact analysis studies. The third component is a software architecture that is
designed to support both the data model, and the use cases associated with it. The
software architecture should be able to facilitate automation of the impact analysis
studies. The architecture also facilitates the reuse and interoperability of an existing
software components, libraries, and packages in conducting impact analysis studies.
The rest of this section describes these components in more detail.
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3.1 NSIA Data Model

The NSIA data model is made up of three distinct models to incorporate Market Data
(MD), Sentiment Data (SD) and Comparison Parameters Data (CPD).

3.1.1 Market Data (MD) Model
The Market Data model represents the datasets provided by financial market data
providers. This model is generic and flexible enough to capture any dataset originating
from providers such as Thomson Reuters [33] and Bloomberg [34]. The conceptual
data model is adapted from [35, 36] and is composed of number of entities, which are
described as follows:

• Event: time-stamped superclass capturing different types of events. It could be
extended to represent any event across different domains, for example news events.

• Product: Products are distinguished by ProductID key. There are two types of
products: tradable and non-tradable products. Trades, quotes, end of day and market
depth are tradable events, their ProductID would be the code of the company
issuing these products. Non-tradable products include index, news and measure
events. An index event’s ProductID would be the index code.

• Exchange: provide platforms to trade products. Companies list and trade their
products on the exchange. Exchanges maintain market datasets in either high-
frequency form [37], or in low-frequency form as in end of day transactions.

• The market data model defines End of Day, Quote, Trade, Market Depth, Index and
Market Measure events. These are described as follows:

• End of Day: timestamped events that represent values of trades on daily basis.
Those include: Opening Price, Closing Price, Highest and Lowest Price values for a
particular ProductID.

• Quote: timestamped event that lists the best bid and ask submitted to the exchange
by market participants (brokers, traders) for a particular ProductID.

• Trade: timestamped events, which show the trades that took place, for a particular
ProductID.

• Index: timestamped events that represent the value of a particular index.
• Market Depth: timestamped events showing the depth and breadth of quotes events

up to a certain level (e.g. 10th best bid and 10 best ask for a particular ProductID).
• Market Measure: market measure events store timestamped data related to different

measures for a particular ProductID such as: Liquidity, Volatility, Intraday Returns
and Daily Returns.

3.1.2 Sentiment Data (SD) Model
The sentiment data model is designed to represent news and sentiment datasets. The
proposed model extends the event superclass with two events News Items and News
Analytics. The following is a description of these entities:

• News Item: timestamped event that represents a news story, which is issued on a
scheduled or unscheduled basis. News items store information such as news
headline, news keywords, news topics, news body and news release date and time.
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• News Analytics: timestamped news sentiment record. This is another type of event
that carries additional information about the news record. For instance, it stores
sentiment related information, the news novelty and news relevance scores.

3.1.3 Comparison Parameters Data (CPD) Model
The CPD model is the key component of the NSIA data model as it represents con-
textual parameters associated with conducting sentiment-driven impact analysis
studies.

3.1.4 Defining the CPD Model
The Comparison Parameters Data (CPD) model divides the contextual parameters into
three sets: Financial market context parameters (FC), Sentiment extraction parameters
(SN) and Impact Measure parameters (IM) as described in details in [3].

Financial Context (FC) Parameters
The FC_PARAM entity represents a given financial context and is linked to entities in
the market data model through the following relationships:

• CtxEntity: This relationship links financial entities (such as company ids) that are
part of the impact study to the corresponding Product entity (Fig. 1).

• CtxEntityMeasure: This relationship enables associating the financial context with a
MarketMeasure event. A measurable event could be intraday return, daily returns…
etc.

• CtxBenchmark: This relationship defines a benchmark that is offered as a product in
the Product entity, usually an Index event. Defining benchmark entities is a method
used in many event data evaluation studies [44].

• CtxBenchmarkMeasure: This relationship associates a benchmark with a market
measure event in the MarketMeasure entity. For instance, it could represent an
aggregate value of an event, say for example a business sector value, an interest rate
value, or an index value.

Fig. 1. Defining financial context model
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The FC_PARAM entity has the following attributes:

• StudyPeriod: This attribute represents the date or time ranges of events. It is mapped
to EventDate and EventTime attribute in Event entity.

Sentiment Extraction parameters (SN)
The SN parameters in the CPD model define five entities as shown in Fig. 2, to filter
news and identify sentiment datasets relevant for the study. These are explained as
follows:

• SN_PARAM: the main entity which acts as a root for the other entities in the SN
parameters model.

• FILTRATION_SN_PARAM and Filtration_Function: the first entity links to the
News Item instances via the relationship FiltSN Rel. These instances are produced
by the function defined in the Filtration_Function entity.

• EXTREME_SN_PARAM and Extreme_News_Algorithm: the first entity links to
the News Analytics instances via the relationship ExtSN Rel. These instances are
produced by the algorithm defined in the Extreme_News_Algorithm entity.

Impact Measure Parameters (IM)
The CPD model defines IM_PARAM and IMPACT_MEASURE entities, which enable
the CPD model to apply different impact models (see Fig. 3).

These entities are defined as follows:

• IM_PARAM: the root entity which connects the StudyNo with the impact measure
used in that study.

• IMPACT_MEASURE: this is a superclass which facilitates the implementation of
various impact models, as discussed in Subsect. 3.1.4.

The CPD model provides four impact measures that illustrate the variety of impact
models that could be represented in the CPD model. These four impacts measures are:

Fig. 2. Defining SN parameter entities
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• Daily Mean Cumulative Average Abnormal Returns (Daily MCAAR): this impact
measure uses an event study methodology explained in [48], to calculate the daily
mean cumulative average abnormal returns.

• Intraday Mean Cumulative Average Abnormal Returns (Intraday MCAAR): this
measure is applied to intraday data. It uses high frequency returns time series to
calculate the intraday (e.g. 5-min, 10-min intervals) mean cumulative average
abnormal returns methodology as demonstrated in [18].

• Intraday Price Jumps: measures the volatilities in stock price timeseries data. The
measure used based on the method proposed in Lee and Mykland [38] and used in
Bohn et al. [44], which is capable of capturing the timing and size of price jumps.
The measure applies a threshold over the stock prices observations and a price jump
is recorded if an observation breaks through the threshold.

• Intraday Liquidity Based Model (Intraday LBM): this measure uses the EXchange
Liquidity Measure (XLM) method, which calculates the trading costs of a roundtrip
trade of a given size as explained in Gomber et al. [39].

Accordingly, a number of time series entities which preserve timeseries data cal-
culated using these impact models, are defined as subclasses of the IMPACT_MEA-
SURE entity. These entities are:

• Daily_Returns_TimeSeries: This entity preserves instances of Daily Returns dataset
via EntityDaily Returns Rel and BenchmarkDaily Returns Rel relationships.

• Intraday_Returns_TimeSeries: This entity preserves instances of Intraday Returns
dataset via EntityIntraday Returns Rel and BenchmarkIntraday Returns Rel
relationships.

• PriceJumps_TimeSeries: This entity preserves instances of Trade dataset via Enti-
tyPriceJumps Rel relationship.

• MarketDepth_TimeSeries: This entity preserves instances of Liquidity dataset via
EntityMarketDepth Rel relationship.

CPD Model Results
The CPD model logs the set of parameters selected for each impact study using the
CPD_PARAM_LOG entity, distinguishing studies by StudyNo attribute.

Fig. 3. Defining impact measures parameters
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3.2 NSIA Architecture

The NSIA architecture is designed to support the proposed data model and the impact
analysis use cases. The NSIA architecture follows the ADAGE Framework guidelines
[40] and is designed using a combination of both component based and service-
oriented design principles. The architecture encompasses three layers: GUI layer,
Business layer and Data layer. These layers are summarized as follows:

• GUI layer: mediates the interactions between users and the Business layer, based on
user selections. The user interfaces provided in the NSIA architecture enable
actionizing the data model defined in Sect. 3.1. Users through the GUI layer invoke
use cases defined in Sect. 3.3.

• Business layer consolidates a number of components which encapsulate the
majority of the framework’s business logic.

• Data layer: a number of data repositories are used to cater for the complete cycle of
conducting sentiment-driven impact analysis studies.

3.3 NSIA Use Cases

The third design artefact introduces a number of use cases to guide the user in con-
ducting sentiment-driven impact analysis studies using the NSIA data model and
architecture.

3.3.1 Overview of Use Cases
The NSIA framework define three use cases, which are:

• Define financial context parameters: this use case guides the analyst/user in defining
the financial context parameters.

• Define Sentiment extraction parameters: this use case assists the analyst/user in
defining the sentiment extraction parameters.

• Conduct impact analysis: this use case assists the user in defining the Impact
Measure parameters and conducting impact analysis studies.

The sequence diagrams that correspond to these three use cases are now described
in more detail in the rest of the section.

3.3.2 Define Financial Context Parameters
This use case enables users to set the FC parameters via a GUI and load the market data
needed for the evaluation. The Data Model Management (DMM) component is
responsible for logging the FC parameters in the CPD database, generating a study
number for the new impact study and for creating market data subsets relevant to the
FC parameters, then log them to the CPD database.

3.3.3 Define Sentiment Extraction Parameters
This use case enables users to set the SN parameters via a GUI and load the sentiment
data needed for the evaluation. The Data Model Management (DMM) component is
responsible for logging the SN parameters in the CPD database and invoking the
Sentiment Processing (SP) component, which filters news sentiment (according to

Using NSIA Framework to Evaluate Impact of Sentiment Datasets 109



Filtration function FA) and creates subsets of extreme news sentiment datasets (ac-
cording to the Extreme Sentiment Extraction (ESE) algorithm) in the CPD database.

3.3.4 Conduct Impact Analysis
The impact analysis use case assumes that FC and SN parameters have been defined
and that market and sentiment datasets, which are the subject of the evaluation have
been identified. The use case sequence diagram is shown in Fig. 4. It starts when the
user defines the appropriate Impact Measure (IM) parameters, which are saved in the
CPD database by the DMM component. The user then invokes Impact Analysis
(IA) component via a GUI, which retrieves the relevant market and sentiment subsets
as per step 6 in Fig. 4. The IA component applies statistical significance tests to
compute the impact results as per step 8. The IA component then logs the impact results
to the CPD database.

4 Case Study: Evaluating Impact of Negative News
Sentiment Dataset Using Intraday Market Measures

The NSIA framework has been evaluated previously using two case studies, which
were published in in [3]. These studies tested the selected commercial sentiment
dataset’s impact on daily abnormal returns. This case study evaluates the same senti-
ment dataset using intraday abnormal returns, which is more news sensitive market
measure. We first define the CPD model parameters, then perform the use cases, and
finally discuss the results. The choice of negative news dataset over positive news, has
been proved by researchers to show that negative news do in fact affect markets more
than positive news [47].

Fig. 4. Conduct impact analysis sequence diagram
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4.1 Defining the CPD Model Parameters

The financial contexts parameters and sentiment parameters selected for this case study
are similar to the second case study introduced in [3]. Next, the case study uses three
intraday Mean Cumulative Average Abnormal Returns (MCAAR) as a measure of
impact. The parameters used by this impact measure are shown Table 2.

The case study executed the three use cases defined briefly in Sect. 3. These use
cases define the FC and the SN parameters and then conduct impact analysis.

4.2 Results Discussion

The results that correspond to selecting intraday MCAAR as the impact model are
shown in Table 3. Column Country stores the country of the market index and its
constituents. Column Benchmark show the abbreviation for the market index name.
Column |D| is the number of distinct event days decided by applying the ESE algorithm
(ESE_VOL and ESE_TOT). The number of extreme news can be different from the
number of distinct days, as it is possible to have multiple extreme news in the same
day. Columns MCAAR (−40 min, −10 min) and MCAAR (0 min, 30 min) are two
event windows that show the mean intraday MCAAR during these two windows. The
statistical significance is tested using parametric Welch two sample t-test, which gives
two figures (columns Welch two sample t-test and P value). The statistical significance
of the results is highlighted with symbols $, *, **, and ***, which denote the statistical
significance at the 0.10, 0.05, 0.01 and 0.001 levels, respectively.

In nine out of the twelve studies, intraday MCAAR dropped after releasing the
news (window 0 to 30 min) compared with before releasing the news (window −40 to
−10 min). In eight studies (study 3, 4, 7, 8, 9 and 11), the drop was significant at
various levels. This provides enough evidence that there is strong correlation between

Table 2. Defining the IM parameters

Impact
measure
parameter

Impact
measure
Type

Parameter
name

Parameter
value

Description

IM
parameter

Intraday
MCAAR

Estimation
window

(−17 Days,
−3 Days)

Denotes the period of 14 days
before the news release date. This
window is used to calculate the
expected returns as clarified in
the implementation of this model

Event window {(−40 min,
−10 min),
(0 min,
30 min)}

0 denotes the time of news
release

Time series frequency Five-minute Determine the frequency of the
generated timeseries data
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the news filtered by ESE_VOL and ESE_TOT algorithms and the intraday (5 min
interval) impact witnessed after the time of releasing the news. Figure 5 provides a
sample visualization of impact magnitude over a period of 1 h 30 min before and
30 min after the new release time for 5 min intervals.

Negative news volumes (ESE_VOL) algorithm generated better impact results than
negative news weights (ESE_TOT) algorithm. This is evident in all contexts studied
(across all countries). In addition, the number of days with significant high volumes is
smaller than the number of days with lower volumes and higher sentiment weights
(sentiment scores). This observation is true, except in the case of the USA markets,
where the number of days with high volumes was higher than the number of days with
extreme negative sentiment scores (ESE_TOT).

The results confirm that the ESE_VOL algorithm shows better results than the
ESE_TOT algorithm, where out of the six impact studies using ESE_VOL, four
generated statistically significant results (column P-Value). This result complies with
findings in literature, that news volume is correlated with higher/lower significant
returns (Das and Chen 2007). Impact studies using ESE_TOT algorithm generated
significant results in also four out of the six studies (studies 4, 8, 10 and 12), with less
significance. Out of four countries included in the case study, only Germany related
studies didn’t reflect any level of significance in their results (studies 5 and 6). This
could be explained that german investors tend to take a long-term view about the future
prospects of firms and do not react to short-term changes in investors’ sentiment. This
finding shows the importance of validating sentiment datasets across different financial
contexts (countries, benchmarks), where assumptions made on the efficiency/deficiency
of a sentiment dataset, could be confirmed/refuted, when testing against other financial
contexts.

Table 3. Intraday MCAAR impact results

Study
no

Country Benchmark ESE Algo. |ESP| |D| MCAAR
(−40 min,
−10 min)
%

MCAAR
(0 min,
30 min)
%

Welch
Two
Sample
T-Test

P Value

1 Australia ATLI ESE_VOL 30 5 3.65 4.47 −1.49 0.9067
2 Australia ATLI ESE_TOT 28 12 1.12 2.18 −3.74 0.9979

3 Australia AORD ESE_VOL 30 5 6.13 −6.97 4.51 0.00201**
4 Australia AORD ESE_TOT 28 12 1.23 0.38 6.79 0.00006***

5 Germany GDAXI ESE_VOL 37 6 −25.23 −24.79 −4.14 0.9992
6 Germany GDAXI ESE_TOT 34 9 3.66 3.7 −0.83 0.7857
7 Canada SPTSE ESE_VOL 2 1 2.99 2.47 3.04 0.01431**

8 Canada SPTSE ESE_TOT 10 7 2.33 1.54 8.89 0.00002***
9 USA DJI ESE_VOL 28 10 4.53 3.29 6.39 0.00008***

10 USA DJI ESE_TOT 15 6 9.63 9.45 2.13 0.06031$
11 USA HWI ESE_VOL 28 10 7.21 5.86 4.99 0.00101***
12 USA HWI ESE_TOT 15 6 8.87 8.63 1.77 0.07433$
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4.3 Discussion

This case study focused on improving impact analysis by evaluating an intraday impact
model (on 5-min interval timeseries. As expected, the impact results were much more
significant than those of the previous case studies. They show the immediate impact of
releasing the news with a short time period (30 min after releasing the negative news),
where significant drops in returns were observed.

In addition, the results enabled the comparison between daily and intraday impact
magnitude. Table 4 compares the daily MCAAR (presented in [3]) and intraday
MCAAR impact figures presented in this case study. Column Intraday MCAAR Impact
Magnitude show the difference between MCCAR (0 min, 30 min) figures and MCAAR
(−40 min, −10 min) figures, generated in the third case study. Column P-value rep-
resents the statistical significance of the figures shown in the Intraday MCAAR Impact

Fig. 5. Intraday MCAAR results for study number 3

Table 4. Intraday vs Daily MCAAR results

Study
no

Country Benchmark ESE Algo. Intraday Impact Results Daily Impact Results

MCAAR
(−40 min,
−10 min)
%

MCAAR
(0 min,
30 min)
%

Intraday
MCAAR
Impact
Magnitude
%

Welch
Two
Sample
T-Test

P Value Daily
MCAAR
Impact
Magnitude
%

Generalized
Sign Z

1 Australia ATLI ESE_VOL 3.65 4.47 0.82 −1.49 0.9067 −0.03 −0.216

2 Australia ATLI ESE_TOT 1.12 2.18 1.06 −3.74 0.9979 −1.05 −1.870*

3 Australia AORD ESE_VOL 6.13 −6.97 −13.10 4.51 0.00201** −0.25 0.265

4 Australia AORD ESE_TOT 1.23 0.38 −0.85 6.79 0.00006*** −0.82 −1.383$

5 Germany GDAXI ESE_VOL −25.23 −24.79 0.44 −4.14 0.9992 −0.31 0.926

6 Germany GDAXI ESE_TOT 3.66 3.7 0.04 −0.83 0.7857 0.28 0.622

7 Canada SPTSE ESE_VOL 2.99 2.47 −0.52 3.04 0.01431** −1.23 −0.874

8 Canada SPTSE ESE_TOT 2.33 1.54 −0.79 8.89 0.00002*** −0.07 1.353$

9 USA DJI ESE_VOL 4.53 3.29 −1.24 6.39 0.00008*** −0.10 0.575

10 USA DJI ESE_TOT 9.63 9.45 −0.18 2.13 0.06031$ 0.69 −0.265

11 USA HWI ESE_VOL 7.21 5.86 −1.35 4.99 0.00101*** 0.32 2.953**

12 USA HWI ESE_TOT 8.87 8.63 −0.24 1.77 0.07433$ 0.95 1.482$
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Magnitude column, Column Daily MCAAR Impact Magnitude show the daily figures
generated in the second case study. Like the P-value column, column Generalized
Sign Z determines the statistical significance of the daily impact figures. The statistical
significance is highlighted with symbols $, *, **, and ***, which denote the statistical
significance at the 0.10, 0.05, 0.01 and 0.001 levels, respectively.

In the light of the results, several observations can be summarised as follows:

• The table confirms that daily MCAAR figures show weaker signs of reaction to the
negative news sets identified as extreme.

• There are cases in which daily figures don’t reveal any impact at all. For example, in
studies 9 and 10 related to Dow Jones Index, the impact of the daily MCAAR
figures showed no signs of reaction to news, while the intraday impact magnitude
and the p-values showed more reliable immediate impact of news on the abnormal
returns. The daily MCAAR impact magnitude and Generalized Sign Z columns
show the markets absorbed the negative news and by the end of the day the
abnormal returns evaporated as compared to time periods around the news time.

• There are cases where the intraday MCAAR figures showed no signs of reaction to
negative sentiment in the news, while the daily impact figures showed negative
MCAAR figures e.g. studies 2 and 5 related to Australia’s ASX top 20 leaders and
Germany’s DAX Index respectively. We can’t attribute the impact in these cases to
the negative news, as the intraday figures showed no signs of impact, this could
mean the daily figures are just by chance, or there could be other factors con-
tributing to these results. In conclusion, relying on the daily impact results in these
cases could be misleading and not a true reflection of the real impact.

5 Conclusion and Future Work

This paper evaluated the News Sentiment Impact Analysis (NSIA) Framework using
intraday market measures. The case study results reflect how changing the context
parameters impact the MCAR results. Although the results are interesting, the NSIA
framework need to be tested more robustly, via Introducing new use cases to increase
automation and allow large scale impact studies to be conducted. Such use cases can
provide end to end analytics which would include importing market and sentiment data
on the fly, evaluating thousands of financial contexts against one sentiment dataset, and
allow the user to interact visually with the results. Additionally, future work involves
incorporating additional sentiment datasets into the framework. Like for example the
sentiment datasets offered by Quandl [41] and Ravenpack [42]. It would be interesting
to provide the users with the ability to compare impact results of more than one
sentiment data source, which could bring better understanding how different financial
contexts respond to these datasets.

Acknowledgments. We are grateful to Sirca [43] and Thomson Reuters [33] for providing
access to the data used in this research.
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Abstract. Within the scope of this publication, we present a design prototype
for the 3D visualization of financial data of Australia’s Energy sector with a
large scale immersive virtual reality environment. We review existing 3D
visualization approaches in finance industry; discuss the technical setup of the
prototype; explore design considerations; and approaches to make financial
information understandable for everyone. We conclude with a discussion about
the potential that immersive virtual environments provide to support the
understanding of market events, as well as the exploration of large multidi-
mensional data-sets.

1 Introduction

Financial market data is complex and requires data presentations that go far beyond
simple charts of price data for an instrument. Traditionally financial market data is
expressed through dashboards containing charts, news-tickers, trading desks, and other
relevant information to support users in gaining an understanding of happenings on the
market. Typical visualizations include pricing data, charts, fundamentals, market
research, news, alerts, social media data, 3rd party informational content, and enable
trading functionality.

Despite the trend towards fully computerized algorithmic trading systems (e.g. [1])
- humans are still a major factor in making trading decisions and are required to quickly
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develop an overview of the current market situations and events taking place. Today’s
systems present information predominately in the 2D space. We would like to explore
the additional opportunities enabled by adding a 3rd dimension for information pre-
sentation. We also would like to support humans in gaining easy understanding and
knowledge of the current market situation. This also implies faster and better decision
making concerning trading decisions. In addition, this will help allow individuals from
outside the financial industry to quickly process and understand complex information
in a visual manner.

To illustrate the potential of 3D, immersive environments, and data storytelling, we
have been developing a proof-of-concept implementation we call “ElectrAus”, a tool to
visualize publicly available data from the Australian energy market. The objective of
the proof-of-concept implementation was to illustrate new concepts in data visualiza-
tion such as:

• Utilization of immersive environments and large screens for financial data
visualization;

• Experimentation with data storytelling;
• Creating an understandable visualization for the general public;
• Additional insights and analytics through 3D display;
• Interactivity to create more engagement and allowing to dig in data materials;

1.1 Related Works

Research in financial markets is broad and includes asset pricing, market behavior
research, trading algorithms, text/sentiment analysis (see e.g. [2, 3, 4]) and the inves-
tigation of social media in trading [5]. Within the scope of this paper, we attempt to

Fig. 1. Screenshot of the final implementation.
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apply solutions emerging from utilizing immersive 3D technologies for financial
visualization. We give an overview of current research works independently targeted
towards investors, operators, or end-users. However, the paper rounds up by presenting
our prototype (see Fig. 1) of our prototype, targeted towards end-users. This prototype
illustrates the potential of applying 3D visualization for data storytelling in immersive
virtual reality environments. It can be considered an example of Serious Storytelling –

using an environment to tell “stories beyond entertainment purpose” and in serious
application contexts [6].

1.2 Theoretical Considerations

Besides the development of a design concept, the main objective of data visualization
within financial industries is to enhance effective decision making, based on the fol-
lowing three cornerstones:

• Which information is important?
• What is the most effective way to communicate information?
• How is information accuracy ensured when market dynamics are changing rapidly?

While answers to the first question are mostly user-driven, there is common infor-
mation in the financial market that would be important to most users. In the context of
this paper, information such as demand, supply and pricing of electricity are funda-
mental to both investors and market operators. However, the structure of the data is
complex and effective communication via visualization becomes crucial. Communi-
cation strategies depend greatly on the trade-off between short run information versus
long run trend. For ultra-high frequency traders, short run information is crucial while
for market operators, the intra-daily and weekly variations are more informative.
Therefore, an ideal framework should be able to provide “multiple” stories, which
allows users to select the “story” that is most appealing to them.

2 Method and Approach

For the purpose of this research work, we follow a typical design research approach of
a review of current 3D projects (background research), prototype development, and
evaluation. This publication presents our prototype and its evaluation. The goal of the
project was to develop a prototype which would display financial market data in an
immersive 3D environment. Financial market data is often extremely dynamic and
readily available in high-frequencies. Information and trading providers such as
Bloomberg or Reuters provide live market information to subscribers which is often
used to make investment decisions. Recently there has been increased interest sur-
rounding virtual reality and 3D technology in presenting this dynamic data beyond
traditional visualization techniques which are often presented in time-series using
various charts or variations of heatmaps. Interest in this area has been driven by the
needs of industry professionals, in particular traders who often rely on multiple
physical trading screens to keep up-to-date with high-frequency data and information
as soon as it becomes publicly available. One of the goals of this project was to
visualize dynamic data in a manner which allows for easy summarization.
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3 Background Research: Review of 3D Projects

Table 1 illustrates a set of different projects and approaches utilizing 2D and 3D means
of visualizing of financial data. They utilize different visualization technologies,
interaction modalities, and 3D features.

In principle we can characterize current approaches into (1) 3D visualizations
moving traditional visualization techniques, such as heatmaps, charts, or scatterplots
into the 3D space; and (2) projects providing innovative attempts and providing new
solution towards the value that 3D allows. Especially the latter category of projects is
rather fascinating, as these projects make use of a new media technology to present data
allowing viewers another angle and perspective on data. Adding new dimensions,
spatial relationships, geographic meaning, and creating more appealing and easier to
understand visualization provide many new opportunities for understanding and inter-
preting the underlying data. However, one of the main questions remains – what added
value does 3D give, and where is 3D useful in the context of financial visualization.

Table 1. Overview of various projects related to 3D visualizations in financial industries.

Project Description 3D features Interaction Technology Ref.

Thomson
Reuters Eikon

Traditional trading
desk with some
standard 3D features

Combining heatmaps
and 3D plotting

Traditional
interaction
methods

2D screens [7]

Citi
Holographic
Workstation

Augmented reality
workstation for
financial trading

AR, combination of
2D elements and AR

Voice,
gesture,
keyboard

HoloLens and 2D
screens (AR+2D)

[8]

Comarch Trading desks with a
futuristic ‘game’
alike look for wealth
management

Cross-media
visualization of
banking data

2D screen [9,
10]

QuantVR City environment
with streets as
metaphor for
visualization of the
stock market

Tree maps modeled
in 3D and advanced
visualizations of
trades as comets,
ticker tubes, etc

Typical 3D
navigation
and
interaction
modalities

Displaying of 3D
scenes on screen

[11]

InVizble 3D environment
emphasizing of
typical market data in
3D

Very advanced 3D
representations of
Kepler views, grid
array Views, 3D
scatter plots, tube
views

Typical 3D
navigation
and
interaction
modalities

Display of 3D
scenes on screens,
also enabling head
mounted displays or
other modalities

[12]

ScienceGL Scientific tool to
visualize stock
information in three
dimensions

Information and
science centered tool
to visualize
heatmaps, line
graphs, etc. in 3D

Simple
interaction
modalities
related to
interacting
with charts

Representation of
data in 3D

[13]

(continued)
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4 Prototype Development of ElectrAus

The goal of the prototype was to illustrate an immersive, interactive 3D visualization on
large scale 3D displays, considering the following variables as part of the visualization:

• average price/day based on price given in defined intervals;
• ratio of renewable energy to traditional energy generation e.g. coal powered gen-

erated electricity;

Table 1. (continued)

Project Description 3D features Interaction Technology Ref.

Stock City
(Fidelity Labs)

City representation of
investor portfolios

3D city models
representing stocks,
prices, and
information about
stocks

Typical 3D
navigation
and
interaction
modalities

Display of 3D
scenes on 2D
screens

[14]

VRPPortunity
(Salesforce)

Creative approach
towards visualizing
stock information

Utilization of
physical dynamics,
color and animations
to illustrate
information

Advanced
interaction
and
navigation
modalities

Display of 3D, and
2.5D models to
visualize
information

[15]

Bloomberg
Terminal

Arrangement of 2D
display in an 3D
environment

Utilization of 3D to
make use of the
limited screen space
through arranging
virtual 2D monitors
in 3D

Simple 3D
navigation
and
interaction
models

Simple 3D
representation of 2D
screens

[16,
17]

DXFeed Representation of
technical stock data
through AR in an
office space

Similar to other tools
offering 3D
functionality to
represent 2D
information

Interaction
based on AR

Display of stock
data in an
augmented office
space

[18]

Nirvaniq Labs Metaphors for
representing stock
information through
maps, 3D charts, 3D
line charts, and other
advanced modalities

Very advanced re-
thought
representations of
typical stock
exchange tools as
charts, line charts, or
maps. Sophisticating
use of new
representations.

Efficient
utilization of
3D
navigation
and
interaction
modalities

Typical 3D
technology,
however, the
strength of the
project is the
advanced
representation
through enhancing
traditional 2D
representation

[19]

Looker Utilization of HMDs
to explore financial
data

Exploration of
traditional charts in a
3D space

Typical
HMD based
interaction
modalities
and
interaction
devices

HMD based
environment

[20]
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• demand and supply of electricity over time at different frequencies;
• scheduled demand and supply based on different regions;
• net electricity import between interconnected regions.

4.1 Australian Energy Market Data

Data used for the project was obtained from publicly available data published by the
Australian Energy Market Operator (AEMO).1 There are two main distinct geo-
graphically located and administered energy markets for which data is readily available
from AEMO. The first is the National Electricity Market (NEM) which connects the
following States: Queensland, New South Wales (including the Australian Capital
Territory), Victoria, South Australia, and Tasmania. The other large market for which
data is readily available is the Wholesale Electricity Market (WEM) in the South West
Interconnected System (SWIS) which applies only to Western Australia.

The electricity market in Australia is well suited as a starting point to data visu-
alization, as data is provided in 5-min or 30-min intervals2. The proof of concept was
built around a 1-day time period in 5-min intervals for the different states’ electricity
markets in Australia. However, the interval can be extended to longer time periods (by
aggregating or finding an average price) with the potential to summarize and compare
multiple markets and multiple variables. The ticks or interval times for data are frequent
enough to present meaningful information for a single day which can easily be
extended to information of shorter intervals (e.g. millisecond intervals for some data
such as foreign exchange rates in well traded currencies).

Fig. 2. Example input data for the prototype.

1 Available from: https://www.aemo.com.au/.
2 Data is available in 5-min intervals for the National Electricity Market and 30-min intervals for the
South West Interconnected System.

Financial Data Visualization in 3D on Immersive Virtual Reality 123

https://www.aemo.com.au/


4.2 Data and Variables

The project presents visualized information of the following different electricity market
variables which allows for high level summarization of numerically-based data. For the
purposes of this project some of the intricate market microstructure is aggregated (see
Fig. 2):

• Dispatch Price: price determined in 5-min intervals for the NEM, which are
averaged to spot prices over a 30-min interval;

• Scheduled Demand: electrical power requirement (in megawatts, or MW) which
includes scheduled generation, interconnected import/exports including losses and
regional scheduled loads;

• Scheduled Generation: energy generated and sent out by all scheduled generators
(in megawatts, or MW);

• Net Import: the net power imported/exported by the relevant region at its inter-
regional boundaries;

Figure 2 presents a snapshot of the information that was used in the project. The
information comprises of 5-min intervals or settlement dates.

4.3 System Architecture

The system has been developed using the Unity 3D game engine [21]. Besides the
components from Unity, we developed a CSV file parsing module, simple data ana-
lytics, a 3D charting library, and created 3D models for the prototype. A basic class
diagram is illustrated in Fig. 3.

4.4 Design Considerations

The following design guidelines have been applied in designing the prototype (see
Table 2):

Fig. 3. Class diagram of the overall software modules.
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Table 2. Overview of designs used in our 3D visualization

Visualization Designs of 
Various Variables

Variables involved in the 
Visualization Designs 

Visualization of electricity 
demand and generation 
throughout seasons

Ratio of renewable energy 
produced in Australia symbol-
ized as wind turbines

Average price/day symbolized 
through a coin

Scheduled electricity demand 
and generation

(Continued)
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• Kevin Lynch’s architectural guidelines for city planning (e.g. path, edges, district,
nodes, landmarks and focus points) [22];

• Guidelines for color palette creation for visualizing stock market data in a 3D
immersive environment (e.g. contrast, visual clues, palette, gradients, …);

• Development of symbols and semiotics of different 3D models to illustrate the
essentials of this data (e.g. objects, colors, positive/negative events, ratios, seasonal
differences, sustainable energy);

• Migration of 2D charts into the 3D space and providing additional information
through efficient utilization of the 3D space;

5 Evaluation and Conclusions

5.1 Prototype Evaluation

One potential measurement on the success of the proposed framework is to evaluate its
effectiveness on providing timely and accurate information to decision makers. The
variables considered should provide holistic information for suppliers to better manage
electricity supply through the day as well as important insight for investors on the
difference in demand between different regions. Thus, evaluation can be in the form of
feedback from both investors and electricity market operators.

Figure 4 illustrates the current prototype displayed on the Cylinder Display at the
Curtin HIVE (Hub for Immersive Visualisation and eResearch). The current prototype
represents an initial trial prototype for further investigation and testing.

Table 2. (Continued)

Main chart to display data 
(dispatch price, scheduled de-
mand and generation, net im-
port) 

Electricity net import
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5.2 Added Value of 3D for Financial Visualization

We concluded, that the main advantages for using 3D, VR, and immersive technologies
in finance are:

1. presentation of large amounts of data in a limited space;
2. overcomes space limitations due to a restricted physical space;
3. additional data supporting meaningful additions of information;
4. support of cognitive functions as e.g. pre-attentive processing;
5. easier knowledge and information discovery;
6. visual appealing presentation of qualitative and quantitative data;
7. representing inherently complex data in simplified ways;

Financial market data is inherently complex. For instance, the current application
area consists of data from electricity generator i in region j at time t This represents a
typical multi-index data with hierarchical structure in the first two indexes. Informative
presentations of these data types have always been challenging, especially when the
presentations are restricted to 2D format.

3D visualization allows the presentation of large amounts of data in a limited space
environment. It also allows effective combinations of both quantitative and qualitative
data, which provide users with a holistic view of available information. Despite a
limited physical available space, users can explore the data from different angles and

Fig. 4. Visualization in the Cylinder Display at the Curtin HIVE (Hub for Immersive
Visualisation and eResearch).
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perspectives, which is not possible in a 2D space representation. The added dimension
also allows adding more data to support the presentation data and add meaningful
additions to the data. Simple navigation facilities support data exploration, and by
adding more complex interactive elements, the engagement process of a user can be
increased. Despite the additional dimension requiring a higher cognitive load, it sup-
ports pre-attentive processing of the environment by humans [23]. The use of a virtual
3D environment also allows separation of different sets of data in an intuitive way.
However, for the user of the system, quantitative data is presented in a form that it is
more visually appealing. This is a clear advantage e.g. if the system is designed for end-
users without a solid expertise in financial data. For professionals, e.g. regulators, a
data presentation in 3D eases the process of discovering irregularities. Professionals
benefit from additional dimensions allowing, data to be presented in a limited physical
space in a way that supports cognition and makes the data easier to understand.

5.3 Future Work

We especially would like to investigate how 3D supports (1) the exploration of large
amounts of multidimensional financial information and data; (2) data storytelling;
(3) extend the current prototype to a fully functional real-time data display in
immersive environments; (4) how 3D visualization affects the understanding and
cognitive efforts to understand underlying data in the context of Cognitive Big Data
[24, 25] and (5) adequate intelligent interaction designs (see e.g. [26, 27]) through
creative thinking and design thinking [28–30].
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Abstract. The automated analysis of unstructured data that is directly or
indirectly relevant to developments on financial markets has attracted attention
from researchers and practitioners alike. Recent advances in natural language
processing enable a richer representation of textual data with respect to
semantical and syntactical characteristics. Specifically, distributed representa-
tions of words and documents, commonly referred to as embeddings, are a
promising alternative. Consequently, this paper investigates the utilization of
these approaches for text analytics in finance. To this end, we synthesize tra-
ditional and more recent text representation techniques into a coherent frame-
work and provide explanations of the illustrated methods. Building on this
distinction, we systematically analyze the hitherto usage of these methods in the
financial domain. The results indicate a surprisingly rare application of the
outlined techniques. It is precisely for this reason that this paper aims to connect
both finance and natural language processing research and might therefore be
helpful in applying new methods at the intersection of the respective research
areas.

Keywords: Document representation � Text mining � Word embeddings �
Conceptual framework � Literature review

1 Introduction

The digitization of social and economic transactions allows individuals and organi-
zations to capture large amounts of structured and unstructured data [1]. While that was
already possible at a macro level, micro level interactions on social media or between
businesses are currently also recorded and available for analysis [2]. Researchers and
practitioners aiming to create insights from textual data are confronted with large
corpora. In general, text mining techniques are long established and have been suc-
cessfully applied to various areas ranging from marketing and sociology to finance and
accounting. The financial domain lends itself to this type of analysis because relevant
documents such as news articles, social media posts or earnings conference calls and
the accompanying analyst reports are readily available [3]. Automated text analysis has
been applied to a variety of challenges in the financial domain. Examples include the
prediction of exchange rates [4] and stock prices based on financial news [5] or social
media data [6]. Typical tasks of text mining are document summarization,
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classification, and clustering. They are commonly performed with machine learning
(ML) algorithms [7]. Determinants of the successful application of an ML algorithm
are not only the choice of the algorithm itself or the amount of available data but also
the way the data is represented, i.e., how the text is captured in a machine-readable
form [8]. Traditionally, linear ML models are trained with high-dimensional and sparse
vectors since the most common approach to describe a word numerically is one-hot
encoding [9]. Here, a vocabulary of unique words contained in a text corpus is created
and a single word is represented by an index in that vocabulary. This is also known as a
local representation, since every entity to be represented is assigned its own dimension
in the vector space [10]. However, this approach comes with several drawbacks, such
as data sparsity and no concept of semantic similarity between words [11, 12]. To
address these shortcomings, there has been a shift to a lower-dimensional, dense
representation of words, commonly referred to as word embeddings [9]. These word
embeddings take the form of a distributed representation. In contrast to a local rep-
resentation, a word is not represented by a distinct dimension but through the com-
bination of activity in many different dimensions [13]. This is accompanied by
advantages such as a lower dimensionality and an improved ability to generalize [13].
Another reason for representing words with real-valued and lower-dimensional vectors
is that better performance can be achieved by leveraging local smoothness properties of
the classification algorithms [8, 14, 15]. The concept of a distributed representation of
words can be further generalized to text sequences of variable length, e.g., paragraphs
or documents [16]. The sparsity and volume of unstructured data are identified as an
avenue for future research in the context of an information systems research agenda
[17]. Both issues are at least partially addressed by the distributed representation of
textual artifacts.

While embedding approaches have shown superior performance in tasks like
sentiment analysis or information retrieval [16, 18], there seems to be a lack of research
that evaluates the potential of these techniques for applications in finance. A recent
literature review on research utilizing text mining for financial market prediction shows
that the relatively simplistic bag-of-words model is applied in about three quarters of
analyses [19]. While it is expected that document embeddings are not necessarily
superior in general, it would be valuable to explore use cases where they show an
improved effectiveness. Several literature reviews provide comprehensive information
on specific areas of text mining such as sentiment analysis [20–22] or topic mining [23,
24], the latter being a specific type of document representation. However, these reviews
are not specific to finance. A growing amount of papers, especially in the natural
language processing (NLP) research stream, contributes to research by comparing
methods from both approaches to specific problems [25] and by giving an overview on
different techniques for text mining [21, 26–28] and data representation learning [29].
Additionally, specific application fields, such as social networks [30] or accounting and
finance [3], are addressed. Nevertheless, these contributions do not provide an inte-
grative view with respect to recent advances in NLP.

The objective of this paper is to provide a synopsis of the existent work in the
financial domain that uses distributed document representations. We aim to identify
research gaps and promising avenues for future research. We are not aware of any
framework that integrates recent and traditional approaches of text representation in a
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suitable manner. Thus, we consider the development of such a framework to be an
important basis for the following analysis and a helpful tool for text analytics in
finance. Relating the document representation techniques to each other might invite
researchers to evaluate the benefits of these representations in their applied work. We
address the following research question: In which areas of finance research are dis-
tributed document representations already being used and what are the hitherto
findings?

This paper is structured as follows. Section 2 provides the theoretical foundation of
document representation. Section 3 describes the research design of the structured
literature review. Section 4 presents the results of the literature review. Section 5
discusses implications and limitations. Section 6 concludes the paper and gives an
outlook on future research directions.

2 Theoretical Foundation

2.1 Text Mining Process

The process of text mining or knowledge discovery from text (KDT) [31] refers to the
process of knowledge discovery from databases (KDD) [32]. Various manifestations of
the text mining process can be found within the literature. Some deal with high-level
architecture [33–35] and others are focused on specific application areas, such as
sentiment analysis [21], market prediction [19], social networks [30], big data analysis
[36], and patent analysis [37]. Selected publications have paid attention to pre-
processing tasks [35, 38–40]. However, we are not aware of a conceptual overview that
focuses on document representation techniques and the resulting representations. Based
on the text mining processes used in the mentioned literature and in line with the KDD
process, we propose a text mining process that acts as a parent framework as shown in
Fig. 1. We split the transformation step of the KDD process into two sub-steps: feature
extraction and feature representation. This is done to disentangle the concerns of
transforming text to a numeric representation and consequently manipulating this
representation by feature weighting or dimensionality reduction techniques. The pro-
posed text mining process consists of the following steps:

• (1) Data selection: selecting textual sources, e.g., news, social media, regulatory
filings, or financial statements and if necessary, choosing a subset of the data

• (2) Text pre-processing: conducting morphological, syntactical, and semantic
analysis, e.g., tokenization, sentence boundary detection, transformation to lower
case, stop word removal, removal of punctuation, whitespace stripping, removing
numbers, stemming, lemmatization, and substitution of hyponyms and synonyms

• (3) Feature extraction: transforming textual artifacts into numerical features
• (4) Feature representation: weighting features and reducing dimensionality for

creating a meaningful representation
• (5) Data analysis: classification, clustering, association analysis, and predictive

modeling, e.g., for sentiment analysis or document similarity analysis
• (6) Interpretation and evaluation: visualizing data or calculating evaluation metrics,

e.g., accuracy, precision, recall, F-measure, and relevance
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2.2 Conceptual Document Representation Framework

The anchor point of our framework is the structure of the final document representa-
tion, as shown in Table 1. We distinguish between sparse and dense representations.
The framework explicates the steps feature extraction and feature representation of the
text mining process in Fig. 1 in detail. The subdivision coincides with the steps in [41],
which are applied in a similar context. For feature extraction, a general division can be
achieved by differentiating between the inputs to the representation technique, namely
count-based and prediction-based inputs [42]. Feature representation is subdivided into
feature weighting, also known as term weighting [43, 44], and dimensionality reduction
[45, 46]. In general, dimensionality reduction is performed by feature selection or
feature extraction methods. For text mining, a more granular division is better suited
from our perspective. Therefore, we split dimensionality reduction into feature selec-
tion and feature transformation, also known as feature discovery [47]. In feature
selection, a subset of the features is selected. Feature transformation generates a new
feature set and creates a new, lower dimensional feature space while retaining as much
information as possible, resulting in a dense representation. Here, a further distinction
is made between the method used, the type of representation created, and the final
structure of this representation. Furthermore, it must be distinguished between three
levels of text representation: word, document, and document collection. Based on the
subdivision between bag-of-words and word embedding approaches, we discuss the
individual levels in the next section and compare between the two approaches. We do
not discuss the document and document collection levels separately, as no further
implications can be derived from this distinction. This framework is not intended to
contain all conceivable steps and methods for document representation. Rather, it
should serve as a fundament to the literature analysis as it allows to situate the iden-
tified literature in the overall text mining context.

Document
Corpus

(6) Interpretation/
Evaluation

Textual 
Data

(3) Feature 
Extraction

(4) Feature 
Representation

(2) Text 
Pre-processing

(1) Data 
Selection

(5) Data 
Analysis

Knowledge

Final 
Representation

terminate 
or iterate

Document
Representation

Fig. 1. Text mining process with a focus on document representation
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Our framework does not focus on N-grams, which is an approach that considers
word groups to better illustrate semantic contexts, and on end-to-end text mining
approaches. End-to-end approaches are predominantly based on deep neural networks
that accept a series of words encoded as word embeddings as an input, implicitly create
an internal document representation, and learn to perform classification for tasks like
sentiment analysis or topic classification [48, 49]. This stands in contrast to traditional
ML models, which are usually reliant on an intermediate document representation with
fixed dimensionality. We argue that these representations are accessible for a wider
audience and provide a middle ground between complexity and potential performance
improvements. Hence, we consider end-to-end approaches to be out of scope for this

Table 1. Conceptual document representation framework: The steps are printed in bold, specific
methods are in italics, the type of representation is in normal letters, and the final structure of the
representation is underlined. The methods mentioned are exemplary and not exhaustive.

SPARSE REPRESENTATION DENSE REPRESENTATION

3 FEATURE EXTRACTION
3.1 Word level
One-hot encoding Word2Vec GloVe
Full word representation (count-based) Word embedding (prediction-based)

Sparse representation Dense representation

3.2 Document level
Addition of one- Doc2Vec Autoencoder

Bag-of-word vector Document embedding
Sparse representation Dense representation

3.3 Document collection level
Concatenation of bag-of-word vectors Concatenation of document embedding

hot vectors Addition of word vectors

Term-document matrix Matrix of document embeddings
Sparse representation Dense representation

4 FEATURE REPRESENTATION
4.1 Feature weighting
Binary TF IDF TF-IDF

Term-document matrix (weighted)

Sparse representation

4.2 Dimensionality reduction

4.2.1 Feature selection methods 4.2.2 Feature transformation methods

No selection Feature scoring LSA/LSI pLSA LDA Autoencoder

Term-document matrix (weighted) Document matrix
(concept-centric)

Document
matrix (topic-
centric)

Matrix of
document
embeddings

Sparse representation Dense representation
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study but highly recommend an analysis regarding their potentials and possible
applications for text mining in finance.

2.3 Word Level Representation

The richness of a document representation is constrained by the way individual words
are represented and consequently by the semantical and syntactical information con-
tained in this representation; especially, since any information that is discarded when
transforming words into a more machine-readable form cannot be restored at a later
point in time. The goal of feature extraction at the word level is to achieve a mathe-
matical representation of every word contained in the text to prepare the data for
classification or regression with ML algorithms. This is achieved using methods that
create vectors that aim to capture semantic and syntactic regularities. Most of the
literature on text mining for financial forecasting uses one-hot encoding with the
dimensionality corresponding to the number of unique words in the corpus. In other
words, for every word in the text, a vector is created that has the length of the
vocabulary of the document corpus with the dimension corresponding to the index of
the specific word being one and all other dimensions being zero. Here, the word order
is irrelevant and the words are mutually independent. For model training, sparsity is a
threat since it leads to a poor estimate for model parameters of rare words [12]. Also,
individual words that are not contained in the training corpus cannot be used in a later
model application [12].

The limitations of one-hot word representations have prompted researchers to
investigate other methods such as word embeddings [15, 50]. They predict surrounding
words and are therefore referred to as predictive models, which have been shown to be
superior to one-hot encoding [51]. Word embeddings are based on the assumption of
the distributional hypothesis, which states that the meaning of a word can be deduced
from the context words that it frequently co-occurs with [52]. This should not be
confused with the distributed representation, the low-dimensional and real-valued form
that these word embeddings take. The latent dimensions of word embeddings, which
usually range from 100 to 300, aim to encode syntactic and semantic regularities of
each word. This comes with multiple advantages. It reduces the computational effort
since the dimensionality of the word vectors is not determined by the vocabulary size
of the corpus [9]. Furthermore, second-order co-occurrences, also called paradigmatic
parallels [53], are encoded in the word vector. This means that “father” and “dad” have
a similarity (typically measured with the cosine similarity) of close to one. This stands
in contrast to the one-hot encoded model, where the words would exhibit a cosine
similarity of zero. Thus, similar words are assigned a similar representation, which
improves generalization power [9]. A fundamental aspect of word embeddings is the
fact that they can be inferred from a large document corpus without requiring labeled
data. The goal is to learn a representation for the unlabeled data, which in turn can lead
to drastic performance improvements when used for downstream tasks such as clas-
sification [12, 54]. Generally, dense word representations can be induced using matrix
factorization [55], context-based prediction models (Word2Vec) [11] or even by
leveraging the advantages of both approaches through a hybrid approach (Glove) [56].
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Although it has been shown that prediction-based approaches are not necessarily
superior [57], we will put emphasis on these comparatively young methods.

2.4 Document Level Representation

Typically, classifiers in text mining applications are trained at the document and
document collection level, where each document represents a single data point.
Therefore, the document and document collection levels can be considered together. To
create a document representation, the constituent word vectors of a document are
aggregated. In the case of the bag-of-words approach, the aggregation of document
vectors results in a vector space model that allows for analyses on the corpus level [58].
The resulting representation has the same weaknesses as the one-hot representation of
individual words. Furthermore, the representation is high-dimensional since its
dimensionality is determined by the number of unique words in the corpus or is limited
explicitly. However, this issue is largely mitigated by algorithms, e.g., support vector
machines (SVM), that can take advantage of sparsity [9].

Following the feature extraction, various techniques can be applied in order to
lower the number of irrelevant features in the dataset. In the framework in Table 1,
these steps are subsumed under feature representation. The basic step in this part is
feature weighting. Binary and term frequency (tf) weighting are applied on the docu-
ment level. Inverse document frequency (idf) assumes that the importance of a word is
inversely related to its frequency in a document collection. Tf-idf is a combination of
the latter two, increasing with a higher number of word appearances and at the same
time weighting this by the word frequency in the document collection to reduce the
influence of more common words. One step of the following dimensionality reduction
is feature selection by methods such as information gain, mutual information, and v2

statistics [59]. However, these representations are still sparse and high-dimensional.
The alternative step of feature transformation offers a solution by summarizing

methods that form a dense representation from a vector space model. One way is to
discover latent structures in a document collection. Latent semantic analysis (LSA) is a
method that decomposes the initial representation and projects the most relevant fea-
tures onto a subspace [55]. That is, it applies singular value decomposition (SVD) on a
term-document matrix with the result that topics are assumed to be orthogonal. Even
though this assumption does not seem to be very realistic, it works well in practice,
comparable to principal component analysis (PCA), which is used in regression
problems to reduce the number of features. On this basis, models were developed that
assume documents to be a composition of various topics, e.g., probabilistic latent
semantic analysis (pLSA). These topics are assumed to be a distribution of the
respective vocabulary of a document corpus and allow topics to be non-orthogonal.
Latent Dirichlet allocation (LDA) is a model that extends pLSA by applying Dirichlet
distributed priors to the document-topic and topic-word distributions leading to better
results by preventing overfitting [60]. Nonetheless, research also suggests that LSA is
not necessarily inferior to the later developed models [61]. These are some of the most
widely known models that should give an intuition of how representations have
advanced over time. Another way to create a representation is to take advantage of
techniques based on neural networks, e.g., autoencoders [62], neural topic models [63],
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and restricted Boltzmann machines [64]. These techniques aim to create encodings that
correspond to a latent representation, similar to topic models [65].

As described earlier, to translate the textual artifacts into a representation that can
be used as an input for traditional ML algorithms, such as SVMs that show good
performance for text mining tasks [66], the representation by fixed-length vectors is
necessary. Even though it would be possible to aggregate the word vectors contained in
a document by calculating an average, local semantic and syntactic regularities would
be lost in the process. Thus, more sophisticated techniques are required to aggregate the
constituent word vectors of a document. One of the more prominent algorithms to
achieve this task is the paragraph vector. The method incorporates the word order,
outputs a fixed length document representation, and uses the semantic expressiveness
of word embeddings [16]. It has been shown that paragraph vectors exhibit superior
performance in tasks such as information retrieval and sentiment analysis, compared to
representations using a simple bag-of-words or LDA representation [16].

3 Research Methodology

The outlined framework forms the basis for the following literature analysis that builds
upon the methodological work of [67, 68]. These papers provide an overall processual
guideline, while the developed framework allows to situate the identified literature at
the content level. In general, the structured literature analysis identifies existing
research in a specific domain [69] and highlights research gaps to identify avenues for
future research [70]. The literature analysis should result in a concept matrix, thereby
ensuring a concept-centric perspective [68]. We divide the search process into two
phases: First, an outlet for the search is defined and an initial search is performed.
Second, a backward search uses the references in the initial articles to identify prior
research articles. To ensure reproducible results, the following data should be provided:
names of the databases, search strings, criteria for the search process, search date,
number of hits per search phase, and the resulting literature [70].

We search for articles in a broad selection of databases to cover as many finance-
specific articles as possible. The specific database names and details of the search
results are described below. We searched for the following terms in combination with
an AND “finance” search term: “word embedding*” OR “document embedding*” OR
“document representation*” OR “word co-occurrence*” OR “Word2Vec” OR
“Doc2Vec” OR “GloVe” OR “fastText” OR “text embedding*” OR “prediction-based
representation*.” We excluded textbooks and dissertations from our search, whereas
we intentionally include conference articles and working papers, since we assume that
applications of the young concept of pre-trained word embeddings, as introduced by
[11], have not yet found their way into journals on a large scale. The search results are
restricted to the period of 2003 to 2018, since we do not expect to find any relevant
results before the first proposition of neural word embeddings by Bengio et al. [15].
This study puts an emphasis on applied work, i.e. the application of distributed doc-
ument representations in the financial domain.

We derive classification dimensions for the literature search from an article that
discusses recent advancements in data, text, and media mining [2]. To create a suitable
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framework for their literature analysis, they derive what they call the essential com-
ponents of information mining: (1) data type, (2) application area, (3) techniques,
(4) tasks, and (5) final objective. We refrain from specifying the data type because it
will always be text in this analysis. Two more dimensions are added: representation
technique and findings. In addition, we do not define the characteristics of the indi-
vidual dimensions beforehand but elaborate them during the review process. The
following procedure ensures a consistent classification of the articles. First, each article
is classified by one of the authors. Second, the classified article is verified with the co-
author. Third, the article is discussed in cases of disagreement.

The search conducted in May 2018 resulted in 750 hits with 35 potentially relevant
articles that were identified by an analysis of titles and abstracts (hits; potentially
relevant): Business Source Complete (38; 5), AISel (13; 6), JSTOR (3; 1), Spring-
erLink (302; 9), Science Direct (141; 9), EconPapers (3; 2), Emerald Insight (17; 0),
IEEE Xplore Digital Library (157; 1), and Wiley Online (76; 2). A subsequent in-depth
analysis led to two remaining articles from the initial search. The backward search in
the second phase added two more articles. A final check of relevance and the specified
search criteria resulted in a definitive number of four articles.

4 Findings

The identified literature is shown in Table 2. What stands out is the relatively low
number of four papers that use a distributed document representation to solve a
downstream task. In all reviewed papers, this task is a classification problem. In each
case, the primary objective is the improved representation of textual data to increase the
performance of a classifier. Concerns about an improved efficiency enabled by the
lower dimensional document representation do not seem to be an issue. Even though
we searched for literature dating back to 2003, the earliest identified publication is from
2016. Three out of four papers rely on word embeddings to represent individual words.
We hypothesize that the main reason for this is the implementation of the Word2Vec
algorithm in mature software packages like gensim [71]. In contrast, Feuerriegel and
Fehrer [72] rely on one-hot encoding. Cerchiello et al. [73] and Rönnqvist and Sarlin
[74] aggregate the constituent words of the document with the paragraph vector
algorithm as described in [75]. It should be noted that Rönnqvist and Sarlin are co-
authors of the paper Cerchiello et al. [73]. Yan et al. [76] compute the average of all
word vectors in a document. Since the authors did not use a variety of algorithms for
document representation, e.g., paragraph vectors or autoencoders, it is difficult to
estimate whether a better performance could have been achieved with alternative
approaches. Furthermore, Yan et al. [76] do not compare their proposed approach with
a less complex representation method, e.g., bag-of-words. This impedes efforts to
disentangle what aspects of the improvements can be attributed to the usage of textual
data and which improvements are caused by a semantically richer representation. The
same point holds true for Cerchiello et al. [73] since they show an increase in the
relative usefulness compared to purely textual or numerical prediction but do not
compare different document representations as the basis for their classification.
Feuerriegel and Fehrer [72] use recursive autoencoders to capture the ordered context
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of words. Their approach of using one-hot-encoded words as input for the recursive
autoencoder does not conform to our proposed conceptualization. However, it is more
common to use word embeddings as input as described in Socher et al. [77]. They
compare the neural network approach to a random forest classifier trained on docu-
ments represented by a tf-idf matrix. For stock price movement prediction, they report a
relative improvement in the F1-measure of 7.69% compared to the baseline.

5 Discussion

Apart from the results of the literature review, our proposed framework situates the
recent progress in the representation of text artifacts in the overall text mining context.
This has potential to benefit future research as a general guideline. We highlight that a
distinction depending on the structure of the final representation (dense or sparse) and
on the extraction of individual word features (count-based or prediction-based) results
in a differentiation of various document representation techniques. This is helpful from
different perspectives. First, it can help to structure document representation tasks in
other research projects. Second, it allows a fast look-up for which method results in

Table 2. Results of the structured literature review

Citation Application
area

Techniques Tasks Final objective Representation
techniques

Findings

(Cerchiello
et al. 2017)

Finance:
Bank
distress

Fully
connected
neural
network
(hidden layer
of 50 nodes,
binary
classification)

Classification Improve text-
based bank
distress classifier
by considering
additional
financial data

Distributed
Memory Model
of Paragraph
Vectors (PV-
DM) by Le and
Mikolov

Combination of
textual and numerical
data improves
performance of bank
distress classification

(Yan et al.
2018)

Finance:
Social
lending

Random
forest,
gradient
boosting,
gradient tree
boosting

Classification Enhance social
lending
recommendation
by leveraging the
motivation of the
participants

Averaging of
word
embeddings

Classification and
usage of text about
motivation of
lending platform
participants can
improve lending
project
recommendation

(Feuerriegel
and Fehrer
2016)

Finance:
Stock
prediction

Final softmax
layer, random
forest

Classification Prediction of
stock movements
following
financial
disclosures

Recursive
autoencoder

Distributed
representation shows
performance gain
compared to local
representation

(Rönnqvist
and Sarlin
2017)

Finance:
Bank
distress

Fully
connected
neural
network
(hidden layer
of 50 nodes,
binary
classification)

Classification Predict bank
distress using
textual news data
to perform risk
analysis

Distributed
Memory Model
of Paragraph
Vectors (PV-
DM) by Le and
Mikolov

Classifier based on
financial news data
allows the prediction
of bank distress
events and
outperforms majority
class prediction
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which kind of representation. Furthermore, the connection of NLP research and finance
has the potential to sensitize finance researchers for paying attention to NLP research.

As addressed in the research question, the literature review provides an overview of
the use of document embeddings in the past years in finance research and reveals that
very few studies have applied the described techniques. However, this might have the
following two positive effects. First, researchers who have mainly relied on a local
representation of text may evaluate embeddings for research projects. Second, docu-
ment embeddings might be considered a useful alternative by a broader group of
researchers in the finance domain. In addition, this work gives practitioners an inte-
grated view of word and document level representation approaches and might be a
basis to decide on the sensible application of these techniques.

Even though word and document embeddings are important concepts, this paper
chooses to give a general intuition but no guidance on how to use these methods. Also,
from our perspective, the framework names the most relevant methods but does not
provide a complete list. Within the framework, we have not explicitly referred to the
research of Bengio et al. [15] and Collobert and Weston [50]. Although these articles
are pioneering for word embeddings, implementations such as Word2Vec and GloVe
are easier to apply and therefore more suitable as introductory methods for text mining.
We do not want to overlook the fact that document representations based on word
embeddings are not interpretable caused by their distributed structure. In contrast,
topical representations are easier to interpret, and above all they are an intuitive method
for researchers who have no background in NLP. Furthermore, our literature review is
limited to the finance domain. We think that a focus on a specific research domain is
advisable to ensure a proper classification of the resulting articles, but this approach
might miss interesting articles from other domains that apply word embeddings.
Moreover, word embeddings do not necessarily have to be used as inputs to create
dense embeddings that are fed into classical ML algorithms. Word embeddings might
show their full potential as input for deep neural networks to identify position invariant
local clues such that the word order is modeled. Thus, future research might analyze
specifically if and how those techniques have been used in finance research. Future
research might also empirically investigate the advantages of utilizing distributed
representations for the analysis of specific finance-related text corpora.

6 Conclusion

Commonly, text mining approaches are based on high-dimensional and sparse vectors
for document representation. However, more recent NLP research addresses these
shortcomings. In this regard, distributed representations of text such as word and
document embeddings are a promising tool. That is why this paper provides a synopsis
of existent work that builds on the outlined techniques to create distributed represen-
tations of documents in applied finance research. To prepare the literature review, we
have connected traditional text mining approaches with word and document embed-
dings in an overarching framework. This allows for a comparison of the respective
approaches. The subsequent structured literature overview shows that little research on
the actual application of the outlined methods has been conducted so far. Although
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distributed document representations based on word embeddings are not necessarily
advantageous for every kind of application, this small number of results is surprising
since we are not aware of research that fundamentally refutes the effectiveness of
distributed representations in the field of applied finance research. On one hand, the
proposed framework can be used by finance researchers as an overview on fundamental
distinctions in the field of document representations. On the other hand, it might
sensitize finance researchers to the advances in NLP. Considering the results of our
analysis, we see applied research on possible applications of distributed document
representations as a promising direction for future research in finance.
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Abstract. As regulatory reporting involves loosely defined processes, it is a
considerable challenge for data scientists and academics to extract instances of
such processes from event records and analyse their characteristics e.g. whether
they satisfy certain process compliance requirements. This paper proposes a
software framework based on a semantic data model that helps in deriving and
analysing regulatory reporting processes from event repositories. The key idea is
in using business-like templates for expressing commonly used constraints
associated with the definition of regulatory reporting processes and mapping
these templates with those provided by an existing process definition language.
A case study investigates the efficacy of the proposed solution in the case of an
“Off-market bid” regulatory process. The results demonstrate the capability of
the architecture in deriving process instances from a repository of Australian
Company Announcements provided by the Australian Securities Exchange.

Keywords: Regulatory reporting � Process extraction � Semantic technology �
Events

1 Introduction

Regulatory reporting processes help regulators in terms of monitoring the regulatory
capital, safety and soundness of the legal entity, for example, ASX (Australian Stock
Exchange) and ASIC (Australian Securities and Investments Commission) monitor the
regulatory capital, safety and soundness of all the listed companies on ASX. They
monitor risk associated with these legal entities, operations, and maintenance with the
help of processes, procedures and policies specified by the regulators. They also
monitor the cross-border transactions where there is involvement of multiple countries
and ensure involved legal entities abide by the processes. e.g.: acquisition of an
overseas company by an Australian company or vice versa. These regulatory reporting
processes can impact the legal entities in many ways. For an example, failure to comply
with required regulatory reporting processes can lead to civil penalties, legal and
operational risks [1].

There are hundreds of data sources that can be used to collect different events that
are pertaining to regulatory reporting such as company announcements, stock market
feeds, news data. This paper is motivated by the need to better support analysts,
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N. Mehandjiev and B. Saadouni (Eds.): FinanceCom 2018, LNBIP 345, pp. 149–164, 2019.
https://doi.org/10.1007/978-3-030-19037-8_10

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-19037-8_10&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-19037-8_10&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-19037-8_10&amp;domain=pdf
https://doi.org/10.1007/978-3-030-19037-8_10


academic researchers or data scientists in the finance domain who are interested in
discovering important relationships between different events around specific regulatory
reporting processes [2, 3]. Although there are many providers that offer different
interfaces for analysing regulatory reporting event streams, it is still a considerable
challenge to extract instances of regulatory reporting processes and analyse certain
aspects like conformance of the process instance to the process model, variation of
event instances within a process instances and assess the impact of process instances
through third-party systems and additional data. Existing approaches do not deal
adequately with the challenges as they demand both technical knowledge and domain
expertise from the users. In addition, the level of abstraction provided does not extend
to the concepts required by a typical data scientist or a business analyst.

The structure of the paper is as follows. Section 2 provides the literature review
related to analysing the regulatory reporting processes with an example scenario of a
regulatory reporting process including the expected output to be derived. Section 3
presents a semantic data model that can be used for deriving the regulatory reporting
process and the proposed system architecture. Section 4 discusses validation of the
architecture with a case study evaluation. Finally, Sect. 5 concludes with future
research in this area.

2 Background and Related Work

The main difficulty in analysing regulatory reporting processes is that they are loosely
framed processes i.e. there is no explicitly defined process model [4, 5]. Considering a
process as a set of expectations, the problem is deriving a series of events that meet
these expectations. For example, consider the “Off-market bid” process type shown in
Fig. 1 which is a part of Mergers and Takeovers in Australia [6] and categorised as
‘Takeover announcement’. Some of the event types that are part of the process are:
announcing the bid, preparing and submitting bidder’s statement to ASIC, submitting
bidders statement to target stakeholders, submitting target statement, submitting accept
or close offer announcement and compulsory acquisition announcement. An uncon-
tested off-market bid process usually takes about 3 months, but in reality, it might take
much longer time than anticipated. In cases where there is a counter bid, the timeline
can be much longer. Even though one process instance might take longer time, it
should be completed within 48 days of initiation in case of no extension or within 12
months of initiation in case of extension of the bid.

Each of the process types comprises of multiple event types and each event can
impact on the performance of the company. As an example, Table 1 summarizes a
process instance related to the off-market bid takeover of Genesis Resources LTD
(GES) by Blumont Group LTD, a Singapore investment holding company in 2014
including the corresponding event instances and event flow along with the stock price
and volume impacts. The impact is the difference in price or volume for each of the
event instances from the previous event instance. As this acquisition has happened with
extension of the bid it indicates the event flow in case of an extension of the bid.
Table 2 reflects a comparison of expected and observed timelines for this regulatory
reporting process instance.
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Fig. 1. Indicative timetable for an off-market bid [7]

Table 1. Instances of an off-market bid takeover process of GES by Blumont Group

Event
type ID

Event type Event
instance
date

Stock price
impact (GES)

Stock volume
impact (GES)

1 1001_Announcebid 24/01/2014
2 1002_bidder’s statement to

ASIC
21/03/2014 –0.26 1232700

3 1002-Bidder’s statement to
target stakeholders

26/03/2014 –0.74 –447200

4 1003_Target statement 23/04/2014 –0.070002 –883700
5 1008_Offer extension 11/09/2014 –4.379999 157500
5 1008_Offer extension 29/10/2014 –0.67 –150000
5 1008_Offer extension 05/02/2015 –3.17 372500
5 1008_Offer extension 06/03/2015 –1.379999 496800
10 1009_Bid Unconditional 13/03/2015 0.289999 228700
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Another challenge analysts faced while extracting these process is the difficulty to
map different business concepts used by rules and regulations with programming or
technical concepts. A simple example is the time duration, which is expressed in
business days rather than calendar days and hence needs to be adjusted for each
analysis accordingly.

There are many techniques and technologies that have been proposed to address the
problem of analysing event logs and extracting process instances. The most relevant
research areas are:

Complex Event Processing (CEP): CEP analyses data from multiple sources to infer
patterns of events that represent complex (causal, data or temporal) relationships. CEP
provides event processing logic as an abstraction of event operations, separated from
application logic. Some popular CEP platforms include Stream SQL [8], Oracle EPL [9],
IBM Web sphere (business event processing system) [10] and Sybase Aleri CEP [11].
The major challenge in CEP is that their use involves a highly technical and time-
consuming process. In addition, they lack the support of business concepts like business
day derivation and business duration computation etc. An analyst would need have a
good technical knowledge and expertise to build these concepts into the existing systems.

Process Mining & Conformance Checking: This is a relatively new research area [5,
12] and focuses on exploring, observing, and improving the overall business process
based on analysing event logs that record activities performed by people, software, and
machines. Process mining definition comprises of process discovery, conformance
checking and model enhancement [13]. Process discovery is the discovery of processes
from an event stream with the help of algorithms like a-priori, alpha and heuristic miner.
Conformance checking means monitoring the processes periodically by comparing
process model with process instances for any deviations or violations in processes.
Model enhancement can be model checking and proposing new model or automated
construction of simulation models. Existing process definition and mining tools in the
market include Disco [14], Perceptive [15] and Celonis [16]. ProM [17] is the largest
platform available for process mining and cater for different goals such as analysing
social networks, exploring processes and validating business rules. The challenges with

Table 2. Compliance between expected and observed timelines for a regulatory reporting
process instance

Between
event types

Expected timeline (Business
days)

Start date
ABY

End date
ABY

Calendar
days

1–2 <21 days 21/01/2014 21/03/2014 58
1–3 >15 days and <29 days after 2

is sent
21/01/2014 26/03/2014 63

1–4 Before 15 days from the day
offers are sent

21/01/2014 23/04/2014 88

4–10 >1 month from the day target
statement is sent

23/04/2014 13/03/2015 Close to
1 yr

1–10 <1 year 21/01/2014 13/03/2015 1 yr 47
days
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process mining tools are that they are not tailored to complex regulatory processes that
would require inferred conditions (inferred condition means next event is determined by
the presence or absence of an event), complex computations like conditions or inferred
events and complex processing with business day computation concepts.

Process Definition and Modelling Languages: Since the nature of reporting pro-
cesses renders formal notations like BPMN unsuitable, there are more appropriate
processes modelling systems for loosely framed processes such as Flower (a Pallas
Athen’s case handling system) [18] and Tibco inconcert (an ad-hoc workflow system).
In a case handling system, a process is a recipe for handling cases of any given type
together with activities which are logical units of work to be executed when handling a
case. Tibco Inconcert is a workflow system designed for unstructured processes. The
systems specialty lies in creating new cases or process models from existing cases
using templates that can be adapted to a single case or model a process while executing
a case [19]. Another famous process modelling language is XML based Declare
ConDec [20] which allows process extraction rules to be defined with the help of
constraint templates. Each template has a graphical representation with a Linear
Temporal Logic (LTL) formula specifying the semantics [21]. Declare ConDec is a
constraint based Process Mining Relational language that allows for definition, veri-
fication, execution of constrained based process models and ad-hoc change of process
instances. Major advantage of Declare is flexibility to design, change, specification of
process models. These approaches are closely related to our work but limited in pro-
viding only technical abstractions for the analysts to express the rules related to process
instance extraction.

In conclusion, existing approaches do not deal adequately with the challenges as
they demand both technical knowledge and domain expertise from the users. We would
still want to use and leverage existing technologies or systems as they are powerful, but
we have observed that the existing solutions only partially address the requirements. In
addition extensibility of the solution is required for new features like adding new
business rules or integrating with third party systems An ideal solution would need to
use both capabilities of CEP and process analysis technologies under the same
framework in a complementary way.

3 Proposed Framework for Regulatory Reporting Process
Management System (RPMS)

To solve the challenges and limitations discussed in Sect. 2, we propose a two-step
solution: designing a semantic data model or an ontology representing events to define
loosely framed processes and providing a system called RPMS (Regulatory Reporting
Process Management System) that interprets the proposed semantic data meta-model to
extract processes from event repositories. RPMS will be capable of defining a process
and detecting corresponding process instances of regulatory reporting. In addition, it
will also analyse the impact of the processes defined in semantic data meta-model.

This solution is focused towards the end-user programming or end-user software
engineering [19]. End-user programming or software engineering can be defined as
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programming to achieve a result primarily for personal/research rather than public use
with minimal programming experience or expertise from the experts and can provide
the expert or domain knowledge in the simplest form. End-user software engineering
(EUSE) focuses on approaches, techniques, and tools to improve the quality of end-
user software [19].

The proposed semantic data model provides flexibility to represent events, dates in
business days and define rules in the form of constraints or conditions. Semantic
interoperability [24] enables not just the packaging of syntactical data but also the
simultaneous transmission of unambiguous meaning of data through metadata. The
linking of all the metadata is performed through a shared vocabulary.

3.1 Semantic Data Meta Model

To define the RPMS semantic data model we studied and identified a suitable set of
ontologies that can represent different event instances, processes, and financial domain
knowledge. To define events we chose the Adage-event model [22]. In addition, the
Financial Industry Business Ontology (FIBO) [23] is selected to derive domain con-
cepts such as business and financial dates. Finally we define a process model based on
the Declare meta-models [20] to represent processes and templates. This section will
discuss those models in more detail.

Adage – Event Meta Model
Although there are multiple data modelling frameworks available, there is no single
standard for the representation of event data and event pattern occurrences. Every data
modelling framework focuses on data from one particular domain or source and hence
we have used Adage event meta modelling framework [22] dedicated to event data
analysis, addressing the lack of standard in representation formats for event data and
event patterns and lifting the barrier for data exchange between components. Adage
event data modelling framework provides event data meta-model with a set of oper-
ational guidelines to help generate custom event data models, irrespective of sources or
related domains. They propose Adage Financial Market data model which is flexible
and generic enough to include datasets from sources like Bloomberg (2016), Thomson
Reuters (2016), WRDS (2017). Listed below are the entities in ADAGE Financial
Market conceptual data model relevant to our research.

• Event: Timestamped super class event which could represent any kind of Financial
Event.

• Market Event: A subclass of event with a company that could represent as a
superclass of any event across domains such as trade, quote etc.

• Exchange: Exchange is a platform for all traded products. Companies list and trade
their products on the exchange. Exchanges maintain market datasets in a low-
frequency form as in the end of day transaction datasets or high frequency form on
time intervals less than a day on minutes or seconds basis [27].

• Product: There are two types of products- tradable (e.g. trade, quote, end of day
events) or non-tradable (e.g.: index, news and market measure events) and they are
distinguished by their product id.
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• Quote Event: An exchange is responsible for generating Trade or Market Depth
events. The quote is a time-stamped event which lists the buy and sell bids.

• End of day event: End of day events are time stamped events which represent values
of trades on a daily basis.

• Market Measure: These are events that store time-stamped data related to different
calculable measures such as daily returns and intraday returns.

• Index: Time-stamped events that represent a composite value of tradable products of
a group or related to companies listed on the stock exchange. Some examples are
the German DAX index listed on Frankfurt stock exchange and all ordinaries listed
on the ASX [26].

For this research, we extended the above Adage Financial Market to include
Australian Corporate Announcements that we refer to as ASX announcement events.
Every ASX announcement event includes a company code, date, time, headline, and
category code of the event which distinguishes the type of the announcement and the
price sensitivity of the event (whether the announcement has impacted the stock price
of the company on that date in a stock exchange). Therefore, an ASX Announcement
class is created as a subclass of Market Event.

The major challenge with the current Adage financial market event is that it has a
fixed timestamp which is not enough or adequate for concepts involving business dates,
financial dates etc.

FIBO Meta Model
FIBO [23] is a recent initiative to define financial industry terms, definitions, and
synonyms using semantic web principles. The initiative uses OMG Modelling stan-
dards which leads to transparency in global financial system and aid in regulatory
reporting. It provides a regulation ontology, business readability to reports, and stan-
dardise the language to precisely define the terms, conditions, and characteristics of
financial instruments, legal, business entities relationships, legal actions, and corporate
process aspects in corporate actions. FIBO [23] addresses the regulatory transparency
by defining standardised terminology ensuring interoperability among messaging
protocols. It provides linked open data which ensures metadata annotations, regulatory
rule conversion, linked data classes, class relationship data, structural, semantic and
operation rules for interpretation of financial standards and regulatory requirements.
This is done to enhance the monitoring of emerging institutional risks and systematic
financial risks. The FIBO conceptual ontology is at a level of abstraction that intends to
be a canonical model of primary business terms (concepts).

This paper focuses on the FIBO’s Business Dates Module. This meta-model
includes subject matter ontologies and owl classes for date and time concepts that are
specific to financial services. As we would need the duration in Business day terms for
regulatory compliance, this paper uses Business Day Ontology classes and each of its
entities that are explained below:

• Date: A date identifies the calendar day.
• Date Period: A date span over one or more calendar days. This is defined by a

minimum of two out of three of a start date, end date and duration.
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• BusinessDayConvention: The number of possible ways in which a date can fall on a
weekend or holiday can be handled. BusinessDayTreatment combines any date with
BusinessCenter to determine the course of action when a business is conducted on a
specific business day in a business centre.

• BusinessDayAdjustment: A BusinessDayAdjustment uses a BusinessDayConvenc-
tion to specify what happens when a day falls on a day that is on a weekend or
holiday in some business centre.

• BusinessCentre: the location where business is conducted and business calendar
days are associated.

Process Model
To represent regulatory reporting processes in a flexible way, we adopt the approach
used in loosely framed process languages which are based on the principle of defining
processes as a set of constraints involving events, event entity conditions. Our process
model will support a number of templates specifically adapted to regulatory reporting.

The proposed concepts are:

• RPMSProcessType: uniquely defines a regulatory process with its constraints and
associated templates and parameters. For example: Offmarketbid is one type of
regulatory reporting process and the process is identified with the help of constraints
associated with this process.

• RPMSConstraint: represents the application of a RPMSTemplate with its
parameters

• RPMSTemplate: represents a common set of parameters involving events and/or
domain concepts. Such RPMS templates are implemented on top of Declare
ConDec [20] templates. In other words, our templates can be considered as an
application of Declare templates customised for the Regulatory Process Modelling
domain.

• RPMSParameters: provide links to the actual parameters of the template which will
be instances events and/or domain concepts. The list of RPMS templates and their
expected parameters is shown in Table 3.

Table 3. Four types of RMPS templates and respective parameters

RPMS
template

RPMS parameters Role and function

Precedence Event1, Event2,
Duration

Determine the business day duration between two
events

Alternate
Precedence

Event1, Event2,
Duration

Determine the alternate business day duration
between two events

Absence Event1 Determines if Event1 presence or absence in the
event stream

Choice of
2 or 3

Event1, Event2, Event3,
Duration1, Duration2

Determines if the next event is Event2 or Event3
and business day duration (either Duration1 or
Duration2) between first event and next event
based on presence or absence of Event1
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Fig. 2. Declare process model with constraints, activities and templates

Table 4. Mapping of RPMS templates with declare template

RPMS
template

Declare
template

Declare template parameters

Precedence Precedence Branches (Activity1, Activity2), condition (Duration), LTL
Logic, Data Elements

Alternate
Precedence

Alternate
Precedence

Branches (Activity1, Activity2), condition (Duration), LTL
Logic, Data Elements

Absence Absence LTL logic
Choice or 2
or 3

Choice or 2
or 3

Branches (Activity1, Activity2, Activity3), condition
(Duration), LTL Logic, Data Elements
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Declare templates expect different concepts as parameters. The relationships
between the different concepts in the Declare language are represented in Fig. 2. In the
proposed architecture, the RPMS templates are mapped to Declare Templates for
execution by transforming RPMS parameters into the concepts expected by the Declare
templates as parameters. The mapping between different RPMS process concepts and
Declare template concepts are illustrated in the Table 4.

Proposed Ontology – Semantic Data Model
Figure 3 shows the integrated RPMS semantic data model that includes Adage Event
model, FIBO Business Dates model and process model. We can see that the process
modelling constraints or conditions can refer to business concepts. This includes ASX
announcements, End of Day etc. as well as FIBO classes like business day convention
which help derive the constraint verification based on business day conventions. This
model also helps querying instance data in a linked data format.

Fig. 3. Semantic meta data model
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3.2 Architecture and Implementation

This section details the Regulatory Reporting Process Management System (RPMS)
architecture, the second step of our proposed solution. We designed a five-layered
architecture as shown in Fig. 4 and developed a prototype web application.

UI (User Interface) Layer
The UI Layer has Process Definer Graphical User Interface (GUI) which helps in
defining the process, the Semantic Model Maintainer GUI creates or maintains the
semantic event model. In addition, the RPMS web application GUI is used by the
analyst for Importing events, extracting processes, and analyzing the process with the
assistance of process definer and semantic model maintainer.

Business Logic Layer
The Business Logic Layer includes several modules which are:

• Process Definer module helps store the process defined with the help of Process
Definer GUI to the database. It helps to save the XML files obtained after defining a
process with constraints using Declare designer [25] into the semantic database for
further processing.

Model Maintainer

Process 
Definition 
Ontology

Event 
Ontologies

Other 
Ontologies

Process Definer
Analyst

Process Definer
GUI

Semantic Model 
Maintainer SPMS Website

UI 
Layer

Business 
Layer

ProcessDefiner
Event

Importer

Meta 
Model 

Maintainer

XML OWL

Process
Extractor

Process
Analyzer

FIBO 
Ontology

Semantic 
Meta Data 

Model

Instance 
Layer

Semantic 
Database 

Layer
Destination database

Process 
Instances

Event 
Instances

Other 
databases 
instances

Source database

Fig. 4. Architecture for regulatory reporting process management system
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• Event Importer converts the event data file to RDF format or triples and helps store
the data in the Semantic database.

• Meta Model Maintainer module is responsible for creating new event models and
accessing or maintaining event model in the semantic database. The defined event
model acts as a definition for the event instance data to be exported into the
semantic database in the form of triples

• Process extractor module helps to extract process instances from the event
instances (imported through the event importer module and stored in the semantic
database) with the help of RPMS process templates. This is the core feature of the
RPMS and involves a complex business logic based on ProcessInstanceExtractor
algorithm discussed in detail in Sect. 3.3.

• Process Analyzer helps in analyzing the derived process further and visualizing
results via the RPMS website. As an example, the prototype process analyzer can be
integrate the behavior of stock market data for significant fluctuations during any
identified process.

Semantic Data Meta Model Layer
The Semantic Data Meta Model Layer helps define and maintain the meta-model
(ADAGE event meta-models, FIBO and Process Model) defined in Sect. 3.

Instance Layer
The Instance Layer helps to extract and convert the process, event data, and other data
instances coming from different sources, to align with the event model in order to store
within a database.

Database Layer
The Database Layer is a semantic database which helps store the process definition
language, Semantic meta model, process, and event instance data required for the
RPMS.

The implementation of the database layer was done using a MarkLogic semantic
triple store. Through the Event Importer, instance data was loaded in RDF/TTL format,
extracted and converted from various data sources like Sirca’s Australian Corporate
Announcements (ACA) and Thomson Reuters Tick History (TRTH) databases. This
triple store also contains ontologies created by meta-model maintainer and other
standard ontologies such as FIBO (Financial Industry Business Ontology) that help to
describe the business concepts related to regulatory reporting.

3.3 Process Instance Extractor Algorithm

The process instance extractor algorithm takes a constraint (C) related to the process
type to be extracted as an input. First, it loads the RPMS process template that is
associated with the constraint. Secondly, the parameters associated with the constraint
are extracted from the corresponding event instance data, incorporating FIBO and
Adage event model instances.

For example, a precedence constraint which links to an RPMS Precedence template
will have corresponding links to three parameters to be retrieved from the instance
ontology (see Table 3): the Initial and End events from the Event ontology and the
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Duration from the FIBO ontology. Then the parameters will be fed to the template
before invoking the code associated with the RPMS Precedence template.

When this code is executed, a condition will be created (e.g. End Event Timestamp
– Initial Event Timestamp < Duration), and two output activities are defined as out-
comes based on whether the condition satisfy or not (e.g.- Events violate or satisfy the
given constraint). The condition and outcomes defined would be passed the corre-
sponding Declare template, which will execute the corresponding LTL Logic and the
result will be stored in a tabular format for further analysis.

The main research contributions for this framework are

1. Framework provides an architecture for enabling analysts or academic researchers
to extract and analyse instances of regulatory reporting processes specified at a high
level of abstraction with a solution that leverages existing business knowledge
which is stored in ontologies.

2. The framework helps analysts to define regulatory reporting process types with
minimal technical knowledge and expertise leveraging existing technologies or
ontologies available. Using Process Definer GUI and Semantic Meta Modeller the
framework helps define the process type and semantic meta model with minimal
technical knowledge and leveraging existing business knowledge and ontologies.

3. The framework is flexible enough to add new features, be interoperable with other
existing systems and other services to do further analysis. With the Impact analysis
the framework is flexible enough to be integrated with any other existing systems or
databases like TRTH (Thomson Reuters) and do further analysis based on the needs
of data scientists.

4 Case Study: Off-Market Bid Regulatory Process

This section showcases the capability of the proposed solution with a case study related
to the Off-market bid process example provided in Sect. 2. For this process, we
identified the relevant constraints or conditions through the Indicative Timetable of Off-
market bid process (Fig. 1). Using those constraints and conditions the relevant rules
were framed to design the off-market bid process through Declare’s Process
Definer GUI and the underlying semantic data model. The defined process is illustrated
in Fig. 5.

For extracting the off-market bid process the relevant ASX announcement event
instances were all Takeover announcements with Category Codes – 1001,1002,
1003,1008 and 1009 in the ACA Database. For the purpose of the case study, we
extracted a data set of 24,000 announcements for 1495 companies over period from
January-1995 to September. Event instances were converted to RDF triples format with
the help of Event Importer module and added to the semantic database. The Process
Extraction Module was then used to retrieve process instance data with the help of rule
or constraints defined through the Process Definer GUI. Finally, the Process Analyzer
module allows further analysis to be conducted using market data to identify the impact
of the process instances of ‘Off-market bid process’ for related company and results can
be shown regarding the stock price impact and stock volume impact occurred by any
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particular process instance. As the market data is also imported though Event Importer
adhering to same semantic meta-model, identifying process instances and conducting
impact analysis is a single and integrated process for the user. Through the visual-
ization facility, analysts can identify behaviour such as volume/price fluctuations and
trading patterns within the identified regulatory process occurrence.

5 Conclusion and Future Work

This paper looks into the analysis of event data pertaining to regulatory reporting
processes, discusses the challenges faced by the data analysts or researchers in deriving
different process instances related to any event based system and outlines the limita-
tions of existing approaches. Using a number of concepts related to complex event
processing systems and process mining systems, it proposes a semantic process
management system which helps define the processes related to any event model with a
pre-defined set of constraints or conditions. With the aid of such process definitions and
meta models, process instances can be extracted from a semantic database on-the-fly or
on-demand. Due to the flexibility and linkability provided by semantic models, further
analysis can be conducted incorporating identified processes and multitude of different
data sets such as conducting impact analysis of the process using stock market data.

The proposed architecture can be extended to other domains incorporating different
types of processes and event-based data by defining appropriate event subclasses and
linking to external ontologies that define concepts that are relevant for the domain.

Fig. 5. Off-Market bid process constraints defined with declare designer user interface
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Abstract. Contemporary financial institutions are relying on varied and volu-
minous data and so they need advanced technologies to provide their customers
with the best possible services. Capturing the meaning, or semantics, of data and
presenting these semantics in simplified yet relevant models are key challenges
to achieving this. Formal Concept Analysis (FCA) automates the analysis of
properties and instances of the data, generating a lattice which groups properties
and instances into concepts. This lattice can be used as automatically generated
semantic structure describing the domain, yet the complexity and size of the
resultant lattice render this technique unusable in most practical cases involving
financial data. To tackle this, our Ontology-informed Lattice Reduction
approach can guide the reduction of the lattices generated from financial sam-
pled data. We validate the adaptation of the approach to the financial domain
through a real-world asset allocation case study, demonstrating that the approach
achieves good overall performance and relevant results.

Keywords: FCA � Semantic structures � Lattice reduction � Validation

1 Introduction

The financial industry has been undergoing immense changes and disruption in the last
decade. Indeed, one can argue that no force has influenced the industry more than
abundant data and cheap computational power. Modern financial institutions are
focused on excellence through advanced information technologies. To provide state-of-
the-art customer service, financial institutions collect vast amount of data including
news data, financial market data, sentiment data and data from other exogenous factors.
However, the heterogeneous nature of this data makes it difficult for players in financial
industry to obtain real benefits from their data. One key obstacle in leveraging data
assets is difficulties in capturing the meaning (semantics) of the data. Therefore,
knowledge acquisition is a key step in the process and its automation will be an
enabler. Automating knowledge acquisition involves [1], processing voluminous data
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[2], understanding the meaning of this data and its relations [3] and presenting the
outcomes in relevant yet simplified models [4].

For practical use, manual semantic tagging of data is very expensive task and many
scientific researchers are working to automate this task. As an example, most data in
financial markets has high volume and needs to be processed at a high speed to provide
value for its users. Formal Concept Analysis (FCA) is one technique for tagging
semantics to data. FCA takes a matrix of incidence relationships between sampled data
properties (intent) and their object instances (extent), named a formal context, and then
builds a lattice of partial order relations between the two sets (instance and property
sets). One major issue here is the complexity and nosiness of lattices produced by FCA
to be used for practical semantic analysis of real-world datasets. To solve this issue, a
reduction of lattices is required and existing approaches to achieve that are based on
mathematical measurements of relevancy [4]. They are agnostic about any prior
knowledge regarding the targeted domain, even when it is already formalised and
represented in an ontology or semantic structure.

Inspired by the similarities between ontology-based semantic and FCA represen-
tations, different approaches have been proposed to use the combination of both such as
ontology modelling and attribute exploration [5, 6] and merging different ontologies [7,
8]. However, the use of existing domain knowledge (represented as ontology) to
support the lattice reduction has not been explored until now. In our research [9], we
proposed Ontology-informed Lattice Reduction approach that address the attaching of
semantics to further instances in the domain through FCA using existing domain
ontology.

The approach uses prior domain knowledge (encoded in semantic format - ontol-
ogy) to classify and guide the reduction process of a sampled formal context where not
all instances are in the ontology. In addition, the approach relies on a new relevancy
metric called Discrimination Power Index (DPI) that is used to automatically classify
any new instances based on the shared instances and the overall power of a property
within the formal context.

In this paper, we present a more detailed analysis and testing of the proposed
approach [9] to evaluate and validate the performance of the approach especially when
facing the problem of large lattices generated when applying FCA to real-world data.
A financial real-world case study is presented to confirm the feasibility and the validity
of the approach.

The remainder of this paper is structured as follows: Sect. 2 describes shortly the
background of the work. Section 3 summarises briefly the proposed approach and its
stages. Section 4 introduces a real-world case study in financial markets to evaluate the
adaption of the approach. Then Sect. 5 discusses the results and the statistical analysis
of applying the approach and Sect. 6 concludes the paper.
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2 Literature Review

2.1 Analytics in Financial Domain

As data is becoming more abundant, organizations are looking for ways to acquire
actionable insights from their data, and hence make better decisions, achieve value and
competitiveness. Domain experts and analytics units at organizations have access to
sophisticated analytics solutions which serve their users’ ways of conducting analytics.

For instance, a bank would be interested to forecast price moves in a particular
asset. There are thousands of assets (instances) to be analysed, and for each asset
hundreds of properties (intents) can be input into a predictive model to forecast the
changes in the respective asset [10, 11].

A typical analytics problem in finance domain has heterogeneous complicated
datasets which need to be understood easily and acted upon. As a result, knowledge
acquisition and knowledge representation are key elements in enhancing big data
analytics problems. Semantic web technology and ontologies present a solution to
capture knowledge in a domain [12].

2.2 Semantic Web Ontology

Ontology is a well-known knowledge representation method and widely supported by
both the academic and the industry domains in terms of available software and tools.
Ontologies defines as “explicit formal specifications of the terms in the domain and
relations among them” [12]. Different general and specialist ontologies in various
domains have developed by experts to capture knowledge and pass information in
standardised way.

It is mainly designed to define a set of data and its structure, constrains for the use
of other applications, and commonly utilised as a data sharing mechanism between
various programs or software agents. For instance, FIBO (the Financial Industry
Business Ontology) is an “industry initiative to define financial industry terms, defi-
nitions and synonyms using semantic web principles [13].”

2.3 Formal Concept Analysis (FCA)

Formal Concept Analysis (FCA) is a mathematical formalism to automatically analyse
the structure of a domain of interest [2]. It generates a lattice of concepts representing
incidence relations between sets of observed properties (intent) and their object
instances (extent) in a target domain. The generated lattice is constituted by formal
concepts produced from mapping these relationships onto a knowledge structure that
reflects the specialisation and generalisation among the concepts of resultant lattice [2].

“Sports and their attributes” [14] (presented in Table 1) is an example of formal
context (K). In this example, the extent set (G) is {Run, Gymnastics, Triathlon,
Football, Tennis, Baseball, Curling, Diving, Rowing}, the intent set (M) is {on land, on
ice, in water, collective sport, individual sport, using ball, needs opponent, multiple
disciplines} and the sign X identifies a relation between instances of G and properties
of M (representing the set of I).
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By processing the relationships between properties and instances of this example,
the corresponding concept lattice will be formed, as shown in Fig. 1, where each node
represents a formal concept and each connecting edge represents a subconcept-su-
perconcept relationship.

2.4 Existing Lattice Reduction Techniques

A bottleneck problem with FCA mechanism is the huge size of lattices created from
real-world data sets because of noise and exceptions [2, 15]. Various methods have
been proposed to reduce the lattice using the structure of the lattice itself. These are
categorised into redundant information removal, simplification or selection [4].

The focus of the work is the last category, the selection reduction, which represents
any approach that emphases on selecting specific properties, instances and/or concepts
based on different measurements of relevancy (a set of constraints that requires to be

Table 1. “Sports and their attributes” formal context (taken from [14]).

On
land

On
ice

In
water

Collective
sport

Individual
sport

Using
ball

Needs
opponent

Multiple
disciplines

Run X X
Gymnastics X X X
Triathlon X X X X
Football X X X X
Tennis X X X X
Baseball X X X X
Curling X X
Diving X X
Rowing X X

Fig. 1. Concept explorer-generated FCA lattice of “Sports and their attributes” example [14].
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satisfied). This could be depended on various measurements, such as logic (according
to a user’s attributes priorities [16]), weight (frequent weighted concept reduction [17]),
or hierarchies (using hierarchically ordered attributes [18]). This kind of reduction is
performed after completing the construction of the formal context [4].

All these approaches mainly rely on the lattice structure and are agnostic about any
prior knowledge about the domain that makes the results more vulnerable to systemic
noise in the data.

2.5 Similarity Measurements

Three similarity measurements are used to align the two different formal contexts
(ontology-derived and sampled) and integrate them. The first two are:

Jaccard Similarity Coefficient Index. This well-known similarity measurement [19]
is based on the following formula:

Jaccard Index SJac ¼ B1 \B2jj
B1 [B2jj ð1Þ

Hamming Distance Index. This is also a well-known similarity measurement [20]
and is based on the following formula:

Dhamming ¼ bþ c ð2Þ

It is worth to mention that these two measurements weight all properties as of equal
importance whilst our observations reveal that specific properties could have a higher
discrimination power than others.

We thus introduced a new complementary index calledDiscrimination Power Index
(DPI) [9] to identify a unique most-similar concept. It enhances the similarity selection
process in picking one of the possible concepts (pre-filtered from the previous indices)
based on their properties’ overall discrimination power. This is formally defined as [9]:

DPI ¼ 8g 2 G j b 2 B1 \B2 : g; bð Þ 2 If gjj
Gjj ð3Þ

The theoretical explanations of each of the mentioned equations are covered in [9].

3 Ontology-Informed Lattice Reduction Approach

Our approach presented in [9] uses existing knowledge about the target domain (en-
coded in a semantic ontology format) to support reduce the FCA-generated lattice when
extracting structure from sampled formal context (data). The approach begins by
extracting and transforming all required information into acceptable formats. It then
starts by recognising object instances that exist in the formal context and the ontology-
derived context and aligns concepts using these identified instances. This is followed
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by automatically structures the rest of object instances from the formal context, using
(a) basic alignment routine that rely on the properties they have in common with the
shared instances and (b) advanced alignment routine that is based on the similarity
measurements and the discrimination power of the properties. At the end, the resultant
extended structure will be reduced based on the user’s reduction threshold. The general
outline of the approach shown in Fig. 2.

In the next subsections, a summary of each stage of the proposed approach (pre-
sented in Fig. 2) is provided.

3.1 Data Extraction

During this stage, Protégé, a well-known Ontology editor and knowledge acquisition
software, is used to establish a deep understanding of the domain ontology as well as
helping in the construction of the constrains of the retrieval queries.

To retrieve the required features and their instances from any Semantic Web
dataset, it is necessary to use a semantic query language. SPARQL, recommended by
W3C, is used as a simple protocol and Semantic Web query language to perform the
querying via pattern matching [21].

Lastly, ARQ engine is a query engine for Jena (Java framework for building
Semantic Web applications), which provides the support to the standard SPARQL query
language, is used to execute the SPARQL queries, extract the results, and save them into
temporary comma-separated values (csv) file that will be used in the next stage.

3.2 Data Transformation

The main purpose of the stage is to reformat the extracted information from the
ontology source into a formal context format (in a tabulated format) and support it with
transforming the hierarchal structure of the extracted data based on the ontology source
itself and storing the results in a matrix format to easy the access.

Fig. 2. The outline of the Ontology-informed Lattice Reduction approach [adapted from 9].
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The developed algorithms for this stage support multiple hierarchal levels of
ontology structure and for any number of instances. This stage works as a prepos-
sessing stage to complete all the required preparations to align the different datasets and
reducing the results later on.

3.3 Data Alignment

Initially, a basic matching routine is applied based on instances existing in both the
ontology and the sampled formal context. This is followed by a more complex clas-
sification routine for any instance not existing in the ontology and none of the classified
instances shares the same properties. This is achieved by assigning any unknown
concept from the sampled formal context to one of the existing ontology concepts using
a combination of different similarity indices to evaluate and align concepts from both
contexts based on their intents and extents.

This advanced alignment routine starts with a Jaccard similarity coefficient index
followed by optional use of a Hamming distance, and then the proposed DPI [9] (again
optional). The outcome of this stage is an extended formal context incorporating both
the ontology-derived knowledge and the sampled formal context.

3.4 Data Reduction

Two indices are proposed in [9] to provide an indication whether a property is essential
to a specific concept from the ontology or not:

RAindex is the first reduction index that focuses on evaluating the weight of every
property in the sampled formal context regarding each and every extracted concepts
from the domain ontology.

RBindex is a complementary index to indicate the concepts that need the reduction
by relying on both the property and the ontology’s concept in making the call.

Depending on the outcomes of both RAindex and RBindex indices, the reduction
function is executed when required. The purpose of this function is to eliminate the
incidence relations between the assessed property related to the used ontology concept
and the object instances.

The theoretical explanations and the justifications of each of the mentioned indices
and the reduction function are covered in [9]. This stage depends mainly on the
sampled formal context and the extracted ontology information and hierarchical
structure (prepared in the data extraction and data transformation stages) to work out
which of the incidence relationships need to be removed from the extended formal
context (resulted from the data alignment stage).

4 Financial Assets Allocation Case Study (Ontology
and Formal Context of Exchange Traded Funds)

In this case study, we use semantic technology to capture and represent the knowledge
related to asset allocation. Asset allocation intends to distribute investment among
different financial assets so as to achieve a certain investment strategy [22]. The
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knowledge is extracted and represented in an ontology including a list of Exchange
Traded Funds (ETF1). The goal in this case is to design and build an automated financial
advice system which helps people invest and manage their funds at a fraction of the cost
for human financial advice. As part of asset allocation, we explore, analyse and select a
number of assets (in this case ETFs). We have obtained the data for these ETFs from
Bloomberg. In doing so, we have adopted Bloomberg terminology for assets, their
properties and respective categories. The sample consists of 87 ETFs (instances) and 42
(properties) presented in the Asset Selection ontology (see Fig. 3). Table 2 provides
simple statistics for both the ontology and sampled formal context then Table 3 presents
the data description of the financial sampled formal context properties.

Table 2. Basic statistical analysis of the financial sampled formal context and its ontology.

No of
instances

No of properties
(Classes)

No of
concepts

No of
levels/height

No of
edges

Sampled
formal context

87 36 546 9 1722

Ontology 87 42 44 4 74

Table 3. The data description of the sampled financial formal context.

Properties Possible values

Closed for new creations {Yes, No}
Leverage/Short {Yes, No}
Invests in Derivatives {Yes, No}
Invests in swaps {Yes, No}
Invests in physical
commodities

{Yes, No}

Actively managed {Yes, No}
Currency hedged {Yes, No}
Index replication
strategy

{Full, Optimized, Not Applicable, Derivative}

Index weighting
methodology

{Market Cap, Not Applicable, Single Asset, Multi Factor,
Fundamentals, Dividend, Proprietary, Equal}

Rebalancing frequency {Quarterly, Not Applicable, Yearly, Semi-Annually, Other,
Monthly}

Creation/Redemption {In-kind, In-kind/Cash, Not Applicable, Cash}
Dividend frequency {Quarter, Semi-Anl, Annual, None, Monthly, Irreg}
Risk {Low, High}

1 Exchange Traded Funds or ETFs are a basket of other assets that are designed to trace the
performance of an index.
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5 Analysis and Discussion

To validate the validity of applying the approach in this financial context, different
validation measurements are carried out to ensure each and every stage is generating
the expected outcome with the right results.

By relying on Protégé, the construction of the SPARQL query is achieved and the
retrieved results (using ARQ Engine) have all the main classes and sub-classes and
their hierarchal structure levels within the domain ontology. The extracted information
is then compared with the ontology itself to confirm the correctness of outcome. This
includes matching the number of extracted instances (objects) and their classes-
subclasses properties.

Moving to the second phase, Data Transformation, the validation here is achieved
by comparing the outcome of the previous stage with the transformed results and
making sure that all the data are transformed and correctly aligned.

During the Data alignment stage, two measurements are used to evaluate and
validate the process: (1) testing the functionality of the basic alignment routine alone,
and (2) testing the efficiency of alignment process with the advanced alignment routine
(the Jaccard index, Hamming Distance, and DPI).

For the first test, the experiment starts by using only known instances that exist in
both the financial sampled formal context and the financial ontology. Then the vali-
dation of the alignment routine is confirmed by comparing the outcome of this stage
(Extended financial formal context) with the original sources and ensuring that all the
instances are classified accurately as they should be.

For the second evaluation, 50% of the ontology instances are removed to create
unknown instances in the sampled financial formal context while the other 50% are
kept to construct the training part for the advanced alignment routine to work. Then the
resulted classification outcome is evaluated and compared with the original one to
confirm the performance of the alignment. Table 4 presents a summary of the results. It
is worth to mention that the accuracy of the alignment for the top level of the ontology

Fig. 3. Asset selection ontology.
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is 100% and the reason of having a less accurate rate for the sublevels concepts is the
large possible combinations of the properties that do not exist in the training dataset.

During the last stage of the applying the approach, the performance of the reduction
function is evaluated using two different extended formal contexts: (a) the extended one
using the basic alignment routine and (b) the extended one using both alignments

Table 5. The reduction performance using the fully classified formal context (the extended
formal context) based on the basic alignment routine only.

Reduction
threshold

No of the concepts
of the formal
Context

Actual
reduction
%

Total
no of
edges

No of
levels/height

Total no of concepts
with the ontology’s
concepts

No of
ontology
concepts

No of
overlapped
concepts

90% 24 95.6% 40 5 59 44 9

80% 24 95.6% 40 5 59 44 9

70% 24 95.6% 40 4 61 44 7

60% 31 94.3% 54 5 85 44 10

50% 97 82.2% 248 8 203 44 62

40% 148 72.9% 414 8 293 44 101

30% 269 50.7% 849 9 487 44 174

20% 324 40.7% 1030 9 598 44 230

10% 477 12.6% 1519 9 801 44 280

0% 546 0.0% 1722 9 878 44 288

Table 6. The reduction performances using the extended formal context based on the basic and
advanced alignments routines (50% Training - 50% Testing).

Reduction
threshold

No of the concepts
of the formal
context

Actual
reduction
%

Total
no of
edges

No of
levels/height

Total no of concepts
with the ontology’s
concepts

No of
ontology
concepts

No of
overlapped
concepts

90% 24 95.6% 39 4 57 44 11

80% 24 95.6% 39 4 59 44 9

70% 30 94.5% 48 5 69 44 5

60% 43 92.1% 76 6 92 44 5

50% 121 77.8% 315 8 214 44 49

40% 185 66.1% 533 8 303 44 74

30% 313 42.7% 984 9 477 44 120

20% 334 38.8% 1058 9 520 44 142

10% 486 11.0% 1546 9 682 44 152

0% 546 0.0% 1722 9 790 44 200

Table 4. Alignment validation results (50% Training - 50% Testing).

Semantics attachment
alignment accuracy

No of instances Overall percentage

100% 54 62%
95% 1 1%
93% 10 11%
90% 22 25%
Below 90% 0 0%
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routines (50% Training – 50% Testing). The performance of the function is evaluated
at various reduction thresholds (presented in Tables 5 and 6 respectively).

Figures 4 and 5 illustrate the generated lattice of the reduced sampled formal
context at a reduction threshold of 60% for both alignments experiments respectively
without the semantic attachments.

It could be noticed that the performance of the approach using the advanced
alignment routine (training and testing datasets) is very similar to the actual known one,
which reconfirms the efficiency of the alignment stage.

In addition, the reduction function is working as expected and performing well in
reducing the sampled data and presenting the results using simplified (and relevant)
financial lattice, even when the knowledge base only provides partial coverage of the
domain of interest.

It is worth to mention that (1) the reduction threshold represents the minimum ratio
to pass the RBindex and not being flagged as an unnecessary concept. (2) The actual
reduction is different from the reduction threshold and its value is vary depending on
the incidence relationships of the actual formal context and its semantic extension.

6 Conclusion

The financial institutions gather vast amount of data from various resources including
financial market data and news data. However, to gain an advantage as a player in the
market and obtain real benefits, the understanding of the meaning (semantics) of the
data and the presentations of outcomes in simplified and relevant models are the key
obstacles that need to be solved. Formal Concept Analysis (FCA) helps with the
semantics by generating a lattice that comprises partial order relations between sets of
properties (intent) and their instances (extent) in a domain that maps onto a semantic
structure. The problem is the resultant lattice is too complex and noisy.

Using existing domain knowledge to inform and reduce a formal context (that is
taken by FCA) is an opportunity that is being utilised in this work to simplify the
resultant lattice and presents relevant models.

In this research, the Ontology-informed Lattice Reduction approach is applied to
the financial domain as this approach relies on the use of an existing ontology to inform
and reduce the financial sampled formal context based on different alignments and
reductions measurements.

We specifically apply the approach to asset allocation problem in financial markets
and assess the feasibility and validity of the different stages of the approach and the
performance of the approach in regards to this real-world case study. The achieved
results are good and pass all the testing measurements in producing creating a sim-
plified, yet relevant, result that could be used in practice.

In the future work, we will (1) Extend the reduction approach to include the
reasoning of ontology’s description logics (DLs) to increase the accuracy of the
reduction constrains. (2) Continue the work on the semantic attachments and add a
“loopback” feature as a new extension that permits the utilisation of the approach
outcomes to enrich the existing ontology.
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Abstract. This paper focuses on the use of knowledge management techniques
to help organisations tap into the power of statistical learning when conducting
analytics. Its main contribution is in the use of an ontology development process
to derive the essential concepts required for an ontology to represent variables of
interest and their interrelationships with each other and with statistical datasets.
This ontology is developed with the help of two case studies in the area of
digital marketing and commodity pricing. A number of competency questions
have been designed to map to user requirements in both case studies. A proto-
type system has been developed using a semantic modelling tool and a semantic
data repository to demonstrate that the proposed ontology can support the
competency questions via semantic queries.

Keywords: Statistical learning � Data science � Computational social scientist �
Ontology � Semantic technology

1 Introduction

Data has long been utilized by researchers to run empirical tests or descriptive analysis.
Increasing development in computer technologies in both software and hardware has
enabled the storing, processing and exploring huge datasets (aka. Big Data) in the last
decade. Analysis of these datasets opens up a new generation of big data applications
that are of huge interest to researchers and companies in various areas. The increasing
amount of data now covers different aspects of our lives. This data span from purchase
habits, travels, friendship on social media, and beyond to collected data from sensors
and machines. This availability of data has enabled us to predict human behaviour
accurately, which seemed impossible even a decade ago. Predicting human behaviours
and patterns is a central study in the area of social sciences. Through democratisation of
analytics and data science, different domain experts are applying data science to their
area to extract insights or enhance data-driven decision making. For instance, com-
putational social scientists are experts who study behavioural and social dynamics via
social network analysis, social media analysis and social simulation, all thanks to
advances in analytics and data science [1, 2].
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Data science is increasingly being used alongside big data [3]. One definition states
that data science entails systematic enterprise which organises and builds knowledge in
the form of predictions and explanations. There are multiple user types who will be
involved in data science production for enterprises. These user types will need to apply
statistical learning techniques. A conventional data scientist needs to apply sophisti-
cated machine learning and statistical learning skills to deliver actionable insights to a
business. Gartner, Inc. believes that more than 40% of data science function will be
carried out by machines by 2020, resulting in further democratisation of analytics by
citizen data scientists. A citizen data scientist, as defined by Gartner, is an expert in
creating or generating statistical learning models with the purpose of diagnostic ana-
lytics or predictive and prescriptive analytics [4].

There are multiple analytics frameworks and platforms for data management, data
mining, or statistical analysis (e.g. SAS, SPSS, Matlab). Also, there exist hundreds of
libraries in programming languages such as R or Python for statistical learning.
However, the problem arises when analysts are trying to design a flexible analytics
process which involves the use of a mix of frameworks, process steps and decision
logic based on different abstractions. Most organisations rely on manual interventions
to achieve integration between analytics tasks and their IT infrastructure via programs
or scripts [5]. These types of solutions are tedious, expensive and hard to maintain.

In this paper, we focus on statistical learning as the backbone of most analytics
problems. Then we analyse how organisations can benefit from statistical learning and
why they need to build data science expertise. Next, we analyse existing solutions for
data integration and knowledge capture. In the following section, we present our
approach for dealing with data and knowledge disparity. We then introduce our
ontology and in the following sections validate our research via competency questions
and inference queries. Finally, we conclude by discussion and laying out future research.

2 Background and Related Work

To support statistical learning, organisations need well-established processes to acquire
meaningful insights from high volume, variety and velocity data. We split the overall
process of generating data-driven insights into five stages, as shown in Fig. 1 [6].

Fig. 1. Big data analytics process
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In this paper, we focus on the analytics component of this big data process using
statistical learning techniques. The analytics process includes modelling, analysis and
interpretation of results. The theory of statistical learning was first introduced in the late
60’s as the problem of function estimation from a set of data [7]. However, it took a few
decades for the theories to find their way into applied science. Statistical Learning can
also be described as an exploratory area of science identified by a cycle of model
selection, customization and testing as scientists often do not know the exact objective
or expected outcome beforehand. These days, statistical learning plays a key role in
analysing data in the areas of finance, engineering, biology and science. The science of
learning now is an inseparable part of artificial intelligence, data mining and statistics,
and hence contributes to various disciplines [8].

Machine learning which has arisen as a field of artificial intelligence has a sub-
stantial overlap with statistical learning. Both approaches focus on supervised and
unsupervised learning; Machine learning has a greater emphasis on large scale appli-
cations and predication accuracy while statistical learning emphasizes analytics models,
their interpretability, precision and uncertainty. The distinction between the two has
become blurred, and there is a great deal of “cross-fertilisation” [8, 9].

Some examples of statistical learning problems are:

• Forecasting the price of a company’s stock in 2 years using a number of indicators
such as company fundamentals and macro-economic data

• Identifying the hand-written number of ZIP codes for processing and distributing
mails

• Using the infrared absorption spectrum in a person’s blood to estimate the glucose
level of a diabetic patients

• Using demographic and clinical data to determine the risk factor for a certain
disease

As stated in the introduction, supporting multiple statistical learning models within
an organisation will raise serious software and data management issues in dealing with
heterogeneous platforms and data formats. In this paper, we take a higher-level view,
looking at high level design i.e. an architecture of solutions instead of specific solu-
tions. Multiple researchers [10–12] have advocated tackling the problem at the archi-
tectural level to provide support for a high level of automation in order to increase the
efficiency and productivity of analysts. For instance, the ADAGE framework [11]
leverages the capabilities of service-oriented architectures and scientific workflow
management systems (e.g., Taverna, Kepler, Galaxy, Grid Nexus). The main idea is
that the models used by analysts (i.e. workflow, service and data models) contain
concise information and instructions that can be viewed as an accurate record of the
analytics process that become a useful artefact for provenance tracking and ensuring
reproducibility of such analytics processes. However, such models have proved not to
be “abstract enough” [13] for analysts with limited programming experience who
struggle to construct workflows that involve complex control-flow operations such as
repeating iterations of tasks or defining parallel tasks. Particular difficulties arise when
these analysts are required to manually establish relationships between workflow
decisions, service components and data elements.
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The solution advocated in this paper is to apply semantic technologies to tackle the
problem of representing knowledge associated with analytics. Similar to our approach,
other researchers have used semantic technologies and web ontology framework
(OWL) to model knowledge in analytics space. Miller et al. [14] developed an analytics
ontology to formally describe modelling techniques, models and results. Panov et al. [15]
defines the OntoDM ontology, based on a recent proposal for a general frame-work for
data mining and it is also aligned with the ontology of biomedical investigations. Others
have focused their ontology design on algorithm selection and metalearning [16, 17].

The problem is that the proposed ontologies are always tied to a specific domain. In
previous work, we have attempted to define a more generic ontology to capture the
concepts related to statistical learning models [18]. The main contribution of this paper
is to extend this ontology to address the representation of variables of interest and their
inter-relationships with each other and domain objects.

3 Proposed Approach

3.1 Ontology Development Process

In this section, the ontology development process which has been used to design the
Statistical Learning Ontology (SLO) is presented. The development process presented in
this paper borrows the relevant principles from the various methodologies, especially the
pattern-based ontology development methodologies such as the NeOn methodology [19,
20]. The ontology development process consists of identifying motivating scenarios,
building the ontology and evaluating the ontology. As depicted in Fig. 2, the ontology
building phase is divided into Generic Design and Domain-Specific Design activities.

Fig. 2. Ontology engineering process
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Domain specific use cases and competency questions are identified and generalized
into sets of generic use cases and competency questions. The ontology building process
is designed to capture knowledge sufficient to satisfy both generic and domain specific
competency questions. At the evaluation phase inferencing and query answering is
conducted to measure satisfiability of competency questions.

3.2 Step 1: Motivating Scenarios

As data analytics solutions are becoming a desired and integral part of many organi-
zations we observe a need to efficiently organise different knowledge spheres related to
analytics. One organization may have multitude of data sets, domain knowledge,
existing analytic models and a team of data analysts who may have different opinions
on how to conduct a particular analysis task, which variables to choose and how to
derive those variables from raw data. Identifying data, analytics models, algorithms etc.
that best fit a particular task is a daunting task for analytics solution engineers. Below is
a list of applications where analytics ontology is intended to be used:

• Establish a common terminology for the organisation to represent entities and
relationships in the data analytic domain. Relate to existing taxonomies, ontologies
and data standards if they exist.

• Determine established (even if contradictory) complex analytic knowledge in a
particular domain. The knowledge may include known relationships between dif-
ferent variables, how a variable is linked to a particular model, what are the rela-
tionships between variables and data sets, what are the relationships between
variables and analytic models

• Integrate existing knowledge about data sets, domain, analytic models and algo-
rithms etc. into an organisation-wide ontology to provide unified access to analytic
knowledge

• Use the analytic knowledge expressed through ontology to assist data analytic
process stages such as variable selection, data source selection, and model selection

3.3 Step 2: Building the Ontology

3.3.1 Domain-Specific Competency Questions – Digital Marketing
Due to the popularity of search engine advertising, researchers have a long-standing
interest in studying what drives search engine advertising effectiveness. The use case in
this domain intends to assess Brand engagement on social media: will firms’ social
media efforts influence search engine advertising effectiveness? To address this ques-
tion researchers have conceptualised three dimensions – affiliation, conversation and
responsiveness – that capture both consumer-initiated and firm-initiated brand
engagement on social media and have studied how these types of brand engagement
influence search engine advertising effectiveness [21]. Based on this study we identified
a set of use cases and competency questions that analysts may want to ask from the
ontology we plan to design, as shown in the Table 1.
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3.3.2 Domain-Specific Competency Questions – Commodity Pricing
This case study was inspired by a Hackathon organised at University of New South
Wales in partnership with ANZ Bank in Australia. The motivation is that the future
success of agribusiness will be reliant on informed decisions about capacity, investment
and other driving factors. Many of the banks’ customers are interested in questions like
“which countries and consumers will buy our products? what prices and economic
value is likely to be generated from this? what primary or processed food products
should Australia seek to produce in future?”. The idea of the competition was to use
public and private data on this sector – macro-economic indicators, production vol-
umes, weather patterns, prices, etc. to investigate what will drive this industry going
forward [22]. Table 2 represent the set of competency questions we identified for this
case study.

Table 1. Competency questions in digital marketing domain

Use case Competency question Answer

A variable quantifies or represents a
property

What are the variables that
represent brand
engagement?

Affiliation,
Conversation and
Responsiveness

A causal or influence relation needs
to be established between two
properties or variables

What variables influence
search engine advertising
effectiveness?

Affiliation, Search
engine score

The value for a variable need to be
calculated, e.g. Affiliation

What is the measure for
the variable Affiliation

page_fan_count_daily
(extracted from
Facebook)

Identify measures that are used to
calculate another measure, e.g.
“page_fan_count_daily”

What are the measures
used to calculate
“page_fan_count_daily”?

page_fan(t) – page_fan
(t-1) (extracted from
Facebook)

Table 2. Competency questions in commodity pricing domain

Use case Competency question Answer

Variables that are
correlated to a given
variable

What are the variables
correlated with GDP
growth in China?

Urbanisation Growth, Interest rate, Exchange rate

The models that establish a
relationship between two
variables

What are the models and
their inputs and outputs,
which can predict GDP
in China?

A list of Statistical Learning models including
input/outputs for each model, e.g. “multiple
regression” as model uses “urbanization rate in
China” and “interest rate in China” to predict
“GDP in China”

Calculate the
value/measure of a
variable or property using
models

How does a 5% increase
in urbanization in China
can influence GDP in
China?

Plug in 5% as input to the model to calculate the
measure for GDP in China

Identify measures that are
used to calculate another
measure, e.g.
“GDP_Growth_China”

What is the measure used
to calculate
“GDP_Growth_China”

Consumption_China –

Invesment_China + Government_Expense_China

A Statistical Learning Ontology for Managing Analytics Knowledge 185



3.3.3 Generic Concepts and Association Types
Based on the common terminologies identified through domain specific competency
questions we defined a set of key concepts to eliminate ambiguity across different
communities. These concepts are listed in the Table 3.

The next step in ontology engineering is the definition of association types that link
different concepts together. Main association types relevant to our ontology are how the
variables are linked with each other. We identified two such types: 1. Causal or
inferable relationship and 2. Hypothesized relationship that represents a hypothetical
link between variables that needs to be tested. These two link types can be originated in
a number of ways. To represent how a relationship was originated, for provenance and
understanding, we define a set of concepts called link origins, which are shown in
Table 4.

3.3.4 Generic Competency Questions
Based on the domain specific competency questions and the terminology we defined in
the Sect. 3.3.3, we designed a set of generic (domain independent) competency
questions as shown in the Table 5. The generic competency questions aggregate the
outputs of domain-specific competency question, and list them using the generic
concepts defined in Tables 3, and 4.

Table 3. Definitions of generic concepts

Generic concept Definition

Thing Abstraction of any entity which may exist in an ontology
Property Any measurable characteristic of a thing
Variable Metrics which are used to represent a certain property of a thing
Measure Actual value that a variable takes
Model Statistical learning model which is used to establish relationships

Table 4. Set of origins for variable association

Link
origin

Definition

Opinion The link between two variables is the opinion of an expert or an individual, and
thus established

Model The link between two variables were established via a model
Reference The link between two variables were established in literature
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3.3.5 The Statistical Learning Ontology (SLO)
Based on the generic competency questions, we designed the statistical learning
ontology. The components of the ontology are shown in Fig. 3. Main classes of the
ontology are Variable, Measure, Model and LinkedVariables. LinkedVariables class
captures a link between any two variables. LinkType and LinkOrigin are two classes
we define to represent details of different links between variables. We extended those
two classes via sub-class hierarchy and created an extendable catalogue of link types
(Causal, Hypothesized) and origins (ViaModel, ViaLiterature, and FromModels).

One strength of this ontology is how it can be linked with any domain specific
ontology via an operationalised relationship. We can take any concept (thing or
property) defined in any third-party ontology and link it to a variable used for statistical
learning. In this way, the context of the variable available in domain specific ontology
is readily available to the SLO. Note that the prefix ano in the ontology refers to the
SLO.

We adapt the RDF-Cube vocabulary (presented by the prefix “qb”) to represent
datasets and link ano:Measure concept with RDF-Cube qb:MeasureProperty. This way
our ontology can be easily integrated into existing linked datasets defined in RDF-Cube
structure.

Table 5. Generic competency questions

Use case Competency question Answer

The variables linked to
a given variable
through model

What are the variables linked
through a model with a certain
variable v1?

v2 & v3 influence v1 through
model m1

v4 influence v1 through model
m2

The model that
establishes a link
between two properties
or variables

What are the statistical learning
models which create a link
between a certain variable and
other variables?

List of models with inputs for
each model, for instance:
model m3 links v1 to v4 (causal
link)

Measures that calculate
the value of a variable

What is the measure that
records the value of a particular
variable?

A raw measure or a processed
measure

Identify measures
which are used to
calculate another
measure

What are the measure used to
calculated a certain measure

A list of raw measures or
processed measures that are
used to calculate a desired
measure

Identify the link
origins that exist
between two variables

What is the origin of the link
between v1 and v2?

Opinion, model or reference

Identify link types
between two variables

What are the possibilities for
link types between v1 and v2?

Causal or Hypothetical link
types
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4 Prototype Application for SLO

4.1 Introduction

To evaluate the SLO and demonstrate its capabilities we developed a web based
application prototype, following the architecture defined in Fig. 4.

The core of the architecture is the SLO. Different knowledge packs can be created
integrating SLO and existing domain ontologies to capture analytic knowledge related
to each domain. An instance repository is created by acquiring data sets in RDF-Cube
format and linking them to different measures defined in the knowledge pack.

SLO, knowledge packs and the instance data were created as RDF triples following
semantic web standards. For the creation of the RDF triples, integrating existing
domain ontologies we used the popular ontology editing tool- Protégé1. Created triples
are stored in a semantic repository. For the prototype, we used MarkLogic triple store2.

Fig. 3. Main components of the statistical learning ontology

1 https://protege.stanford.edu.
2 https://www.marklogic.com/product/marklogic-database-overview/database-features/semantics/.
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We created a REST API baked by semantic models to query and retrieve knowledge
from the core ontology, knowledge packs and instance data. SPARQL templates were
defined to retrieve information related to each use case which is accessed through
REST APIs.

Finally, we developed a web application that enables users to interact with SLO via
web service APIs. The user is presented with a set of knowledge packs when the
application realizing the use cases is initiated. Once the user selects an appropriate
knowledge pack for their domain of interest, it will be accessed to answer user queries.

4.2 Realising the Use Cases

Assisting analysts to conduct statistical analysis in the Digital Marketing and Com-
modity Pricing domains are the two areas we evaluate through this prototype. List of
use cases for each domain are presented in the first column of Table 1 and Table 2 in
Sects. 3.3.1 and 3.3.2 respectively.

We used SLO to populate knowledge packs in Digital Marketing and Commodity
Pricing domains. Then the web application accesses those knowledge packs via
semantic queries to retrieve and present information to users.

4.3 Knowledge Pack for Digital Marketing

Figure 5 demonstrates a snapshot of the knowledge pack created for the Digital
Marketing case study.

Fig. 4. Architecture of SLO
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As there are no publicly available ontologies that define concepts related to digital
marketing, we created a simple Digital Marketing Ontology (dig-mo) for the case
study. The “dig-mo” prefix is used to represent concepts (Properties and Things)
defined in the domain ontology. “dm-kp” is the prefix used to represent concepts
defined specific to the digital marketing knowledge pack. One example is the instance
created from ano:LinkedVariable class- dm-kp:Link_1 that defines influence as a
relationship (Causal) of Affiliation to the SearchEngineScore variable.

4.4 Answering Selected Competency Questions via Semantic Queries

In this section, we demonstrate the set of SPARQL queries we can use to answer
competency questions defined in Table 1 for digital marketing. We have implemented
a set of query templates in the backend so users can select any variable/concept or
measure from the front-end application that relate to competency questions.

The queries implemented support the following questions:

1. What are the variables that represent brand engagement?

PREFIX dig-mo: http://www.adage.unsw.edu.au/digital-marketing
PREFIX ano: http://www.adage.unsw.edu.au/analytics
SELECT ?variable

WHERE {  ?variable ano:operationalize dig-mo:BrandEngagement 
}

Fig. 5. Knowledge pack for digital marketing
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2. What variables influence (cause) search engine advertising effectiveness?

PREFIX ano: http://www.adage.unsw.edu.au/analytics
PREFIX dig-mo: http://www.adage.unsw.edu.au/digital-marketing

SELECT ?variable
WHERE { 

? linkedVariable ano:firstVariable dig-mo:AdvertisingEffectiveness.
? linkedVariable ano:secondVariable ?variable.
?linkedVariable ano:linkType ano:Causal.

}

3. What is the measure for the variable Affiliation

PREFIX ano: http://www.adage.unsw.edu.au/analytics
PREFIX dig-mo: http://www.adage.unsw.edu.au/digital-marketing

SELECT ?measure
WHERE { 

Dig-mo:Affiliation ano:measure ?measure.
}

4. What are the measures used to calculate “page_fan_count_daily”?

PREFIX ano: http://www.adage.unsw.edu.au/analytics
PREFIX dig-mo: http://www.adage.unsw.edu.au/digital-marketing

SELECT ?measure
WHERE { 

Dig-mo:DailyPageFanCount ano:measure ?measure.
}

4.5 Visualizing Variables

Our application can visualize all the variables and how they are interlinked for a user-
selected knowledge pack. The following SPARQL query is used to fetch all the data
necessary for visualization.
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PREFIX ano: <http://www.adage.unsw.edu.au/analytics>
SELECT ?variable1 ?variable2 ?linkOrigin ?linkType

WHERE { 
? linkedVariable ano:firstVariable ?variable1.

? linkedVariable ano:secondVariable ?variable2.
?linkedVariable ano:linkOrigin ?linkOrigin.
?linkedVariable ano:linkType ?linkType

}

Figure 6 shows the visualization generated in the application from the data returned
by the query above. Different node types represent variables, concepts and context.
When the user hovers over an edge, the link type and source (origin) of that link are
displayed in the box below. In this example, the link on how the Conversation variable
influences the Conversion Rate variable is shown. The link origin is indicated as model
in addition to the reference from which this link is established.

The Simulate button allow users to rearrange the graph, Filters are used to restrict
the visualization by link types and origins. For example, user can use a filter to show
only the causal links.

Fig. 6. Visualisation of variables
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5 Conclusions and Future Work

This paper proposes a model-driven architecture that enhances knowledge sharing by
data analysts and domain experts in an exploratory way in spite of heterogeneity and
complexity. The focus of this paper is the design of an ontology which encompasses
three main features: (1) it captures the concepts in statistical learning algorithms and
explicitly defines the relationships between variables, properties, measures and models
(2) it is an open semantic solution which will leverage exiting domain-specific
ontologies and also allow different types of statistical learning techniques to be added
(3) it provides a generic research environment that can be adapted to different scientific
domains by customizing the application. The semantic web infrastructure enables
resource sharing, integration and self-improvement through collaborative scientific
research.
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