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Preface

This book comprises a series of contributions based primarily on lectures given
during the Intensive Period “Contemporary Research in Elliptic PDEs and Related
Topics”, which was hosted by the Department of Mathematics of the University
of Bari during Spring 2017 and sponsored by the Istituto Nazionale di Alta
Matematica. It also includes a small number of contributions from a complementary
Specialized Conference at which research leaders and talented young researchers
introduced their work, providing deep insights into problems, results, and method-
ologies.

The topics covered in the book reflect the variety of themes considered during
the lectures. They include nonlocal equations, elliptic equations and systems, fully
nonlinear equations, nonlinear parabolic equations, overdetermined boundary value
problems, maximum principles, geometric analysis, control theory, mean field
games, and biomathematics. Given the very challenging and complex nature of
the problems addressed, many of them require a truly interdisciplinary approach
in order to produce major breakthroughs in terms of both theory and applications.

The authors include world-leading experts who have contributed substantially
to advances in contemporary research. All have made great efforts to present their
work in a way which is simultaneously exhaustive and clearly accessible to PhD
students, early career researchers and professional researchers. Accordingly, the
contributions collected in this volume will serve as an excellent introduction to a
variety of fundamental topics of contemporary investigation and trigger novel and
high-quality research.

The INdAM Intensive Period was exceptionally effective in promoting new
scientific interactions between leading experts and emerging scholars and in training
a new generation of extremely promising young mathematicians. Participants
displayed a thirst for knowledge and contagious enthusiasm, while the speakers
showed great professionalism and exceptional communication skills. The latter are
both very evident in the contributions contained in this book.

We once again thank INdAM for making all this possible.

Crawley, Perth, WA, Australia Serena Dipierro
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Getting Acquainted with the Fractional ®)
Laplacian et

Nicola Abatangelo and Enrico Valdinoci

Abstract These are the handouts of an undergraduate minicourse at the Universita
di Bari (see Fig. 1), in the context of the 2017 INdAM Intensive Period “Contempo-
rary Research in elliptic PDEs and related topics™. Without any intention to serve as
a throughout epitome to the subject, we hope that these notes can be of some help
for a very initial introduction to a fascinating field of classical and modern research.

Keywords Fractional calculus - Functional Analysis - Applications

2010 Mathematics Subject Classification 35R11, 34A08, 60G22

1 The Laplace Operator

The operator mostly studied in partial differential equations is likely the so-called
Laplacian, given by

n
2 const

—Au(x) == — Z gxg (x) = lim /B,(x) (u(x) — u(y)) dy= — const /831 D>u(x)6 -0d6

— z ANY) pn+2
J= J

(1.1)
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Fig. 1 Working hard (and profitably) in Bari

Of course, one may wonder why mathematicians have a strong preference for such
kind of operators—say, why not studying
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Since historical traditions, scientific legacies or impositions from above by edu-
cation systems would not be enough to justify such a strong interest in only
one operator (plus all its modifications), it may be worth to point out a simple
geometric property enjoyed by the Laplacian (and not by many other operators).
Namely, Eq. (1.1) somehow reveals that the fact that a function is harmonic (i.e.,
that its Laplace operator vanishes in some region) is deeply related to the action of
“comparing with the surrounding values and reverting to the averaged values in the
neighborhood”.

To wit, the idea behind the integral representation of the Laplacian in for-
mula (1.1) is that the Laplacian tries to model an “elastic” reaction: the vanishing
of such operator should try to “revert the value of a function at some point to the
values nearby”, or, in other words, from a “political” perspective, the Laplacian is a
very “democratic” operator, which aims at levelling out differences in order to make
things as uniform as possible. In mathematical terms, one looks at the difference
between the values of a given function u and its average in a small ball of radius r,
namely

& (x) = u(x) —/ u(y)dy=/ (uG) = u(y))dy.
By (x) B, (x)
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In the smooth setting, a second order Taylor expansion of # and a cancellation in the
integral due to odd symmetry show that &, is quadratic in r, hence, in order to detect
the “elastic”, or “democratic”, effect of the model at small scale, one has to divide
by 72 and take the limit as » \ 0. This is exactly the procedure that we followed in
formula (1.1).

Other classical approaches to integral representations of elliptic operators come
in view of potential theory and inversion operators, see e.g. [96].

This tendency to revert to the surrounding mean suggests that harmonic equa-
tions, or in general equations driven by operators “similar to the Laplacian”, possess
some kind of rigidity or regularity properties that prevents the solutions to oscillate
too much (of course, detecting and establishing these properties is a marvelous, and
technically extremely demanding, success of modern mathematics, and we do not
indulge in this set of notes on this topic of great beauty and outmost importance,
and we refer, e.g. to the classical books [62, 71-73]).

Interestingly, the Laplacian operator, in the perspective of (1.1), is the infinites-
imal limit of integral operators. In the forthcoming sections, we will discuss some
other integral operators, which recover the Laplacian in an appropriate limit, and
which share the same property of averaging the values of the function. Differently
from what happens in (1.1), such averaging procedure will not be necessarily
confined to a small neighborhood of a given point, but will rather tend to comprise
all the possible values of a certain function, by possibly “weighting more” the close-
by points and “less” the contributions coming from far.

2 Some Fractional Operators

We describe here the basics of some different fractional! operators. The fractional
exponent will be denoted by s € (0, 1). For more exhaustive discussions and
comparisons see e.g. [24,49, 81, 82, 84,91, 104, 107, 108]. For simplicity, we do not
treat here the case of fractional operators of order higher than 1 (see e.g. [3-5, 50]).

2.1 The Fractional Laplacian

A very popular nonlocal operator is given by the fractional Laplacian

(=AY u(x) == P.V./ ux) —uy) .1)

Re |x =yt

IThe notion (or, better to say, several possible notions) of fractional derivatives attracted the
attention of many distinguished mathematicians, such as Leibniz, Bernoulli, Euler, Fourier, Abel,
Liouville, Riemann, Hadamard and Riesz, among the others. A very interesting historical outline
is given in pages xxvii—xxxvi of [104].
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Here above, the notation “P.V.” stands for “in the Principal Value sense”, that is

u(x) —u(y)

(=AY’ u(x) := lim J2s y.

eNOJRM B () X —

The definition in (2.1) differs from others available in the literature since a
normalizing factor has been omitted for the sake of simplicity: this multiplicative
constant is only important in the limits as s ' 1 and s N\ 0, but plays no essential
role for a fixed fractional parameter s € (0, 1).

The operator in (2.1) can be also conveniently written in the form

1/ W) = 3) = 20 02

— (—A)su(x) = 2 |y|n+2s

The expression in (2.2) reveals that the fractional Laplacian is a sort of second order
difference operator, weighted by a measure supported in the whole of R” and with
a polynomial decay, namely

1
— (=A)u(x) = 5 /Rn Sux, y) dp(y),

dy
|y|n+2s :
2.3)

where 8,(x,y):=u(x+y)+ulx—y)—2u(x) and du(y):=

Of course, one can give a pointwise meaning of (2.1) and (2.2) if u is sufficiently
smooth and with a controlled growth at infinity (and, in fact, it is possible to set up a
suitable notion of fractional Laplacian also for functions that grow polynomially at
infinity, see [59]). Besides, it is possible to provide a functional framework to define
such operator in the weak sense (see e.g. [106]) and a viscosity solution approach is
often extremely appropriate to construct general regularity theories (see e.g. [31]).

We refer to [49] for a gentle introduction to the fractional Laplacian.

From the point of view of the Fourier Transform, denoted, as usual, by ~or by &
(depending on the typographical convenience), an instructive computation (see e.g.
Proposition 3.3 in [49]) shows that

(CAYuE) = c £ ),

for some ¢ > 0. An appropriate choice of the normalization constant in (2.1) (also in
dependence of n and s) allows us to take ¢ = 1, and we will take this normalization
for the sake of simplicity (and with the slight abuse of notation of dropping constants
here and there). With this choice, the fractional Laplacian in Fourier space is simply
the multiplication by the symbol |£|, consistently with the fact that the classical
Laplacian corresponds to the multiplication by |£|%. In particular, the fractional
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Laplacian recovers® the classical Laplacian as s 7 1. In addition, it satisfies the
semigroup property, for any s, s’ € (0, 1) with s + 5" < 1,

F (D) (=8 u = [P F (=) w) = [E17 | T = 5P 0= F (=) u,
that is
(=AY (=8) u = (=8)" (=8)u = (=A) " u, (2:4)

As a special case of (2.4), when s = s’ = 1/2, we have that the square root of the
Laplacian applied twice produces the classical Laplacian, namely

((—A)1/2)2 = —A. 2.5)

This observation gives that if U : R" x [0, 4+00) — R is the harmonic extension’

ofu:R" - R, ie.if

AU =0 in R" x [0, +00), 2.6)
U(x,0) = u(x) foranyx € R", '
then
— U (x,0) = (—A)Pu(x). 2.7)

See Appendix A for a confirmation of this. In a sense, formula (2.7) is a particular
case of a general approach which reduces the fractional Laplacian to a local operator
which is set in a halfspace with an additional dimension and may be of singular or
degenerate type, see [30].

As a rather approximative “general nonsense”, we may say that the fractional
Laplacian shares some common feature with the classical Laplacian. In particular,

2We think that it is quite remarkable that the operator obtained by the inverse Fourier Transform
of |27, the classical Laplacian, reduces to a local operator. This is not true for the inverse
Fourier Transform of |£|% 7. In this spirit, it is interesting to remark that the fact that the classical
Laplacian is a local operator is not immediate from its definition in Fourier space, since computing
Fourier Transforms is always a nonlocal operation.

3Some care has to be used with extension methods, since the solution of (2.6) is not unique (if U
solves (2.6), then so does U (x, y) + cy for any ¢ € R). The “right” solution of (2.6) that one has to
take into account is the one with “decay at infinity”, or belonging to an “energy space”, or obtained
by convolution with a Poisson-type kernel. See e.g. [24] for details.

Also, the extension method in (2.6) and (2.7) can be related to an engineering application of the
fractional Laplacian motivated by the displacement of elastic membranes on thin (i.e. codimension
one) obstacles, see [28]. The intuition for such application can be grasped from Figs. 7, 10, and 12.
These pictures can be also useful to develop some intuition about extension methods for fractional
operators and boundary reaction-diffusion equations.
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both the classical and the fractional Laplacian are invariant under translations and
rotations. Moreover, a control on the size of the fractional Laplacian of a function
translates, in view of (2.3), into a control of the oscillation of the function (though in
a rather “global” fashion): this “democratic” tendency of the operator of “averaging
out” any unevenness in the values of a function is indeed typical of “elliptic”
operators—and the classical Laplacian is the prototype example in this class of
operators, while the fractional Laplacian is perhaps the most natural fractional
counterpart.

To make this counterpart more clear, we will say that a function « is s-harmonic
inaset Qif (—A)*u = 0 at any point of Q2 (for simplicity, we take this notion in the
“strong” sense, but equivalently one could look at distributional definitions, see e.g.
Theorem 3.12 in [18]).

For example, constant functions in R" are s-harmonic in the whole space for any
s € (0, 1), as both (2.1) and (2.2) imply.

Another similarity between classical and fractional Laplace equations is given
by the fact that notions like those of fundamental solutions, Green functions and
Poisson kernels are also well-posed in the fractional case and somehow similar
formulas hold true, see e.g. Definitions 1.7 and 1.8, and Theorems 2.3, 2.10, 3.1
and 3.2 in [22] (and related formulas hold true also for higher-order fractional
operators, see [3-5, 50]).

In addition, space inversions such as the Kelvin Transform also possess invariant
properties in the fractional framework, see e.g. [19] (see also Lemma 2.2 and
Corollary 2.3 in [63], and in addition Proposition A.1 on page 300 in [97] for a short
proof). Moreover, fractional Liouville-type results hold under various assumptions,
see e.g. [64] and [59].

Another interesting link between classical and fractional operators is given by
subordination formulas which permit to reconstruct fractional operators from the
heat flow of classical operators, such as

K} s +ee —1—s( tA
(—A) ”__F(l—s)/o ‘ (e —1)udt,

see [11].
In spite of all these similarities, many important structural differences between
the classical and the fractional Laplacian arise. Let us list some of them.

Difference 2.1 (Locality Versus Nonlocality) The classical Laplacian of u at a
point x only depends on the values of # in B, (x), for any r > 0.

This is not true for the fractional Laplacian. For instance, if u € Cgo (B2, [0, 1))
with u = 1 in By, we have that, for any x € R" \ Ba,

—(=A)*u(x) = P.V. / u(y) —ux) dy :/ u(y) dy 2/ dy . const
R B B (

v eyl s eyt bl 1)

2.8)

while of course Au(x) = 0 in this setting.



Getting Acquainted with the Fractional Laplacian 7

It is worth remarking that the estimate in (2.8) is somewhat optimal. Indeed, if u
belongs to the Schwartz space (or space of rapidly decreasing functions)

§ = {u € C®°(R") s.t. sup |x|* |[DPu(x)| < +ooforalle, B € N”}, (2.9)

xeR®
we have that, for large |x]|,

const

s (2.10)

[(=A) u)] < |

See Appendix B for the proof of this fact.

Difference 2.2 (Summability Assumptions) The pointwise computation of the
classical Laplacian on a function u# does not require integrability properties on u.
Conversely, formula (2.1) for # can make sense only when

lu(y)l
dy < +o00
/]R" 1+ |y|n+2s y

which can be read as a local integrability complemented by a growth condition
at infinity. This feature, which could look harmless at a first glance, can result
problematic when looking for singular solutions to nonlinear problems (as, for
example, in [1, 66] where there is an unavoidable integrability obstruction on a
bounded domain) or in “blow-up” type arguments (as mentioned in [59], where
the authors propose a way to outflank this restriction).

Difference 2.3 (Computation Along Coordinate Directions) The classical Lapla-
cian of u at the origin only depends on the values that u attains along the coordinate
directions (or, up to a rotation, along a set of n orthogonal directions).

This is not true for the fractional Laplacian. As an example, letu € Cg" (By(4e1+
4ey), [0,1]), with u = 1 in Bi(4e; + 4e2). Let also R; be the straight line in the
Jjth coordinate direction, that is

Rj = {tej, t € R},
see Fig.2. Then
R; N By(4ey +4e) =0
foreach j € {1,...,n}, and sou(te;) = Oforallz € Rand j € {1,...,n}. This

gives that Au(0) = 0.
On the other hand,

— u(0 d
/ u(y) u(z}dyZ/ u(y)2'dy>/ y2' -0,
re [0 — y[rtes n |y|rtes By (4e1+4ey) |YIMT2S

which says that (—A)*u(0) # 0.
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o 4

Fig. 2 Coordinate directions not meeting a bump function

v

Fig. 3 A function v which is “close to u”

Difference 2.4 (Harmonic Versus s-Harmonic Functions) If Au(0) = 1, |lu —
vllc2(p,) < €ande > Ois sufficiently small (see Fig. 3) then Av(0) > 1— conste >
0, and in particular Av(0) # 0.

Quite surprisingly, this is not true for the fractional Laplacian. More generally,
in this case, as proved in [55], for any ¢ > 0 and any (bounded, smooth) function i,
we can find v, such that

{ e — U€||C2(Bl) <€ Q.11

and (—A)*v. = 0in Bj.

A proof of this fact in dimension 1 for the sake of simplicity is given in [112] (the
original paper [55] presents a complete proof in any dimension). See also [70, 99,
100] for different approaches to approximation methods in fractional settings which
lead to new proofs, and very refined and quantitative statements.

We also mention that the phenomenon described in (2.11) (which can be
summarized in the evocative statement that all functions are locally s-harmonic
(up to a small error)) is very general, and it applies to other nonlocal operators, also
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independently from their possibly “elliptic” structure (for instance all functions are
locally s-caloric, or s-hyperbolic, etc.). In this spirit, for completeness, in Sect. 5
we will establish the density of fractional caloric functions in one space variable,
namely of the fact that for any ¢ > 0 and any (bounded, smooth) function u =
u(x, ), we can find v, = v, (x, t) such that

= vellcz(—1,1yx(~1,1)) S € 2.12)
and d;vg + (—A)*v, = 0forany x € (—1,1) and any ¢t € (—1, 1).

We also refer to [58] for a general approach and a series of general results
on this type of approximation problems with solutions of operators which are
the superposition of classical differential operators with fractional Laplacians.
Furthermore, similar results hold true for other nonlocal operators with memory,
see [23]. See in addition [36, 37, 79] for related results on higher order fractional
operators.

Difference 2.5 (Harnack Inequality) The classical Harnack Inequality says that
if u is harmonic in By and u > 0 in B then

inf u > const sup u,
Bip Bi2

for a suitable universal constant, only depending on the dimension.

The same result is not true for s-harmonic functions. To construct an easy
counterexample, let u(x) = |x|2 and, for a small ¢ > 0, let v, be as in (2.11).
Notice that, if x € By \ By/s

_ _ 1 1
Vo) > ) — i = vellqay > | 0> o (2.13)

if ¢ is small enough, while

ve(0) < u(0) + ||t — vellpop) <0+¢e < 3

These observations imply that v (0) < v.(x) forall x € By \ By4 and therefore the
infimum of v, in By is taken at some point x in the closure of Bj,4. Then, we define

Ug(x) 1= ve(x) — igfve = Vg (x) — ve ().
1

Notice that u, is s-harmonic in Bj, since so is v, and u, > 0 in By. Also, u, is
strictly positive in By \ Bi/4. On the other hand, since x € By,

inf u, = us(x) =0,
B

which implies that u, cannot satisfy a Harnack Inequality as the one in (2.13).
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In any case, it must be said that suitable Harnack Inequalities are valid also in the
fractional case, under suitable “global” assumptions on the solution: for instance,
the Harnack Inequality holds true for solutions that are positive in the whole of R”
rather than in a given ball. We refer to [75, 76] for a comprehensive discussion on
this topic and for recent developments.

Difference 2.6 (Growth from the Boundary) Roughly speaking, solutions of
Laplace equations have “linear (i.e. Lipschitz) growth from the boundary”, while
solutions of fractional Laplace equations have only Holder growth from the
boundary. To understand this phenomenon, we point out that if # is continuous in
the closure of By, with Au = f in By and u = 0 on d By, then

lu(x)| < const(l — |x]|) sup|f]. (2.14)

By

Notice that the term (1 — |x|) represents the distance of the point x € By from 9B .
See e.g. Appendix C for a proof of (2.14).

The case of fractional equations is very different. A first example which may be
useful to keep in mind is that the function

R" 5 x = (xn)%
(2.15)
is s-harmonic in the halfspace {x, > 0}.

For an elementary proof of this fact, see e.g. Section 2.4 in [24]. Remarkably, the
function in (2.15) is only Holder continuous with Holder exponent s near the origin.
Another interesting example is given by the function

1/2
Rsxt>upk):=0~- |x|2)+/ , (2.16)
which satisfies
(=M uyp = const in (—1,1). (2.17)
A proof of (2.17) based on extension methods and complex analysis is given in
Appendix D.
The identity in (2.17) is in fact a special case of a more general formula,
according to which the function
R"> x> ug(x) :=(1— |x|2)‘§r (2.18)

satisfies

(=A)’uy = const in Bj. (2.19)
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For this formula, and in fact even more general ones, see [61]. See also [69] for a
probabilistic approach.

Interestingly, (2.15) can be obtained from (2.19) by a blow-up at a point on the
zero level set.

Notice also that

2\s
s @l _ A=
wlA L= x] w1 T=Ixl (= xS
therefore, differently from the classical case, u; does not satisfy an estimate like that
in (2.14).

It is also interesting to observe that the function u; is related to the function x3.
via space inversion (namely, a Kelvin transform) and integration, and indeed one
can also deduce (2.19) from (2.15): this fact was nicely remarked to us by Xavier
Ros-Oton and Joaquim Serra, and the simple but instructive proof is sketched in
Appendix E.

Difference 2.7 (Global (Up to the Boundary) Regularity) Roughly speaking,
solutions of Laplace equations are “smooth up to the boundary”, while solutions of
fractional Laplace equations are not better than Holder continuous at the boundary.
To understand this phenomenon, we point out that if u is continuous in the closure
of By,

Au = f in By,
2.20
{u =0 on dBj, ( )
then
sup |Vu(x)| < const sup|f]. (2.21)
X€B; B

See e.g. Appendix F for a proof of this fact.

The case of fractional equations is very different since the function u; in (2.18) is
only Holder continuous (with Holder exponent s) in Bj, hence the global Lipschitz
estimate in (2.21) does not hold in this case. This phenomenon can be seen as a
counterpart of the one discussed in Difference 2.6. The boundary regularity for
fractional Laplace problems is discussed in details in [97].

Difference 2.8 (Explosive Solutions) Solutions of classical Laplace equations
cannot attain infinite values in the whole of the boundary. For instance, if u is
harmonic in Bj, then

lim inf u < constu(0). (2.22)
p/10B)
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Indeed, by the Mean Value Property for harmonic functions, for any p € (0, 1),

t
u© = " / u(x)dZ"" > inf u,
P Jos, B

P

from which (2.22) plainly follows (another proof follows by using the Maximum

Principle instead of the Mean Value Property). On the contrary, and quite remark-

ably, solutions of fractional Laplace equations may “explode” at the boundary

and (2.22) can be violated by s-harmonic functions in B; which vanish outside Bj.
For example, for

(1—x|H712 ifx e (=1, 1),

Ro x> u_1px):= { 0 otherwise

(2.23)

one has
~M"Y2u_1p=0 in (~1,1), (2.24)

and, of course, (2.22) is violated by u _1 /2. The claim in (2.24) can be proven starting
from (2.17) and by suitably differentiating both sides of the equation: the details
of this computation can be found in Appendix G. For completeness, we also give
in Appendix H another proof of (2.24) based on complex variable and extension
methods.

A geometric interpretation of (2.24) is depicted in Fig.4 where a point x €
(=1, 1) is selected and the graph of u_;,, above the value u_1,2(x) is drawn with
a “dashed curve” (while a “solid curve” represents the graph of u_1,, below the

1

1

I

I

|
I
|
1
\

N

\/

Fig. 4 The function u_1, and the cancellation occurring in (2.24)
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value u_1,2(x)): then, when computing the fractional Laplacian at x, the values
coming from the dashed curve, compared with u_1,2(x), provide an opposite sign
with respect to the values coming from the solid curve. The “miracle” occurring
in (2.24) is that these two contributions with opposite sign perfectly compensate
and cancel each other, for any x € (—1, 1).

More generally, in every smooth bounded domain 2 C R” it is possible to
build s-harmonic functions exploding at 92 at the same rate as dist(-, 9Q)*~'. A
phenomenon of this sort was spotted in [66], and see [1] for the explicit explosion
rate. See [1] also for a justification of the boundary behavior, as well as the study of
Dirichlet problems prescribing a singular boundary trace.

Concerning this feature of explosive solutions at the boundary, it is interesting to
point out a simple analogy with the classical Laplacian. Indeed, in view of (2.15),
if s € (0,1) and we take the function R > x xi, we know that it is s-
harmonic in (0, +-00) and it vanishes on the boundary (namely, the origin), and these
features have a clear classical analogue for s = 1. Then, since for all s € (0, 1] the
derivative of xi is xiﬁl, up to multiplicative constants, we have that the latter is
s-harmonic in (0, +00) and it blows-up at the origin when s € (0, 1) (conversely,
when s = 1 one can do the same computations but the resulting function is simply
the characteristic function of (0, +00) so no explosive effect arises).

Similar computations can be done in the unit ball instead of (0, +00), and one
simply gets functions that are bounded up to the boundary when s = 1, or explosive
when s € (0, 1) (further details in Appendices G and H).

Difference 2.9 (Decay at Infinity) The Gaussian e~ *” reproduces the classical
heat kernel. That is, the solution of the heat equation with initial datum concentrated
at the origin, when considered at time t+ = 1/4, produces the Gaussian (of course,
the choice ¢+ = 1/4 is only for convenience, any time ¢ can be reduced to unit time
by scaling the equation).

The fast decay prescribed by the Gaussian is special for the classical case and the
fractional case exhibits power law decays at infinity. More precisely, let us consider
the heat equation with initial datum concentrated at the origin, that is

{a,u(x, 1) = —(=A)Yu(x,t) for (x,t) € R* x (0, +00), (2.25)
u(x,0) = do,
and set
Go(x) = ulx, 1). (2.26)

By taking the Fourier Transform of (2.25) in the x variable (and possibly neglecting
normalization constants) one finds that

3t = —|&1%4 inR" x (0, +00),
u,0) =1,
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hence
= e 57, (2.27)
and consequently
G(x) = F e kM, (2.28)

being F ~! the anti-Fourier Transform of the Fourier Transform %. When s = 1,
and neglecting the normalizing constants, the expression in (2.28) reduces to the
Gaussian (since the Gaussian is the Fourier Transform of itself). On the other hand,
as far as we know, there is no simple explicit representation of the fractional heat
kernel in (2.28), except in the “miraculous” case s = 1/2, in which (2.28) provides
the explicit representation

const
G12(x) = . (2.29)

(1 + |x|2) tHz~l

See Appendix I for a proof of (2.29) using Fourier methods and Appendix J for a
proof based on extension methods.

We stress that, differently from the classical case, the heat kernel ¥, decays
only with a power law. This is in fact a general feature of the fractional case, since,
for any s € (0, 1), it holds that

lim |x|""?%,(x) = const (2.30)
o0

|x|—+

and, for |x| > 1 and s € (0, 1), the heat kernel & (x) is bounded from below and
from above by l;ﬁ“jﬁv )

We refer to [78] for a detailed discussion on the fractional heat kernel. See
also [13] for more information on the fractional heat equation. For precise asymp-
totics on fractional heat kernels, see [15, 17, 47, 95].

The decay of the heat kernel is also related to the associated distribution in
probability theory: as we will see in Sect.4.2, the heat kernel represents the
probability density of finding a particle at a given point after a unit of time; the
motion of such particle is driven by a random walk in the classical case and by a
random process with long jumps in the fractional case and, as a counterpart, the
fractional probability distribution exhibits a “long tail”, in contrast with the rapidly
decreasing classical one.

Another situation in which the classical case provides exponentially fast decaying
solutions while the fractional case exhibits polynomial tails is given by the Allen-
Cahn equation (see e.g. Section 1.1 in [65] for a simple description of this equation
also in view of phase coexistence models). For concreteness, one can consider the
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one-dimensional equation
(—AYu=u—u’ inR,

i >0, 2.31)
u(0) =0,
lim u(t) = £1.

t—to0
For s = 1, the system in (2.31) reduces to the pendulum-like system
—ii=u—u’ inR,
u>0, (2.32)

u(0) =0,
lim u(f) = £1.
t—+o00

The solution of (2.32) is explicit and it has the form

u(t) := tanh «;2’ (2.33)

as one can easily check. Also, by inspection, we see that such solution satisfies

lu(r) — 1]
and |u(t) + 1|

const exp(—const ) foranyr > 1
(2.34)

NN

const exp(—const |f]) forany? < —1.

Conversely, to the best of our knowledge, the solution of (2.31) has no simple
explicit expression. Also, remarkably, the solution of (2.31) decays to the equilib-
ria £1 only polynomially fast. Namely, as proved in Theorem 2 of [92], we have
that the solution of (2.31) satisfies

< const S
lu(t) — 1] < 25 foranyr > 1
(2.35)
const
and |u(t) + 1] < p2s forany r < —1,
and the estimates in (2.35) are optimal, namely it also holds that
const
lu(t) — 1| > 25 foranyr > 1
const (2.36)

and |u(®) + 1| > foranyr < —1.

|t|2s
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See Appendix K for a proof of (2.36). In particular, (2.36) says that solutions
of fractional Allen-Cahn equations such as the one in (2.31) do not satisfy the
exponential decay in (2.34) which is fulfilled in the classical case.

The estimate in (2.36) can be confirmed by looking at the solution of the very
similar equation

1
(—A)Y’u = sin(wu) in R,
b4

i >0, 2.37)
u(0) = 0,
lim u(t) = 1.

t—=+o00

Though a simple expression of the solution of (2.37) is not available in general, the
“miraculous” case s = 1/2 possesses an explicit solution, given by

2
u(t) ;=  arctant. (2.38)
b4

That (2.38) is a solution of (2.37) when s = 1/2 is proved in Appendix L. Another
proof of this fact using (2.29) is given in Appendix M.

The reader should not be misled by the similar typographic forms of (2.33)
and (2.38), which represent two very different behaviors at infinity: indeed

. 2 2
lim ¢t ({1— arctant | = ,
t—+00 T T

and the function in (2.38) satisfies the slow decay in (2.36) (with s = 1/2) and not
the exponentially fast one in (2.34).

Equations like the one in (2.31) naturally arise, for instance, in long-range
phase coexistence models and in models arising in atom dislocation in crystals, see
e.g. [52, 110].

A similar slow decay also occurs in the study of fractional Schrédinger operators,
see e.g. [38] and Lemma C.1 in [68]. For instance, the solution of

(—=AYT +T =38 indy (2.39)

satisfies, for any |x| > 1,

- const
F'(x) = |x|n+2s :
A heuristic motivation for a bound of this type can be “guessed” from (2.39) by
thinking that, for large |x|, the function I" should decay more or less like (—A)*T,
which has “typically” the power law decay described in (2.10).
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If one wishes to keep arguing in this heuristic way, also the decays in (2.30)
and (2.36) may be seen as coming from an interplay between the right and the left
side of the equation, in the light of the decay of the fractional Laplace operator
discussed in (2.10). For instance, to heuristically justify (2.30), one may think that
the solution of the fractional heat equation which starts from a Dirac’s Delta, after
a unit of time (or an “infinitesimal unit” of time, if one prefers) has produced
some bump, whose fractional Laplacian, in view of (2.10), may decay at infinity
like m,} 425 - Since the time derivative of the solution has to be equal to that, the
solution itself, in this unit of time, gets “pushed up” by an amount like with
respect to the initial datum, thus justifying (2.30).

A similar justification for (2.36) may seem more tricky, since the decay in (2.36)
is only of the type MlZS instead of ltlllﬂx , as the analysis in (2.10) would suggest. But
to understand the problem, it is useful to consider the derivative of the solution v :=
1t and deduce from (2.31) that

1
|x|n+2s

(—=A)'v = (=A)’it = i — 3u’i = (1 — 3u’)v. (2.40)
That is, for large |¢|, the term 1 — 3u? gets close to 1 —3 = —2 and so the profile
at infinity may locally resemble the one driven by the equation (—A)*v = —2v.

In this range, v has to balance its fractional Laplacian, which is expected to decay
like Wlﬂx , in view of (2.10). Then, since u is the primitive of v, one may expect

that its behavior at infinity is related to the primitive of ltlllﬂx , and so to \t\IZS , which
is indeed the correct answer given by (2.36).

We are not attempting here to make these heuristic considerations rigorous, but
perhaps these kinds of comments may be useful in understanding why the behavior
of nonlocal equations is different from that of classical equations and to give at
least a partial justification of the delicate quantitative aspects involved in a rigorous
quantitative analysis (in any case, ideas like these are rigorously exploited for
instance in Appendix K).

See also [21] for decay estimates of ground states of a nonlinear nonlocal
problem.

We also mention that other very interesting differences in the decay of solutions
arise in the study of different models for fractional porous medium equations, see
e.g. [33, 34, 48].

Difference 2.10 (Finiteness Versus Infiniteness of the Mean Squared Displace-
ment) The mean squared displacement is a useful notion to measure the “speed of
a diffusion process”, or more precisely the portion of the space that gets “invaded”
at a given time by the spreading of the diffusive quantity which is concentrated at a
point source at the initial time. In a formula, if u(x, #) is the fundamental solution
of the diffusion equation related to the diffusion operator £, namely

— n
{ oru =Lu forany x €e R" and r > 0, 2.41)

u(-,0) = do(-),
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being 8¢ the Dirac’s Delta, one can define the mean squared displacement relative to
the diffusion process £ as the “second moment” of u in the space variables, that is

MSDyg (t) :=/ |x|2u(x, t)dx. (2.42)
Rn
For the classical heat equation, by Fourier Transform one sees that, when £ = A,

the fundamental solution of (2.41) is given by the classical heat kernel

1 P

U= g M

and therefore® in such case, the substitution yi= 2f/t gives that
2 o2 At 2
MSDa (1) = ™ gy = f I 1P gy = . (2.43)
R (4t)n/? e T2

for some C > 0. This says that the mean squared displacement of the classical heat
equation is finite, and linear in the time variable.

On the other hand, in the fractional case in which £ = —(—A)?®, by (2.27) the
fractional heat kernel is endowed with the scaling property

1
u(x.t) = ?s(’ﬁ),
12 12s

with & being as in (2.25) and (2.26). Consequently, in this case, the substitu-
tiony:= % gives that
t2s

1 X 1
MSD_ae) = [ I+ f‘ﬁs( 1)dx=ts [ uPgmd. e

t2s 12s

Now, from (2.30), we know that

/R IYI* % (y)dy = +00

and therefore we infer from (2.44) that

MSD_(_A)S (t) = +o0. (2.45)

4See Appendix A in [103] for a very nice explanation of the dimensional analysis and for a
throughout discussion of its role in detecting fundamental solutions.
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This computation shows that, when s € (0, 1), the diffusion process induced
by —(—A)*® does not possess a finite mean squared displacement, in contrast with
the classical case in (2.43).

Other important differences between the classical and fractional cases arise in
the study of nonlocal minimal surfaces and in related fields: just to list a few
features, differently than in the classical case, nonlocal minimal surfaces typically
“stick” at the boundary, see [25, 53, 56], the gradient bounds of nonlocal minimal
graphs are different than in the classical case, see [26], nonlocal catenoids grow
linearly and nonlocal stable cones arise in lower dimension, see [45, 46], stable
surfaces of vanishing nonlocal mean curvature possess uniform perimeter bounds,
see Corollary 1.8 in [42], the nonlocal mean curvature flow develops singularity
also in the plane, see [41], its fattening phenomena are different, see [40], and
the self-shrinking solutions are also different, see [39], and genuinely nonlocal
phase transitions present stronger rigidity properties than in the classical case, see
e.g. Theorem 1.2 in [60] and [67]. Furthermore, from the probabilistic viewpoint,
recurrence and transiency in long-jump stochastic processes are different from the
case of classical random walks, see e.g. [6] and the references therein.

We would like to conclude this list of differences with one similarity, which
seems to be not very well-known. There is indeed a “nonlocal representation” for
the classical Laplacian in terms of a singular kernel. It reads as

ulx +2y)+ulx —2y) —4ux +y) —4u(x —y) + 6u(x)
n |y|n+2 dy'

—Au(x) = const/
(2.46)

This one is somehow very close to (2.2) with one important modification: the
difference operator in the numerator of the integrand has been increased in order,
in such a way that it is able to compensate the singularity of the kernel in 0. We
include in Appendix N a computation proving (2.46) when u is C>* around x. For
a complete proof, involving Fourier transform techniques and providing the explicit
value of the constant, we refer to [3].

2.2 The Regional (or Censored) Fractional Laplacian

A variant of the fractional Laplacian in (2.1) consists in restricting the domain of
integration to a subset of R”. In this direction, an interesting operator is defined by
the following singular integral:

u(x) —u(y)

|x _ y|n+23 (247)

(—A)Su(x) ;= P.V. /

Q
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We remark that when 2 := R” the regional fractional Laplacian in (2.47) boils
down to the standard fractional Laplacian in (2.1).

In spite of the apparent similarity, the regional fractional Laplacian and the frac-
tional Laplacian are structurally two different operators. For instance, concerning
Difference 2.4, we mention that solutions of regional fractional Laplace equations
do not possess the same rich structure of those of fractional Laplace equations, and
indeed

it is not true that for any ¢ > 0 and any (bounded, smooth) function i,

we can find v, such that
(2.48)

lla — U€||C2(B1) <€
and (—A)Gve = 01in By.

A proof of this observation will be given in Appendix O.

Interestingly, the regional fractional Laplacian turns out to be useful also in a
possible setting of Neumann-type conditions in the nonlocal case, as presented’
in [54]. Related to this, we mention that it is possible to obtain a regional-type
operator starting from the classical Laplacian coupled with Neumann boundary
conditions (details about it will be given in formula (2.52) below).

5Some colleagues pointed out to us that the use of R and r in some steps of formula (5.5) of [54]
are inadequate. We take this opportunity to amend such a flaw, presenting a short proof of (5.5)
of [54]. Given ¢ > 0, we notice that

2
P \u(x)—u(y)\zd < 4 lully oo gy dx di _ const
L= Qx(R1\Q) ‘x_y|n+2s Xay S o (R |§-‘n+2s S g2
{ X (R"\Bg)

lx—y|=e}

where the constants are also allowed to depend on €2 and u. Furthermore, if we define Q. to be the
set of all the points in € with distance less than ¢ from 9<2, the regularity of 92 implies that the
measure of €2, is bounded by const ¢, and therefore

2 2
, lu(x) — u(y)? Hulir oy I — 17 dx dy
L= n +2s dxdy < n+2s
DXRND [y — [T Q¢ x B (x) |x — yprre

{lx—yl<e}

/ conste d¢ const e372
. X
B, |{‘n+23 2 1—s

These observations imply that

2 3-2s
— t t
lim(1 — s) // ) ”(yz)_‘ dxdy < 1im(1—s)<°°“;_ 4 conste ):consts.
s /1 Qx(R"\Q) [x — y|”+ § s/'1 s &S 1—s

Taking € as small as we wish, we obtain formula (5.5) in [54].
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2.3 The Spectral Fractional Laplacian

Another natural fractional operator arises in taking fractional powers of the eigen-
values. For this, we write

+o00
(e, 1) = ur(t) gr(x), (2.49)

k=0

where ¢y is the eigenfunction corresponding to the kth eigenvalue of the Dirichlet
Laplacian, namely

{—A¢k = Ak in Q2
o € H} ().

with 0 < A0 < A1 < A2 < .... We normalize the sequence ¢ to make it an
orthonormal basis of L?(£2) (see e.g. page 335 in [62]). In this setting, we define

+00
(=AY qu(x) =Y 25 ur(t) i (x). (2.50)
k=0

We refer to [109] for extension methods for this type of operator. Furthermore, other
types of fractional operators can be defined in terms of different boundary con-
ditions: for instance, a spectral decomposition with respect to the eigenfunctions of
the Laplacians with Neumann boundary data naturally leads to an operator (— A);‘\,’ Q
(and such operator also have applications in biology, see e.g. [90] and [57]).

It is also interesting to observe that the spectral fractional Laplacian with
Neumann boundary conditions can also be written in terms of a regional operator
with a singular kernel. Namely, given an open and bounded set 2 C R”, denoting
by Ay.q the Laplacian operator coupled with Neumann boundary conditions on
082, we let {(u;, ¥ /)}j <y the pairs made up of eigenvalues and eigenfunctions of
—Ap.q, thatis

—Alﬂj = /,leﬂj in Q2
0y¥j = 0on a2
v e HY(Q).

withO=po <y <p2 <3 <.
We define the following operator by making use of a spectral decomposition

+o0
(Do = D uii; v, iy =f9mp,-, u € CP(Q). (2.51)
=0
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Comparing with (2.50), we can consider (—A)}; o a spectral fractional Laplacian
with respect to classical Neumann data. In this setting, the operator (—A)}, ¢, is also
an integrodifferential operator of regional type, in the sense that one can write

(—A)‘}V’Qu(x) = P.V. /Q (u(x) — u(y)) K(x,y)dy, (2.52)

for a kernel K (x, y) which is comparable to
proof of this.

Interestingly, the fractional Laplacian and the spectral fractional Laplacian
coincide, up to a constant, for periodic functions, or functions defined on the flat
torus, namely

—yl|” 425 - We refer to Appendix P for a

|x

if u(x + k) = u(x) for any x € R” and k € Z", then (—A)A‘D’Qu(x) = const (—A) u(x).
(2.53)

See e.g. Appendix Q for a proof of this fact.

On the other hand, striking differences between the fractional Laplacian and the
spectral fractional Laplacian hold true, see e.g. [91, 107].

Interestingly, it is not true that all functions are s-harmonic with respect to the
spectral fractional Laplacian, up to a small error, that is

it is not true that for any ¢ > 0 and any (bounded, smooth) function i,

we can find v, such that

lu —vellc2py) < €
and (—A)SD’QUE = 0in Bj.

(2.54)

A proof of this will be given in Appendix R. The reader can easily compare (2.54)
with the setting for the fractional Laplacian discussed in Difference 2.4.

Remarkably, in spite of these differences, the spectral fractional Laplacian can
also be written as an integrodifferential operator of the form

P.V. /Q (u(x) — u(y)) K(x,y)dy + B(x)u(x), (2.55)

for a suitable kernel K and potential 8, see Lemma 38 in [2] or Lemma 10.1 in [20].
This can be proved with analogous computations to those performed in the case of
the regional fractional Laplacian in the previous paragraph.
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2.4 Fractional Time Derivatives

The operators described in Sections in 2.1, 2.2, and 2.3 are often used in the
mathematical description of anomalous types of diffusion (i.e. diffusive processes
which produce important differences with respect to the classical heat equation,
as we will discuss in Sect.4): the main role of such nonlocal operators is usually
to produce a different behavior of the diffusion process with respect to the space
variables.

Other types of anomalous diffusions arise from non-standard behaviors with
respect to the time variable. These aspects are often the mathematical counterpart of
memory effects. As a prototype example, we recall the notion of Caputo fractional
derivative, which, for any # > 0 (and up to normalizing factors that we omit for
simplicity) is given by

35 u(t) = /l @ g (2.56)
R (NGRS SR '

We point out that, for regular enough functions u,

N
o = [ 5
0

(t—1)
[ d (u(t) —u()) (u(t) — u(r))
_/0 (dt C—ry 5 oo )T
_u) —u(©) w0 —u(@) /’ (u(t) — u(t)) g 25D
B 15 =1 (t—1)8 o (t—T)lts
Cuw—u® /’u(r)—u(r)
= s u(t) gl_)mt(t 7) s =)l

_ t _
_ u(t) — u(0) +s/ u(t) — u(r)
0

15 (t—o)ls

Though in principle this expression takes into account only the values of u(¢) fort >
0, hence u does not need to be defined for negative times, as pointed out e.g. in
Section 2 of [7], it may be also convenient to constantly extend u in (—o0, 0). Hence,
we take the convention for which u(#) = u(0) for any ¢ < 0. With this extension,
one has that, for any r > 0,

0 _ 0 _ _
s/ u(t) u(r)d —s/ u(t) M(O)dr—u(t) u(O).

T = =
oo (t _ .,:)1+s oo (t _ .,:)1+s s
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Hence, one can write (2.57) as

t _
ag,u(t):s/ ue) —u(@ (2.58)

oo (t— -L-)1+S

This type of formulas also relates the Caputo derivative to the so-called Marchaud
derivative, see e.g. [104].

In the literature, one can also consider higher order Caputo derivatives, see
e.g. [85, 89] and the references therein.

Also, it is useful to consider the Caputo derivative in light of the (unilateral)
Laplace Transform (see e.g. Chapter 2.8 in [94], and [86])

400
Zu(w) ::/ u(t) e dt. (2.59)
0

With this notation, up to dimensional constants, one can write (for a smooth function
with exponential control at infinity) that

L0 ) (@) = o' Lu(w) — o'~ 'u(0), (2.60)

see Appendix S for a proof.

In this way, one can also link equations driven by the Caputo derivative to the so-
called Volterra integral equations: namely one can invert the expression 8é’tu =f
by

(@

S 4 (2.61)

t
=u(0)+C
u(t) = u0) + /0 «

for some normalization constant C > 0, see Appendix S for a proof.

It is also worth mentioning that the Caputo derivative of order s of a power gives,
up to normalizing constants, the “power minus s”: more precisely, by (2.56) and
using the substitution ¢ := t/¢, we see that, for any r > 0,

4 -er—l 1 19’_1
aé;(tr)=r / ‘d‘L'Zrl‘r_S / ‘dﬁzcl‘r_s’
’ o t—1)° 0o (I1—=9)°

for some C > 0.
Moreover, in relation to the comments on page 17, we have that

the mean squared displacement related to the diffusion operator

! 9% ,u=Au foranyx € R" and 7 > 0, (2.62)

u(-,0) = 8o(-),

is finite and proportional to #*.

See Appendix U for a proof of this.



Getting Acquainted with the Fractional Laplacian 25

The Caputo derivatives describes a process “with memory”, in the sense that it
“remembers the past”, though “old events count less than recent ones”. We sketch a
memory effect of Caputo type in Appendix V.

Due to its memory effect, operators related to Caputo derivatives have found
several applications in which the basic parameters of a physical system change in
time, in view of the evolution of the system itself: for instance, in studying flows
in porous media, when time goes, the fluid may either “obstruct” the holes of the
medium, thus slowing down the diffusion, or “clean” the holes, thus making the
diffusion faster, and the Caputo derivative may be a convenient approach to describe
such modification in time of the diffusion coefficient, see [35].

Other applications of Caputo derivatives occur in biology and neurosciences,
since the network of neurons exhibit time-fractional diffusion, also in view of their
highly ramified structure, see e.g. [51] and the references therein.

We also refer to [24, 113, 115] and to the references therein for further
discussions on different types of anomalous diffusions.

3 A More General Point of View: The “Master Equation”

The operators discussed in Sects. 2.1, 2.2, 2.3, and 2.4 can be framed into a more
general setting, that is that of the “master equation”, see e.g. [32].

Master equations describe the evolution of a quantity in terms of averages
in space and time of the quantity itself. For concreteness one can consider a
quantity u = u(x, t) and describe its evolution by an equation of the kind

cou(x,t) = Lu(x,t) + f(x, t,u(x, t))

for some ¢ € R and a forcing term f, and the operator L has the integral form

Lu(x,t) := // (u(x, ) —ulx—y,t— 1’)) FK(x,t,y,7)du(x, 1),
% (0,4+00)
3.1

for a suitable measure p (with the integral possibly taken in the principal value
sense, which is omitted here for simplicity; also one can consider even more general
operators by taking actions different than translations and more general ambient
spaces).

Though the form of such operator is very general, one can also consider
simplifying structural assumptions. For instance, one can take u to be the space-
time Lebesgue measure over R" x (0, +00), namely

du(x,t) =dxdr.
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Another common simplifying assumption is to assume that the kernel is induced by
an uncorrelated effect of the space and time variables, with the product structure

H(x,t,y,71)= %space(xv ¥) Fiime (t, 7).

The fractional Laplacian of Sect. 2.1 is a particular case of this setting (for functions
depending on the space variable), with the choice, up to normalizing constants,

1
%space(xa y) = |y|"+25 .
More generally, for 2 C R”, the regional fractional Laplacian in Sect.2.2 comes
from the choice

xe(x —y)
Hspace(X,y) i= |y|"+25

Finally, in view of (2.58), for time-dependent functions, the choice

X(~o00.0)(7)
Frime (1, T) 1= (|':T12S :

produces the Caputo derivative discussed in Sect. 2.4.

We recall that one of the fundamental structural differences in partial differential
equations consists in the distinction between operators “in divergence form”, such
as

9 du
— Z axi (aij(x) axj ()C)) (32)

ij=1

and those “in non-divergence form”, such as

n 2
0“u
— > aij(x) (x). (3.3)
- 3)6,'3)6 j

i,j=1

This structural difference can also be recovered from the master equation. Indeed,
if we consider a (say, for the sake of concreteness, strictly positive, bounded and
smooth) matrix function M : R" — Mat (n x n), we can take into account the
master spatial operator induced by the kernel

1—ys

, 3.4
IM(x —y,y)y|"*2s G4

Hspace(X,y) i=
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that is, in the notation of (3.1),

(1—s) u(x) —ulx —y) (3.5)
R IM(x =y, y) y|"t
Then, up to a normalizing constant, if
Mx =y, y)=M(x,—y), (3.6)
then
the limit as s ' 1 of the operator in (3.5)
recovers the classical divergence form operator in (3.2), 3.7)

: Wi Wj n—1
with a;;(x) := const 5 .
sn—1 |M(.x,0)(0|n+

A proof of this will be given in Appendix W.
It is interesting to observe that condition (3.6) says that, if we set z := x — y,
then

Mz, x —2)=M(x,z7 —x) (3.8)

and so the kernel in (3.4) is invariant by exchanging x and z. This invariance
naturally leads to a (possibly formal) energy functional of the form

1—s (u(x) — u(z))z
2 //nx]Rn IM(z, x —z) (x — 2)|"+2s dxdz. 3.9

We point out that condition (3.8) translates, roughly speaking, into the fact that the
energy density in (3.9) “charges the variable x as much as the variable z”.

The study of the energy functional in (3.9) also drives to a natural quasilinear
generalization, in which the fractional energy takes the form

/ ®(u(x) — u(z)) dxdz,
R

n IM(z,x —z) (x — 2)|"*2

for a suitable @, see e.g. [80, 114] and the references therein for further details on
quasilinear nonlocal operators. See also [113] and the references therein for other
type of nonlinear fractional equations.

Another case of interest (see e.g. [14]) is the one in which one considers the
master equation driven by the spatial kernel

1—ys

d ’
IM(x, )yl @

Hspace (X, y) i=
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that is, in the notation of (3.1),

(1—s5) ”(x)_”(x_g) (3.10)
re | M(x, y) y["+
Then, up to a normalizing constant, if
M(x,y)=M(x,—y), (3.11)
then
the limit as s ' 1 of the operator in (3.10)
recovers the classical non-divergence form operator in (3.3), (3.12)

: Wi Wj n—1
with a;;(x) := const 5 i
sn-1 [M(x, 0) o|"+

A proof of this will be given in Appendix X.

We recall that nonlocal linear operators in non-divergence form can also be useful
in the definition of fully nonlinear nonlocal operators, by taking appropriate infima
and suprema of combinations of linear operators, see e.g. [83] and the references
therein for further discussions about this topic (which is also related to stochastic
games).

We also remark that understanding the role of the affine transformations of the
spaces on suitable nonlocal operators (as done for instance in (3.10) and (3.10))
often permits a deeper analysis of the problem in nonlinear settings too, see e.g.
the very elegant way in which a fractional Monge-Ampere equation is introduced
in [29] by considering the infimum of fractional linear operators corresponding to
all affine transformations of determinant one of a given multiple of the fractional
Laplacian.

As a general comment, we also think that an interesting consequence of the
considerations given in this section is that classical, local equations can also be seen
as a limit approximation of more general master equations.

We mention that there are also many other interesting kernels, both in space and
time, which can be taken into account in integral equations. Though we focused
here mostly on the case of singular kernels, there are several important problems
that focus on “nice” (e.g. integrable) kernels, see e.g. [8, 43, 88] and the references
therein.

As a technical comment let us point out that, in a sense, the nice kernels
may have computational advantages, but may provide loss of compactness and
loss of regularity issues: roughly speaking, convolutions with smooth kernel are
always smooth, thus any smoothness information on a convolved function gives
little information on the smoothness of the original function—viceversa, if the
convolution of an “object” with a singular kernel is smooth, then it means that the
original object has a “good order of vanishing at the origin”. When the original
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object is built by the difference of a function and its translation, such vanishing
implies some control of the oscillation of the function, hence opening a door towards
a regularity result.

4 Probabilistic Motivations

We provide here some elementary, and somewhat heuristic, motivations for the
operators described in Sect. 2 in view of probability and statistics applications. The
treatment of this section is mostly colloquial and not to be taken at a strictly rigorous
level (in particular, all functions are taken to be smooth, some uniformity problems
are neglected, convergence is taken for granted, etc.). See e.g. [74] for rigorous
explanations linking pseudo-differential operators and Markov/Lévy processes. See
also [9, 12, 16, 101, 111] for other perspectives and links between probability and
fractional calculus and [77] for a complete survey on jump processes and their
connection to nonlocal operators.

The probabilistic approach to study nonlocal effects and the analysis of distribu-
tions with polynomial tails are also some of the cornerstones of the application of
mathematical theories to finance, see e.g. [87, 93], and models with jump process
for prices have been proposed in [44].

4.1 The Heat Equation and the Classical Laplacian

The prototype of parabolic equations is the heat equation
dru(x,t) =cAu(x,t) “4.1)
for some ¢ > 0. The solution # may represent, for instance, a temperature, and the

foundation of (4.1) lies on two basic assumptions:

* the variation of u in a givenregion U C R" is due to the flow of some quantity v :
R" — R" through U,
* v is produced by the local variation of u.

The first ansatz can be written as
Br/ u(y,t)dy =/ vy, 1) - v(y) dz) !, (4.2)
U U

where v denotes the exterior normal vector of U and #”~! is the standard (n — 1)-
dimensional surface Hausdorff measure.
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The second ansatz can be written as v = ¢Vu, which combined with (4.2) and
the Divergence Theorem gives that

8,/ u(y,t)dy = c/ Vu(y,t)-v(y) d%”;'*l = c/ div (Vu(y,t))dy = c/ Au(y,t)dy.
U U U U

Since U is arbitrary, this gives (4.1).

Let us recall a probabilistic interpretation of (4.1). The idea is that (4.1) follows
by taking suitable limits of a discrete “random walk”. For this, we take a small space
scale 4 > 0 and a time step

T = h’. (4.3)

We consider the random motion of a particle in the lattice hZ", as follows. At each
time step, the particle can move in any coordinate direction with equal probability.
That s, a particle located at hk € hZ" at time ¢ is moved to one of the 2 points hk +
hei, ..., hk £ he, with equal probability (here, as usual, e; denotes the jth element
of the standard Euclidean basis of R").

We now look at the expectation to find the particle at a point x € hZ" attime ¢ €
TN. For this, we denote by u(x, t) the probability density of such expectation. That
is, the probability for the particle of lying in the spatial region B, (x) at time ¢ is, for
small r, comparable with

/ u(y,t)dy.
B, (x)

Then, the probability of finding a particle at the point x € hZ" at time t + 7 is
the sum of the probabilities of finding the particle at a closest neighborhood of x at
time ¢, times the probability of jumping from this site to x. That is,

n

W, i+ 1) = ZLZ(u(x+hej)~l—u(x—he/~)>. (4.4)
j=1

Also,

u(x +hej) +u(x — hej) — 2u(x,t)

thzu(x,t)ej -ej>

= (u(x,t)+hVu(x,t)~ej+ )

h2 D%u(x,t) ej-ej

~|—<u(x,t)—hVu(x,t)-ej~|— )

) —2u(x,t) + O(h>)

= h? afju(x,t) +0hd).



Getting Acquainted with the Fractional Laplacian 31

Thus, subtracting u(x, t) to both sides in (4.4), dividing by 7, recalling (4.3), and
taking the limit (and neglecting any possible regularity issue), we formally find that

ulx,t+7t)—ulx,t)

oru(x,t) = }1{‘% .

n

. 1 ulx +he;)+ulx —he;) —2u(x,t
:hh{?)anX::( 7 (h2 P
I B
= %1{1}) o /E:l 8xju(x, t)+ Oh)
= 1Au(x,t),
2n

which is (4.1).

4.2 The Fractional Laplacian and the Regional Fractional
Laplacian

Now we consider an open set 2 € R” and a discrete random process in 2Z" which
can be roughly speaking described in this way. The space parameter 4 > 0 is linked
to the time step

T:=h>. (4.5)

A particle starts its journey from a given point hk €  of the lattice hZ" and, at
each time step 7, it can reach any other point of the lattice hk, with k # k, with
probability

_ xa(hk) xo(hk)

Ph(kak) = Clk—]€|n+2Y ’

(4.6)

then the process continues following the same law. Notice that the above probability
density does not allow the process to leave the domain €2, since P, vanishes in the
complement of €2 (in jargon, this process is called “censored”).

In (4.6), the constant C > 0 is needed to normalize to total probability and is
defined by

1
C:= Z |k|n+2s‘

kezn\{0}
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We let

k)= > Plkky= > Pylk.k) (4.7)

keZ\{0} keZ"\{0}

and
pr(k) :== 1 — cp (k).

Notice that, for any k € Z", it holds that

- 1
)< DL g = (4.8)
keZ\{k}

hence, for a fixed » > 0 and k € Z", this aggregate probability does not equal
to 1: this means that there is a remaining probability pj,(k) > O for which the
particle does not move (in principle, such probability is small when so is £, but, for
a bounded domain €2, it is not negligible with respect to the time step, hence it must
be taken into account in the analysis of the process in the general setting that we
present here).

We define u(x,t) to be the probability density for the particle to lie at the
point x € Q N (hZ") at time ¢t € tN. We show that, for small space and time
scale, the function u is well described by the evolution of the nonlocal heat equation

du(x, 1) = —c (—A)hu(x, 1) inQ, 4.9)

for some normalization constant ¢ > 0. To check this, up to a translation, we
suppose that x = 0 € Q and we set ¢;, := ¢;(0) and p; = pp(0). We observe
that the probability of being at O at time ¢ + t is the sum of the probabilities of
being somewhere else, say at hk € hZ", at time ¢, times the probability of jumping
from hk to the origin, plus the probability of staying put: that is

wO.t4+1)= Y u(hk.t) Py(k,0)+u(0.1) pi
keZ\ {0}

= Z u(hk,t) P,(k,0) 4+ (1 — cp) u(0, ).
keZm\{0}
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Thus, recalling (4.7),

u@,t+17) —u(,?) = Z uChk,t) Pp(k,0) —cpu(0,1)

keZm\{0}
Y (u(hk, 1) = u(0,1)) Py(k, 0)
keZ\{0}
xa(hk)
= > (uokn—u0.0) U,
keZ\{0}
Jt2s x(hk)
_ > (k) —uo.n)
keZ"\{0}

So, we divide by t and, in view of (4.5), we find that

c u©,t+ 1) —u,1) _
T

xa(hk)

oy (u(hk,t)—u(O,t)) e

keZn\ {0}
We write this identity changing k to —k and we sum up: in this way, we obtain that

¢ 1O+ —u(0.0)
T

2

(u(hk, 1) — u(0, 1)) xa(hk) + (u(=hk, 1) — u(0, 1)) xa(~hk)

_n
=h |hk|n+2s

keZm\{0}
(4.10)

Now, for small y, if u is smooth enough,

|4y, 1) = (0, D) X3 + (u(=y, 1) = u(0, D) xo(~)|
- ‘(u(y, 1) = u(0, ) + (u(—y, 1) — u(0, t))‘
= [(Vu(0, 0y + OyP) + (= Vu©, )y + 01y P)|
= 0(yP’)
and therefore, if we write

(u(y, 1) —u(0, 1)) xa(») + (u(=y, 1) — u(0,0) xa(-y)
|y|n+23

s

o(y) ==
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we (formally) have that
o(y) = Oy (4.11)

for small |y|.
Now, we fix § > 0 and use the Riemann sum representation of an integral to
write (for a bounded Riemann integrable function ¢ : R” \ Bs — R),

dy = lim h" hk) xgm g, (hk) = lim A" hk) xem g. (k).
/Rn\Bsw(y) y = fm > @(hk) xen 5, (k) Jim > @(hk) xn s, (hk)

kez" kez"
ks£0
(4.12)
If, in addition, (4.11) is satisfied, one has that, for small §,
f p(y)dy = 0(8*>).
Bs
From this and (4.12) we have that
dy = 0(8*7%) + lim h" hk) xwe\ g, (hk
fan) y = 0@ )+ lim gz;(p( ) x5, (k)
ks£0
= 0> %) + lim h" (hk) + h" (hk) (xgrn\ g: (hk) — 1).
lim ]; ¢ ]; @(hk) (xrm\ 5, )
k#0 k#0
(4.13)

Also, in view of (4.11),

W'Y @(hk) (xro\s, (k) — 1)| = [B" )" @(hk)

kezZ keZl
k#0 0<hlk|<8
1—s
s 2 |k|
< consth” Z |hk|>™"2 = consth®>™> Z
|k|n+s—1
keZl kezn
O<|k|<é/h O<lk|<8/h
1—s
g 6 1
<oomstit > ()X L
h kezZ |k|
1< |k|<8/h

S 1—s S 1—s
< consth®>™% = const8> 2.
h h
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Hence, (4.13) boils down to

dy = 0(8*>7%) + lim h" hk
fwcp(y) y= 0@ + lim k;w( )
k=0

and so, taking § arbitrarily small,

[ o= timn S pan

kezZ
k#0

Therefore, recalling (4.10),

u©,t+1)—u(,1)
T

- (u(hk, 1) — u(0, 1)) xa(hk) + (u(=hk, 1) — u(0, 1)) xo(—hk)
N0 xeZruo} ‘hk|n+2x

= lim A" §
hI{’%h @(hk)

kez"

k#£0

/ o(y)dy
Rll

:/ (u(y. 1) —u(0,0) x2(») + (u(=y, 1) —u(0,1) xa(-y)

|y‘n+2s

2Cou(0,t) = lim2C
N0

= —2(—=A){u(x,0).

This confirms (4.9).

As a final comment, in view of these calculations and those of Sect. 4.1, we may
compare the classical random walk, which leads to the classical heat equation, and
the long-jump random walk which leads to the nonlocal heat equation and relate
such jumps to an “infinitely fast” diffusion, in the light of the computations of the
associated mean squared displacements (recall (2.43) and (2.45)).

4.3 The Spectral Fractional Laplacian

Now, we briefly discuss a heuristic motivation for the fractional heat equation run
by the spectral fractional Laplacian, that is

du(x, 1) = —c(=A)p qu(x, 1) in , (4.14)
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for some normalization constant ¢ > 0. To this end, we consider a bounded and
smooth set 2 C R" and we define a random motion of a “distribution of particles”
in Q. For any x € Q and t+ > 0, the function u(x, ) denotes the “number of
particles” present at the point x at the time 7. No particles lie outside 2 and we
write u# as a suitable superposition of eigenfunctions {¢x};>1 of the Laplacian
with Dirichlet boundary data (this is a reasonable assumption, given that such
eigenfunctions provide a basis of L%(£2), see e.g. page 335 in [62]). In this way,
we write

+oo

(e, 1) =y ug (1) r(x).

k=1

Namely, in the notation in (2.49), the evolution of the particle distribution u is
defined on each spectral component u and it is taken to follow a “classical” random
walk, but the space/time scale is supposed to depend on k as well: namely, spectral
components relative to high frequencies will move slower than the ones relative
to low frequencies (namely, the time step is taken to be longer if the frequency is
higher).

More precisely, for any k € N, we suppose that each of the u particles of the kth
spectral component undergo a classical random walk in a lattice /i Z¢, as described
in Sect. 4.1, but with time step

7= A S hi (4.15)

We suppose that /i and 1 are “small space and time increments”. Namely, after a
time step tx, each of these uy () ¢k (x) particles will move, with equal probability 21n ,
to one of the points x =+ hgeq, ..., x & hie, (for simplicity, we are imaging here u
to be positive; the case of negative uy represents a “lack of particles”, which is
supposed to diffuse with the same law). Hence, the number of particles at time 7 + tx
which correspond to the kth frequency of the spectrum and which lie at the point x €
2 is equal to the sum of the number of the particles at time ¢ which lie somewhere
else times the probability of jumping to x in this time step, that is, in formula,

1 n
u(t + ) g ) = ) w0 (dx + hee) + gl —heep)).  (4.16)
j=1
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Moreover,

i (x + hiej) + de(x — hiej) — 2r(x)

h2 D2y (x)e; -ej>

= (¢k(X) + Vo (x) - ej + 5

h]% D2¢k(x)6j -ej

+ <¢k(X)—th¢k(X)-ej + 5

) — 20 (x) + O(h})

= 1 93, e(x) + O(h).

Consequently, from this and (4.16),

1 n
(10 + 70 =) $e ) = Do) (S0 +hiey) + dulx = hae)) = 264())
j=1
2

hi 3
oy Wk (0) A (x) + O (hy)
n

2

h
- ’;nk i (1) g (x) + O(h}).

Hence, with a formal computation, dividing by ¢, using (4.15) and sending Ay,
7 \y O (for a fixed k), we obtain

(ur(t + %) — ui (1)) dr (x)

dup(t) = Tlir\no .
k

_ i Oy = —
_hk‘{lo_zn up(t) pr(x) + O (hy) = Tom ug (1) ¢ (x).

Hence, from (2.49) (and neglecting converge issues in k), we have

+o00 +o00 A8
Qe 1) = 3 duac(0) pe(x) = = 3% (1) i),
k=0 k=0

that is (4.14).

4.4 Fractional Time Derivatives

We consider a model in which a bunch of people is supposed to move along the
real line (say, starting at the origin) with some given velocity f, which depends
on time. We consider the case in which the environment surrounding the moving
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people is “tricky”, and some of them risk to get stuck for some time, and they are
able to “exit the trap” only by overcoming their past velocity. Concretely, we fix a
function ¢ : [0, 400) — [0, 400) with

+00
Cp =Y _g(k) < +oo. 4.17)
k=1
Then we define
_o®
Dk - c,

and we notice that

+o00 1 +o00

Y op= (k) = 1.

k=1 Co k=1

Then, we denote by u(¢) the position of the “generic person” at time ¢, with u(0) =
We suppose that some people, say a proportion p; of the total population, move with
the prescribed velocity for a unit of time, after which their velocity is the difference
between the prescribed velocity at that time and the one at the preceding time with
respect to the time unit. In formulas, this says that there is a proportion p; of the
total people who travels with velocity

f(@) ifr € [0, 1],

() = {f(t) —fG—1) ifr>1.

After integrating, we thus obtain that there is a proportion p; of the total people
whose position is described by the function

/ (@) dv ifr €[0,1],
ui(t) =

/f(ﬁ)dl?~l—/(f(l9) f@—=0)dy ifr>1,

/ f(@®)dvo ift € [0, 1],
/f(ﬁ)dz‘} /f(l?—l)dz? ifr>1,

/ f@)dv ifr € [0, 1],
0

t t—1
/f(ﬁ)dﬂ—/ f)dy ift>1,
0 0

t
/ () do.
(

=14
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min(9, x)
8 L min(8, x)

min(7, x)

6r .
/ min(6, x)
Pl / min(5, x)

min(4, x)

min(3, x)

min(2, x)

min(1, x)

2 4 6 8 10

Fig. 5 The motions u; described in Sect. 4.4 when the velocity field f is constant

For instance, if f is constant, then the position # grows linearly for a unit of time
and then remains put (this would correspond to consider “stopping times” in the
motion, see Fig. 5).

Similarly, a proportion p, of the total population evolves with prescribed
velocity f for two units of time, after which its velocity becomes the difference
between the prescribed velocity at that time and the one at the preceding time with
respect to two time units, namely

f@) ift € [0, 2],

1) = {f(t) —fGt-2) ifr>2.

In this case, an integration gives that there is a proportion p, of the total people
whose position is described by the function

ur(t) =

t
/f(l?)dl? ifr €0, 2],
0
2 t
/f(ﬁ)dzwr/ (f®) — f@ —=2)dd ift>2,
0 2

t

F)dv if7 [0, 2],
0

t t
/f(ﬁ‘)dz?—/ f@ —2)do ift> 2.
0 2
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t
F(9)dv if 7 € [0,2],
0
=2

t
/ f@)dv — f)do ift>2.
0 0

t
/ () do.
(

1=2)4

Repeating this argument, we suppose that for each £ € N we have a proportion py
of the people that move initially with the prescribed velocity f, but, after k£ units of
time, get their velocity changed into the difference of the actual velocity field and
that of k units of time before (which is indeed a “memory effect”). In this way, we
have that a proportion py of the total population moves with law of motion given by

1
up(r) =/( f@)dv.

1—k)+

The average position of the moving population is then given by

+o0 1 deo t
u(t) = ;Pk i = . I;w(k) /( L, @ (4.18)
We now specialize the computation above for the case
o) == x""7,

with s € (0, 1). Notice that the quantity in (4.17) is finite in this case, and we can
denote it simply by Cj. In addition, we will consider long time asymptotics in ¢ and
introduce a small time increment 4 which is inversely proportional to ¢, namely

h:= .
t

In this way, recalling that the motion was supposed to start at the origin (i.e., u(0) =
0) and using the substitution n := /¢, we can write (4.18) as

1 +00 t
c ZkH/ f(@®)dy
$ k=1

(t—k)+
K +0oo 1
t*h
— (hk)s—Z/
Cs ; (1—kh)

5 +o00 1
/ [AH / fem) dn} dx
C 9
s Jo (1=A) 4

where we have recognized a Riemann sum in the last line.

u(t) — u(0)

fm)dn (4.19)
N

12
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We also point out that the conditions
A€ (0,+00) and 0 < & < min{1, A}
are equivalent to
0<é<1 and A € (§, +00),
and, furthermore,
1—(1 =24 =1-—max{0, 1 — A} =min{l — 0, 1 — (1 —A)} = min{1, A}.

Therefore we use the substitution £ := 1 — 5 and we exchange the order of
integrations, to deduce from (4.19) that

5 +00 min{1,A}
u(t) — u(0) . /0 UO A2 f@ - t&)d§:| dx

5 1 400
= / U A2 f@ —té)dk} d&
Cs Jo LJe

B 5 1 o
_Cs(l—s)/oé Ft —1€) dt.

The substitution t := £ then gives

1 Lo
ut) — u(0) = Cll—s) fo o7 — 1) dr,

which, comparing with (2.61) and possibly redefining constants, gives that
deu=r.

Of course, one can also take into account the case in which the velocity field f is
induced by a classical diffusion in space, i.e. f = Au, and in this case one obtains
the time fractional diffusive equation 85 M= Au.

4.5 Fractional Time Diffusion Arising from Heterogeneous
Media

A very interesting phenomenon to observe is that the geometry of the diffusion
medium can naturally transform classical diffusion into an anomalous one. This
feature can be very well understood by an elegant model, introduced in [10] (see
also [105] and the references therein for an exhaustive account of the research in
this direction) consisting in random walks on a “comb”, that we briefly reproduce
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Fig. 6 The comb &,

here for the facility of the reader. Given ¢ > 0, the comb may be considered as
a transmission medium that is the union of a “backbone” % := R x {0} with the
“fingers” Py := {ek} x R, namely

G :=%u(U@k),

kel

see Fig. 6.

We suppose that a particle experiences a random walk on the comb, starting at
the origin, with some given horizontal and vertical speeds. In the limit, this random
walk can be modeled by the diffusive equation along the comb €,

wr = di8o(y) tex +dae Yy So(ek)uyy,
keZ (4.20)
u(x, y, 0) = 8o(x) 80(y),

with di, d» > 0. The case di = d» corresponds to equal horizontal and vertical
speeds of the random walk (and this case is already quite interesting). Also, in the
limit as ¢ N\ 0, we can consider the Riemann sum approximation

/R fordy~e Y f(eh),

keZ

and G, tends to cover the whole of R when ¢ gets small. Accordingly, at least at a
formal level, as the fingers of the comb become thicker and thicker, we can think that

1= [ a0y =e Y soceh),

kel
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and reduce (4.20) to the diffusive equation in R? given by

{”t = d180(y) Uxx +d2uyy, 4.21)
u(x, y,0) = do(x) do(y).

The very interesting feature of (4.21) is that it naturally induces a fractional time
diffusion along the backbone. The quantity that experiences this fractional diffusion
is the total diffusive mass at a point of the backbone. Namely, one sets

U0 = [t y.ndy, (422)
R
and we claim that
312 ¢ _
c UG, ) = AU(x, 1) forall (x,7) € R x (0, +00). (4.23)
’ 2Jd>

Equation (4.23) reveals the very relevant phenomenon that a diffusion governed by
the Caputo derivative may naturally arise from classical diffusion, only in view of
the particular geometry of the domain.

To check (4.23), we first point out that

0(.0) = /R Qe y,0)dy = fR S0(y)dy = 1. (4.24)

Then, we observe that, if a, b € C, and

g(y) :=be forany y € R,
(4.25)
then we have that  g"(y) = a’g(y) — 2ab 8o().

To check this let ¢ € C3°(R). Then, integrating twice by parts,
1
Y fR (8¢ () = a’g e (y) dy

+o00 0
=/O e_“yso//(y)der/ e“yso//(y)dy—asze_“'y'QO(y) dy

—0o0

+00 0
= a/ ey (y)dy — a/ ey (y)dy — az/ e Mo(y)dy
0 R

—0o0

+0o0o 0
—2ap(0) + a* f e Vo(y)dy +a* /
0

—0o0

ey (v)dy — a* /R e Plp(y)dy

—2a¢(0),

thus proving (4.25).
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We also remark that, in the notation of (4.25), we have that §o(y)g(y) =
30(y)g(0) = bdo(y), and so, for every ¢ € R,

¢ () = a*g(y) — bQ2a+ )8 (y) + cdo(»)g(»). (4.26)

Now, taking the Fourier Transform of (4.21) in the variable x, using the nota-
tion u(&, y,t) for the Fourier Transform of u(x, y,t), and possibly neglecting
normalization constants, we get

{ﬁt = —d1£1*80(y) il + dailyy, (4.27)

u,y,0)=3do(y).

Now, we take the Laplace Transform of (4.27) in the variable ¢, using the
notation w(&, y, w) for the Laplace Transform of i (€, y, t), namely w(§, y, w) :=
Zu(€, y, o). In this way, recalling that

ZL(f) =wZ f(w) - £0),
and therefore
g(ﬁt)(%" Y, C()) = wgﬁ(%" Y, C()) - I:l(s’ Y, 0) = ww($7 Y, a)) - 50()’),

we deduce from (4.27) that

ww — 8o(y) = —d1|£|*80(y) w + dawyy. (4.28)
That is, setting
1/2 2
1) 1 dy |§|
= , b(§, w) == d = ,
a() (d2> € Gdo) 2 1y g2 “© da

we see that

Ny
dp d> _ 1

bQRa+c) = =
Adr)'? +di |2 o

and hence we can write (4.28) as

w L ( )+d1|s|2
Wyy = w — 0
Y d > Y d>

p So(y) w = a*w — b(2a + ¢)8o(y) + cSo(y)w.

In light of (4.26), we know that this equation is solved by taking w = g, that is

ZuE,y,w) =w(E,y, w) =b(E, w)e—a(w)l)’l.
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As a consequence, by (4.22),

2060 = [ Zae 0y = [ bewe @blay =5,
R R a

This and (4.24) give that

2 1/2
(o) a1 [gP) 206, 1) = iUW) _2_ <4d2> —2/dy o 20, 0),
(&, w) a w

that is

. o d; .
1/2 _ -2 - _ 2
o "ZLUE ) —o 7UE,0) 2 Jds [E1"ZUE, 1).

Transforming back and recalling (2.60), we obtain (4.23), as desired.

5 All Functions Are Locally s-Caloric (Up to a Small Error):
Proof of (2.12)

We let (x,¢) € R x R and consider the operator £ := 9; + (—A)3.. One defines
v = {h :R xR — Rs.t. £& = 0 in some neighborhood of the origin in Rz},

and for any J € N, we define

[ (R (0, 0)) azter v with h € 77},

ax +ar€[0,J]

Notice that 77 is a linear subspace of R¥*!, for some N € N. The core of the proof
is to establish the maximal span condition

7; = RNTL, (5.1

To this end, we argue for a contradiction and we suppose that 7 is a linear subspace
strictly smaller than RN+ hence, there exists

v=(vy,...,vy) e SV (5.2)
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such that

%g{X:(Xo,...,XN)eRf“s.t.v.X=0]. (5.3)

One considers ¢ to be the first eigenfunctions of (—A)® in (—1, 1) with Dirichlet
data, normalized to have unit norm in L2(R). Accordingly,

(=A)¥dp(x) =rp(x) forany x € (—1, 1),
d(x)=0 for any x outside (—1, 1),

for some A > 0.
In view of the boundary properties discussed in Difference 2.6, one can prove
that
3¢ (—1+8) = consts* (1 + o(1)), (5.4)

with o(1) infinitesimal as § N\ 0. So, fixed &, T > 0, we define

1

2s
her(x,1) = e ¢ (-1 fet+ " lx) .
A2s

This function is smooth for any x in a small neighborhood of the origin and any ¢ €
R, and, in this domain,

1 1
Lhe(x,1) =8, (e”¢ (-1 fe+ ’2“'1")) +(=A) (e”¢ (—1 + fz“'lx))
A2s A2s

et T3 x Te ! s T2 x
=-te Pl -1+e+ | + N =AY |—-1+e+

A2s A2s
—tt T x — T x
=-te ""p|-1+e+ +te ol -1+e+ |
A2s A2s

=0.
This says that h, ; € 7" and therefore

(0%he,£0,0)) a=ex.enerixn € 7.

ax +ar€[0,J]
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This, together with (5.3), implies that, for any fixed and positive T and y,

o a aa
0= E Vg 0 hs,r((), 0) = E V(ary,ar) 0; taxxhs,r((), 0)
a=(ax,or)eNxN (ax,0p)eNxN
ax-rap€[0,J] axt+arel0,J]

1 Oy 1
T 2s T2s X
Z v(ax’at)(_.[)a, ( 1 ) e_tt aax(f) (—1 + e+ 1 )

(orx 01 )ENXN )‘-2" )‘-2"
axtar<(0,/] (,)=(0,0)

3 O R
= V(ay, ) ax T 2% 9% (—1+e¢).
(orx 01 )ENXN )‘ s

ax+ar€l0,7]

Hence, fixed 7 > 0, this identity and (5.4) yield that

_1 o ax o
0= Y e e TS (01, (5.5)
(arx 0 )ENXN A2
ax+ar€[0,J]

with o(1) infinitesimal as ¢ N\ 0.

We now take o, be the largest integer o, for which there exists an integer «; such
that oy +a; € [0, J] and v(g, ,o,) # 0. Notice that this definition is well-posed, since
not all the v(q, ¢,) can vanish, due to (5.2). Then, (5.5) becomes

_1 o ax )
0= Z V(o) a) T4 T (1 4 0(1)), (5.6)
(ax o )ENXN A2s

ax+ar€[0,J]
ax Sox

since the other coefficients vanish by definition of a.

Thus, we multiply (5.6) by £%57~% and we take the limit as & N\ O: in this
way, we obtain that

. (=« ax _ax 5
0=1 At gp — gy g% (1 1
m Y e g T 5 (1 4 0(1))

(otx 01 )ENXN
ax+oar€[0,J]
ox Sax
«,
B N L
- (0rx,0r) ax .
areN A 2s
ax+are[0,J]

Since this is valid for any T > 0, by the Identity Principle for Polynomials we obtain
that

(=D
V@aa) 5 =0,
A2s
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and thus v(g, o,) = 0, for any integer o; for which a, + o; € [0, J]. But this is in
contradiction with the definition of &, and so we have completed the proof of (5.1).

From this maximal span property, the proof of (2.12) follows by scaling (arguing
as done, for instance, in [112]).
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removed from 72-year-old Safranco August (Croatia) during
an autopsy at the Ljudevit Jurak University Department of
Pathology, Zagreb, Croatia, on 26 August 2006.))

(Source: http://www.guinnessworldrecords.com/world-records/largest-appendix-
removed)

Appendix A: Confirmation of (2.7)

We write A, to denote the Laplacian in the coordinates x € R”. In this way, the
total Laplacian in the variables (x, y) € R" x (0, 4-00) can be written as

A=A +0] (A1)

Given a (smooth and bounded, in the light of footnote 3 on page 5) u : R” — R, we
take U := E, be (smooth and bounded) as in (2.6).
We also consider the operator

Lu(x) := —03yE,(x,0) (A.2)
and we take V(x,y) := —0,U(x,y). Notice that AV = —3d,AU = 0in R" x

(0, +00) and V(x,0) = Lu(x) for any x € R”. In this sense, V is the harmonic
extension of Lu and so we can write V = E, and so, in the notation of (A.2), and


http://www.guinnessworldrecords.com/world-records/largest-appendix-removed
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recalling (2.6) and (A.1), we have

L(Lu)(x) = —0yEr,(x,0) =—9,V(x,0) = ayzU(x, 0)
=AUx,0)— A Ux,0) =—-AU(x,0) = —Au(x).

This gives that L? = —A, which is consistent with L = (—A)!/2, thanks to (2.5).

Appendix B: Proof of (2.10)

Letu € 8. By (2.9), we can write

sup (1 + [x|™) ()] + sup (1 + [x["+2) ‘Dzu(x)‘ < const. (B.1)

xeR” xeR”

Fixed x € R" (with |x| to be taken large), recalling the notation in (2.3), we consider
the map y — §,(x, y) and we observe that

3u(x,0) =0,
Vybu(x, y) = Vu(x +y) — Vu(x — y),
and Diau(x, y) = D%u(x + )+ D*u(x — y).

Hence, if |Y| < |x|/2 we have that |[x £ Y| > |x| — |Y]| = |x]|/2, and thus

QI¢D"?|D*u)| _ const

|D38,(x,Y)| <2 sup |D*u(r)] <2 x[2 S

112>1x1/2 112>1x1/2

thanks to (B.1).
Therefore, a second order Taylor expansion of §, in the variable y gives that,
if [y] < [x]|/2,

D28, (x,Y)y-
5 (6. 0) + V8, (x,0) - y 4 D oul® V) y-y

|8, (x, y)| < sup

YI<Ixl/2 2
D?8,(x,Y)y-y| _ const [y
= sup < w42
YI<Ixl/2 2 x|
Consequently,
2 2-2s
/ Su(x,y) d const / [y < const |x| const

3 S LAy x = e
B |y|n+25 |x|"+2 B |y|n+2s |x|"+2 |x|n+23

(B.2)
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Moreover, by (B.1),
Su(x,y)
cdy
‘/Rn\Bl,\l/Z |)’|n+25

</ lu(x —Jt;)ldy-f‘/ lu(x :2)7)|dy+2/ |M(i)2|‘d
R"\Bm/z |)’|n § R"\Bm/z |)’|n § R"\Bm/z |)’|n §

</ IM(X+y)|‘d +/ Iu(x—y)l‘ dy const ILf(X)I
R\Byp (1]/2)1525 R\By e (1]/2)1525 e
< const / (o) dt + const |u(x)|
172 g 2
const
= |x|n+2s'

This and (B.2), recalling (2.3), establish (2.10).

Appendix C: Proof of (2.14)

Let M = 21’1 (1 + supg, |f|) and v(x) ;== M(1 — |x|2) — u(x). Notice that v = 0
along 9By and

Av=-2nM—Au<—M—f<—M+sup|f] <0
B

in B;. Consequently, v > 0 in Bj, which gives that u(x) < M(1 — lx[2).
Arguing similarly, by looking at v(x) = M(l — Ix12) + u(x), one sees
that —u(x) < M(1 — |x]?). Accordingly, we have that
()| < M1 — |x]?) < M1+ [xD(1 — |x]) <2M (1 — |x]).

This proves (2.14).

Appendix D: Proof of (2.17)

The idea of the proof is described in Fig.7. The trace of the function in Fig.7 is
exactly the function u1,7 in (2.16). The function plotted in Fig.7 is the harmonic
extension of u1,7 in the halfplane (like an elastic membrane pinned at the halfcir-
cumference along the trace). Our objective is to show that the normal derivative of
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Fig. 7 Harmonic extension in the halfplane of the function R 3 x > (1 — xz)fr/2

such extended function along the trace is constant, and so we can make use of the
extension method in (2.6) and (2.7) to obtain (2.17).

In further detail, we use complex coordinates, identifying (x, y) € R x (0, +00)
with z := x + iy € C with J(z) > 0. Also, as customary, we define the principal
square root in the cut complex plane

Cy:={z=re? withr >0and —7 < ¢ < 7}
by defining, for any z = re'? € C,,
V(@) 1= re??, (D.1)
see Fig. 8 (for typographical convenience, we distinguish between the complex and
the real square root, by using the symbols /(-) and /- respectively).

The principal square root function is defined using the nonpositive real axis as a
“branch cut” and

(V@) =re?¢=1z. (D.2)
Moreover,
the function 4/ is holomorphic in C, (D.3)

and 9,./(z) = (D.4)

1
2@’
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Fig. 8 Real and imaginary part of the complex principal square root

To check these facts, we take z € C,: since C, is open, we have that 7 +w € C, for
any w € C\ {0} with small module. Consequently, by (D.2), we obtain that

w=G+w—z=(/c+w) - (V&)
= (J(z +w) + J(Z)) (J(z +w) — \/(z)>.

Dividing by w and taking the limit, we thus find that

L Ve +w) — /()
1 = ul)li)no (J(z +w) + J(Z)) w

JzZ+w) = /(@)

w

(D.5)
=2/() lim

Since C, € C \ {0}, we have that z # 0, and thus /(z) # 0. As a result, we can
divide (D.5) by 24/(z) and conclude that

lim «/(Z-i-w)_\/(z): 1 ,
w—0 w Zx/(Z)

which establishes, at the same time, both (D.3) and (D.4), as desired.
We also remark that

if z € C with 3(z) > 0, then 1 — z* € C,. (D.6)
To check this, if z = x + iy with y > 0, we observe that

1—22=1—(x+iy)?=1—x*+y>—2ixy. (D.7)



Getting Acquainted with the Fractional Laplacian 53

Hence, if 1 — Z2 lies on the real axis, we have that xy = 0, and so x = 0. Then,
the real part of 1 — z2 in this case is equal to 1 4+ y? which is strictly positive. This
proves (D.6).

Thanks to (D.6), for any z € C with J(z) > 0 we can define the function /(1 —
zz). From (D.7), we can write

L=z =r(x,y) ™,
where r(x,y) = ((1— 224+ 9H2 4 4x2y2)1/2,

r(x,y) cosg(x,y) =1 — x>+ y?
and r(x,y) sing(x, y) = 2xy.

Notice that
12

K%r(x,y) = ((1 = x»?) 11— x?|.

As a consequence,
2 s . . 2 2 2
[1—x7] lim cosgp(x,y) = lim r(x,y) cosg(x,y) =lim(l —x“+y°)=1—x
YN0 YN0 YN0

and |1 —x2| lim sing(x, y) = lim r(x, y) sing(x, y) = lim 2xy = 0.
yNO yNO y\O

This says that, if x> > 1 then

lim cos ¢ (x,y) = —1
yNO Y

and lim sing(x,y) =0,
N0 Y

while if x2 < 1 then
lim cosg(x,y) =1
YN0 Y

and lim sing(x, y) =0.
lim, (x,y)

On this account, we deduce that

7 ifx% > 1,

0 ifx?2<1 (D-8)

limp(x, y) =
y\ow( y) {
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and therefore, recalling (D.1),

VIT = x2[ ™2 if x2 > 1,
n{%J(l -5 = 1%\/r(x,y)e“ﬂ<w>/2= VIT=x21 €0 ifx2 <1,
y y

0 ifx2=1
iVl —x2| ifx2>1,
=1 JI1—x2 ifx2 <1,
0 if x2 = 1.
(D.9)

This implies that

0 ifx2>1
lim R (V1 —z%)) = Z "
lim (\/( z)) {

\/|1—x2| ifx2<1 (DlO)
2:1/2
=1 -xH)"

Now we define
Z=x+iy+> %<J(1 -2+ iz) =:Upa(x, ).

The function Uy, is the harmonic extension of u1,; in the halfplane, as plotted in
Fig.7. Indeed, from (D.10),

lim Uy 2(x, y) = li m( - +ix—y)=1-x) = .
tim U1, 3) = lim (/1 =) +ix = y) = (=) = 1)

Furthermore, from (D.3), we have that Uj, is the real part of a holomorphic
function in the halfplane and so it is harmonic.

These considerations give that Uj/; solves the harmonic extension problem
in (2.6), hence, in the light of (2.7),

(—8)2u15(x) = lim —3,U1o(x, y) = lim —m(ayJ(l ~ D4+ iayz)
YN0 YN0
— lim —m(a (1-23)— 1) —1— lim m(a, (- z2)).
Jim, v lim v/
(D.11)
Now, recalling (D.4), we see that, for any x € (—1, 1) and small y > 0,
iz

Ja =25
(D.12)

dy/(1 = 22) = 8,/(1 — %) dyz = 9.(1 —z2) dy(x +iy) = —

2/(1—2%
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We stress that the latter denominator does not vanish when x € (—1,1) and y > 0
is small. So, using that R(ZW) = RZRW — JZIW forany Z, W € C, we obtain
that

y=R(—ilx +iy) = R(—iz) = m(¢(1 — ) oy /(1 — z2)>

_ SR(\/(I - ZZ)) m(aw(l - 12)) - S(J(l - z2)) s(ayJ(l - 22)>.
(D.13)

From (D.9), for any x € (—1, 1) we have that

;ig})s(ul - z2)) - s(\/u - x2|) —0.

This and the fact that 9,/(1 — z2) is bounded (in view of (D.12)) give that, for
any x € (—1,1),

fn X o2 ) x _ .2\
)171{%6(\/(1 z )) o(ay\/(l z )) —0.
This, (D.9) and (D.13) imply that, for any x € (—1, 1),
— 1 — h 8} _ 2 _ 2 X _ 2 o~ _ 2
0= lim y _yl{‘r})m(\/(l ) (3,1 - ) = 3(v1 = D) 3(3, (1 - D)
— M 52 i _ 2
_m(\/u X |) yh{‘rbf)t<8y\/(l z ))+0
_ 21T " _ 2
= -2 yll\nl()m(ay¢(1 )
and therefore
: N _ 2 _
;{%m(aﬂ(l z )) —0. (D.14)
Plugging this information into (D.11), we conclude the proof of (2.17), as desired.
Appendix E: Deducing (2.19) from (2.15) Using a Space
Inversion

From (2.15), up to a translation, we know that

the function R 3 x > v, (x) := (x — 1)} is s-harmonic in (1, +00). (E.1)
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We let wy be the space inversion of vy induced by the Kelvin transform in the
fractional setting, namely

- * -1 X e Ttd—x) ifx e 1),
ws (x) = |x[* lvs( 2>=|x|2S 1( 2-1) = (1=x) ©. 1,
Il Ix] + 0 otherwise.

By (E.1), see Corollary 2.3 in [63], it follows that wg(x) is s-harmonic in (0, 1).
Consequently, the function

(1 —=x)"1ifx e(0,1),
0 otherwise.

wi(x) == wg(l —x) = {

is also s-harmonic in (0, 1). We thereby conclude that the function

xsfl(l —)C)S _ xs(l —x)s71 ifx € (07 1),

W3 () = ws () — wi) = { 0 otherwise

is also s-harmonic in (0, 1). See Fig.9 for a picture of wy and W} when s = 1/2.
Let now

x5(1 —x)% ifx € (0, 1),

U. = s 1— 5=
s() =23 (1 —x)% { 0 otherwise.

and notice that U, is the primitive of s W. Since the latter function is s-harmonic
in (0, 1), after an integration we thereby deduce that (—A)*U; = const in (0, 1).
This and the fact that

Us <x ;— 1) =27 ug(x)

imply (2.19).

05 05 1.0 15

Fig. 9 The functions wy /> and W 2
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Appendix F: Proof of (2.21)

Fixed y € R" \ {0} we let %” be a rotation which sends & | into the vector e =
(1,0,...,0), that is

n
> R v = Iyl (E1)
k=1
foranyi € {1, ..., n}. We also denote by
y
K(y) =
Iyl
the so-called Kelvin Transform. We recall that for any i, j € {1, ..., n},
8ij  2yiyj
9y, K;(y) = -
e vz Iyl

and so, by (F.1),

7 L - sij  2818j1
(2" ko) @) = 3 Aoy K Ay, = =T
ij Pyt [yl [yl

This says that #¥ (DK (y)) (%*)~! is a diagonal® matrix, with first entry equal

to — |y1|2 and the others equal to ‘yl‘z.

As a result,

1
| det(DK ()| = ‘det (% (DK (y)) (%’)—1)‘ = (F2)

The Kelvin Transform is also useful to write the Green function of the ball By, see
e.g. formula (41) on p. 40 and Theorem 13 on p. 35 of [62]. Namely, we take n > 3
for simplicity, and we write

G(x,y) := const ( ! ned — ! n2>
ly — x| [1x1(y — K (x))]
1

= const T w | =G0 x)
('x—yl 2yl — KO 2)

SFrom the geometric point of view, one can also take radial coordinates, compute the derivatives
of K along the unit sphere and use scaling.
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and, for a suitable choice of the constant, for any x € By we can write the solution
of (2.20) in the form

u(x) =[B F)Gx,y)dy.
1

see e.g. page 35 in [62].
On this account, we have that, for any x € By,

[Vu(x)] <[ [fDD0xG(x, y)|dy

B

1 1
const sup | f| aet T a1 | 4y
B B \ [x = IyI"=2|x — K ()|

d d
const sup | f| / f_l —i—/ 7 w1
B B, I¢] R\By n]"+2|x — n|

dn dn
constsup|f|<1~|—/ B ~|—/ )
By B>\ B |)C - 77|" ! R"\ B, |77|"+2

const sup | f1.
B

N

N

N

N

Notice that here we have used the transformations ¢ := x — y and  := K(y),
exploiting also (F.2). The claim in (2.21) is thus established.

Appendix G: Proof of (2.24) and Probabilistic Insights

We give a proof of (2.24) by taking a derivative of (2.17). To this aim, we claim’
that

d ul/z(x—l—y)~|—u1/2(x—y)—2u1/2(x)
2 dy
dx Jr Iyl

_ _/ (xFu-12(x +y) + (¢ = y)u—172(x = y) = 2xu—12(x) dy
R

Iyl
(G.1)

"The difficulty in proving (G.1) is that the function i /2 is not differentiable at &1 and the
derivative taken inside the integral might produce a singularity (in fact, formula (G.1) exactly says
that such derivative can be performed with no harm inside the integral). The reader who is already
familiar with the basics of functional analysis can prove (G.1) by using the theory of absolutely
continuous functions, see e.g. Theorem 8.21 in [98]. We provide here a direct proof, available to
everybody.
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To this end, we fix x € (—1, 1) and & € R. We define
£y :=min{|x — 1], |[x + 1|} > 0.

In the sequel, we will take |h| as small as we wish in order to compute incremental
quotients, hence we can assume that

€y
h . G.2
hl <, (G2)

We also define

Ly = {y € Rst. min{lGx+3) = 11, 1 = 3) = 11, [+ ) + 11, (e =) + 11} < 20ni}.
(G.3)

Since Iy (h) € (x — 1 = 2Jhl,x — 1+ 2[h) U (x + 1 = 2|hl,x + 1 +2[R) U (1 —
x =2/, 1 —x +2Jh)) U (=1 —x — 2|h|, =1 — x + 2|h|), we have that

the measure of I, is less than const |A]. (G.4)
Furthermore,
2
Ii(h) C{yeRst |yl > e (G.5)

To check this, let y € Iy (h). Then, by (G.3), there exist o1 x,y, 02,5,y € {—1, 1}
such that

[x +Gl,x,yy +02,x,y| < 2|h|

and therefore

x
lyl = |01,x,yY| 2 |x +G2,x,y| —Ix +01,x,yY +02,x,y| =y —2|h| > 7

where the last inequality is a consequence of (G.2), and this establishes (G.5).
Now, we introduce the following notation for the incremental quotient

((ul/z(x +y+h)+uipx—y+h) —2uip(x +h)

—(u12(x + ) +urjpx —y) — 2M1/2(x)))

On(x,y) = L
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and we observe that, since u1 > is globally Holder continuous with exponent 1/2, it
holds that

(!Ml/z(x +y+h) —uip&+ )|+ jurpe —y+h) —urpx —y)|

+2|uip(x + h) — M1/2(X)|)
1Qn(x, Y| < )
const |h|!/2
A
const
|h|1/2’

for any x, y € R. Consequently, recalling (G.4) and (G.5), we conclude that

lim Qh(x; y) d
Ly 1l

. const . const|h|
h—0

< lim < lim =0.
Y ‘ oo 1117202 S 0 g2 2

~
h—0

(G.6)
Now we take derivatives of u1 2. For this, we observe that, for any £ € (-1, 1),
Uy &) = —E(1 — £ = —Eu_1p(8).
Since the values outside (—1, 1) are trivial, this implies that
uyp(€) = —&u_1p(§) foranyé e R\ {~1, 1}. (G.7N

Now, by (G.3), we know thatif y € R\ I,(h) we have thatx +y +¢ € R\ {—1, 1}
for all € R with |¢| < |h| and therefore we can exploit (G.7) and find that

i urp(x +y+h) —uipx+y)
m =

Jim I —(x +Yu_1px +y).

Similar arguments show that, for any y € R\ I, (h),

. upx—=y+h) —uipx—y)
lim ‘12T PETY o - s — )
h—0 h
h —
and lim ut/2(x +h) = u1y2(x) = —xu_1,2(x).
h—0 h

Consequently, for any y € R\ I (h),

On(x,y) _ (x+yu—1p0+y)+ & =yu-12(x =y) = 2xu—1/2(x)

0 |y2 lyI?
(G.8)
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Now we set

On(x, y) xR\ () (¥)

Eplx,y) =
|lyI?

1
= hyP2 ((u1/2(x +y+h)turpx—y+h) —2uyppx+ h))

—(ur2(x +y) +urpx —y) — 2u1/2(X))) XR\L () ()

and we claim that

- 1 1 AR\(=3,3) ()
1€ (x, )| < Cx [x<-3,3>(y)( )+ R\351 ]

= Gt y212 T 1= = 22 Iy
(G.9)

for a suitable C, > 0, possibly depending on x. For this, we first observe that
if |y| > 3 then [x = y| > 1 and also |x & y + k| > 1. This implies that if |y| > 3,
then u1,2(x £y) = uy2(x £y + h) = 0 and therefore

En(x,y) = (21/11/2()6) —2uy1(x + h))

1
hlyl?

This and the fact that u; > is smooth in the vicinity of the fixed x € (-1, 1) imply
that (G.9) holds true when |y| > 3. Therefore, from now on, to prove (G.9) we can
suppose that

Iyl < 3. (G.10)

We will also distinguish two regimes, the one in which |y| < %‘ and the one in
which |y| > Zj.

If |y| < % and |¢| < h, we have that

£
[ +y+)+ 1= x+ 1=yl =] = e = [y| =] = 2x

due to (G.2), and similarly |(x —y +1¢) — 1| > sz . This implies that
lurjp(x +y+ 10 +uipx —y+1) = 2upx + 0] < Cx |yl
for some Cy > 0 that depends on £,. Consequently, we find that if |y| < 54* then

const Cy |y|?

y2 = const Cy. (G.11)
y

[Er(x, y)| <
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Conversely, if y € R\ I (h), with |y| > Zj , then we make use of (G.7) and (G.10)
to see that

i
ey W) =G4 DI < [ ety 4 Dl
0

A A
=/ |x+y—|—r||u_1/2(x—|—y~|—t)|dr§5/ lu—10(x +y+1)|dT
0 0

] dt
<s [ .
o =@ +y+0)??
(G.12)

Also, if y € R\ I, (h) we deduce from (G.3) that |1 &= (x + y)| > 2|k| and therefore,
if |[t| < |h], then

1T+ (x + )l

NEt@+y+l 21+ -l 2 1£&@+y)—|hl = )

Therefore
H—G+y+0)=1+G+y+0D||l = @x+y+1)]

1 1
> 4|1+<x+y>||1—(x+y>|=4|1—(x+y>2|.

Hence, we insert this information into (G.12) and we conclude that

u1p(x + y + h) (x+y)l< tfw dr const ||
uy(x —uyn(x < cons = .
v R 0 =G+ 227 1= Gy
(G.13)
Similarly, one sees that
const |A|
lurp(x —y+h) —uypx —y)| < . (G.14)
/ / 1= (=212

In view of (G.13) and (G.14), we get that, for any y € R\ I, (h) with |y| > 54*,

[En(x, Y| <

const | 2| const |A|
const |k +

1
hlyl? 11—+ 22 1= (x —y)?1/?
const 4 4 1
& 11—+ 272 1= —=p22)

Combining this with (G.11), we obtain (G.9), up to renaming constants.

~
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Now, we point out that the right hand side of (G.9) belongs to Ll(R).
Accordingly, using (G.9) and the Dominated Convergence Theorem, and recalling
also (G.7), it follows that

. 1
hm/ s (2@ + v+ 1) w26 = v+ ) = 2u1 205+ 1)
h=0 Jr\ 1, (n) 1Y

—(u1p(x +y) +urpx—y) — 2M1/2(x))> dy
=1 =
hlg})/R n(x, y)dy

Wy (6 )+ ]y — y) — 2] (%)
=f/}in})ah<x,y>dy=f 2 e V2 ay
R A= R

[ G u—ipC+y) + (= u—ipx = y) = 2xu_(x) dy
R ly?

)

where the last identity is a consequence of (G.8).
From this and (G.6), the claim in (G.1) follows, as desired.
Now, we rewrite (G.1) as

d / urp(x +y) +urpx —y) —2uyp(x) dy
R

dx lyI?
u—ip(x+y)tu_ip0x—y) —2u_1/(x)
:_f(x)_xf / e Py
(G.15)
Uu_ X+y)—u_ X —
where 7(x) ::/ y(u—12(x +y) i 1/2(x — y)) dy
R [¥]
_ / u_12(x+y)—u_12(x —y) dy.
R y
We claim that
F(x)=0. (G.16)
This follows plainly for x = 0, since u_1,» is even. Hence, from here on, to

prove (G.16) we assume without loss of generality that x € (0, 1). Moreover, by
changing variable y — —y, we see that

—P.V./ Uy P.V./”*I/Z(Hy) dy
RV RV
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and therefore

1—x
F@) =2 P.V.f U2V g p.v.f
—1=x yy/1 = (x4 y)?

N. Abatangelo and E. Valdinoci

R y

1 d
=2P.V./ ‘

1z —x)V1—22

Now, we apply the change of variable

1—+1—22 2
&= v Z, hence z = §

z 14 &2

dy

(G.17)

We observe that when z ranges in (—1, 1), then & ranges therein as well. Moreover,

thus, by (G.17),

F(x) =2 P.V. /

1— &2

1—-2=1-¢§z= ,
\/ z &z |42

1 1

2
-1 (1_,:;:52

2 —2¢&2

1—g2 2y2
—x)l_é2 (I+&°)

dé§

1 dé;- 1
=4 P.V. =4x P.V. .
/—1 26 —x(1+£2) /—11—)62—(1—)65)2

We now apply another change of variable

which gives

where

1—x¢&
ni=
V1 —x2

d§

(G.18)
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Now we notice that

. /a+ dn =11n I4+ap)d —ao) _0
e 1= 2 [ —ap +an)

Inserting this identity into (G.18), we obtain (G.16), as desired.
Then, from (G.15) and (G.16) we get that

d up(x +y) +urpx —y) —2uyp(x)
2 dy
dx Jr [¥]
_ _ —vy) —2u_
——x/ u_12(x+y) +u 1|/y2|(2x y) —2u_1,2(x) dy
R

that is
d 12 12 -
dx(—A) upp=—x(=A)""u_1; in (—1,1).

From this and (2.17) we infer that x (—A)/2u_; 5 = O and so (—=A)2u_;» =0
in (-1, 1).

These consideration establish (2.24), as desired. Now, we give a brief probabilis-
tic insight on it. In probability—and in stochastic calculus—a measurable function
f : R" — Ris said to be harmonic in an open set D C R” if, for any D1 C D and
any x € Dy,

fO) = B [F W)
where W; is a Brownian motion and tp, is the first exit time from D1, namely

t=inf{t > 0: W; & D1}.
(G.19)

Notice that, since W; has (a.s.) continuous trajectories, then (a.s.) WTD1 € dDq. This
notion of harmonicity coincides with the analytic one.

If one considers a Lévy-type process X; in place of the Brownian motion, the
definition of harmonicity (with respect to this other process) can be given in the
very same way. When X; is an isotropic (2s)-stable process, the definition amounts
to having zero fractional Laplacian (—A)*® at every point of D and replace (G.19)
by

f) = Exlf(Xq,))),  forany Dy € D.

In this identity, we can consider a sequence {D; : D; C D, j € N}, with D; / D,
and equality

fx) = Ex[f(XrDj)], forany j € N. (G.20)
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When f = 0in R" \ D, the right-hand side of (G.20) can be not 0 (since XTD,,
may also end up in D \ D;), and this leaves the possibility of finding f which
satisfies (G.20) without vanish identically (an example of this phenomenon is
exactly given by the function u_1,2 in (2.24)).

It is interesting to observe that if f vanishes outside D and does not vanish
identically, then, the only possibility to satisfy (G.20) is that f diverges along 0 D.
Indeed, if | f| < «, since f(XTDf) # Oonly whenx € D\ Djand |D\ D;| N\ 0as
j — oo, we would have that

lim E.[f(X;, )] < lim constk |D\ D;|=0,
/ j—>+oo

Jj—>+00

and (G.20) would imply that f must vanish identically.
Of course, the function u_1 7 in (2.23) embodies exactly this singular boundary
behavior.

Appendix H: Another Proof of (2.24)

Here we give a different proof of (2.24) by using complex analysis and extension
methods. We use the principal complex square root introduced in (D.2) and, for
any x € Rand y > 0 we define

1
U_ip(x,y) =3 ,
[y V1 -7
where z := x +iy.

The function U_y; is plotted in Fig. 10. We recall that the function U_1, is
well-defined, thanks to (D.6). Also, the denominator never vanishes when y > 0
and so U_1, is harmonic in the halfplane, being the real part of a holomorphic
function in such domain.

Furthermore, in light of (D.9), we have that

i ifx?2>1
_ X ,
| Vit =3
hm = . 2
0 2 ifxc <1,
N0 /1 -2 VI =<2

+o0 ifx2=1,
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Fig. 10 Harmonic extension in the halfplane of the function R 3 x — (1 — xz);l/ 2

and therefore

0 if x2 > 1,

1 1 -
Iim U_1,2(x,y) =R | lim = if x* <1,
N 1/2(x, ) (y\()\/l—22> \/|1_x2|
+oo  ifx?=1,

=1 —x)"? =u_1p).

This gives that U_1 3 is the harmonic extension of # 1 /> to the halfplane. Therefore,
by (2.6), (2.7), and (D.14), for any x € (—1, 1) we have that

—(=A)"12 =1l _
(=A)"“uiplx) yl\r‘r(l)ayU 172(x, y)
) 1
= limad, ( N 5
yN\O J1-z
lim N | 9 !
= lim
N0 T\ =22
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2
1
— lim % 3y (/1 — 22
YN0 (J] _Z2> ) (\/ )

=, _1x2 tim (s (vi-2%))
—0,

that is (2.24).

Appendix I: Proof of (2.29) (Based on Fourier Methods)

When n = 1, we use (2.28) to find that®

R 0
Gipkx) = / e e gg = lim e 5 e gt +/ e e dg
R _

R—+00 Jo R
eRUX=1) _ | | _ p—RGx+1) 1 1 2
koo ix—1 T x4l ix—1  ixdl T x4l
1L.1)
This proves (2.28) whenn = 1.
Let us now deal with the case n > 2. By changing variable Y := 1/y, we see
that

Y2

too _wO-l e s ay
/ e 2 dy:/ e 2 .
0 0

Therefore, summing up the left hand side to both sides of this identity and using the
transformation n := y — )1,,

+oo el (y-1)’ +oo 1 f(-1)°
2/ e 2 dy =/ (1 + 2) e” 2 dy
0 0 y
400 2
= const/ eilglzn dn
0

const

Vigl

8 As a historical remark, we recall that e~/ is sometimes called the “Abel Kernel” and its Fourier
Transform the “Poisson Kernel”, which in dimension 1 reduces to the “Cauchy-Lorentz, or Breit-
Wigner, Distribution” (that has also classical geometric interpretations as the “Witch of Agnesi”,
and so many names attached to a single function clearly demonstrate its importance in numerous
applications).
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As aresult,

— oo wl(-})
ol conste VIE| _ constef‘s‘\/|§|/ e~ 2 dy
VIE| 0

oo &l (,v2+ Y 72>
conste 1 /¢ f e~ 2 dy
0

2,1
Iél(,\ +V2>

+o00
const\/lglf e” 2 dy
0

o1 Ep
= const e 2e 2 dt,
0 Vi

where the substitution ¢ := |£] y? has been used.
Accordingly, by (2.28), the Gaussian Fourier transform and the change of
variable 7 := (1 + |x|?),

Gt = [ eHleieas

1 _1 _\5\2 ix-s
= const e 2e 2 75 dEdL
R” % (0,4+00) «/t
n—1 t 7?\)6\2

:const/ t2e2e 2 dt
(0,+00)

n—1

T 2 T dt
= const/ < 2) e 2 )
(0,400) \ 1+ [x] I+ x|

const
(1 n |x|2) n;l

This establishes (2.29).

Appendix J: Another Proof of (2.29) (Based on Extension
Methods)

The idea is to consider the fundamental solution in the extended space and take a
derivative (the time variable acting as a translation and, to favor the intuition, one
may keep in mind that the Poisson kernel is the normal derivative of the Green
function). Interestingly, this proof is, in a sense, “conceptually simpler”, and “less
technical” than that in Appendix I, thus demonstrating that, at least in some cases,
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when appropriately used, fractional methods may lead to cultural advantages’ with
respect to more classical approaches.

For this proof, we consider variables X := (x, y) € R" x (0, +00) C R*+! and
fix t > 0. We let I be the fundamental solution in R"*!, namely

—const log |[X| ifn =1,
LX) cons ifn > 2.
|X|n71

By construction AT is the Delta Function at the origin and so, forany ¢ > 0, we have
that T'(X; 1) = T'(x, y; 1) := ['(x, y 4 1) is harmonic for (x, y) € R” x (0, +00).
Accordingly, the function U (x, y; t) := 8yf‘(x, y; t) is also harmonic for (x, y) €
R" x (0, +00). We remark that

const
[(x,y+ )"

const (y + )
|(x, y + )t

Ux,y;t) =0y,'(x,y +1) = By\/|x|2—|—(y~|—t)2=

const(y + 1)
n+1
(IX?+(y+1)?) 2

This function is plotted in Fig. 11 (for the model case in the plane). We observe that

const ¢ const

lim U(x,0;¢t) = = = ).
ylgz) (x ) +1 u(x, )

(5P +2) " (L le/n?)

As a consequence, by (2.6) and (2.7) (and noticing that the role played by the
variables y and ¢ in the function U is the same),

t t
=M uxt) = lim 8,0 (x, y; 1) = lim 3 const (y + ),m
)7

PN (kP v+ 02)
const (y +¢t)
. n+1
yNO (|x|2~|—(y+t)2) 2

const ¢

= 0 w1 = Oru(x, 7).

(Ix1? +12) 2

9Let us mention another conceptual simplification of nonlocal problems: in this setting, the
integral representation often allows the formulation of problems with minimal requirements on
the functions involved (such as measurability and possibly minor pointwise or integral bounds).
Conversely, in the classical setting, even to just formulate a problem, one often needs assumptions
and tools from functional analysis, comprising e.g. Sobolev differentiability, distributions or
functions of bounded variations.



Getting Acquainted with the Fractional Laplacian

Fig. 11 Harmonic extension in the halfplane of the function R 5 x +—

1
1+]x 2

71

This shows that u solves the fractional heat equation, with u approaching a Delta

function when 7 N\ 0. Hence

const
G1px) =ux, 1) =
(1+1x?)

n+l1
2

that is (2.29).

Appendix K: Proof of (2.36)

First, we construct a useful barrier. Given A > 1, we define

A if|r] <1,
71725 if ] > 1.

w(t) = {

We claim that if A is sufficiently large, then

(=A)’w@) < —3w() forallr € R\ (-3,3).

(K.1)
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To prove this, fix t > 3 (the case + < —3 being similar). Then, if |§ — 7] < 1, we
have that

As a consequence, if |t — | < 1,

w(t) —w(@®) + W)@ —n] < sup @) |1 — ]

lE—t]<1
< const sup E372 |t — 71> < constt > 1 — 1)
§221/3
This implies that
w(t) — w(t) w(t) —w(r) +wE)(t —1)
12 AT = 1425 dt
{le—t]<1y 1t — 7| {le—t]<1} It — 7
2
_3_ t—t _3_ K.2
< consts ™3 25/ | 1|+2‘ dt = constt 3% (K.2)
(lt=t]<1) [t — "=
< constz ™72 = constw(7).

On the other hand,

w(t) —w(t wi(t
/ o 1+(2Y) dr < / ( 3+2v dt < constw(t).
fle—tiznnfzl>1 |t =]+ (r—r|>1) It — 7|12

(K.3)
In addition, if [t| < 1then|t —¢| >t —7 >3 —1 > 1, hence
{lt =t 210 {rl <1} ={lz] < 1}.
Accordingly,
/ w(t) — w(t) e _/ T g e </ 1—A e
e—rznnqe<ny 18— T2 ey 0= 70 = Jypcy le = o142 0
(K.4)

We also observe that if |t| < 1 then |t — 7| <t 4+ 1 < 2¢ and therefore

/ dt S const tw()
> = constw(t).
{"L’lgl} |t _ -C|1+2A t1+26
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So, we plug this information into (K.4), assuming A > 1 and we obtain that

w(t) — w(t)

It — 7|12 dt < —(A —1) constw(?). (K.5)

/{rt>1}ﬂ{r|<1}

Thus, gathering together the estimates in (K.2), (K.3) and (K.5), we conclude that

/ W) =W o onstw(r) — (A — 1) constw(r) < —dw(r) < —3w(r),
R |t _ .C|1+2s

as long as A is sufficiently large. This proves (K.1).
Now, to prove (2.36), we define v := & > 0. From (2.40), we know that

(—=A)'v = (1 =3u®)v > —3u’v > —3v. (K.6)
Given ¢ > 0, we define

t
we(t) =  w() —e&, where t := min v(?).
() =, wio) min_ v(0)

We claim that
we < v. (K.7)

Indeed, for large ¢, it holds that w, < 0 < v and so (K.7) is satisfied. In addition,
forany ¢ > 0,

Iim we(t) = —e <0 < infv(z). (K.8)
t—>+00 teR

Suppose now that &, > O produces a touching point between w,, and v,
namely w,, < v and wg, (t,) = v(t,) for some 7, € R. Notice that, if |7] < 3,

L .
we, (1) < A supw() —e<t—e = ze1[m§13]v(t) —e < v(r) —¢e < (1),
teR =3,

and therefore |t,| > 3. Accordingly, if we set v, := v — wg,, using (K.1) and (K.6),
we see that

0= —3v.(t) = =3v(t:) + 3we, (1) < (—A)'v(t) — (—A) we, (1)
velt) —w(T) _/ LN
R

— —A SU t :/ .

( ) (1) R |t —T|1F2s |t, — T|142s
Since the latter integrand is nonnegative, we conclude that v, must vanish identi-
cally, and thus w,, must coincide with v. But this is in contradiction with (K.8) and
so the proof of (K.7) is complete.
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Then, by sending ¢ N\ 0 in (K.7) we find that v > ;x w, and therefore, for r > 1
we have that it(z) = v(r) > «t =% forallz > 1, for some x > 0.
Consequently, for any ¢ > 1,

T
1—u@®)= lim w(T)—u@)= lim / u(r)dr
T—+oo T—+o00 J;

400 400 ) K _,
=/ ﬂ(t)dr)x/ 1B gr = 7,
P i 2s

and a similar estimates holds for 1 + u(¢) whent < —1.
These considerations establish (2.36), as desired.

Appendix L: Proof of (2.38)

Here we prove that (2.38) is a solution of (2.37). The idea of the proof, as showed in
Fig. 12, is to consider the harmonic extension of the function R 5 x 72[ arctan x
in the halfplane R x (0, +00) and use the method described in (2.6) and (2.7).

We let

2 X
U(x,y):= arctan
Y b4 y+

Fig. 12 Harmonic extension in the halfplane of the function R 5 x +— ﬁ arctan x
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The function U is depicted'? in Fig. 12. Of course, it coincides with u when y = 0
and, foranyx e Randy > 0,

2x(1+y) 2x(1+y)

e
AU(x,y) = — =
2 AV == o ar e T a2

L.1)

Hence, the setting in (2.6) is satisfied and so, in light of (2.7). we have

) 2u(x) = — lim 9, UG, y) = > lim , ~ =
YN0 TN0x2+(14+y)?  w@(2+1)
(L.2)

Also, by the trigonometric Double-angle Formula, for any 6 € (—Z , ’27),

. . 2tan0
sin(20) = 2sinf cosf = .
tanZ6 + 1
Hence, taking 6 := arctan x,
2x

i = sin(2 arct = .
sin(ru(x)) = sin(2 arctan x) 24l

This and (L.2) show that (2.38) is a solution of (2.37).

Appendix M: Another Proof of (2.38) (Based on (2.29))

This proof of (2.38) is based on the fractional heat kernel in (2.29). This approach
has the advantage of being quite general (see e.g. Theorem 3.1 in [27]) and also to
relate the two “miraculous” explicit formulas (2.29) and (2.38), which are available
only in the special case s = 1/2.

10 complex variables, one can also interpret the function U in terms of the principal argument
function

Arg(re') = ¢ € (-7, 7],

with branch cut along the nonpositive real axis. Notice indeed that, if z = x +iy and y > 0,

. T x
Arg(z+i) = _ — arctan
2 y

=T U -Uk.y)
+1_2(_ x)) -

This observation would also lead to (L.1).
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For this, we let P = P(x, t) the fundamental solution of the heat flow in (2.25)

with n = 1 and s = 1/2. Notice that, by (2.29), we know that

c
Px.1)=%1p(x) = | ey

with

/ dx \7' 1
C = = .
R1~|—x2 T

Also, by scaling,

P,0)=t""Pe 'x, ) =719 0t ).

For any x € R and any ¢ > 0, we define

U(x,t) :=2/ P(n,t+ 1)dn.
0

In light of (M.2), we see that

(M.1)

(M.2)

M.3)

x @+~
|[U(x, 1) <20+ 1)_1/0 Gip(t+1D7"n)dn = 2/0 G12(8)de,

which is bounded in R x [0, +00), and infinitesimal as ¢ — +oo for any fixed x € R.

Notice also that

PP =8P =0(-N)"*P =(=0)"3P=(-0)"*-n)"P=-3P

by (2.5). As a consequence,

1 x
2(3f+83)U(x,t) = 8xP(x,t+1)+fO 32P(n,t +1)dn

X
=0, P(x,t +1)— / 2P, t+ 1) dn
0

=3, PO, +1)
=0,

where the last identity follows from (M.2).
Besides, from (M.2) we have that

9 P(x,1) =0, (flf‘ﬁl/z(flx)) — 172G (7 %) — 17xF] (')

(M.4)
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and so
—0iP(x, 1) = G1 2(x) + xG] (x) = By (x G12(x)).

In view of this, we have that

X

0 U(x,0) = 2/0 P, )dn= 2/0 Iy (n€12(n) dn = 2x Gy 2 (x).
(M.5)

Accordingly, from (M.4) and (M.5), using the extension method in (2.6) and (2.7)
(with the variable y called ¢ here), we conclude that, if

u(x) :=U(x,0),
then
(—M)"2u(x) = 2x G 2(x). (M.6)

We remark that, by (M.1) and (M.3),

Y odn 2
u(x) =2c = arctanx. M.7)
0 1+ x2 T

This, (M.1) and (M.6) give that

(o) Py = 2

. 1 .
el sin(2 arctanx) = _ sin (ru(x)),

that is (2.38), as desired.

Appendix N: Proof of (2.46)

Due to translation invariance, we can reduce ourselves to proving (2.46) at the
origin. We consider a measurable u : R” — R such that

[u(y)]
/Rn T T
Assume first that

u(x) =0 forany x € B,, (N.1)
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for some r > 0. As a matter of fact, under these assumptions on u, the right-hand
side of (2.46) vanishes at O regardless the size of r. Indeed,

/ u(x +2y)+ulx —2y) —4ux +y) —4u(x —y) + 6u(x) dy

+2
|y|n x=0

_ / u2y) +u(=2y) — 4u(y) —4u(-y) dy
n |y|n+2

u(2y) u(y)
22/ n+2dy—8/ ni2 4
R™\B,/ |Y1 R"\B, ||

2n+2 Y
=2/ ”(H) dY—8/ ”(yjz dy = 0
r\B, 2" |Y[" r\B, |y

This proves (2.46) under the additional assumption in (N.1), that we are now going
to remove. To this end, for r € (0, 1), denote by x, the characteristic function of
By, ie. x-(x) = 1if x € B, and yx,(x) = 0 otherwise. Consider now u € C2’°‘(B,),
for some o € (0, 1), with

u(0) =|Vu(0)| =0 (N.2)
for simplicity (note that one can always modify u by considering u(x) = u(x) —

u(0) — Vu(0) - x and without affecting the operators in (2.46)). Then, the right hand
side of (2.46) becomes in this case

/ u(2y)+u(—2y)—4u(y)—4u(—y)d _ 2[ u(2y)—4u(y)d _
n+2 y = n+2 y =

n [yl n [yl

_ 5 / n u(2y)xr(2|yy)|;ju(y)xr(y) dy

n 2/ u@y)( = xr2y)) = 4u(y)(1 = x-(y)) dy.

|y|n+2

The second addend is trivial for any r € (0, 1), in view of the above remark, since
u(1 — x,) is constantly equal to O in B,. For the first one, we have

/ u(2y)xr 2y) — 4u(y) xr () dy :/ u(2y) — 4u(y) dy_4/ u(y) y
Z |y P BB IyI"H2
(N.3)

Now, we recall (N.2) and we notice that

u(2y) — 4u()| < llullcrep 1>,
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which in turn implies that

dy| < const|ullc2agyr®. (N.4)

/ u2y) —4u(y)
B2

|y|n+2

On the other hand, a Taylor expansion and (N.2) yield

u(y) /’ 1 /
dy = u(y) dy dp
/B,\B,/z |y|"+? 2 P2 JaB,

| 1
- / 3/ u(pd) do dp = / / <D2u(0)9-9+n(p9)) d6 dp
r2 07 Jap, /2 2P Jop,

"1
= constAu(O)—i—/ / n(p0) do dp
r/22p JoB,
(N.5)

in view of (1.1), for some 1 : B, — R such that |[n(x)| < c|x|¥. From this, (N.3)
and (N.4) we deduce that

/ u2y) +u(=2y) —4u(y) — 4u(—y) dy
n |y|n+2

u(y)

= —const lim |n+2

dy = —const Au(0)
"™OJB\B, 5 |y

which finally justifies (2.46).
It is interesting to remark that the main contribution to prove (2.46) comes in this
case from the “intermediate ring” in (N.5).

Appendix O: Proof of (2.48)

Take for instance 2 to be the unit ball and & = 1 — |x|%. Suppose that |li —
Vg ||C2(s2) < ¢&. Then, for small ¢, if x € R" \ By it holds that

3
vg(x><ﬁ<x)+e=1—|x|2+e<4+e< 5

while

5
ve(0) 2 u(0)—e=1—-¢2> 6
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This implies that there exists x. € By,2 such that

5 4
vg(xg)zsupv€>6> = sup  ve.

B Bi\Bi2
As a result,
PV Ve (Xe) — Ve (y) dv > Ve (xe) — ve(y) d
e lxe — |n+2§ yz lxe — |n+2§
Q & y 31\32/4 & y

Jon (65)
> — dy > const.
Bi\B34 6 5

This says that (—A)%v, cannot vanish at x, and so (2.48) is proved.

Appendix P: Proof of (2.52)
Let us first notice that the identity

A = o Pl
T ra —s) tl+s ®1)

holds for any A > O and s € (0, 1), because

© ] et 1—e ™ 1 [Pt {1 —s)
/(; t1+S —sts + /(;

0 s ts s
We also observe that when u € C§°(S2), the coefficients ii; decay fast as j — oo:
indeed

R 1 1 Kl k
uj=— ulAy; =— - YiAu=...=(=1) « ¥ Atu.
nji JQ HiJQ ,U«J Q

Therefore, applying equality (P.1) to the u;’s in (2.51) we obtain'!

+00 oo A —ti A A
s _ s ujj —e Miujp;
(_A)N’Qu - 'l —s) Z/O tl+s di
j=0
s _ LtANQU
= ra _s)/o [lts dt, ue Cgo(Q) P2)

HThe representation in (P.2) makes sense for a larger class of functions with respect to (2.51), so
in a sense (P.2) can be interpreted as an extension of definition (2.51).
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where {e!2V.2},_ stands for the heat semigroup associated to Ay q. i.e. etAnay
solves

ov(x,t) = Av(x, t) in 2 x (0, 00)
dyv(x, 1) =00n a2 x (0, c0)
v(x,0) = u(x) on 2 x {0}.

To check (P.2), it is sufficient to notice that

+00 +00 +00 +00
3 Ze—ru,fﬁj¢j :_Zﬂje—fﬂjﬁjv/j:Zg—’#jﬁjAl/jj:A Ze—fﬂjﬁjv/j
=0

Jj=0 Jj=0 j=0
and that
+o00 +o00
it A A
Ze 'u/ujllfj ZZMJ'I/IJ'ZM.
j=0 =0 j=0

Under suitable regularity assumptions on €2, write now the heat semigroup in terms
of the heat kernel p?] as

ANy (x) = / plg\;(t,x, yu(y)dy, xeQ, t>0 P.3)
Q

where the following two-sided estimate on p?, holds (see, for example, [102,
Theorem 3.1])

c e—calx=yI/1t

ZVL/Z

e e—calx=yI/1t

/2 , X,y €, t,c1,c2,c3,¢4 > 0.

(P.4)

< pRx,y) <

Recall also that p%(t, x,y) = p%(t, v, x) forany r > 0 and x, y € €2, and that

/pj%(t,x,y) dy = 1, xeQ, >0, (P.5)
Q

which follows from noticing that, for any u € C§°(£2),

8,/ eIAN‘Zu:/ 9’ BNy =/ Ae' ANy =—/ dye'BNey =0
Q Q Q BT
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and therefore

/u(x) dx:/e’ANvﬂu(x) dx:/ / p]%(t,x,y)u(y) dy dx
Q Q QJQ

:f u<y>f P21, %, y) dx dy.
Q Q

By (P5), forany x € Q and ¢ > 0,

M(X)—e’AN'QM(X)=/§2P1%(t,x,y) (u(x) —u(y))dy

and, exchanging the order of integration in (P.2) (see below for a justification of this
passage), one gets

. s © y(x) — e'ANvay(x)
(_A)N,Qu(x) = (1l —s) /0 tlts dy
s /00 Jo PRt x.y) ((x) —u(y))dy 4
= t
(1 —s) 0 tl+s

Q
i S _ o pN(ta-xa y)
= rd s P.V. /Q(u(x) u(y))/o e didy

(u(x) —u(y)) k(x, y) d
y|n+2s

P.V.
Q lx —

where, in view of (P.4), we have

s [ PN X Y)
k(x,y) = - "+2bf N dt
(x,y) F(l—s) lx — vl A (s

oo ,—|x—y2/t oo ,—1/t
~ o, |nt2s e ~ e ~
= lx =yl /O n2piys A= /o s 40> 1

These considerations establish (2.52). Note however that in the above computations
there is a limit exiting the integral in the ¢ variable, namely:

o] Q - '
Ja P (. x.3) (ux) —u(y)) dy dt = lim

/oo Jons. o PR % Y) ((x) — u(y)) dy "
0 tlts £\O0 Jo

tl+s

(P.6)
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To properly justify this we are going to build an integrable majorant in ¢ and
independent of ¢ of the integrand

Josooo) PN @ %, 9) (x) —u(y) dy
~ (P7)
To this end, first of all we observe that, by the boundedness of # and (P.5),

fQ\BS(x) P;%(h X, y) (u(x) —u(y)) dy
tlts

2||“||L°C(Q)/ Q 2 ullLe(g)
< py@, x,y)dy <
= tlts ) N = tlts

which is integrable at infinity. So, to obtain an integrable bound for (P.7), we can
now focus on small values of ¢, say ¢ € (0, 1). For this, we denote by p the heat
kernel in RY and we write

/ P, x,y) x) —u(y)dy =

Q\Bs(x)

= f p(t,x,y) (ux) —u(y)dy
Q\Bs(x)

—/ (pf\?(t,x,y)—p(t,x,y))(u(X)—u(y)) dy =1 A+ B.
Q\Bs(x)

We first manipulate A. We reformulate u as
u(y) = u(x)+Vux)-(y—x)+n(x -yl y € R nlliLee@n < llulle2 gy

so that

/ pt,x,y) (ux) —u(y)dy = f pt,x,y) (u(x) —u(y))dy
Q\Bg(x)

R”\Bg(x)
— u(x)/ p(t,x,y)dy
RI\Q

= / p(t, x, y)Vu(x) - (x —y) dy
R”\Bg(x)

—/ pt,x, ) n(»lx — y? dy—u(X)/ pt,x,y)dy.
R™M\ B, (x) RM\Q
(P.8)
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In the last expression, the first integral on the right-hand side is 0 by odd symmetry,

while for the second one

/ pt, x,y) nlx — y|? dy‘ < ||M||c2(sz)/ p(t, x, y)lx
R\ B (x) R\ B (x)

&

;12
< const ||u||C2(Q)t_/2/ e W E0 1 —y 12 dy
R\ B¢ (x)
o2
< const||u||Cz(Q)t/ e 1212 dz
" Bs/\/4t

< const ”M ”Cz(Q)t

As for the last integral in (P.8), we have that

|u(x)|f p(t,x,y) dy < Const|u(x)|z_"/2/ eTRIP/En gy
RM\Q RM\Q

12
< constlu(x)lt_"ﬂ/ e PG gy < const |u(x)]
R\ Bisi(x,09) R\ Bjise (.00 var

< const |u(x)|efdist(x,3$2)/x/4t.

Equations (P.9) and (P.10) imply that

Y s

(s < constr™ 7, te(0,1),

which is integrable for t € (0, 1).
‘We turn now to the estimation of B which we rewrite as

B = /Q (PR (t.x,y) = p(t.x, ) (ux) —u())xe\5,00 () dy

—y|*dy

(P.9)

112
e 1 gz

(P.10)

where yy stands for the characteristic function of a set U C R”. By definition,
B solves the heat equation in €2 with zero initial condition. Moreover, since u

is supported in a compact subset K of 2, B is satisfying the (lateral)
condition

Blag| < [ Ipfex0) = px ) u)lxamm ) dy
Q

< constf"/z/ e*"'lx*y‘z/’m(y)l dy
K

< const ||l/l ||LI(Q)t7n/237C2/t

boundary
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for some cq, c2 > 0, in view of (P.4) and that, forx € dQ andy € K, |[x — y| >
dist(K, 92) > 0. Then, by the parabolic maximum principle (see, for example,
Section 7.1.4 in [62)),

| B

7n/2717sefc2/t
t1+S ’

< constt

which again is integrable for ¢t € (0, 1). These observations provide an integrable
bound for the integrand in (P.8), thus completing the justification of the claim
in (P.6), as desired.

Appendix Q: Proof of (2.53)

If u is periodic, we can write it in Fourier series as

u(x) — Z uk eZm'k-x’

keZ

and the Fourier basis is also a basis of eigenfunctions. We have that

/ M(x+y)+u(x—y)—2M(X)d
n |y|n+2s y

eZﬂik-(x+y) + ukeZnik-(x—y) _ 2uk€2m’k-x

Ug
= Z RA |y|n+2s dy

kezZ"
eZm'k~y 4 ef2m'k‘y )

_ 2mwik-x
- Z Ure /n [y|n+2s dy

keZ
-k . _ -k .
ik 5 e2m K] Y +e 2mi K] Yy 2
=) ure k| ) dy
kezn ! M
€

2TV | =2Vt _ o

_ 2mwik-x 2s
- Z Ure k| /n |Y|n+23 dY

keZ

— const Z ukeznikx |k|25‘
keZ"

and this shows (2.53).
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Appendix R: Proof of (2.54)

We fix k € N. We consider the kth eigenvalue A > 0 and the corresponding
normalized eigenfunction ¢; =: u. We argue by contradiction and suppose that
for any ¢ > 0 we can find v, such that || — vel|c2(p,) < &, with (—A)A‘D’Qvg =0
in Bj.

Using the notation in (2.49), we have that u; = §,; and therefore

” (=A)p .t = (=A)p e ”iZ(Q) = ”(_A)SD,Q”_‘”;(Q) = ” (=A)p.ad% ”22(9)

=| ’

Furthermore

2s

AL or =27,
k¢k LZ(Q) k

R.1)

H(_A)i),fzﬁ - (_A)%,QUS HiZ(Q) = H(_A);)Q(ﬁ - US)HiZ(Q)
2

+o00
D M — vk

k=0

L)

—+00 “+00

25 = 2 2= 2

= E A (it — vg)y < const E (i — ve)i
k=0 k=0

_ 2
= const AW — )7 2q,

< const || — U5”2C2(Q) < conste.

Comparing this with (R.1), we obtain that A% < conste, which is a contradiction
for small . Hence, the proof of (2.54) is complete.

Appendix S: Proof of (2.60)

Let

Y A 1¢2)
v(t) ._/O t — 1) dt
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Then, by (2.59) and writing ¢ := w (t — ), we see that
+00 t - “+o00 +0oo —wt
Zv(w) = / |:/ u() ‘ dt:| e~ dt =/ |:/ ulr)e ) dt:| dt
0 0o t—1)° 0 T (t—1)
_ ws—l /Jroo /+OO I;t(‘l,')eiwr e*l? 191 de
0 0 -[95‘

+00
=T —5s) wH/ u(t)e “Tdr
0
+o00 d
=T -y a)S_I/ ( (u(r)e™") ~|—a)u(t)e_“”> dt
0 dt

400
=T (-5 (—u(O) + a)/ u(t)e " dt)
0
=T -5 (—u0) + 0Lu(w)),

where I" denotes here the Euler’s Gamma Function. This and (2.56) give (2.60), up
to neglecting normalizing constants, as desired.

It is also worth pointing out that, as s ' 1, formula (2.60) recovers the classical
derivative, since, by (2.59),

+00
Zu(w) = / u(t)e " dt
0

_ +oe d t —wt —wt dt
= /o (dt (u( e ) + wu(t)e )

+00

= —u(0) + a)/ u(t)e " dt
0

=—u0) + o ZLu(w),

which is (2.60) when s = 1.

Appendix T: Proof of (2.61)

First, we compute the Laplace Transform of the constant function. Namely,
by (2.59), forany b € R,

+o00 b
Zb(w) =b / e dt = . (T.1)
0 w
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We also set

W) = /t f @)
0

(t — .E)lfs

and we use (2.59) and the substitution ¥ := w (¢ — 7) to calculate that

oo [ pt
PV (w) =/ [/ f(T)li‘ dti| e d
0 o t—1)
+o00 +o00 —w
0 T (e 7:)178
+o00 +o0 —wt ,—0
=ar8/ U f@e e dﬁ}dt
0 0 pl=s

+00
=T®)w* / f@e " dr =T(s)w* Zf(w),
0

where I' denotes here the Euler’s Gamma Function.
Exploiting this and (T.1), and making use also of (2.60), we can write the
expression dc ,u = f in terms of the Laplace Transform as

o’ (Zu(a)) - gb(w)) = o' Lu() — o u(0) = L% 1) (@)

= Zf(0) = F“zs)sfww),

with b := u(0). Hence, dividing by »* and inverting the Laplace Transform, we
obtain that

1
u(t) —b = ) w(r),

which is (2.61).

Appendix U: Proof of (2.62)

We take G to be the fundamental solution of the operator “identity minus Lapla-
cian”, namely

G—-—AG=3§ inR" (U.1)
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being §p the Dirac’s Delta. The study of this fundamental solution can be done
by Fourier Transform in the sense of distributions, and this leads to an explicit
representation in dimension 1 recalling (I.1); we give here a general argument, valid
in any dimension, based on the heat kernel

1 P

8=

Notice that ;g = Ag and g(-,0) = Jop(-). Let also
+00
G(x) :=/ e g(x,t)dt. (U.2)
0
Notice that
400 +00
AG(x) = / e 'Ag(x,t)dt = / e '9:g(x, 1) dt
0 0
+00
= / (E)t (e Tg(x, ) +e'gx, t)) dt
0
+00
= —do(x) +/ e 'g(x, 1) dt = =8p(x) + G(x),
0

hence G, as defined in (U.2) solves (U.1).
Notice also that G is positive and bounded, due to (U.2). We also claim that

for any x € R" \ By, it holds that G(x) < Ce P!, (U.3)
y

for some ¢, C > 0. To this end, let us fix x € R" \ B; and distinguish two regimes.
2
If 7 € [0, |x[], we have that ™" > |x| and thus

1 Pkl

g(x, 1) < (47”)n/2e 8 e~ 8,

x|2
8t

W S| X2l
_ < _RkP_
/0 e 'glx,t)dr < /0 (47”)n/2e 8 e~ 8 dt

/Jroo Cpn/Z , i |x|2 dp
= e e 8 )
/8 1xI”

Consequently, using the substitution p := !

< Clxle s, (U.4)
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for some C > 0 possibly varying from line to line. Furthermore
oo TOO i Ll [t o2 _lxl
/ e g(x,t)dté/ e 2 e 2g(x,t)dt<e 2/ 2dt<Ce 2,
x| x| 1 (ann

for some C > 0. This and (U.4) give that

+oo i
/ e 'g(x,t)dt < Clx|e” s,
0

up to renaming C, which implies (U.3) in view of (U.2).
Now we compute the Laplace Transform of #°: namely, by (2.59),

“+o00

400
e dt = a)_l_s/ e Tdt = Co™ 5. (U.5)
0

Zt) (w) = /

0

We compare this result with the Laplace Transform of the mean squared displace-
ment related to the diffusion operator in (2.62). For this, we take u to be as in (2.62)
and, in the light of (2.42), we consider the function

v(w) :=5£</ |x|2u(x,t)dx) (a)):/ Ix|> Lu(x, w)dx. (U.6)
R7 R”

In addition, by taking the Laplace Transform (in the variable #, for a fixed x € R")
of the equation in (2.62), making use of (2.60) we find that

& Lu(x, ) — ' 18(x) = ALu(x, w). U.7)
Now, we let
W(x, o) =o'~ 2 Pulo?x, o). (U.8)
From (U.7), we have that

AW(x,w) = w2 @ AZu(w™*x, w)
O (a)sgu(w_s/zx, w) — a)s_18o(a)_s/2x))
= W(x,0) — o 2 8w ?x)
= W(x, w) — do(x),

and so, comparing with (U.1), we have that W(x, w) = G(x).
Accordingly, by (U.8),

Lulx,w) = 0?1 W(w'?x, w) = w21 G (0*/%x).



Getting Acquainted with the Fractional Laplacian 91

We insert this information into (U.6) and we conclude that
vw) =w? ! f Ix? G *x)dx =0 '~* / Iy? G(y)dy.
R" R™

We remark that the latter integral is finite, thanks to (U.3), hence we can write that
v(w) = Co™ ' 7%,

for some C > 0.

Therefore, we can compare this result with (U.5) and use the inverse Laplace
Transform to obtain that the mean squared displacement in this case is proportional
to t%, as desired.

Appendix V: Memory Effects of Caputo Type

It is interesting to observe that the Caputo derivative models a simple memory
effect that the classical derivative cannot comprise. For instance, integrating a
classical derivative of a function u# with #(0) = 0, one obtains the original function
“independently on the past”, namely if we set

t
M (t) = f () dv, (V.1)
0

we just obtain in this case that M, (r) = u(t) — u(0) = u(¢). On the other hand,
an expression as in (V.1) which takes into account the Caputo derivative does
“remember the past” and takes into account the preceding events in such a way
that recent events “weight” more than far away ones. To see this phenomenon, we
can modify (V.1) by defining, for every s € (0, 1),

t
M) == f 9% u(9) do. (V.2)
0

To detect the memory effect, for the sake of concreteness, we take a large time ¢ :=
N € N and we suppose that the function u is constant on unit intervals, that is u =
ur in [k — 1, k), foreach k € {1,..., N}, with uy € R, and u(0) = u; = 0. We
see that M, in this case does not produce just the final outcome u v, but a weighted
average of the form

N—1
1
M;;(N) = Z Ck UN—k, with ¢; > 0 decreasing and ¢; ~ s for large j.

k=0
(V.3)
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To check this, we notice that, for all T € (0, N),

N
i(r) =Y (ux — up-1)8-1(x),

k=2

and hence we exploit (2.56) and (V.2) to see that

M (N) = /N Uﬁ “(®) dri| 4o
! 0 o (O —1)
N N » dt
= —Ur_1)8r_ dv
;/0 [/0 (g — ug—1)dk 1(T)(19_T)S:|

N

ZZ/N (Mk—’/lk—l)‘dl?
S Jeoy 0 —k+ 1)

‘z:(/lw k4 1) X:kﬂflw k4 1y
N N
sz(ﬁlw k+ 1y 2: / - mv

u[/N dv _fN dv }
Weor@—k+1y 0 @—k»

(N—k+ D" — (N -k
I—s

Uk

Il
M= IM= I1M= I

CN—k Uk

0
Lol

Ck UN—k >

~
Il
=}

with

B (j_l_l)l—s_jl—s
I 1—ys '

This completes the proof of the memory effect claimed in (V.3).
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Appendix W: Proof of (3.7)

Since M is bounded and positive and « is bounded, it holds that

—u(x — d t
/ Jue) —ulx yj;dy < const/ Sdy< L w
r\B, |M(x —y,y) y|"t= Rm\B; |y["T s

Moreover, for y € By,

1
u(x —y) = u(x) — Vu(x) - y + 2D2u(x)y -y + O0(yP). (W.2)

To simplify the notation, we now fix x € R" and we define # (y) := M(x — y, y).
Then, for y € By, we have that

M(x—y,y)y=M(y)y=M0)y+ Y 8M0)yyi+ Oy
i=1

and so

IM(x =y, y) yI* = |©O) y* +2 ) (M (0) y) - (3i.4(0) y) yi + O(yl*).
i=1

Consequently, since .Z (0) = M(x, 0) is non-degenerate, we can write

E(y) =2 (M) y)- @M0)y)yi = O(yl)
i=1

and

IM(x —y,y)y| "%

_n+2s
2

= (1@ P +8m +0(y")

_ n+2s
2

= 1@y (14 1 ©) ¥ E ) + 0y P) W3)

+2

n
= |4(0) y| " (1 -

S ©0)y 2B () + 0(|y|2>)

+2s —N—45— —Nn—L41s
| (0) y| "2 E(y) + O(Iy)P " ).

_ —n—2s _
= [(0) y| ’
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Hence (for smooth and bounded functions u#, and y € Bj) we obtain that

u(x) —ulx—y)
IM(x —y,y)y|"t2s

_ u(x) —ulx—y) n+2s (u(x) —u(x — y)) E(y)

- 9] 3—n—2s .
|2 (0) y|"+2s 2 | M (0) y|n+2s+2 + O(lyl )

Vu(x)-y
|2 (0) y|n+2x

/ u(x) —ulx —y) J
B IM(x —y,y) y[rt+2 Y

_ /;; (u(x)—u(x—y) n+2s (u(x)—u(x—y))%(y) +O(|y|3_”_2s)> d
1

Thus, since the map y — is odd, recalling (W.2) we conclude that

| (0) y|n+2s ) | (0) y|n+2s+2

_ / ux) —u(x —y) =Vulx)-y n+2s (u(x) —ulx =) &)
s |4 (0) y|+2s 2 ML (0) y|H2s+2

+ 0<|y|3"“>) dy

_ Du(x)y-y (Vu(x) - y) (M) y) - (3;4(0) ) y;
B /Bl <_2|/%(0)y|”+2s —z Z | (0) y|n+2s+2

+ 0<|y|3"2“)> dy (W.4)

Now we observe that, for any o > 0,

if ¢ is positively homogeneous of degree 2 + o and T € Mat(n x n), then

QD(J’) _ 1 QD(C()) _—
1_S) / |T |n+2?+a y - 2 -1 |Ta)|n+2s+0‘ d%w . (WS)

Indeed, using polar coordinates and the fact that ¢ (pw) = ,02+°‘

and w € $"~!, thanks to the homogeneity, we see that

00 Pelow)
B, |Ty|n+2s+a y= 0,151 p”+2V+a|Ta)|”+2T+0¢ pa,

1-2s
P Zo(w) 1 1 () .
= dpd#" = dx’"—,
//(o,nxsn—l |Tw|r+2s+e Pie 2(1 —5) Jgn-1 [To|r+2ste @

which implies (W.5).

¢(w), forany p > 0
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Using (W.5) (with « := 0 and « := 2), we obtain that

Jim (1 — ) Dzu(x)y-y _ 1 / Dzu(x)a)-a) n—1
: g 1)y T 2 Jgni (0 02
and
(Vu(x) - y) ((H0) y) - (0;4(0) y)) yi
B |ﬂ(0) y|n+2s+2

_1/ (Vu(x) - o) ((£(0) w) - (8; 4 (0) w)) o
2 Jen | (0) |4

lim (1 — s)
s,/'1

i _
) da !

Thanks to this, (W.1) and (W.4), we find that
i u(x) —u(x —y)
m 2
s/1 Jgn [M(x =y, y) y|'*2s

. u(x) —u(x — y)
- II% M(x — n+2s
s/ 1 g IM(x —y,¥) ¥l

_ 1 / Dzu(x)a)~a)dy{a,:_1
4 Jgn-1 |M(0) 0" T2 (W.6)

n+2 - (Vu(x) - o) ((#(0) w) - (3; M (0) ) w; 1
- Z/ |2 (0) "+ e
= — Z aij (x)d5u(x) — ijaju(x),
ij=1 j=1

with

1 w; ®; 11 / @i @ !
N — d%n — d%n
a;j(x) 4 /SH | (0) w|"+2 ¢ 4 Jor1 IM(x, 0) 0" +2 7

and b;(x) := ”+2 Z/ w; 0 ((M(0) ®) - (3;4(0) ))

n—1
|2 (0) |4 S

We observe that

bj =" daij(x). (W.7)
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To check this, we first compute that

" 1 & w; W;
daij(x) = A, LAt
; idij (X) 4 ; X </Snl |M()C, O)w|"+2 w >

__n +2 Z/ wi wj (M (x,0) ) - (3y; M (x, 0) w)) o
el M (x,0) wnt4 @
(W.8)
Now, we write a Taylor expansion of M (x, y) in the variable y of the form
Men(x,¥) = Apn(®) + Ben(x) -y + 00,
for some Ay, : R” — R and By, : R® — R”. We notice that
Oy, My (x,0) = 0y, Agm (x). (W.9)
Also,
0 Mem(0) = yh_lg}) By (Mem(x =y, )
= lim 3y, (Aen (v = 3) + Ben (5 = 3) -y + 00%) (W.10)

= _axiAZm(x) + B (x) - €;.
Furthermore, we use the structural assumption (3.6), and we see that

Apm(x) — Bim(x) -y + O(y*) = M(x, —y)
=Mx —Y,y) = Agm(x — ) + Bow(x —y) -y + 0(»*)
= Apm(x) = VA (x) -y + Ben(x) - y + O (3?).

Comparing the linear terms, this gives that
2Bym(x) = VA (x).

This and (W.10) imply that

1 1
0; Mem(0) = _axiAKm(x) + ZVAZm(x) ce = _zaxiAZm(x)-

Comparing this with (W.9), we see that

axi M (x,0) = —20; Me (0).
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TR
MO DAL L o

Fig. 13 A nice representation of nonlocal effects

So, we insert this information into (W.8) and we conclude that

Soa="2 [

This establishes (W.7), as desired.

wj ((M(x,0) w) - (3;4(0) w))
|M (x,0) o]+

"

97

dz" 1.

Then, plugging (W.7) into (W.6), we obtain the equation in divergence form!?

which was claimed in (3.7).

12 slightly different approach as that in (3.7) is to consider the energy functional in (3.9) and
prove, e.g. by Taylor expansion, that it converges to the energy functional

const / a;j(x) diu(x) dju(x)dx.
RIX

On the other hand, a different proof of (3.7), that was nicely pointed out to us by Jonas Hirsch
(who has also acted as a skilled cartoonist for Fig. 13) after a lecture, can be performed by taking
into account the weak form of the operator in (3.5), i.e. integrating such expression against a test

function ¢ € C§°(R"), thus finding

11—y //
"y R1

= =9 //R Mz x — 2) (x — D)+

(u(x) —ulx = y)) p(x)
IM(x —y,y)y|"+%

(u(x) — u@) p(x)

dx

dxdy

dz
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Appendix X: Proof of (3.12)

First we observe that

— — d t
/ ) = ux g?' dy < const/ IR (X.1)
rR\B; |M(x,y)y["T=s Rm\B; |[y]"T s

Furthermore, for y € By,
M(x,y)y=M(x,0)y+ Oyl
Consequently,
IM(x, y) yI> = [M(x,0) yI* + O(yP)

and so, from the non-degeneracy of M (-, -),

M) 177 = (1M, 0y P+ 0(yP) T

2s

_ n+
= IM(x,O)yI_”_ZS(l +0(yh)” ?* = IM(x,O)yI_"_ZS(l —0(lyD).
Using this and the expansion in (W.2), we see that, for y € By,

ux) —u(x —y) —Vu(x) -y
IM(x,y) y|"2s

1
=M (x,0)y|"" (1= 0(yD) (—2D2u<x)y Y+ 0(|y|3>)

1
= |M(x,0) y| "% (— D*u(x)y-y+ 0(|y|3>> :

2

=(1-y) // (1@ —u@) o dx dz
”XR”

IM(x,z —x) (x — )|+

B (u(x) —u(z)) 9)
== //R MGx—2) (x — oy D%

where the structural condition (3.6) has been used in the last line. This means that the weak
formulation of the operator in (3.5) can be written as

1;s // (u(x) —u (@) (p(x) — @(2)) dx de.
”XR”

|M(Z, x — Z) (x _ Z)|n+2x

So one can expand this expression and take the limitas s ' 1, to obtain

const / a;j(x) ;u(x) 9j¢(x)dx,
Rn

which is indeed the weak formulation of the classical divergence form operator.
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Thus, since, in the light of (3.11), we know that the map y Vu)y s odd,

IM(x,y) y|n+2s

we can write that

/ u(x)—u(x—y)d :/ u(x)—u(x—y)—Vu(x)'yd
B By

| IM(x, y) y|nt2s IM(x,y) y|"2s

1/ D2u(x)y -y J o(1)

2 Jp IM(x,0) yprt2s T3 o

_ const/ Dzu(x)ara)
N

Cl—s

w1, O)
n-1 |M(x,0) @ t2s ¢ 3-2s’

where the last identity follows by using (W.5) (with « := 0). From this and (X.1)
we obtain that

lim(1 — dy = lim(1 —
51/1,11( s) y 51/1,11( s)

u(x) —u(x —y) u(x) —ulx —y)
B IM(x,y)y"+2s

D? .
= —const/ ux - o d%(;“l
-1 |[M(x, 0) w|"+2

re M (x,y) y|"+%

n
Wiwj n—1 02
— const i]z_:l /Sn_l \M(x. 0) ]2 dz, 3iju(x),

which gives (3.12).
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Equations with “Subquadratic” e
Hamiltonians

Isabeau Birindelli, Francoise Demengel, and Fabiana Leoni

Abstract For a class of fully nonlinear equations having second order operators
which may be singular or degenerate when the gradient of the solutions vanishes,
and having first order terms with power growth, we prove the existence and
uniqueness of suitably defined viscosity solutions of Dirichlet problems and we
further show that it is a Lipschitz continuous function.
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1 Content of the Paper

In this paper we prove some existence, uniqueness and Lipschitz regularity results
for solutions of the following class of Dirichlet problems
—F(Vu, D*u) + b(x)|VulP + Au|®u = f in Q (L)
u=¢ on IQ '

where @ C R" is a bounded, C? open set and the operator F satisfies the structural
assumptions
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(H1) F :RM\{0} xSy — Ris a continuous function, Sy being the set of N x N
symmetric matrices;

(H2) F(p, M) is homogeneous of degree « > —1 with respect to p, positively
homogeneous of degree 1 with respect to M, and it satisfies, for some constants
A>a>0,

a|lp|*tr(N) < F(p, M + N) — F(p, M) < A|p|*tr(N) (1.2)
forany M, N € Sy, with N > 0, and, for some ¢ > 0,
|F(p, M) — F(q, M)| < c|M|||p|* — Iq]*| (1.3)

for any p, g € RV \ {0},and M € Sy.

We further assume that A > 0, the first order coefficient b is Lipschitz continuous,
the forcing term f is bounded and continuous, and the boundary datum ¢ is
Lipschitz continuous.

The novelty lies in the choice of 8 € (0, o + 2]. In the case & = 0, the condition
on B reduces to 0 < B < 2, hence the terminology “subquadratic”.

The definition of viscosity solution we adopt must be clarified, at least in the
case o < 0, since the usual one given in [8] cannot be applied in the singular case.
We use the definition firstly introduced in [4], which is equivalent to the usual one
in the case o > 0, and which allows not to test points where the gradient of the test
function is zero, except in the locally constant case, when o < 0.

Definition 1.1 Let Q2 be an open set in RN, let f i @ xR — Rbea
continuous function. An upper (lower) semicontinuous function « a is a subsolution
(supersolution) of

—F(Vu, D*u) + b(x)|Vul? = f(x,u) inQ

if for any xo € €, either u is locally constant around xg and f(x,, u(xp)) > 0(=),
or for any test function ¢ of class C 2 around xq such that u — ¢ has a local maximum
(minimum) point in xo and V¢ (xg) # 0O, then

—F (Ve (x0), D*¢(x0)) + b(x0) VP (x0) [P < (=) f (x0, u(x,)) .

A solution is a continuous function which is both a supersolution and a subsolution.

For a nice discussion on the different kind of definition of viscosity solutions for
singular operators see the work of Attouchi and Ruosteenoja [1].

The results of the present paper have been announced in [6], where we consider
solutions u = u; of problem (1.1) with either ¢ = 0 or ¢ = +o00 and the behaviour
of u; as . — 0 is studied. Clearly, the first step to perform this analysis is a detailed
description of the existence, uniqueness and regularity properties of the solutions of
problems (1.1) in the case A > 0, which is precisely the object of this paper. Our
results can be summarized in the following main theorem.
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Theorem 1.2 Under the above assumptions, problem (1.1) has a unique viscosity
solution, which is Lipschitz continuous up to the boundary.

We recall that the restrictions on the exponent 8 in order to have existence of
solutions already appear in the non singular nor degenerate case « = 0, when
generalized solutions satisfying the boundary conditions in the viscosity sense can
be constructed, but loss of boundary conditions may occur, see [2, 7].

Theorem 1.2 is obtained as a consequence of the classical Perron’s method,
which in turn relies on the comparison principle given by Theorem 3.3. Observe that
when o < 0 and the gradient of the involved test functions is 0, the information on
the solution is recovered through the result in Lemma 3.2, which is analogous to one
used in [4] in the “sublinear” case i.e. B < « + 1. Moreover when b is not constant
it is necessary to check that the gradient of the test functions be uniformly bounded.
This comes from a priori interior Lipschitz estimates, proved in Theorem 2.1, which
are of independent interest.

We prove Lipschitz estimates up to the boundary for solutions of the Dirichlet
problem (1.1). Our proof follows the Ishii-Lions technique, see [11], which has to
be adapted to the present singular/degenerate case. We borrow ideas from [3, 5],
and we first prove Holder estimates and then push the argument up to the Lipschitz
result.

Regularity results for degenerate elliptic equations have also been obtained in
[9], where equations having only a principal term of the form F(Vu, D?u) have
been considered. However, we observe that any scaling argument relying on the
homogeneity of the operator is not applicable in our case when 8 # o + 1, due to
the different homogeneities of the terms in the equation.

We also emphasize that we make no assumptions on the sign of the first order
coefficient b, meaning that the estimates we obtain rely only on the ellipticity
properties of the second order term, despite its singularity or degeneracy. These
estimates are radically different from the local Lipschitz regularity result proved in
[6], where only positive hamiltonians with “superlinear” exponent § > « + 1 are
considered. In that case, the obtained Lipschitz estimates, which do not depend on
the L® norm of the solution, are consequence of the coercivity of the first order
term and require that the forcing term f be Lipschitz continuous.

The Lipschitz estimates are proved in Sect.2. In Sect. 3, after the construction
of sub and supersolutions vanishing on the boundary, we prove the comparison
principle and obtain the proof of Theorem 1.2 in the case ¢ = 0. A Strong Maximum
Principle and Hopf Principle are also included. Finally, the changes to be done in
order to prove Theorem 1.2 for any boundary datum ¢ are detailed in Sect. 4.

2 Lipschitz Estimates

The main result in this section is the following Lipschitz type estimate, where we
denote by B the unit ball in RV,
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Theorem 2.1 Suppose that F satisfies (Hl) and (H2) with « > —1 and suppose
that B € (0, a + 2]. Let u be a bounded viscosity subsolution of

—F(Vu, D*u) + b(x)|Vul? < g(x) in B
and v be a bounded viscosity supersolution of
—F(Vv, D*v) + b(x)|Vv|? > f(x) in By,

with f and g bounded and b Lipschitz continuous. Then, for all r < 1, there exists
¢y such that for all (x, y) € B,2

u(x) —v(y) <sup(u —v) +crlx —y|.
B

In order to prove Theorem 2.1 we first obtain the following Holder estimate:

Lemma 2.2 Under the hypothesis of Theorem 2.1, for any y € (0, 1), there exists
¢,y > 0 such that for all (x, y) € Br2

u(x) = v(y) < sup(u —v) +crylx —y|”. 2.1)

By

Proof of Lemma 2.2 We borrow ideas from [3, 5, 11]. Fix x, € B,, and define

P(x,y) = ux) —v(y) — s;p(u —v) = Mlx — y|” — L(Ix — x,|* + |y — x0/%)
1

with L = 4(|”(‘f°:|)g|°o) and M = (It s will be chosen later small enough
depending only on the data and on universal constants. We want to prove that
¢(x,y) < 0in B; which will imply the result, taking first x = x, and making
X, vary.

We argue by contradiction and suppose that supg ¢ (x, y) > 0. By the previous

assumptions on M and L the supremum is achieved on (x, y) which belongs to B2 .
2

anditis such that 0 < |x — y| < 6.
By Ishii’s Lemma [10], for all ¢ > O there exist X, and Y, in § such that
(@, Xe) € 2T u(®), (g7, —Ye) € J¥u(y) with
q* =y MI% — 51" 2 — §) 4+ 2L(E — x,)
g’ =yMIx =32 = §) = 2L — xo).

Hence

— F(g", X)) +b®)|g* 1P < g®), —F(q”,~Y)+bMlg’1f > () (.2
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Furthermore,

1 10 X 0 10
- +|B|><OI> < ( 0 YE>_2L(01) 2.3)

B +2¢B* —B — 2¢B?
—B —2¢B? B+ 2¢B?

with B = My|x — y|7 2 (I -—2-=y) (i_‘?%(fz_y)). It is immediate to see that, as
soon as § is small enough, with our choice of M and L, there exists c; and ¢3, such
that

—yi= _ oiy—1 vz _ sy—1
ad VE =T < 1gM] g7 < 8TV IE = FITT
1
8My|X—3|¥ 2 (N—y)+1
By standard considerations on the eigenvalues of B, in particular note that B + € B>

has a negative eigenvalue less than —3V(Z_V)M|)E — 772, and, using (2.3), the
following holds

We take € = 8| Bl‘ = and drop the index € for X, and Y.

X+Y < (2L+€)I and infA;(X+Y) < 4infi;(B4+€B?) < =3y (1—y)M|i—3|" 2.

Hence, as soon as § is small enough, for some constant ¢ depending only on a, A, y
and N,

F@*. X) = Fg* =) < 1g"1* (A X, .o i (X + 1) +a X, oh(X + 1))

IA

lg*|“ QANQL +1) = 3aMy (1 — y)) X = 3"

IA

—cs7 vt |z — yyleth—(a+2)
(2.4)

And the following standard inequalities hold:
If0<a <1, |lg"1" = Ig"|* <lg* — q”|* < cL®
fo>1, g 1"~ 1g" % < lallg” =g 1(1g" 1 +1g” )" < e |x— 3|~ D)yle=D

If —1<a<0, [|g°1° = 1g°|% < |allg” — ¢”|inf(lg"], |¢” N>

<c(B77|x — ﬂ(y—l))(a—l)
This implies that, for any o > —1,

|F(g*, X) — F(g”, X)| < emax(877|%¥ — 572,86 |x — 5|V "1, (25)
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Next, we need to evaluate |b(%)|g* | —b(7)|¢” |#|. One easily has, for some constant
which depends only on 8 and universal constants,

1b()Ig* 1P — b()|g”|P| < Lip b cs 7P|z — y|7P~FH! (2.6)

+ ¢|b|oo max(1, 87V B=D |z — 5y B=D=F+1

Observe that choosing § small, the terms in (2.5) and in (2.6) are of lower order with
respect to (2.4) i.e.

max(8~7 % — F|Y% 87 & — 5[*Y 1) + Lip b E|x — y|vEAT!
F1bloo max(1, 87 B=D |z — 5y B=D=B+1y _ _ gy(a+D 3 _ 5y@+h—(a+2)

We then have, for some constant ¢,

—g(X) < F(¢*, X) — b(X)|g"1P
F(g”,-Y) - b(}_’)|61y|'S — c8_y(1+°‘)|j — y|7(a+1)—(2+a)
) - 08_3’(1+°‘)|j _ )',|}’(06+1)—(2+05)

IA

IA

This is a contradiction with the fact that f and g are bounded, as soon as § is small
enough. O

We are now in a position to prove the Lipschitz estimate. The proof proceeds
analogously to the Holder estimate above, but with a modification in the term
depending on |x — y| in the function ¢ (x, y).

Proof of Theorem 2.1 For « < 0 we choose T € (0, %) while for ¢ > 0 we fixe
7 € (0, ™)) Fors, = (1+1)r, we define

1+t

w(s)=s — 21+ 1) fors € (0, s,), w(s) = w(sy)fors > s,. 2.7

Note that w(s) is CZ ons > 0, s < s, and satisfies @ > 0, ®” < 0 on ]0, 1[, and
s> w(s) > 3.

As before in the Holder case, with L = 4(‘“|°(°1t‘:)‘2°°)+1 and M = (|”\oo+(\sv\oo)+1
we define

¢(x,y) = u(x) —v(y) — sgp(u —v) = Mw(|x — y]) — L(1x — o> + |y — x0/%).
1

Classically, as before, we suppose that there exists a maximum point (X, y) such
that ¢ (x, ¥) > 0, then by the assumptions on M, and L, x, y belong to B(x,, 17),
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hence they are interior points. This implies, using (2.1) in Lemma 2.2 with y < 1
such that } > . nf(fl o fore > 0and ¥ >t when « < 0 that, for some constant c;,
LI% — xo|* < crlX — 3I. (2.8)

1
and then one has [T — x,| < (9)2 |5 — 7]>.
Furthermore, for all € > 0, there exist X, and Y, in S such that (¢*, X¢) €
J2Fu(®), (g, —Ye) € J>"v(§) with

R - N _
q* = Mao'(|x -3 i — 3 + L(X—x0), ¢° = Mo/ (IX—3) %= 3] =Ly — xo).
While X, and Y, satisfy (2.3) with
o' (|X = yI) X—y®x—y . _X-y®@i-y
B:M( (P B i (£ ) RS
lx — I lx — I lx — ¥l

Note that as soon as 8 is small enough 112/1 <lq*l, 1g’| < 35”. Also, Mo (Jx—3|) =
M3 |xX — 71771 is an eigenvalue of B which is large negative as soon as 8 is small
enough.

Taking € = 8| Bl‘ i anq dropping the € in the notations arguing as in the above
proof, we get that there exists some constant ¢ such that

F(g*, X) = F(¢", =Y) = —c§ @)z — 371, (2.9)
Note that by (2.3) using the explicit value of B one has
IX|+ Y] < c(MIZ =57 + 4L+ DN) < s 'z — 57! (2.10)
as soon § is small enough.

On the other hand, using the mean value theorem, that for some universal
constant

if a>1, or a <O, ||qx|°‘ — |qy|°‘| < C(S*"‘pr —y|5,
while
if0<a<1, llg —Ig”1% <clE—3|7 .

In each of these cases one easily obtains, using (2.10)

lg* 1% = 1g* 1 1X] < 87 1% = 517 F2 if @ <0, ore > 1,

g™ 1% — g 1“1 1X] < s~ Z =577 if « €]0, 1]
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We have obtained, with the above choice of y that, as soon as § is small enough,
|F(g*, X)— F(g”, X)| is small with respect to c8717%x — 5|7~1. We now treat the
terms involving b with similar considerations. If 8 > 1,

b@IlIg* 1P — 17 1P| < 1blolg® — g”1MP~" < e8P E — 5)2,
while if 8 < 1,
b@Illg 1P — 1g” 1] < blocclE — 517 .
Observe also that
b(x) — b()lg*IP < clip blx — 5|57F.
Finally,

Ib(E) — b(Mlg* P < c|x —F|T~ s FH2T

— C|)E _ )—)|'L’7187170[8*,3+37T+Ot

Since 3 +a — B — t > 0, this term is also small with respect to ™1 ~¢|x — 3|7~ 1.
Putting all the estimates together we get

—g(X) < F(¢", X) —b®@)|q"|P
F(q”, =Y) —b(MIg” P —cs717%|x — 571"
—f@) = s =T

IA

IA

This is clearly a contradiction as soon as § is small enough since f and g are
bounded. O

3 Existence and Uniqueness Results for Homogenous
Dirichlet Conditions

The existence of solutions for (1.1) with the boundary condition ¢ = 0 will be
classically obtained as a consequence of the existence of sub- and supersolutions, of
some comparison result, and the Perron’s method.

We start with a result on the existence of sub and supersolutions of equations
involving the Pucci’s operators

MEM) =AY, ori+ad, oh
MEM) =a), ohit+ A, ohi

defined for any M € Sy, M ~ diag(Ay, ..., AN).
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Proposition 3.1 Let A > 0and b > 0 be givenand B € (0, + 2. Forall M > 0,
there exists a continuous function ¢ > 0 supersolution of

{—|V¢|“M+(D2go) —bIVlP +29!* = M in Q a1

0=0 on 092

and symmetrically, for all M > O, there exists a continuous function ¢ < 0
subsolution

—|Ve|* M~ (D?p) + b|Vel|f + Alp|%¢ < —M in Q
=0 on 012.

Proof of Proposition 3.1 We shall construct explicitly a positive supersolution, the
subsolution is just the negative of it.

Since 2 is a smooth domain, d (x), the function distance from the boundary, is C 2
in the neighbourhood {d (x) < 8o} for some §p > 0, hence we will suppose to extend
it to a C? function in €2, which is greater than §p outside of a §, neighbourhood of
the boundary.

Let us fix a positive constant « satisfying A log(1 +«)!** > M and, for C > %g ,
consider the function ¢ (x) = log(l + Cd(x)). Observe that |Vd| = 1 in {d(x) <
8o}

Suppose that ¢ is showed to be a supersolution in the set {Cd(x) < 2«}. Then,
the function

log(l 4+ Cd(x)) in {Cd(x) < k}

¢(x) == { log(1+«x) in{Cd(x) > «}

is the required supersolution, being the minimum of two supersolutions.
We now prove that in {Cd(x) < 2k}, ¢ is a supersolution. Easily, one gets

Ccvd ) CD?*d C?Vd®Vd

Vo = D = - .
= a+cay T T 1+ca” (1 +cap

We suppose first that 8 < « + 2. Let C; be such that D>d < C1Id. For C satisfying
furthermore

aC a C 2ta=p aC*te
> ANCy, , > M,
2(1 + 2«) 2 \1+2« 4(1 + 2i) e

one gets that

Vol MT(D*p) + b|Volf < —M,
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from which the conclusion follows.

We now suppose that 8 = « 4 2. We begin to observe that the calculations above
can be ext.ended to B = oz.—i— 2 assoonas b < §.So suppose that e =}, that ¢ is
some barrier for the equation

— |Vl MF(D2p) + ZWW > Mel+e
Then ¢ = ¥ satisfies

VY M (DY) + bIVY | > M.

O

Recall that, for @ < 0, the equation we are considering are singular. Hence, we
need to treat differently the solutions when the test function has a vanishing gradient.
That is the object of the following lemma, which is proved on the model of [4] where
we treat the case B = o + 1. We give the detail of the proof for the convenience of
the reader.

Lemma 3.2 Let y and b be continuous functions. Assume that v is a supersolution

of

—|VU|* M~ (D*0) + b(x)|VvIf +y(v) > f in Q

a+2
such that, for some C > 0 and g > |77,

v(x) + Cl|x — x|9. Then

X € Q is a strict local minimum of

f@®) =y@®).

Proof Without loss of generality we can suppose that x = 0.

If v is locally constant around O the conclusion is the definition of viscosity
supersolutions. If v is not locally constant, since g > 1, for any 6 > 0 sufficiently
small, there exist (zs, t5) € 352 such that

v(ts) > v(zs) + Clzs — t5]7. (3.2)
The idea of the proof is to construct a test function near 0 whose gradient is not zero.
Since 0 is a strict minimum point of v(x) 4+ C|x|?, there exist R > 0 and, for any

0 <n < R, e(n) > 0 satisfying

n<r|r)1€i|riR(v(x) + Clx|7) = v(0) 4+ €(n).
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Let n > 0 be fixed. We choose § = §(n) > 0 such that C§9 < 6(4’7). Note that § — 0
as 1 — 0. With this choice of §, we have

min (u(x) + Clx — 1) < v(0) + Clisl? < v + 7.
[x|<R 4
On the other hand, restricting further é such that g§C (R + D! < 5(477)’ we get

3e(m)

min (v(x)+Clx—£5]9) = min_((x)+C|x|)—gqClis|(R+]t51)7" = v(0)+
n=lx|<R n<lx|<R 4

This implies that minjy|<g(v(x) + C|x — t5]9) is achieved in B;,. Furthermore, it
cannot be achieved in t5 by (3.2). Hence, there exists y; € B, ys # ts, such that

v(ys) + Clys — 157 = ‘)Icl‘lir}e(v(X) + Clx —15]7).
Let us now consider the test function
@(2) = v(ys) + Clys — 15|17 — Clz — 1517,
that touches v from below at ys. Since v is a supersolution, we obtain

NA(g—1)go T2 ys — 1519V~ L CPlb(ys) |1 ys — 15197 P +y (0 (vs)) = f(ys).

(3.3)
On the other hand, we observe that
v(ys) < v(ys) + Clys — 1517 <v(0) + Cls|? < v(0) + C87.
By the lower semicontinuity of v, this implies that
v(ys) > v(0) asn— 0.
Thus, letting n — 0 in (3.3), by the continuity of y and f it follows that
y((©0) = f(0).
]

We are now in a position to prove the following comparison principle that will be
essential to the proof of the existence of the solution.
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Theorem 3.3 Suppose that F and B are as in Theorem 2.1, that Q2 is a bounded
domain and that y is a non decreasing function. Assume that, in 2, u is an upper
semicontinuous bounded from above viscosity subsolution of

—F(Vu, D*u) + b(x)|VulPf + yu) < ¢
and that v is a lower semicontinuous bounded from below viscosity supersolution of
~F(Vv, D*0) + b()|Vul’ +y(v) =

with f and g bounded and b Lipschitz continuous.
Suppose furthermore that

e cither g < f and y is increasing,
e org< f.
Then

Uu<vond = u<vin Q.

Proof The case o > 0. We use classically the doubling of variables. So we define
forall j € N, ¢j(x,y) =ulx) —v(y) — élx — y|*. Suppose by contradiction that
u > v somewhere, then the supremum of u — v is strictly positive and achieved
inside 2.

Then one also has supy; > O for j large enough and it is achieved on
(xj,yj) € Q2. Using Ishii’s lemma, [10], there exist X; and Y; in S such that
GG =y Xj) € I uGe)), G — yi). =Yy € J2 v(y)). It is clear that
Theorem 2.1 in section 2 can be extended to the case where 2 replaces B(0, 1) and
Q' cc Qreplaces B(0, r). Since (x;, y;) converges to (X, X), both of them belong,
for j large enough, to some Q. We use Theorem 2.1 to obtain that j|x; — y;]| is
bounded.

Indeed u(x;) — v(y;) — é|xj - yj|2

> sup(u — v), hence

2 by =3P = ulx) = v(y)) = sup(un — v) < sup(u —v) +clx; = ;| = sup(u —v.

We obtain

\

g(x) = yW(x)) = —F(j(xj —y)), X)) + b0l (xj — ypl

v

—F((xj — ), =Y) +bOopIiG; — ypIf —o(x; — yp)(lx; — yiDP

fj) +o(ilx; — yj\z)\(j\xj —yiD* =y @(y;)). (3.4)

v
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By passing to the limit on j one gets that up to a subsequence (x;, y;) — (X, x)
and (3.4) becomes

8(Xx) —y(x) = f(¥) —y X))
and we have obtained a contradiction in each of the cases “f > g and y is non
decreasing”, or “ f > g and y is increasing”.
The case o < 0. We recall that in this case one must use a convenient definition
of viscosity solutions, see [4].

We suppose by contradiction that sup(z — v) > 0 then it is achieved inside €2,

; a+2 :
and taking ¢ > |77 > 2 the function

v (xy) = ux) — v(y) — jl|x _—

has also a local maximum on (x}, y;). Then, there are X, ¥; € SV such that
ey = yjl1 7205 = v, X)) € T2 ulx))

Glxj — vl x5 — yp), —Y;) € J*Tv(y))

10 Xi 0 1 -1
—4jk; <"/ < 3jk;
w(or)=(Vs) = (4 7)

kj=21"3q(q — Dlxj — y;197%

and

where

In order to use the fact that u and v are respectively sub and super solutions we need
to prove the following

Claim For j large enough, we can choose xj # y;. Note that :

(i) from the boundedness of u and v one deduces that |[x; — y;| — 0 as j — oo.
Thus up to subsequence (x;, y;) — (%, X).
(ii) One has liminfv;(x;, y;) > sup(u — v);
(iii) limsup ¥ (x;, y;) < limsupu(x;) — v(y;) = u(x) — v(x)
(iv) Thus j|x; — y;|9 = Oas j — +oo and X is a maximum point for u — v.

Furthermore by the Lipschitz estimates in Theorem 2.1 jlx; — y;|? < u(x;) —
v(y;) —sup(u — v) < clx; — yj| since (x;, y;) belong to a compact set inside €2.
This implies that j|x; — yjlq_1 is bounded.
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Suppose by contradiction that x; = y;. Then one would have
lxj = yI%;

Yi(xj,xj) =ulx;) —vlx;) >ulx;) —v(y) —

Vi(xj,xj) =ux;) —vlx;) = ulx) —vlx;) — " |x —x;|%

R~ R~

and then x; would be a local minimum for ® := v(y) + élx 7 — ¥|9, and similarly

alocal maximum for ¥ := u(x) — élxj —x|4.
We first exclude that these extrema are both strict. Indeed in that case, by
Lemma 3.2

y((xj)) = f(x;), and y (u(x;)) < g(x;).

This is a contradiction with the assumptions on y and f and g, once we pass to
the limit when j goes to oo since we get

y (@) = f(x) = g(x) = y(ux)).

Hence x; cannot be both a strict minimum for @ and a strict maximum for W.
Suppose without loss of generality that x; is not a strict minimum for @, then there
exist § > 0 and R > § such that B(x;, R) C € and

: J
v(xj) = 85lxrgcr;lsR{v()c) + J lx — x;|7}.

Then if y; such that § < |y — x;| < R, is a point on which the minimum above
is achieved, one has

j
v(xj)) =v(y) + g lx; — y;il?,

and (x;, y;) is still a maximum point for ;.
Recalling that j|x; — y; |‘1’1 is bounded, we can now conclude, using the fact
that # and v are respectively sub and super solution to obtain:

v

F(jlxj =yl = v Xj) 4+ bepli G — yil 7P + y (u(x)))
F(jlxj = yjl972Cej = yi). =Y) + bypljGj — yil97")P

— lipblx; — yjlljlx; — vl P+ y @) + (=¥ 0G) + ¥ W(x)))
> f(y) =y ) + vy @) + Oxj — y))

g(xj)

v
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Passing to the limit the following inequality holds

g(X®) = f(X) —y )+ yu).

This is a contradiction in each of the cases “f > g and y is non decreasing” or
“f = g and y is increasing”. O

We derive from the construction of barriers and the comparison theorem the
following existence result for Dirichlet homogeneous boundary conditions

Theorem 3.4 Let Q2 be a bounded C* domain, . > 0, f € C(Q) andb € W->(Q).
Under the assumptions (H1) and (H2), there exists a unique u which satisfies

_ 2 B o, :
{ F(Vu, D7u) + b(x)|Vul? + AMu|*u = f in Q2 (3.5)

u=0 on 092.

Furthermore, u is Lipschitz continuous up to the boundary.

Proof The existence result is an easy consequence of the comparison principle and
Perron’s method adapted to our framework, as it is done in [4]. In order to prove
that u is Lipschitz continuous up to the boundary, observe that, by construction,
there exist C > ¢ > 0 such that cd < u < Cd, where d is the distance function
from 9€2.

Then, consider the function

¢(x,y) =ulx) —u(y) = Mo(lx —yl),

where o has been defined in (2.7), and suppose that M > 2C. Arguing as in the
proof of Lemma 2.2 and Theorem 2.1, we assume by contradiction that ¢ is positive
somewhere, say on (X, ¥). Then, neither x nor y belong to the boundary, due to the
inequality, for y € 9€2,

u(x) < Cd(x) < A;d(x) < Mo(lx - y)).

A similar reasoning proves that x cannot belong to the boundary. The rest of the
proof runs as in Theorem (2.1), with even simpler computations, since we do not
need the additional term |x — x,|? 4+ |y — y,|? in the auxiliary function ¢. |

We end this section with some Strong maximum principle and Hopf principle.

Theorem 3.5 Suppose that u is a non negative solution in Q of
—|Vu|* M~ (D*u) + b(x)|Vul? > 0.

Then either u > 0 inside 2, or u = 0. Moreover if X is in 02 so that an interior
sphere condition holds and u(x) = 0, then “9,u(x)” < 0.
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Proof Suppose that there exists an interior point x; such that u(x;) = 0. We
can choose x; such that there exists x, satisfying |x, — x1] = R, the ball
B(x,,2R) € Q and u > 0 in B(x,, R). Since u is lower semi-continuous, let
8 < inf(1, infB(xm ®) u), and define in the crown B(x,, 2R) \ B(x,, g).

v(r) = 8(e”" — e R where ¢ > 2(1\;})‘4, and ‘gc”“’ﬁ > |bloo, if B < @ +2,
(which implies that 817§ ¢>T*=F > §P|b|), if B = a + 2, note that we can take §

so that 5”""% > |b|oo. Then one has v < u on the boundary of the crown, and
N -1
—|V|%@v" + A V) + blelV' | < 0.
r

Using the comparison principle one gets that # > v. Then v is a C? function
which achieves 1 on below on x1 and this is a contradiction with the fact that u is a
super-solution. The last statement is proved. Suppose that x is on the boundary and
consider an interior sphere B(x,, R) C 2 with |x, — x1| = R, and the function v
as above. We still have by construction that v > u. Then taking for # > 0 small,
Xp = hx, + (1 — h)x1 one has |x, — xo| = (1 — h)R and

u(xp) — u(xy) - v(xp) — v(xy)

> >cRe R 50
Xh — X1 Xh — X1

which implies the desired Hopf’s principle. O

4 Non Homogeneous Boundary Conditions

In order to obtain solutions for the non homogeneous boundary condition, we need
the construction of barriers, and a Lipschitz estimate near the boundary, as follows

Lemma 4.1 Let B’ be the unit ball in RN~ and let ¢ € W-°(B’). Let n € C*(B’)
such that n(0) = 0 and Vn(0) = 0. Let d be the distance to the hypersurface
{xn = n(x"H}

Then, for allr < 1 and for all y < 1, there exists 8, depending on || f ||lco, a, A,
1blloos €2, F and Lipg, such that for all § < §,, if u be a USC bounded by above sub-
solution of

{—F(w, D%u) +b|Vul? < f in BN {xy > n(x)} @1

u=<g on BN {xy=nx)}

then it satisfies

u(x’, xn) < o(x') + (supu) log(1 + ?d) in By (0) N {xy = n(x")}.
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We have a symmetric result for supersolutions bounded by below.

Proof First case. Without loss of generality we will suppose that u < 1. We
suppose that 8 < o 4 2. We also write the details of the proof for ¢ = 0. The
changes to bring in the case ¢ # 0 will be given at the end of the proof, the detailed
calculation being left to the reader.

It is sufficient to consider the set where d(x) < § since the assumption u < 1
implies the result elsewhere.

We begin by choosing § < &1, such that on d(x) < &; the distance is C>
and satisfies |D?d| < C;. We shall also later choose § smaller depending of
(a, A, || flloos 1Dllocs N).

In order to use the comparison principle we want to construct w a super
solution of

— [Vl MT(D*w) —b|Vw[? > || flloo, in BN{xy > n(x'), d(x) <8}  (4.2)

such that w > u on 3(B N {xy > n(x"), d(x) < 8}).
We then suppose that § < lgr , define C = § and

) log(1 4+ Cd) for [y| <r
W= log(1 + Cd) + 0 (xl =3 forl = |x| = r.

In order to prove the boundary condition, let us observe that,
on{d(x) =46}, w>1log3>1>u,
on{lx|=1}N{d(x) <8}, w > (1—1r)3(1 —r)? > u and finally
on BN{xy =nx)}, w>0=u.
We need to check that w is a super solution. For that aim, we compute

Vuw = 1+CCd vd when |x| < r
= 3 .
1rcaVd + (o (X1 = 2 if x| > r
Note that [Vw| > , €, = 55 since 8 < 157 and that [Vw| < , 3%, . By

construction w is C% and

5 CD?*d C?’Vd®Vd
D w = — + H(x)
1+Cd  (1+Ca)?
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6 3N .
where [H(x)| = | ° ), + ,Z,)- In particular

C? C|D3d| 6 3N
— + D2 > — o0 —
MADTW =@ cap T4 1y ca d—m T ra—n
> ¢ AC|D*d|oo — A 6 + 3N
a _ _
~(1+Cd)? °° (1-r2 r(1—r)

C2
>a
T 41+ Cd)?
as soon as § is small enough, depending only on r, A, a.

Hence (we do the computations for & > 0 and leave to the reader the case o < 0,
which can easily be deduced since 2i1cd) = [Vw| < 2(lJer)).

. , c2te c B
-V Dw) — b|Vw|” = —b +
IVw|* M™(D*w) — b|Vw|” > a22a+2(1 + Cd)2+e (2(1 Cd))
C2+0{

= Gavay 4 cgyrra = 1o

as soon as § is small enough in order that

4.3)

2—
b < a2P2e—4 <C>a+ ’

3

and so thata 24+a(?fg,1)2+a > | floo-

By the comparison principle, Theorem 3.3, ¥ < w in B N {xy > nx)H} N
{d(x) < é}.

Furthermore the desired lower bound on u is easily deduced by considering —w
in place of w in the previous computations and restricting to B, N {xy > n(x")}.
This ends the case ¢ = 0.

To treat the case where ¢ is non zero, let ¥ be a solution of
MTW) =0, ¥ =¢pondQ.

It is known that ¢ € C3(R), ¥ is Lipschitz, |Vi| < K|V@|co. Then in the previous
calculation it is sufficient to define as soon as § is small enough in order that 315 >
2K|V¢loos

log(1 + Cd) + ¥ (x) for |x| < r

POY= log(l + Ca) + (11 = 1P ) for el =
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And we choose C = 2 large enough in order that g > 2(|VY|eo + 1ir) and also
large enough in order that —|Vw|*M*(D?>w) — b|Vw|? > |f|s which can be
easily done by the same argument as before, using

—|Vw|*MT(D*w) — b|Vw|? > =271V 1og(1 4+ Cd)|* M (log(1 + Cd))
— b2 PV (log(l + Cd)|*.

Second case Suppose now that 8 = « + 2. It is sufficient to construct a convenient
super-solution w.
Recall that the previous proof used (4.3), which reduces when o + 2 = B, to the

cet —2a—4 .
condition b < a2f~2¢=4 Let then ¢ = ®2’ » »andlet w which equals f on the
boundary, and satisfies

—|Vw|* MT(D*w) — eb|Vw|f > 1| f|

Then we obtain by the comparison principle that { < w and then u < ew. O
This enables us to prove the following Lipschitz estimate up to the boundary.

Proposition 4.2 Let ¢ be a Lipschitz continuous function on the part T = B(0, 1)N
{xny = n(x))}, that f € C(R) and b is Lipschitz continuous. Suppose that u and v
are respectively sub and supersolution which satisfy (4.1) in B(0, D)N{xy > n(x")},
withu=v =vonT.

Then, for all r < 1, there exists ¢, > 0 depending onr,a, A, Lip(b) and N such
that, for all x and y in B, N {xy > n(x")}),

1

u(x) —v(y) < sup (w—v)+cr (Ifléé“ + [ulo + II/fIWI.oo(T)> lx — I
Bin{yn=n(y"}H

In particular, when u is a solution we have a Lipschitz local estimate up to the
boundary.

Proof The proof is similar to the proof of Theorem 2.1. Hence we must first prove
that, for y < 1,

1
u(x) —v(y) < sup (u—v)+cr (Ifléé"‘ + oo + |1/f|W1,oo(T)) lx —yl|”.
Bin{yn=n(y"}H

We do not give the details, but this is done introducing the function

ox,y) =ux)—v(y)— sup (u—v)—Mao(|x—y[)—L|x—xo|*~L|y—x,/*,
Bin{xy>n(x’)}

where w is as in the proof of Lemma 2.2 and x and y are in B(0, 1) N{xy > n(x")}.
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We want to prove that ¢ < 0, which will classically imply the result. We argue
by contradiction and need to prove first that if (x, y) is a maximum point for ¢, then
neither x nor y belongs to xy = n(x’). We notice that, if y € {xy = n(x’)}, then

v

ux) = ¥(y) sup  (u—v) + Mo(jx — y))

Bin{xny>n(x")}

u(y) —v(y) + Mo(lx — y|)

v

which contradicts Lemma 4.1 for M large enough. The case when x € {xy =
n(x")} is excluded in the same manner. The rest of the proof follows the lines of
Lemma 2.2 and Theorem 2.1. O

Remark 4.3 When the boundary condition is prescribed on the whole boundary, we
have a simpler proof, as we noticed in the homogeneous case, taking

p(x,y) =ulx) —v(y) = sup (U —v) = Mao(x—y|).
Binfay>n(x")

In this case the localizing terms are not needed, since it is immediate to exclude that
the maximum point (x, y) is on the boundary.
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Monotonicity Formulas for Static Metrics @)
with Non-zero Cosmological Constant e
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Abstract In this paper we adopt the approach presented in Agostiniani and Mazz-
ieri (J Math Pures Appl 104:561-586, 2015; Commun Math Phys 355:261-301,
2017) to study non-singular vacuum static space-times with non-zero cosmological
constant. We introduce new integral quantities, and under suitable assumptions
we prove their monotonicity along the level set flow of the static potential. We
then show how to use these properties to derive a number of sharp geometric and
analytic inequalities, whose equality case can be used to characterize the rotational
symmetry of the underlying static solutions. As a consequence, we are able to
prove some new uniqueness statements for the de Sitter and the anti-de Sitter
metrics. In particular, we show that the de Sitter solution has the least possible
surface gravity among three-dimensional static metrics with connected boundary
and positive cosmological constant.

Keywords Static metrics - Splitting theorem - (Anti)-de Sitter solution -
Overdetermined boundary value problems
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1.1 Static Einstein System

Consider positive functions u € €°° (M) such that the triple (M, go, u) satisfies the
static Einstein system

2A
u Ric = D%u + 1ugo, in M
n

(1.1)
2A .
Au = — u, in M
n—1
where Ric, D, and A represent the Ricci tensor, the Levi-Civita connection, and the
Laplace—Beltrami operator of the metric go, respectively, and A € R is a constant
called cosmological constant. Note that a consequence of the above equations is that
the scalar curvature is

R=2A.

We notice that the equations in (1.1) are assumed to be satisfied in the whole M
in the sense that they hold in M \ 9 M in the classical sense and if we take the limits
of both the left hand side and the right hand side, they coincide at the boundary. In
the rest of the paper the metric go and the function u# will be referred to as static
metric and static potential, respectively, whereas the triple (M, go, u) will be called
a static solution. A classical computation shows that if (M, go, u) satisfies (1.1),
then the Lorentzian metric y = —u”>dt ® dt + go satisfies the vacuum Einstein
equations

. 2A .
Ric, = 1)/ in Rx (M\JdM).

n—

Throughout this work we will be interested to the case A # 0 (see [4] for the
case A = 0). If A > 0 (respectively A < 0) we can rescale the metric to obtain
A= %n(n —1) (respectively A = — én(n —1)). We recall that the simplest solutions
of the rescaled problem (1.1) are given by the de Sitter solution [18]

d|x| ®d|x|
(M,go,u)=<D",gD= +|x|zgsn71,ub=\/1—|x|2 ,

1—|x?
(1.2)

where D" := {x € R" : |x| < 1} is the n-disc, when the cosmological constant is
positive, and by the anti-de Sitter solution
_dlx|®d|x|

M1 9 = Rn?
(M, go, u) ( I+ xP2

I gt up =1+ |x|2) ,
(1.3)

when the cosmological constant is negative.
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1.2 Setting of the Problem and Statement of the Main Results
(Case A > 0)

In the case A > 0 it seems physically reasonable (see for instance [8, 25]) to suppose
that M is compact with non-empty boundary, and that u € €°° (M) is a nonnegative
function (strictly positive in int(M)) which solves the problem

uRic=D2u+nugo, in M
Au=—nu, in M (1.4)
u=020, on oM

We notice that the first two equations coincide with the equations of the rescaled
problem (1.1) in the case of a positive cosmological constant.

Normalization 1 Since the problem is invariant under a multiplication of u by
a positive constant, without loss of generality we will suppose from now on
maxy (u) = 1. We also let

MAX(u)={peM : u(lp) =1}

be the set of the points that realize the maximum.

Recall that, since # = 0 on 0M, the first equation of problem (1.4) implies
that D>x = 0 on dM. Therefore, |Du| is constant (and different from zero, see [8,
Lemma 3]) on each connected component of d M. The positive constant value of
|Du| on a connected component of dM is known in the literature as the surface
gravity of the connected component. It is easily seen that the surface gravity of the
boundary of the de Sitter solution (1.2) is equal to 1. Thus, it makes sense to consider
the following hypothesis, that will play a fundamental role in what follows.

Assumption 1 The surface gravity on each connected component of the boundary
is less than or equal to 1, namely, |Du| < 1 on 0 M.

We notice that the de Sitter triple (D", gp,up) defined by (1.2) is still a
static solution of the rescaled problem (1.4) and satisfies Normalization 1 and
Assumption 1. On the other hand, Assumption 1 rules out other known solutions
of (1.4), such as the de Sitter—Schwarzschild triple [26]

dr @ dr

— _1 =
(M=t ) xs ' go= T8

+ g1, u= V1-r2 - 2mr2*”> ,
(1.5)

where m € (O, \/ ("7712")%2 ) and ry(m), ro(m) are the two positive solutions of 1 —

2—n

r2 —2mr = 0 (once u is rescaled according to Normalization 1, it can be seen
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that the surface gravity of the event horizon r = rj(m) is greater than 1 for all m),
and the Nariai solution [31]

(M=10.71x8"" go= [dr@dr+ (-2 ggm] u=sin() (16

1
n
which has |Du| = 4/n at both its boundaries.

Proceeding in analogy with [4], we are now ready to introduce, for all p > 0, the
functions U, : [0, 1) — R given by

1 n+12)—l
t— Up(t) = (1—1‘2) /|Du|”da. (1.7)
fu=r)

It is worth noticing that the functions t + Up(t) are well defined, since the
integrands are globally bounded and the level sets of u have finite hypersurface
area. In fact, since u is analytic (see [13, 41]), the level sets of u have locally finite
2" _measure by the results in [21, 30] (see also [27, Theorem 6.3.3]). Moreover,
they are compact and thus their hypersurface area is finite. To give further insights
about the definition of the functions ¢ + U,(t), we note that, using the explicit
formule (1.2), one easily realizes that the quantities

D I \%'
M>x— Jij|u2(x) and [0,1) 3t —> Up(t) :/(1_u2>2d0

{u=t}

(1.8)

are constant on the de Sitter solution. In the following, via a conformal reformulation
of problem (1.4), we will be able to give a more geometric interpretation of this fact.
On the other hand, we notice that the function ¢ > U, (¢) can be rewritten in terms
of the above quantities as

D p I V%'
Up(1) =f<~/|1_”|u2) (1_u2)2 do. (1.9)

{u=t}

Hence, thanks to (1.8), we have that for every p > 0 the function ¢ — U,(t)
is constant on the de Sitter solution. Our main result illustrates how the functions
t = Up(t) can be also used to detect the rotational symmetry of the static solution
(M, go, u). In fact, for p > 3, they are nonincreasing and the monotonicity is strict
unless (M, go, u) is isometric to the de Sitter solution.

Theorem 1.1 (Monotonicity-Rigidity Theorem, Case A > 0) Ler (M, go, u) be
a static solution to problem (1.4) satisfying Normalization I and Assumption 1. Then

Dul> < 1 —u?, inM. (1.10)
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Moreover, the functions U, : [0,1) — R defined in (1.7) satisfy the following
properties.

(1) Forevery p > 1, the function U, is continuous.
(ii) The function U} is monotonically nonincreasing. Moreover, if U1 (t1) = U1 (t2)
for some t| # ta, then (M, go, u) is isometric to the de Sitter solution.
(iii) For every p > 3, the function U, is differentiable and the derivative satisfies,
foreveryt € [0, 1),

n+p—1

2
y / |Du|P72 DuH+ np B n+p—1 |Du| do
u p—1 p—1 1—u?

{u=t}

Up =~ =r( : ))

=—(p—1)t<1 1 2>n+12’*1

_ 2
x / |Du|1’2|:(n—l)—Ric(v,v)+<n+p 1)(1— IDul >:|d0
p—1 1 —u?

{u=t}

TN n [Dul?
<—(p-1t Du|P~? 1- do <0,
<—w-nr(,_ ) /|u| (p_1> L) s

{u=t}

(1.11)

where H is the mean curvature of the level set {u = t} and v = Du/|Du| is
the unit normal to the set {u = t}. Moreover, if there exists t € (0, 1) such that
UI’, (t) = 0 for some p > 3, then the static solution (M, go, u) is isometric to
the de Sitter solution.

(iv) Forevery p > 3, we have UI’, (0) := lim,_, o+ UI’, (t) = 0 and, setting UZ(O) =
lim; o+ U, (#)/1, it holds

Uy =—(p—1

oM _ (,, _ — —
Je [

oM
<—(p-1 / |Du|”_2< " ) (1 - |Du|2> do <0, (1.12)
p—1
oM
where R™™ is the scalar curvature of the metric gy induced by go on dM.

Moreover, ifU[’)’(O) = 0 for some p > 3, then the static solution (M, go, u) is
isometric to the de Sitter solution.
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Remark 1 Notice that formula (1.11) is well-posed also in the case where {u = t} is
not a regular level set of u. In fact, one has from [13, 41] that u is analytic, hence we
can use the results from [21, 30] to conclude that the (n — 1)-dimensional Hausdorff
measure of the level sets of u is finite. More than that, it follows from [30] (see
also [27, Theorem 6.3.3]) that the set Crit(¢p) = {x € M : Vg(x) = 0} contains an
open (n — 1)-submanifold N such that " (Crit(p) \ N) = 0. In particular, the
unit normal vector field to the level set is well defined .7~ !-almost everywhere
and so does the mean curvature H. In turn, the integrand in (1.11) is well defined
"1 -almost everywhere. Finally, we observe that where |Du| # 0 it holds

Dul”P'H = |Dul”"> Au— |Dul?~*D*u(Du,Du) = —u |[Du|’>Ric(v,v),

where v = Du/|Du| as usual. It is also clear that [Du|P"'H = —u |Du|P~>
Ric(v, v) = 0 on the whole N for every p > 2. Since |Ric| is uniformly bounded on
M, this shows that the integrand in (1.11) is essentially bounded and thus summable
on every level set of u, provided p > 2.

The analytic and geometric implications of Theorem 1.1 will be discussed in full
details in Sect. 2. However, we have decided to collect the more significant among
them in Theorem 1.3 below. Before giving the statement, it is worth noticing that,
combining Theorem 1.1 with some approximations near the extremal points of u, we
are able to characterize the set MAX(u) and to estimate the behavior of the U, (¢)’s
as t approaches 1.

Theorem 1.2 Let (M, go, u) be a solution of (1.4) satisfying Assumption 1. The set
MAX(u) is discrete (and finite) and, for every p < n — 1, it holds

lim%nf Up() > IMAX@w)||S"], (1.13)
t—1—

where IMAX(u)| is the cardinality of the set MAX (u).

For the detailed proof of this result, we refer the reader to Theorem A.1 in the
Appendix A.

Remark 2 The above result is false without Assumption 1. In fact, we can easily find
solutions (that does not satisfy our assumption) such that the set MAX(u) is very
large. For instance, the set of the maximum points of the de Sitter—Schwarzschild
solution (1.5) has non-zero .7~ !-measure, and the same holds for the maximum
points of the Nariai solution (1.6).

Now we are ready to state the main consequences of Theorem 1.1 on the
geometry of the boundary of M.

Theorem 1.3 (Geometric Inequalities, Case A > 0) Ler (M, go, u) be a static
solution to problem (1.4) satisfying Normalization 1 and Assumption 1. Then the
following properties are satisfied.



Monotonicity Formulas for Static Metrics with Non-zero Cosmological Constant 135

(i) (Areabound) The inequality
IMAX)| [S"~'| < [aM], (1.14)
holds true. Moreover, the equality is fulfilled if and only if the static solution

(M, go, u) is isometric to the de Sitter solution.
(i) (Willmore-type inequality) The inequality

n—1
do (1.15)

RM — n(n—3
IMAX ()] [S"] < / ‘ . =3
oM

holds true. Moreover, the equality is fulfilled if and only if the static solution
(M, go, u) is isometric to the de Sitter solution.
(iii) The inequality

R?)M

- 2) do (1.16)

IMAX(0)| [S"1] < /

oM

holds true. Moreover, the equality is fulfilled if and only if the static solution
(M, go, u) is isometric to the de Sitter solution.

(iv) (Uniqueness Theorem) Let n = 3. If dM is connected, then (M, go, u) is
isometric to the de Sitter solution. If M is not connected, then 3  MAX(u)| <
wo(0 M), in particular, 9 M must have at least four connected components.

We conclude this subsection observing that point (iv) in the above statement can
be rephrased by saying that (after normalization) the de Sitter solution has the least
possible surface gravity among three-dimensional solutions to problem (1.4) with
connected boundary.

1.3 Setting of the Problem and Statement of the Main Results
(Case A < 0)

Suppose that M has empty boundary and at least one end, and consider positive
functions u € €"°°(M) such that the triple (M, go, u) satisfies the system

uRic = Dzu—nugo, in M
Au = nu, in M (1.17)

u(x) — oo asx — o0

We notice that the first two equations coincide with the equations of the rescaled
problem (1.1) in the case of a negative cosmological constant.
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Normalization 2 Since the problem is invariant under a multiplication of u by
a positive constant, without loss of generality we will suppose from now on
minys (u) = 1. We also let

MIN(u) ={pe M : u(p) =1}
be the set of the points that realize the minimum.

For future convenience, we introduce the following classical definition, originally
introduced by Penrose in [33] (see also [24] and the references therein).

Definition 1 (Conformally Compact Static Solution) A static solution (M, go, u)
of problem (1.17) is said to be conformally compact if the following conditions are
satisfied:

(i) The manifold M is diffeomorphic to the interior of a compact manifold with
boundary M.

(ii) There exists a compact K C M and a functionr € €°°(M \ K) such thatr # 0
onM,r =0o0ndM,dr # 0ondM and the metric § = r?go extends smoothly
to a metricon M \ K.

In the following, we will call M the conformal boundary of M and, in order to
simplify the notation, we will set

oM = oM .

We will refer to a function with the same properties of r in (ii) as to a defining
function for oM.

We are now ready to introduce the analogous of Assumption 1 in the case of a
negative cosmological constant.

Assumption 2 The triple (M, go,u) is conformally compact, the function
1/\/u2 — 1 is a defining function for OM and limy_ ;3 (u2 —1- |Du|2) > 0
forevery x € oM.

Some comments are in order to justify these requirements. First we notice that
the requirement of 1/ Vu? —1 being a defining function is not unusual, in the sense
that it has already appeared in various articles like [34, 38, 39]. Moreover, we notice
that, if 1/ Vu? —lisa defining function, then the limit in Assumption 2 exists and
is finite (see Lemma A.8-(i) in the Appendix A).

Finally, we observe that the anti-de Sitter triple (R”, g4, u4) defined by (1.3)
indeed verifies all our hypothesis, namely it is a conformally compact static solution
of problem (1.17) satisfying Normalization 2 and Assumption 2.

Proceeding in analogy with [4], for all p > 0 we introduce the functions U, :
(1, +00) — R defined as

n+p—1

) > [ Du|? do. (1.18)

{u=t}

t — Upt) = (t2—1
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It is worth noticing that the functions t + U, (t) are well defined, since the
integrands are globally bounded and the level sets of u have finite hypersurface area.
In fact, since u is analytic (see [13, 41]), the level sets of u have locally finite R}
measure by the results in[21, 30] (see also [27, Theorem 6.3.3]). Moreover, they are
compact and thus their hypersurface area is finite. Another important observation
comes from the fact that, using the explicit formula (1.3), one easily realizes that
the quantities

1 n—1
M3 x— (x) and [0,1) 3¢ —> Uo(t)=/<2 )2da
1 us—1

{u=t}

(1.19)

are constant on the anti-de Sitter solution. In the following, via a conformal reformu-
lation of problem (1.17), we will be able to give a more geometric interpretation of
this fact. On the other hand, we notice that the function ¢ = U, (¢) can be rewritten
in terms of the above quantities as

D p NG
Up(1) :/<\/L2u—|1) <u2—1> 2 do. (1.20)

{u=t}

Hence, thanks to (1.19), we have that for every p > 0 the function ¢ > U, (¢) is
constant on the anti-de Sitter solution. Our main result illustrates how the functions
t — Up(?) can be used to detect the rotational symmetry of the static solution
(M, go, u). In fact, for p > 3, they are nondecreasing and the monotonicity is strict
unless (M, go, u) is isometric to the anti-de Sitter solution.

Theorem 1.4 (Monotonicity-Rigidity Theorem, Case A < 0)

Let (M, go, u) be a conformally compact static solution to problem (1.17) in the
sense of Definition 1. Suppose moreover that (M, go, u) satisfies Normalization 2
and Assumption 2. Then

Dul* < u?—1, (1.21)
on the whole manifold M. Moreover, for every p > 1 let U, : (1, +00) — R be the

function defined in (1.18). Then, the following properties hold true.

(1) Forevery p > 1, the function U, is continuous.
(i1) The function Uy is monotonically nondecreasing. Moreover, if U1 (t1) = U1 (t2)
for some t| # ta, then (M, go, u) is isometric to the anti-de Sitter solution.
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(iii) For every p > 3, the function U, is differentiable and the derivative satisfies,
foreveryt € (1,400),

n+p 1

n+p 1

U (t)-(p—l)r( .

)
Lo [P () () )
)
|

(p—l)r( .

_ 2
|Du|P 2| (n — 1) + Ric(v, v)+(n:p | 1)(1— IDul >i|da

uz —1

{u= l}

n+pl 2
n Du
>(p—l)t( 1) /lDuV’ 2( _1)(1—le_'l)dazo,
{u=t}

(1.22)

where H is the mean curvature of the level set {u = t} and v = Du/|Du)| is the
unit normal to the level set {u = t}. Moreover, if there exists t € (1, +00) such
that U;, (t) = O for some p > 3, then the static solution (M, go, u) is isometric
to the anti-de Sitter solution.

(iv) For our next result it is convenient to see Up(t) as a function of the
defining function r = 1/«/u2 — 1, that is, we consider the function V,(r) =
Up (\/1 + 1/r2). We have that, for every p > 3, it holds

. " — _
rl_138+ Vyr)=—(p-1

n—Dn—-2)—RM pp11)
X/[ 200 —1) +2(p—1)< _1_|D“|)]d"g
oM

<—-(p-1 / (p’: 1> (u2 —1- |Du|2) dog <0, (1.23)

oM

where g = go/(u? — 1) and RgM is the scalar curvature of the metric gym
induced by g on 0 M. The integrands in (1.23) have to be thought as the limits
of the corresponding functions as x — x, withx € 0M.

Remark 3 Using the same arguments of Remark 1, one observes that formula (1.22)
is well posed even when the set {# = ¢} is not a regular level set of u. Notice that
the integrands in (1.23) are finite functions, as it has been stated in the discussion
below Assumption 2 (see also Lemma A.8-(i)).
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Remark 4 Note that, unlike the case A > 0, the rigidity statement does not hold for
point (iii) of Theorem 1.4. The reason for this will be clear later (see the discussion
at the end of Sect. 6.4).

In general, as it will become apparent in Sect. 2, the analysis of the static solutions
is more delicate in the case A < 0. In particular, we will see that, in the case A < 0,
in order to obtain results that are comparable with the ones for A > 0, it will
be useful to require some extra hypotheses on the behavior of the static solution
near the conformal boundary (namely Assumption 2-bis in Sect. 2.4). Still, some of
the consequences for A > 0 will have no analogue in the case A < 0 (compare
Theorem 1.3 with Theorem 1.6 below).

The analytic and geometric implications of Theorem 1.4 will be discussed in full
details in Sect. 2. However, we have decided to collect the more significant among
them in Theorem 1.6 below. Before giving the statement, it is worth noticing that,
combining Theorem 1.4 with some approximations near the extremal points of the
static potential u#, we are able to characterize the set MIN(«) and to estimate the
behavior of the U, (¢)’s as t approaches 1.

Theorem 1.5 Let (M, go, u) be a conformally compact solution of (1.17) satisfying
Normalization 2 and Assumption 2. Then the set MIN (u) is discrete (and finite) and,
forevery p < n — 1, it holds

liminf Up(1) = [MINGo|[S""], (1.24)
t—1

where |IMIN(u)| is the cardinality of the set MIN (u).

For the detailed proof of this result, we refer the reader to Theorem A.7 in the
Appendix A.

Theorem 1.6 (Geometric Inequalities, Case A < 0) Let (M, go, u) be a confor-
mally compact static solution to problem (1.17) in the sense of Definition 1. Suppose
moreover that (M, go, u) satisfies Normalization 2 and Assumption 2. Then the
metric g = go/w? — 1) extends to the conformal boundary and the following
properties are satisfied.

(i) (Areabound) The inequality
IMIN(u)| IS < [aM],, (1.25)

holds true. Moreover, the equality is fulfilled if and only if the static solution
(M, go, u) is isometric to the anti-de Sitter solution.

(i) (Willmore-type inequality) Suppose that lim,_, oo (4> — 1 — |Du|?) = 0. Then
the inequality

RM — (n+1)(n—2) !

22 do, (1.26)

IMINGo| [S"!] < f ‘
oM
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holds true. Moreover, the equality is fulfilled if and only if the static solution
(M, go, u) is isometric to the anti-de Sitter solution.

We underline the similarity between this result and statements (i), (ii) of
Theorem 1.3. Unfortunately, we are not able to provide analogues of points (iii), (iv).

1.4 Strategy of the Proof

To describe the strategy of the proof, we focus our attention on the rigidity
statements in Theorems 1.1-(iii), 1.4-(iii) and for simplicity, we let p = 3. At
the same time, we provide an heuristic for the monotonicity statement. In this
introductory section, we treat the two cases A > 0 and A < 0 at the same time, in
order to emphasize the similarities between them. For a more specific and precise
analysis we address the reader to Sect. 3 and following.

The method employed is based on the conformal splitting technique introduced
in [1], which consists of two main steps. The first step is the construction of the so
called cylindrical ansatz and amounts to find an appropriate conformal deformation
g of the static metric go in terms of the static potential u. In the case under
consideration, the natural deformation is given by

80
g:1—u2 (case A > 0),

g = 2g0 (case A < 0),
u-—1

defined on M* := M \ MAX(u) (respectively M* := M \ MIN(u)) if A > O
(respectively A < 0). The manifold M* has the same boundary as M and each point
of MAX(u) (respectively MIN(u)) corresponds to an end of M*. When (M, go, u) is
the de Sitter solution (respectively the anti-de Sitter solution), the metric g obtained
through the above formula is immediately seen to be the cylindrical one. In general,
the cylindrical ansatz leads to a conformal reformulation of problems (1.4), (1.17)
in which the conformally related metric g obeys the quasi-Einstein type equation

Ri 1 — (n — 1) tanh?(¢)
e = tanh(¢)

]v2¢+(n —2)de ® do
=(n-—2+20- |V¢|§,)>g, (case A > 0)

}v2¢+ (n—2)dg @ dy

Ri 1 — (n — 1) coth?(¢)
1~ coth(¢)

=(n—2+20- |V¢|§))g, (case A < 0)
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where V is the Levi-Civita connection of g and the function ¢ is defined by

1 14+u

¢ = _log , (case A > 0)
2 1—u
1 u+1

¢ = _log , (case A < 0)
2 u—1

and satisfies

Ag ¢ = —ntanh(p) (1 - |Vgo|§,) , (case A > 0)
Ag ¢ = —ncoth(p) (1 - |Vgo|§,> , (case A > 0)

where A, is the Laplace—Beltrami operator of the metric g. Before proceeding, it is
worth pointing out that taking the trace of the quasi-Einstein type equation gives

Ry =m-2)+ (n tanh?(¢) + 2) (1 - |V<p|§> , (case A > 0)

n—1

R, 2 2
1= (n—2)+(n coth (cp)+2) (1—|V<p|g) , (case A < 0)
where R, is the scalar curvature of the conformal metric g. On the other hand, it is
easy to see that |V(p|§ is proportional to the first term in (1.8) (respectively (1.19)).
In fact, if (M, go) is the de Sitter solution (respectively anti-de Sitter solution), then
(M*, g) is a round cylinder with constant scalar curvature. Furthermore, the second
term appearing in (1.8) (respectively (1.19)) is (proportional to) the hypersurface
area of the level sets of ¢ computed with respect to the metric induced on them by
g. Again, in the cylindrical situation such a function is expected to be constant.
The second step of our strategy consists in proving via a splitting principle that
the metric g has indeed a product structure, provided the hypotheses of the Rigidity
statement are satisfied. More precisely, we use the above conformal reformulation
of the original system combined with the Bochner identity to deduce the equation

1 + (n + 1) tanh?(¢)
2 2
AgIVolg — ( anh(¢) (VIVelg | Ve)g =
— 2|V%|2 + 2n tanh() Ve[ (1 _ |V¢|§) . (case A > 0)
1+ (n + 1) coth?(p)
2 2
AgIVolg — ( coth(g) (VIVelg | Ve)g =

= 2|V?|; + 2n coth®(p) |Vol; (1 - |V¢|§> . (case A <0)
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Observing that the drifted Laplacian appearing on the left hand side is formally
self-adjoint with respect to the weighted measure

dug

, case A > 0
sinh(g) cosh™*! () ( )
d
. 1 He , (case A < 0)
sinh"*! (¢) cosh(g)

we integrate by parts and we obtain, for every s > 0, the integral identity

IVo|2H — [Vl Agp
g dag
sinh(g) cosh™ ! ()

{p=s}
V2012 + ntanh?(¢) [ Vol2 (1 - | Vol2)
= f . 1 dug. (A > 0)
sinh(¢) cosh™ ™1 (¢)
{p>s}
/ IVolzHe — IVoleAgy &
sinh™*! () cosh(g) &
{p=s}
V2012 +n coth?(¢) [ Vol2 (1 - 1Vol2)
= f _— dug. (A > 0)
sinh”"*! () cosh(e)

{p>s}

where H, is the mean curvature of the level set {¢ = s} inside the ambient (M*, g)
(notice that the same considerations as in Remark 1 apply here). We then observe
that, up to a negative function of s, the left hand side is closely related to Uj (see
formule (3.32) and (3.34)). On the other hand, we will prove that, under suitable
assumptions, the right hand side is always nonnegative. This will easily imply the
Monotonicity statement. Also, under the hypotheses of the Rigidity statement, the
left hand side of the above identity vanishes and thus the Hessian of ¢ must be zero
in an open region of M. In turn, by analyticity, it vanishes everywhere. Translating
this information back in terms of the hessian of u, we are able to conclude using
Obata’s theorem.

1.5 Summary

The paper is organized as follows. In Sect.2 we describe the geometric conse-
quences of Theorems 1.1, 1.4, obtaining several sharp inequalities for which the
equality is satisfied if and only if the solution to system (1.4) or (1.17) is rotationally
symmetric. We distinguish the consequences of Theorems 1.1-(iii), 1.4-(iii) on the
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geometry of a generic level set of u (see Sects. 2.1 and 2.3), from the consequences
of Theorems 1.1-(iv), 1.4-(iv) on the geometry of the boundary of M (see Sects. 2.2
and 2.4).

In Sect.2.2, we deduce some sharp inequalities for static solutions of prob-
lem (1.4) and we use them to obtain some corollaries on the uniqueness of the
de Sitter metric (see Theorem 2.9 and the discussion below). In particular, we
show that, if Assumption 1 holds, then the only 3-dimensional static solution of
problem (1.4) with a connected boundary is the de Sitter solution. For n > 4, we
are not able to prove such a general result. Nevertheless, we discuss some geometric
conditions under which the uniqueness statement holds in every dimension. The
analogous consequences in Sect. 2.4 are less strong. In any case, we are still able to
state a result (Theorem 2.19) that extends the classical Uniqueness Theorems of the
anti-de Sitter metric proved in [12, 34, 39].

In Sect. 3, we reformulate problem (1.4) and (1.17) in terms of a quasi-Einstein
type metric g and a function ¢ satisfying system (3.23) (cylindrical ansatz),
according to the strategy described in Sect. 1.4. In this new framework, both
Theorem 1.1 and Theorem 1.4 results to be equivalent to Theorem 3.2 in Sect. 3.5
below, as we will prove in detail in Sect. 4. Theorem 3.2 will be proven in Sect. 6
with the help of the integral identities proved in Sect. 5.

Finally, in Appendix B we discuss a different approach to the study of prob-
lems (1.4) and (1.17), that does not rely on the machinery of Sects. 3, 4, 5, 6 and
provides some consequences that are comparable with the ones discussed in Sect. 2.
In the case A > 0, the results that we show in this section are known (see [12, 14]),
but in the case A < 0 they appear to be new.

1.6 Added Note

The results presented in this paper have been improved by the authors in the
works [9, 10]. In light of these new results, the present work may be interpreted
as a preliminary study of problem (1.1), which have had the relevance of providing
the basic framework where to build our analysis. In fact, this work provides the
heuristic behind the definition of the monotonic function U used in [10] as one of
the key tools of the proofs.

For these reasons, we stress that the main focus of the present paper is on the
method employed in the proofs, which is based, as already explained in Sect. 1.4,
on the application of an appropriate cylindrical ansatz. As already mentioned, this
technique has been already used in [4] in order to study static solutions with zero
cosmological constant. The reader may notice that the results shown in Sect. 2 share
some analogies with the ones presented in [4]. It is also worth mentioning that a
similar analysis has been employed in [1, 2] in order to study the geometric aspects
of potential theory in the Euclidean space (see also [22] and [6] for the natural
extensions to the non linear and non flat setting, respectively). Although this may
appear to be a completely different problem, it actually shares some strong analogies
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with the study of static spacetimes with zero cosmological constant, as discussed
in [3]. A different but related approach to the study of the electrostatic potential,
based on a spherical ansatz, has been developed in [11]. Finally, we mention that
static metrics with nonzero cosmological constant also admit a Euclidean analogue,
that is the well known torsion problem (for some standard references, see [36, 40]).
In [5] we will study this Euclidean problem, and in particular we will discuss some
overdetermining conditions that force the rotational symmetry of the solution.

2 Consequences

In this section we discuss some consequences of Theorems 1.1 and 1.4, distinguish-
ing the two cases A > O and A < 0.

2.1 Consequences on a Generic Level Set of u (Case A > 0)

Since, as already observed, the functions ¢ = U, (¢) defined in (1.7) are constant
on the de Sitter solution, we obtain, as an immediate consequence of Theorem 1.1
and formula (1.11), the following characterizations of the rotationally symmetric
solutions to system (1.4).

Theorem 2.1 Let (M, go, u) be a solution to problem (1.4) satisfying Normaliza-
tion 1 and Assumption 1. Then, for every p > 3 and every t € [0, 1), it holds

i . |Du?
[Dul? 2| (n = 1) = Ricw.v) + (1= ") |do = 0.
— U
(u=r)

Moreover; the equality is fulfilled for some p > 3 and some t € [0, 1) if and only if
the static solution (M, go, u) is isometric to the de Sitter solution.

Setting t = 0 in the above formula, and using the Gauss—Codazzi equation, one

gets
RM_(n—1)(n—-2 Du/?
/|Du|1’*2 (= D=2 (PN e = 0,
2 1—u?
oM

This inequality is just a rewriting of formula (1.23), whose consequences will
be discussed in Sect.2.2 (see Theorem 2.6 and below). Another way to rewrite
formula (1.11) is the following.
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Theorem 2.2 Let (M, go, u) be a solution to problem (1.4) satisfying Normaliza-
tion 1 and Assumption 1. Then, for every p > 3 and every t € [0, 1), the inequality

Du| )’ Du| \P~2
/<\/1—u2) do = /<¢1_u2) [HlDlogul +n]da 2.1)
(u=t)

{u=t} u=t

holds true, where H is the mean curvature of the level set {u = t}. Moreover, the
equality is fulfilled for some p > 3 and some t € (0, 1) if and only if the static
solution (M, go, u) is isometric to the de Sitter solution.

To illustrate other implications of Theorem 2.2, let us observe that, applying
Holder inequality to the right hand side of (2.1) with conjugate exponents p/(p —2)
and p/2, one gets

/ <\/|1D_u|uz>p_2[HlD10gul+n]da

{u=t}

S(J (a)e) (] oo
{ {

u=t} u=t}

» 2
P

2
dcr) .

This implies on every level set of u the following sharp L”-bound for the gradient
of the static potential.

Corollary 2.3 Let (M, go, u) be a solution to problem (1.4) satisfying Normaliza-
tion 1 and Assumption 1. Then, for every p > 3 and every t € [0, 1) the inequality

< \/ HHIDlogu| +n
LP({u=t})

holds true, where H is the mean curvature of the level set {u = t}. Moreover, the
equality is fulfilled for some p > 3 and some t € (0, 1) if and only if the static
solution (M, go, u) is isometric to the de Sitter solution.

Du

, 2.2
H\/l—u2 =2

LP2(fu=t})

It is worth pointing out that the right hand side in (2.2) may possibly be
unbounded. However, for regular level sets of the static potential the LP-norm of
the mean curvature is well defined and finite (see Remark 1). We also observe that
letting p — 400, we deduce, under the same hypothesis of Corollary 2.3, the
following L*°-bound

Du

2.3
Hx/l—u2 @3

< / HHlDlogu| +nH .
L ({u=t}) L>®({u=t})
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for every t+ € [0, 1). Unfortunately, in this case we do not know whether the
rigidity statement holds true or not. However, the equality is satisfied on the de
Sitter solution and this makes the inequality sharp.

Now we will combine inequality (2.2) in Corollary 2.3 with the observation that
forevery ¢t € [0, 1) and every 3 < p < n — 1 (we need to take n > 4) it holds

Up(t) = MAXw)|S"7'], (2.4)

where the latter estimate follows from estimate (1.13) in Theorem 1.2 and from
the monotonicity of the U,’s stated in Theorem 1.1-(iii). Recalling the explicit
expression (1.7) of the U),’s, we obtain the following.

Theorem 2.4 Let n > 4. Let (M, go, u) be a solution to problem (1.4) satisfying
Normalization I and Assumption 1. Then, for every 3 < p < n — 1 and every
t € [0, 1), the inequalities

-1

(1 =" MAX@w)|1S"!] < HH|D10gu| tn

p
2

2.5)

LP2({u=t})

hold true. Moreover, the equality is fulfilled for some t € (0, 1) and some 3 < p <
n—1, ifand only if the static solution (M, go, u) is isometric to the de Sitter solution.

To give a geometric interpretation of the above theorem, we recall the identity
H|Dlogu|+n = n —Ric(v,v),

and we observe that the quantity (1 — t2)"5l |S*~1| corresponds to the hypersurface
area of the level set {up = ¢} in the de Sitter solution (1.2). Combining together
these two facts, we arrive at the following corollary.

Corollary 2.5 Letn > 4. Let (M, go, u) be a solution to problem (1.4) satisfying
Normalization 1 and Assumption 1. Then, for every 3 < p < n — 1 and every
t € [0, 1), the inequality

IMAX ()| {up =t}

= 1) < ][|n — Ric(v, v) | do (2.6)

{u=t}

holds true. Moreover, the equality is fulfilled for some t € (0, 1) and some 3 <
p < n — 1, if and only if the static solution (M, go, u) is isometric to the de Sitter
solution. In particular, for every t € (0, 1), it holds

1 < | n—Ricv,v) ||LOQ({ 2.7

u=t}) "
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2.2 The Geometry of M (Case A > 0)

We pass now to describe some consequences of the behaviour of the static solution
(M, go, u) at the boundary d M, as prescribed by Theorem 1.1-(iv). We remark that
|Du| is constant on every connected component of M, and that dM is a totally
geodesic hypersurface inside (M, go). In particular, also the mean curvature H
vanishes at 0 M. Hence, formula (1.11) implies that U 1’, 0) =0.

The following theorem is a rephrasing of formula (1.12) and is the analog of
Theorem 2.2.

Theorem 2.6 Let (M, go, u) be a solution to problem (1.4) satisfying Normaliza-
tion 1 and Assumption 1. Then, for every p > 3, it holds

/|Du|1’—2[(n—1)(n—2)—R"’M —2(1—|Du|2)]da <o, (2.8)
oM

where R denotes the scalar curvature of the metric induced by go on M.
Moreover, the equality holds for some p > 3 if and only if (M, go, u) is isometric
to the de Sitter solution. In particular, the boundary of M has only one connected
component and it is isometric to a (n — 1)-dimensional sphere.

Since the quantity |[Du| is constant on each connected component of d M (because
D2u = 0 on dM, as it follows from the first equation in problem (1.4)), if we assume
that the boundary is connected, formula (2.8) can be replaced by

/[(n— Dn—2) —RM _2(1 - |Du|2)]do < 0. (2.9)
oM

Remark 5 In the case p = 3, Theorem 2.6 is a weaker version of Corollary B.2 in
the Appendix B. This corollary is not new, but it has been proved in [14] generalizing
some early computations in [12] and [29]. In particular, in the case of a connected
boundary, from Corollary B.2 it follows the inequality

f[(n— D —2) — RBM] do < 0, (2.10)

oM

that is strictly better than our formula (2.9), and is proved without the need of
Assumption 1. Note that from inequality (2.10) it follows the remarkable result that
the only static solution of (1.4) whose boundary is isometric to a sphere with its
standard metric, is the de Sitter solution. This is not a direct consequence of our
Theorem 2.6.
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To illustrate some other consequences of Theorem 2.6, we rewrite for-
mula (2.8) as

R?)M _ _
/lDu|1’do < /|Du|”_2|: ’;(” 3)}10. @2.11)
oM oM

Then we apply Holder inequality to the right hand side with conjugate exponents
p/(p —2) and p/2, obtaining

oM _ _ (p=2)/p
/|Du|P*2[R ;(" 3)}10 < (/ \Du\”da) (/
oM oM oM

This immediately implies the following corollary, that should be compared with
Corollary 2.3.

RM _yn(n—3)

p/2 2/p
da) .
2

Corollary 2.7 Let (M, go, u) be a solution to problem (1.4) satisfying Normaliza-
tion 1 and Assumption 1. Then, for every p > 3, the inequality

RM — p(n—3)
I Dullprom = 5

holds true, where R?M denotes the scalar curvature of the metric induced by g
on 0M. Moreover, the equality holds for some p > 3 if and only if (M, go, u) is
isometric to the de Sitter solution. In particular, the boundary of M has only one
connected component and it is isometric to a (n — 1)-dimensional sphere.

2.12)

LPI2(3M)

Letting p — 400 in formula (2.12), we obtain, under the hypotheses of the
above corollary, the L°°-bound

RM — p(n—3)
[| Du [l oo @an=< JH

5 (2.13)

L®@M) '
For our next result, we are going to combine the monotonicity of the U,’s, as
stated by Theorem 1.1, together with the estimate (1.13) given in Theorem 1.2.

Theorem 2.8 Let (M, go, u) be a solution to problem (1.4) satisfying Normaliza-
tion 1 and Assumption 1. Then, it holds

IMAX ()| [S"!| < /lDulpda < |aM]. (2.14)
oM
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forO < p <1lifn=3andfor0 < p <n—1ifn > 4. Moreover, the equality
IMAX ()| |S""Y| = |dM]| holds if and only if (M, go, u) is isometric to the de
Sitter solution.

Proof First, recalling Assumption 1, it is clear that

IA

U,(0) =/|Du|pdo M|,
oM

forevery p > 0.
Now consider the case n > 4 and let 3 < p < n — 1. From formula (1.13) and
Theorem 1.1-(iii), we obtain

IMAX@)] [S"] < Up(0),
and the equality holds if and only if U,(#) is constant, that is, if and only if
(M, go, u) is isometric to the de Sitter solution. Combining this with the inequality
above, we obtain the thesis for3 < p <n — 1.If 0 < p < 3 instead, to conclude it
is enough to observe that [, ,, [Du|”do > [, |Du|*do, thanks to Assumption 1.
In the case n = 3, we can repeat the argument above using U (¢), that we know
to be monotonic thanks to Theorem 1.1-(ii). |

Remark 6 The result above is particularly effective in dimension n = 3. In that
case, it is known from [12] that any solution (M, go, u) of problem (1.4) with a
connected boundary satisfies [0 M| < 4. Since formula (2.14) gives the opposite
inequality, we conclude that the only 3-dimensional static solution to problem (1.4)
with d M connected and satisfying Normalization 1 and Assumption 1 is the de Sitter
solution. A direct proof of this fact will be given later (see Theorem 2.11). Note that
the same thesis does not hold without Assumption 1. An explicit example of a non-
trivial 3-dimensional static solution with a connected boundary diffeomorphic to
S? (which does not satisfy Assumption 1) can be constructed via a quotient of the
Nariai solution (1.6) (see [8, Section 7]).

In the case n > 4 we are not able to provide such a general result, and the
situation seems much wilder. For instance, for any 4 < n < 8§, one can prove
the existence of a countable family of non-trivial static solutions of (1.4) with M
connected and diffeomorphic to a sphere or to a product of spheres (see [23]).
However, looking at the numerical approximations of some of these solutions, it
appears that they do not satisfy our hypotheses, thus the question of the uniqueness
of the de Sitter solution under our assumptions seems still open.

Using Corollary 2.7 in place of Corollary 2.3 we obtain the following analog of
Corollary 2.5.

Theorem 2.9 Let (M, go, u) be a solution to problem (1.4) satisfying Normaliza-
tion 1 and Assumption 1. Then, the following statements hold true.
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(i) Forevery p > 2, the inequality

(2.15)

V4
IMAX ()] |S" RM _ n(n—3)|2
< do
|OM| 2
oM

holds true. Moreover, the equality is fulfilled for some p > 2, if and only if the
static solution (M, go, u) is isometric to the de Sitter solution. In particular, it
holds

2 < |R™ —n(n-3) ||Lw({u=,}). (2.16)
(ii) The inequality
MAX n—1 oM
| @ S" < ][ R do 2.17)
[oM| (n—1n-2)
oM

holds true. Moreover, the equality is fulfilled if and only if the static solution
(M, go, u) is isometric to the de Sitter solution.

Proof Forn > 4and 3 < p < n — 1, statements (i) and (ii) can be derived from
inequality (2.12) in Corollary 2.7 and formula (2.14) in Theorem 2.8. In general, we
need to use inequality (B.6) in Corollary B.2, proved in the Appendix B.

To prove statement (i), we rewrite formula (B.6) as

aM _
/lDuldo < /lDu||:R ;’(” 3)}10—. (2.18)
oM

oM

Compare this inequality with (2.11), which holds for every p > 3 but is weaker
than (2.18) in the case p = 3.
Using Holder inequality, we have

-2

RIM _ _ RIM _ _ a5 2 , P
/lDul[ Z(n 3)]da < [/‘ Z(n 3)‘ da]" ( / |Du|pizda) !
M M M

Moreover, since |Du| < 1 on d M thanks to Assumption 1, we have |Du| o < |Du|
for every p > 2. Substituting in (2.18), with some easy computations we find

17
2
do

IDull 1 om) - ][ RM — n(n—3)
[OM | - 2
aM
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Now using inequality (2.14) we obtain (2.15). Moreover, if the equality holds
in (2.15), then also (2.18) is an equality, thus by Corollary B.2 we have that
(M, go, u) is the de Sitter solution.

Statement (ii), is an immediate consequence of formula (2.18) and inequal-

ity (2.14) in Theorem 2.8. |
If we set p = 2(n — 1) in Theorem 2.9-(i), we obtain the following nicer
statement.

Corollary 2.10 (Willmore-Type Inequality) Ler (M, go, u) be a static solution to
problem (1.4), satisfying Normalization 1 and Assumption 1. Then, it holds

1 aM .
(MAX G| 1871)" < HR ) =3

L= (M)

where R denotes the scalar curvature of the metric induced by gy on dM.
Moreover, the equality holds if and only if (M, go, u) is isometric to the de Sitter
solution. In particular, the boundary of M has only one connected component and
it is isometric to a (n — 1)-dimensional sphere.

The result above should be compared with [4, Theorem 2.11-(ii)] where a similar
inequality is provided for the Schwarzschild metric [35].

For our next result we restrict to dimension n = 3, and we use the Gauss-Bonnet
Formula to prove that, in the hypothesis of a connected boundary, the equality is
achieved in formula (2.17).

Theorem 2.11 (Uniqueness Theorem) Ler (M, go, u) be a 3-dimensional static
solution to problem (1.4), satisfying Normalization 1 and Assumption 1. If oM is
connected, then (M, go, u) is isometric to the de Sitter solution. More generally, let

oM = I_Ifz1 Y;, where X1, ..., X are connected surfaces. Then
r
2IMAXwW)| < Y ki x(Zi), (2.19)
i=1

where k; is the surface gravity of X;, that is, the constant value of |Du| on ;.
Moreover, the equality holds if and only if OM is connected and (M, go, u) is
isometric to the de Sitter solution.

Proof Again, it is useful to use Corollary B.2, proved in the Appendix B. Setting
n = 3 in formula (B.6), we obtain

2 IDul opry = f|Du|R3Mdo~,
oM
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where the equality holds if and only if (M, go, u#) is isometric to the de Sitter
solution. Recalling formula (2.14), we obtain

,
87 IMAX(u)| < Z k,-/R):" do .

= 3

The thesis is now a consequence of the equalities

/szda = 4w (%)), foralli=1,...,r,

%

which follow from the Gauss-Bonnet theorem. m|

Combining the theorem above with the results in [8], we obtain the following
strengthening of formula (2.19).

Corollary 2.12 Let (M, go, u) be a 3-dimensional static solution to problem (1.4),
satisfying Normalization 1 and Assumption 1. If (M, go, u) is not isometric to the
de Sitter solution, then

3|IMAX(u)| < Z ki < mo(dM),

i=1

where ki1, ..., k, are the surface gravities of the connected components X1, ..., Xy
of OM. In particular, a non-trivial 3-dimensional static solution satisfying Normal-
ization 1 and Assumption 1, must have a boundary with at least four connected
components.

Proof Let (M, £0) 5 (M, go) be the universal covering. Clearly the triple
(M , 80, U = u o) is still a solution of problem (1.4) and satisfies Assumption 1
and Normalization 1. From [8, Theorem B], we know that (M , 80) is compact. In
particular, the degree d of the covering 7 is a finite number and |MAX()| =
d IMAX(u)].

LetoM = ule f)i, where f)l, R f)s are connected. From [8, Theorem C], we
have that (M , 80, 1) is isometric to the de Sitter triple or
N 47_[_ N
D_kiIZl < ) ki (2.20)
i=1 i=1
where Ig,' is the surface gravity of i,- foralli =1,...,s.

If (1\71 , 80, 1) is isometric to the de Sitter triple, then M is connected, hence also
oM is connected. Recalling Theorem 2.11, we deduce that (M, g, u) is isometric
to the de Sitter solution, against our hypotheses.
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Therefore, formula (2.20) must hold. Recalling Theorem 2.14, we obtain the
following chain of inequalities

N s
. ~ - 4 ~
47 d IMAX(u)| = 47 [IMAX(i1)| < / |Dit|dé = Zki IZil < 3 Zki .
N i=1 i=1
Since each connected component of 3 M lifts to at most d connected components of
dM, we have

s r
Z%i <d Zk,’.
i=1 i=1

This proves the first part of the statement. The inequality ) ;_, k; < mo(dM) is a
consequence of Assumption 1. O

2.3 Consequences on a Generic Level Set of u (Case A < 0)

Now we start to discuss the consequences in the case of a negative cosmological
constant. Since, as already observed, the functions ¢t + U, (¢) defined in (1.18)
are constant on the anti-de Sitter solution, we obtain from Theorem 1.4 and for-
mula (1.22), the following characterizations of the rotationally symmetric solutions
to system (1.17).

Theorem 2.13 Let (M, go, u) be a solution to problem (1.17) satisfying Normal-
ization 2 and Assumption 2. Then, for every p > 3 and every t € (1, 4-00), it holds

2
f|Du|p2|:(n— 1) + Ric(v, v) + (1 - I'Dulzﬂdo— > 0,
— U

{u=t}

where v = Du/|Du|. Moreover, the equality is fulfilled for some p > 3 and some
t € (1, 400) if and only if the static solution (M, go, u) is isometric to the anti-de
Sitter solution.

Theorem 2.14 Let (M, go, u) be a solution to problem (1.17) satisfying Normal-
ization 2 and Assumption 2. Then, for every p > 3 and every t € (1, +400), the
inequality

/ <\/L]zbﬂ 1)de

{u=t} {u=t}

IDu| \P~?
< /(«/u2—1> [—HlDlogu| —l—n]do 2.21)
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holds true, where H is the mean curvature of the level set {u = t}. Moreover, the
equality is fulfilled for some p > 3 and some t € (1, +00) if and only if the static
solution (M, go, u) is isometric to the anti-de Sitter solution.

To illustrate other implications of Theorem 2.14, let us observe that, applying
Holder inequality to the right hand side of (2.21) with conjugate exponents p/(p—2)
and p/2, one gets

f <\/$u_| 1)H[ ~ HIDlogu| + n |do

{u=t}

n—2
<</< [Dul )pd )11</‘ H|D log u| +
< o — ogu|+n
Vu? -1
{ {u=t}

u=t}

2
5 \"
do ) .

This implies on every level set of u the following sharp L”-bound for the gradient
of the static potential in terms of the L”-norm of the mean curvature of the level
set.

Corollary 2.15 Let (M, go, u) be a solution to problem (1.17) satisfying Normal-
ization 2 and Assumption 2. Then, for every p > 3 and every t € (1, 400) the
inequality

< \/ H — HDlogu| + n‘

H Du (2.22)
x/u2 — 1 llLr(u=r LP2(fu=t))’ '
holds true, where H is the mean curvature of the level set {u = t}. Moreover, the
equality is fulfilled for some p > 3 and some t € (1, +00) if and only if the static

solution (M, go, u) is isometric to the anti-de Sitter solution.

It is worth pointing out that the right hand side in (2.22) may possibly be unbounded.
However, for regular level sets of the static potential the LP-norm of the mean
curvature is well defined and finite (see Remark 3). We also observe that letting
p — +oo, we deduce, under the same hypothesis of Corollary 2.15, the following
L°°-bound

(2.23)

< / H —H|Dlogul —I—nH ,
L% (fu=1})

H Du

Vu? =1l oo qu=r)
for every t € (1, 4+00). Unfortunately, in this case we do not know whether the
rigidity statement holds true or not. However, the equality is satisfied on the anti-de

Sitter solution and this makes the inequality sharp.
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Now we will combine inequality (2.22) in Corollary 2.15 with the observation
that for every ¢t € (1, 4o00) and every 3 < p < n — 1 (we need to take n > 4) it
holds

Up(t) = [MIN(u)| Sl (2.24)

where the latter estimate follows from estimate (1.24) in Theorem 1.5 and the
monotonicity of the U)’s stated in Theorem 1.4-(iii). Recalling the explicit expres-
sion (1.18) of the U)’s, we obtain the following analogue of Theorem 2.4.

Theorem 2.16 Letn > 4. Let (M, go, u) be a solution to problem (1.17) satisfying
Normalization 2 and Assumption 2. Then, for every 3 < p < n — 1 and every
t € (1, +00), the inequalities

P
2

2 n=l n—1
2 - 1)"2 MIN@)||S <H—HD1
=" MIN@| S = | ~HDlogul +n |,

(2.25)

hold true. Moreover, the equality is fulfilled for some t € (1,400) and some 3 <
p < n — 1, if and only if the static solution (M, go, u) is isometric to the anti-de
Sitter solution.

To give a geometric interpretation of the above theorem, we recall the identity
—H|Dlogu| +n = n+ Ric(v,v),

and we observe that the quantity (1> — 1)"5l |S*~1| corresponds to the hypersurface
area of the level set {u4 = ¢} in the anti-de Sitter solution (1.3). Combining together
these two facts, we arrive at the following corollary, that should be compared with
Corollary 2.5.

Corollary 2.17 Letn > 4. Let (M, go, u) be a solution to problem (1.17) satisfying
Normalization 2 and Assumption 2. Then, for every p > 3 and every t € (1, 400),
the inequality

IMIN(u)| [{ua = 1}

o = 8] < ][|n +Ric(v, v) | ? do (2.26)

{u=t}

holds true. Moreover, the equality is fulfilled for some t € (1, 4-00) and some p > 3,
if and only if the static solution (M, go, u) is isometric to the anti-de Sitter solution.
In particular, for every t € (1, +00), it holds

1 < | n+Ricv,v) ||Lw({u:t}). (2.27)
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2.4 The Geometry of 0M (Case A < 0)

We pass now to describe some consequences of the behaviour of the static solution
(M, go, u) at the conformal boundary dM, as prescribed by Theorem 1.4-(iv). We
remark that the conformal boundary of M is a totally geodesic hypersurface inside
(M, g) (see Lemma A.8-(ii) in the Appendix A).

The following theorem is a rephrasing of formula (1.23) and is the analogue of
Theorem 2.6.

Theorem 2.18 Let (M, go, u) be a solution to problem (1.17) satisfying Normal-
ization 2 and Assumption 2, and let g = go/(u? — 1). Then it holds

/[(n D=2 —RM 4 — 1) (u2 - |Du|2)] do, > 0, (2.28)
oM

where RZM denotes the scalar curvature of the metric induced by g on oM.

Note that inequality (2.28) is sharp, but the rigidity statement does not hold for
Theorem 2.18. Moreover, unlike Theorem 2.6, formula (2.28) does not depend on p
and we are not able to find an analogue of Corollary 2.7 for the case A < 0.

We can still provide the following result, that should be compared with Theo-
rem 2.8.

Theorem 2.19 Let (M, go, u) be a static solution to problem (1.17), satisfying
Normalization 2 and Assumption 2. Let |MIN(u)| be the cardinality of the set
MIN(u) of the points where u attains its minimum and let g = go/(u?* — 1). Then

IMIN(u)| [S"!] < |aM],, (2.29)

and the equality holds if and only if (M, go, u) is isometric to the anti-de Sitter
solution.

Proof From formula (1.24) and Theorem 1.4-(ii) we obtain

IMIN)| [S"7!| < lim Uy (1),
t——+0o0

and the equality holds if and only if U;(¢) is constant, that is, if and only if
(M, go, u) is isometric to the anti-de Sitter solution. On the other hand

D Dul?
lim Uy(t) = lim Dul 4o = tim f '2”| do, < |9M], .
t—+00 t—+00 w2 —1)2 t—+00 u-—1

t} {

{u= u=t}

where the last inequality follows from Assumption 2. O
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An immediate corollary of Theorem 2.19 above is the following uniqueness
result.

Corollary 2.20 Let (M, go, u) be a conformally compact static solution to prob-
lem (1.17) satisfying Normalization 2 and Assumption 2. If the conformal boundary
is isometric to the sphere (S’“l, gsn—1), then (M, go, u) is isometric to the anti-de
Sitter solution.

The result above should be compared with the uniqueness theorems in [15, 34,
39], where the same thesis is obtained for n < 7 or M spin, without the need of
Assumption 2.

In order to have a clearer exposition, and to highlight the analogies between the
results in this section and the ones in Sect. 2.2, for the rest of this section we will
assume the following stronger version of Assumption 2.

Assumption 2-bis The triple (M, go,u) is conformally compact, the function
1/\/u2 — 1 is a defining function for 0M and lim,_, % (u2 -1- |Du|2) = 0 for
everyx € OM.

First, we observe that with this additional hypothesis, formula (2.29) in Theo-
rem 2.18 becomes

fW—Dm—D—@ﬂm%zo, (2.30)
oM

Now we use formula (2.30) to prove the analogue of Theorem 2.9-(i).

Theorem 2.21 Let (M, go, u) be a solution to problem (1.17) satisfying Normal-
ization 2 and Assumption 2-bis, and let g = go/(u* — 1). Then for every p > 2 it
holds

14
2

f— g ’ ’
oM

|0M|g 2(n—2)

where RZM denotes the scalar curvature of the metric induced by g on oM.
Proof First, we rearrange formula (2.30) in the following way
—RM + (n+1)(n-2)
kag'/[ 8 }d%.

2(n —2)
oM

Now we rewrite the right hand side of the above formula, using Jensen Inequality.

We obtain
p-2 RM _ (n+1)(n—2) |5 ;
oM, < 1M, [ /‘ ¢ dagi| ,
oM

2(n —2)
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that may be rewritten as

RM — (n+ 1)(n —2) |2
M|, < 8 do, .
0Mlg = /‘ 200 —2) %
oM

Now the thesis is an immediate consequence of Theorem 2.19. O

Finally, setting p = 2(n — 1) in Theorem 2.21 above, we obtain the analogue of
Corollary 2.10.

Corollary 2.22 (Willmore-Type Inequality) Let (M, go, u) be a solution to prob-
lem (1.17) satisfying Normalization 2 and Assumption 2-bis, and let g = go/(u”> —
1). Then it holds

RM — (n41)(n —2)
8
201—2) , (2.32)

L”’I(E)M)

(MmN 81) < H

where RZM denotes the scalar curvature of the metric induced by g on oM.

3 A Conformally Equivalent Formulation of the Problem

The aim of this section is to reformulate system (1.4) and system (1.17) in a
conformally equivalent setting.

3.1 A Conformal Change of Metric (Case A > 0)

First of all, we notice that if (M, go, u) is a solution of problem (1.4) and satisfies
Normalization 1, then one has that 1 — u? > 0 everywhere in M* = M \ MAX (u).

Motivated by the explicit formule (1.2) of the de Sitter solution, we are led to
consider the following conformal change of metric

80

Y 3.1

g =
on the manifold M*. It is immediately seen that when u and g¢ are as in (1.2) then
g is a cylindrical metric. Hence, we will refer to the conformal change (3.1) as to a
cylindrical ansatz.

Our next task is to reformulate problem (1.4) in terms of g. To this aim we fix
local coordinates {y*}7,_, in M* and using standard formule for conformal changes
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of metrics, we deduce that the Christoffel symbols I‘Zﬂ and Ggﬁ, of the metric g and
go respectively, are related to each other via the identity

u
My =Gly+ ", (8% g + 8]t — (20)ap (50)7 "8 (3.2)

Comparing the local expressions for the Hessians of a given function w € (52(M *)
with respect to the metrics g and go, namely Vo%ﬂ w=29 2/3 w— Fa g0y W and D? apW =

82w Gaﬂayw one gets
V2w =D2w— ' (8qudsw + dyw dgu — (Du | Dw) g®
ﬁw— aﬂw 1—u2 all /Sw a W ﬂu u w golﬂ
Agw = (1 —u?)Aw + (n — 2)u (Du | Dw)g,

We note that in the above expressions as well as in the following ones, the notations
V and A, represent the Levi-Cita connection and the Laplace—Beltrami operator of

the metric g. In particular, letting w = u and using Au = —n u, one has
u 0
Vapu = Do — (28au dpu — |Du|2g((xﬂ)) (3.3)
Agu = —nu(1—u®) + (n—2) |Dul?. (3.4)

To continue, we observe that the Ricci tensor Ric, = Ré%) dy*® dyP of the metric

g can be expressedin terms of the Ricci tensor Ric = Rgg dy*® dyP of the metric
8o as

-2 2 A —Du?+1
RO =RY - "7 T2 - (“ e, \2> O

af T Tap 1 —u2 af a 2)2 1 —u? a- M2)2
3.5)
If we plug equations Au = —n u and u Ric = D?u + nugo in the above formula
we obtain:
@ 1= @—Du? n—2 ( no (—Dhut+1 2) ©
Raﬂ - u(l — MZ) Otﬁu a 2)2 Bt 8‘3” + 1—u? a- M2)2 Du| gaﬁ
3.6)

In order to obtain nicer formule, it is convenient to introduce the new variable

1 14+u
Qo= ) log 1 < u = tanh(p). 3.7
—u
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As a consequence, we have that

1

| o at (3.8)

o =

1 u
2 2 2 (0
Vep® = L — 2 Dypu + (1 — u2)2 |Du| 8ap 3.9

For future convenience, we report the relation between |V(p|§ and [Du|? as well
as the one between |V2(p|§, and |D?u|?, namely

voz = P
8 1 — u2 ’
|Dul?> [ [Dul?
Vely = D%l +nu? (T —2) (3.10)

Combining expressions (3.3), (3.4), (3.6) together with (3.8), (3.9), we are now
in the position to reformulate problem (1.4) as

Ric, = (coth(p) — (n — 1) tanh()) V29 — (n — 2)d¢ ® dg + (n - 2|V<p|§,) g, in M*

Agp = —n tanh(p) (1 — |V(p|§) , in M*
¢=0, on yM*
@ — 400 as x — x
3.11)

Here we recall that M* is the manifold M \ MAX(u). The notation x — * means
that x — p, where p is a point of MAX(u), with respect to the topology induced
by M on M*.

3.2 A Conformal Change of Metric (Case A < 0)

First of all, we notice that if (M, go, u) is a solution of problem (1.17) and satisfies
Normalization 2, then one has that > — 1 > 0 everywhere in M* = M \ MIN(u).
Motivated by the explicit formula (1.3) of the anti-de Sitter solution, we are led to
consider the following conformal change of metric

80

. 3.12
W21 (3.12)

g:
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on the manifold M*. Notice that, if Assumption 2 holds, the function 1/ Vu? -1
is a defining function, hence the metric g extends to the conformal boundary. In
particular the volume of 0 M with respect to g is finite, that is

[0M|, = zEToo /dag < +o0.
{u=1}

It is immediately seen that when u and g are as in (1.3) then g is a cylindrical
metric. Hence, we will refer to the conformal change (3.12) as to a cylindrical
ansatz.

Our next task is to reformulate problem (1.17) in terms of g. To this aim we fix
local coordinates {y“};,_; in M* and using standard formul for conformal changes
of metrics, we deduce that the Christoffel symbols F(’;ﬂ and Ggﬂ, of the metric g and
go respectively, are related to each other via the identity

u
O‘ﬁ - G u2—1 (82)1/8/9”! + 8280!” - (gO)aﬁ(gO)y’]anu) (3.13)

Comparing the local expressions for the Hessians of a given function w € €%(M*)
with respect to the metrics g and go, namely V2 wpW = 32 g W — I‘aﬂ dyw and Diﬂw =

82 w— Gaﬂayw one gets

u 3 (0)
W21 udgw + dy waﬁu—(DulDw)g

Aqw = (u2 — 1DAw — (n — 2)u (Du | Dw)yg,

We note that in the above expressions as well as in the following ones, the
notations V and A, represent the Levi-Cita connection and the Laplace—Beltrami
operator of the metric g. In particular, letting w = u and using Au = n u, one has

u 0
Vapu = Digu+ 5 (28au dpu — |Du|2g;ﬂ)) (3.14)
Agu = nuw?—1)— (n—2) [Dul*. (3.15)

To continue, we observe that the Ricci tensor Ric, = R((jg) dy®® dyP of the metric

g can be expressedin terms of the Ricci tensor Ric = Rgg dy*® dyP of the metric
g0 as

R® — RO 4 (n —2)u

2 u Au (n—Du?+1 (0)
ap =Rap T 0 Dapt = IDul?

-2
2y 80,u8/3u+<u2_1 - ? — 1)2
(3.16)
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If we plug equations Au = nu and u Ric = D*u — nugg in the above formula
we obtain

2 2
(g)_(n—l)u—l 2 n—2 n (n—l)u +1 2 0)
Rap = w@z—1y Pos = qa_qp dattdput o= 2l Ul ) geg
(3.17)

In order to obtain nicer formule, it is convenient to introduce the new variable
1 1
o= tog("T —  u=coth(p). (3.18)
2 u—1
As a consequence, we have that

O = — Oqut (3.19)

u? —1

1 u
2 2 2 (0)
Vep? = —21 Dygu + 2 — 1) |Du| 8ap (3.20)

For future convenience, we report the relation between |V<p|§ and |Du|? as well as
the one between |V2<p|§ and [D%u|?, namely

vol =
8 u2 —1 ’
|Du|® [ |Dul|?
IV¢l; = [D*ul?> + nu? 2ol -2). (3.21)

Combining expressions (3.14), (3.15), (3.17) together with (3.19), (3.20), we are
now in the position to reformulate problem (1.17) as

Ricy = (tanh(¢) — (n — 1) coth(g)) V2<p —(n—2)dp ®dp + (n — 2\V<p\§,) g, In M*

Agp = —n coth(g) (1 - \w@) , in M*
=0, on aM*
@ = +00 as x — x.
(3.22)

Here we recall that M™* is the manifold M \ MIN(«) and that 9 M* is the conformal
boundary of M*. The notation x — *, means that x — p, where p is a point of
MIN(u), with respect to the topology induced by M on M*.
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3.3 A Unifying Formalism

We recall that the relation between u and ¢ is given by (3.7) if A > 0 and by (3.18)
if A < 0. In both cases, u = u(¢) obeys the equation

d
M:l—uz.

do

Since this is the only formal property of u that will be needed in the following, we
proceed by noticing that both systems (3.11) and (3.22) can be rewritten in the form

1 .
Ric, = ( —(n— l)u)V2¢ — (1 —2)do ®dg + (n —242(1— \vmj)) ¢, in M*
u
Agp=—nu (1-19¢[}) . in M
=0, onoM*
@ — +00, as x — x,
(3.23)

where eventually # = tanh(g) or coth(p).
To describe the idea that will lead us throughout the analysis of system (3.23),
we note that taking the trace of the first equation one gets

Rg _ 2 2
= =)+t 4 (1 _ |V(/)|g) , (3.24)

where Ry is the scalar curvature of the metric g. It is important to observe that in
the cylindrical situation, which is the conformal counterpart of the (anti-)de Sitter
solution, R, has to be constant. In this case, the above formula implies that also
Vol has to be constant and equal to 1. For these reasons, also in the situation,
where we do not know a priori if g is cylindrical, it is natural to think of V¢ as
to a candidate splitting direction and to investigate under which conditions this is
actually the case.
Now we rephrase Assumptions 1 and Assumption 2 in terms of ¢.

Assumption 3 We require the following

(i) Inthe case A > 0, we assume 1 — |V(p|§, >0ondM.
(ii) In the case A < 0, we suppose that lim,_, ; u>(1 — |V(p|§,) > 0 for every point
x € oM.

This assumption allows to estimate the behavior of |[Vg|, on the whole mani-
fold M*.
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Lemma 3.1 Let (M*, g, ¢) be a solution of problem (3.23) satisfying Assump-
tion 3. Then the following condition holds on the whole manifold M*

1= Vel 2 0.

Proof From the Bochner formula and the equations in (3.23), we get

AglVol;

2[V20[} +2Ricg (Vo, Vo) +2(VAgp | Vo),

1
2|v2[2 + (u +(n+ 1)u> (VIVeI2 Vel + 2nu? [Vol} (1-1Vol3).
(3.25)

Now we turn to the computation of the gradient and Laplacian of the function
- 2
w=p(1-1Vel2),
where 8 = B(¢) is an arbitrary %" function. Using (3.25) and (3.23) again, we get

Vw = ﬁ wVe — BV|Vel;.

B
B

Py ;
+(ﬂ B (ﬂ) )w'v“"§+ﬂwAg¢

B
B

. .o 5
+('B —2('3) —'3(1 +(n+1)u)—2nu2) w|V(p|§—B(Ag¢) .
u nu

Agw = —BAg|Volz =" (BVIVelgIVe)s + ﬁwwvwg

1
= —2,3|V2¢|§ + (2 + " + @+ 1)u> (Vw|Ve),

B B B

We find that the right choice in order to simplify the expression above is to define
the function 8 as the solution of the differential equation

p 4+ 2u = 0.
B
More explicitly:
case A > 0),
coshz(q)) ¢ )
Ble) = |
(case A < 0).

sinh? (¢)
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With this choice of 8, the equation above may be rewritten in the simplified form:

1 Ag p)?
Agw — (u +(n - 3)u> (Vw [ Vg), = —28 <|V2<P|12g _ gn(/?) ) (3.26)

We notice that the term on the right of Eq. (3.26) is always nonpositive, thus the
elliptic operator

1
L(:) = Ag- — (u +(n—3)u> (V- | Vo).
satisfies
L(w) <0 onM*

Thanks to Assumption 3, it holds w > 0 on d M. Let us suppose for the moment that
w — 0 as ¢ — +oo. Then, recalling that, since ¢ is analytic, its singular values
are discrete (see [37]), we can choose s > 0 small enough and S > 0 big enough
in such a way that the level sets {¢ = s} and {¢ = S} are regular. Thus the set
{s < ¢ < S} is a (compact) manifold and we can use the weak maximum principle
to obtain

w = 1 w .

w = inf = min
{s<p=S} {p=s}U{p=S5}

inf
{s=p=S}
Hence, since minjy—g; w — 0 as § — +o0, and mingy,—s; w — mingy w > 0 as
s — 0T, we easily find that w > 0 on {0 < ¢ < +oo} = M*. This immediately
gives the thesis.

It remains to prove that limy_, 1 oo w = 0. It is convenient to rewrite the limit in
terms of u, go. In the case A > 0, the limit above is equivalent to lim,,_, ;- (1 —u? —
|Du|?) = 0, while in the case A < 0it is equivalent to lim,,_, ;+ (u>—1—|Du|?) = 0.
In both cases, since the points at which u = 1 are extremals, we have |Du| — 0 as
u — 1 and so the limits above are verified. |

3.4 The Geometry of the Level Sets of ¢

In the forthcoming analysis a crucial role is played by the study of the geometry of
the level sets of ¢, which coincide with the level sets of u, by definition. Hence, we
pass now to describe the second fundamental form and the mean curvature of the
regular level sets of ¢ (or equivalently of ) in both the original Riemannian context
(M, go) and the conformally related one (M*, g). To this aim, we fix a regular level
set {¢ = sp} and we construct a suitable set of coordinates in a neighborhood of
it. Note that {¢ = so} must be compact, by the properness of ¢. In particular, there
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exists a real number § > 0 such that in the tubular neighborhood Us = {s9 — § <
@ < so + 8} we have |[Vo|, > 0 so that U; is foliated by regular level sets of ¢. As
a consequence, Us is diffeomorphic to (so — 8, so + §) x {¢ = so} and the function
@ can be regarded as a coordinate in U/s. Thus, one can choose a local system of
coordinates {¢, ol 13‘"’1}, where {15‘1,. e 19"’1} are local coordinates on {¢ =
s0}. In such a system, the metric g can be written as

_ do®@dy +gij(p, L. 9" Hhdv' ®dyl,
IVol2
where the Latin indices vary between 1 and n — 1. We now fix in U the gp-unit
vector field v = Du/|Du| = Dg/|Dg| and the g-unit vector field v, = Vu/|Vu|, =
Vo/|Vgl|g. Accordingly, the second fundamental forms of the regular level sets of
u or ¢ with respect to ambient metric go and the conformally-related ambient metric
g are respectively given by

2 2
o _ Dt D
Y |Du|  |Dg

A\ V.z.(p
and hY= Y5 = VU for i,j=1....n—1
[Vulg Vo,
Taking the traces of the above expressions with respect to the induced metrics we
obtain the following expressions for the mean curvatures in the two ambients

Au  D2u(Du, Du) _ Age VeV, Vo)

_ Au , - 3.27
IDu| |Du3 $7 Vol Vol G2

Taking into account expressions (3.8), (3.19) and (3.9), (3.20), one can show that
the second fundamental forms are related by

1 D
i 5 |:h$)) + ?' u2| gi(j(.))} (case A > 0),
(&) —u
i}? = . ) uDxl < (3.28)
Ju?— 1 [— Ej) + u2_1gi(j)i| (case A < 0).

The analogous formula for the mean curvatures reads
u |Du|
V1—u? Ht (-1 5 (case A > 0),
—Uu
H, = (3.29)
u |Du|
Vil =1|-H+ (-1 || Gcasen <0).
u? —

Concerning the nonregular level sets of ¢, we first observe that ¢ is analytic
(see [13, 41]), thus by the results in [21, 30] (see also [27, Theorem 6.3.3]), one has
that the (n — 1)-dimensional Hausdorff measure of the level sets of ¢ is locally finite.
Hence, the properness of ¢ forces the level sets to have finite (n — 1)-dimensional
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Hausdorff measure. Using the results in [30] (see also [27, Theorem 6.3.3]), we
know that there exists a submanifold N C Crit(¢) such that "~ ! (Crit(¢)\N) =0.
In particular, the unit normal to a level set is well-defined 77"~ L almost everywhere,
and so are the second fundamental form h, and the mean curvature Hg. We will
prove now that formule (3.28) and (3.29) hold also at any point yo € N, and
therefore they hold .7 ~!-almost everywhere on any level set. We do it in the case
A > 0 (the case A < 01is analogous). Let v, vg be the unit normal vector fields to N
at yo with respect to go, g respectively. Since |vg|§ =1=W?=0U-udp?
we deduce that v, = V1 —u?v. Let (8/8x1, R 8/8x"‘1) be a basis of Ty N, so
that in particular (3/dx!, ..., 8/3x"~!, ve) is a basis of Ty, M. Recalling (3.2) and
observing that the derivatives of u in yq are all zero since yo € Crit(¢p), we have

a a 1 a 1
& _ . _mn _ . _ . _ (0)
by = <Vl axJ ‘vg>g =T =G = <Dl axJ ‘Vg>g IV <Dl dxJ ‘v) IV by -

This proves that formula (3.28) holds also on N, and taking its trace we deduce that
also (3.29) is verified.

3.5 A Conformal Version of the Monotonicity-Rigidity
Theorem

We conclude this section by introducing the conformal analog of the functions
Up(t) introduced in (1.7) (A > 0) and (1.18) (A < 0). To this aim, we let
(M*, g, ¢) be a solution to problem (3.23) and we define, for p > 0, the functions
@, : [0, +00) — Ras

s > D) = / |V(p|§ dog . (3.30)
{p=s}
As for the U),’s, we observe that the ®’s are well defined. This is because the

hypersurface area of the level sets is finite, due to the analyticity and properness of
@. Before proceeding, it is worth noticing that, when p = 0, the function

@0(s) = [doy = Iy = sl
{o=s}
coincides with the hypersurface area functional |{¢ = s}|, for the level sets of ¢

inside the ambient manifold (M*, g). For future convenience, we observe that the
functions U, and @, and their derivatives (when defined) are related as follows

1 1+1¢
U, (1) = CDP(zlog‘l_t‘), (3.31)
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1 l—l—t‘)’ (3.32)

1
U (1) = cb’( ]
PO =12 Pl log], |

1 1 141t 1 141¢
" _ / "
Up(t)_ (1 — 12)2 [2t®p(210g‘1_t‘)+¢p<210g 1—t‘)i| , (3.33)

Using the above relationships, both the Monotonicity-Rigidity Theorems 1.1
and 1.4 can be rephrased in terms of the functions s > @, (s) as follows.

Theorem 3.2 (Monotonicity-Rigidity Theorem—Conformal Version) Let
(M*, g, ¢) be a solution to problem (3.23), satisfying Assumption 3. For every
p > 0welet &), : [0,+00) —> R be the function defined in (3.30). Then, the
following properties hold true.

(1) Forevery p > 1, the function @, is continuous.

(ii) The function ®1(s) is monotonically nonincreasing. Moreover, if ®1(s1) =
D1 (s2) for some s1 # s3, then (M*, g, ¢) is isometric to one half round
cylinder with totally geodesic boundary.

(iii) For every p > 3, the function ®, is differentiable and the derivative satisfies,
for every s € (0, +00),

’ —1 -2 -2
' (s) = / [=(p = DIVeIE Hy + pIVel; >8] do, < / VglE 7 Agpdoy <0.

{p=s} {p=s}

(3.34)

where Hg is the mean curvature of the level set {¢ = s}. Moreover, if the
first equality in (3.34) holds, for some s € (0,+00) and some p > 3,
then (M*, g, @) is isometric to an half round cylinder with totally geodesic
boundary.

(iv) It holds @',(0) = lim;—.o ®,(s) = O, for every p > 3. In particular, setting
7(0) = limy_,o+ ®,(s)/s, we have that for every p > 3, the following
formulee hold

—n / Wil (1 - |V¢|§) dog = @ (0)
oM
p—2 : 2
- /|w|g [(p — DRicy (v, vg) = np (1 = |V(p|g>]dag, (A > 0)
oM

—n / u2(1 - |V¢|§) dog = ®/(0)
oM
-1
=/ — [(;’_ I)Ricg(vg, vg) + nu*(1 — |V¢|§)} dog, (A <0)

oM
(3.35)
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where vo = Vo /|Vol, is the inward pointing unit normal of the boundary
dM. Moreover, in the case A > 0, if the equality is fulfilled for some p > 3,
then (M*, g, ) is isometric to an half round cylinder with totally geodesic
boundary.

4 Proof of Theorems 1.1 and 1.4 After Theorem 3.2

In this section we show how to recover Theorems 1.1, 1.4 from Theorem 3.2. The
proof of Theorem 3.2 will be the argument of Sect. 6.

4.1 Case A > 0: Theorem 3.2 Implies Theorem 1.1

In the hypotheses of Theorem 1.1, Lemma 3.1 is in charge, hence |Vgo|§, < 1on
the whole manifold M. Thus, formula (1.10) is an immediate consequence of the
identity

|Du/?

Volg = | -

The equivalence between Theorem 1.1-(i),(ii)) and Theorem 3.2-(i),(ii) is also
straightforward.

We pass now to prove the equivalence between (1.11) and (3.34). To do this, it
is enough to translate (3.34) in terms of the conformally related quantities u, go.
Recalling the second equation in (3.23) and formule (3.29), (3.32), we have the
following chain of equalities.

1 1 141
/ /
U = _p q)l’(zlog(l—z))

1 -2
= e /|V¢|§ [ = (= DIVole Hy + p Ay Jdo
(

u=t}

|Du|P~2 u |Du| |Du/|?
= /(1—142)1’/2 — (p — 1)|Du| H—i—(n—l)l_u2 —npu 1_1—u2 dog
{u=t}

1 3% b2 u |Dul?
:(1—z2) IDul” 2| —(p = DIDulH + (n+p =D 5 — npu (do.

{u=t} B

@.1)
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Now we use formula (3.1) to deduce that the volume elements do, do, are related by
d ( 1 )n;ld
Oyg = O .
8 1 —u?
Hence equality (4.1) can be rewritten as

n+p—1
2

uH+ np _ n+p-—1 |Du|? do
p—1 p—1 1 —u?

n+p—1
2

vy =—-oi(, )

D
x / |Du|”_2|:
{u=t}

:_("‘”’(1_1;2)

-1 Du/|?
x / Dul”2 | (n — 1) — Ricw,v) + (" T 7 - P g
p—1 1 —u?
(u=r)

where in the second equality v = Du/|Du| is the unit normal to {u = ¢} and we
have used the identity

Du

u

Ric(v,v) = — H,

which is a consequence of the first equation in problem (1.4). On the other hand,
since from (3.34) it holds

-2
' (5) = /|w|§ Agw oy,

{p=s}

we have
v < - " /( [Dul ),,72(1 'D”|2)d
—_ (0}
P - 1—1¢2 V1 —u? 1 —u? §
{u=t}
n+p 1 2
D
= —nt f'D 2= 2" Yo 4.2)
u

{u=t}

This proves formula (1.11). Moreover, we recall from Theorem 3.2 that the equality
holds in (4.2) if and only if (M*, g, ¢) is isometric to one half round cylinder,
that is, if and only if (M, go, u) is isometric to the de Sitter solution. This proves
Theorem 1.1-(iii).
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It remains to prove the equivalence of Theorem 1.1-(iv) and Theorem 3.2-(iv).
We first observe, from formula (3.5), that the identity

Ricy(vg, vg) = Ric(v,v) — (n — 1) [Duf?,
holds on d M. Then we apply the Gauss—Codazzi equation to obtain

R — R _ DDl = (n—D(n —2) —RM

5 5 +(n—1)(1—Dul?).

Ricg (vg, vg) =
Now, we recall formula (3.33) and (3.35) and we compute

U0 = (0 = / VoIl ™2 [(p — D)Ricg (vg. vg) —n p (1 - |V<p|§)] do

oM
B ) (n—1(n—2)—RM )
—f|Du|f’ [(p—l)( 5 )—(n—i—p—l)(l—lDul) do
oM
e e e I (R TR 1 P
2 p—1 ’
oM

Moreover, again from formula (3.35), we have

2 —
Uy0) = @,0) = —n/wwﬁ (1-1Voi2) dog = —n /|Du|f’ 2 (1= Dup?) do,
oM oM

and the equality holds if and only if (M, go, 1) is isometric to the de Sitter solution.
This concludes the proof of Theorem 1.1-(iv).

4.2 Case A < 0: Theorem 3.2 Implies Theorem 1.4

In the hypotheses of Theorem 1.4, Lemma 3.1 is in charge, hence |ch|§, < 1on
the whole manifold M. Thus, formula (1.21) is an immediate consequence of the
identity

vo = 2
8 u2 —1
The equivalence between Theorem 1.4-(i),(ii) and Theorem 3.2-(i),(ii) is also
straightforward.
We pass now to prove the equivalence between (1.22) and (3.34). To do this, it
is enough to translate (3.34) in terms of the conformally related quantities u, go.
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Recalling the second equation in (3.23) and formule (3.29), (3.32), we have the
following chain of equalities.

1 1 I+1
/ _ ’
Up® 21 (I)p(zl()g(t— 1))

1 )
- /|w|§ [— = DIVolgHy + p Agy Jdog

{u=t}

B [Du|P—2 u |Du| |Du/|?
= — @ — P2 —(p—1)|Du| —H—t—(n—l)uz_1 —npu 1_u2—1 dog
}

{u=t

Iy - u|Duf?
P2 _(p_ _ _
(,2_1) /'D”| [ (p=DIDulH = (n+p—1) 2 trpu dog .
{u=t}

(4.3)

Now we use formula (3.12) to deduce that the volume elements do, do, are
related by

n—1
do:( ! )zdo
§ u? —1 ’

Hence equality (4.3) can be rewritten as

n+p—1

Up(t) = (p — 1)t(121_1) :

D
u

{u=t}

e ()= (50 ) e

n+p—1

SRR

— 2
x / IDu P2 [(n—1)+Ric(v,v)+(”+P 1)(1_ |Du| )]da’
p—1 1 —u?

{u=t}

where in the second equality v = Du/|Du| is the unit normal to {u = ¢} and we
have used the identity

Du
u

Ric(v,v) = — H,




Monotonicity Formulas for Static Metrics with Non-zero Cosmological Constant 173

which is a consequence of the first equation in problem (1.17). On the other hand,
since from (3.34) it holds

-2
() = /|w|§ Agp doy.

{p=s}

we have

v

U® nt /< |Du| )p72(1 |Du|2)d
— o}
P 21 Vu? -1 u—1 ¢

{u=t}

n+pl 2
D
nt /|D P~ 2 ' ul )do—. (4.4)

-1
{u=t}

This proves formula (1.22). Moreover, we recall from Theorem 3.2 that the equality
holds in (4.4) if and only if (M*, g, ¢) is isometric to one half round cylinder, that
is, if and only if (M, go, u) is isometric to the anti-de Sitter solution. This proves
Theorem 1.4-(iii).

It remains to prove the equivalence of Theorem 1.4-(iv) and Theorem 3.2-(iv).
Letr = v/u2 — 1 and V,(r)y="U, (v/1+ 1/r2). An easy computation shows that

/ 1 I
V() = _rZ\/1~|—r2 Up(\/l—i-l/rz).

Since limg_, o+ CD; (s) = 0, we deduce from (3.32) that lim;_, 1 o U;, (t) = 0, which
implies lim,_, o+ VI/,(r) = 0. Hence we set Vl’,’ (0) = lim,_ o+ Vl/,(r) /r and we
compute

, 1
V/(0) = lim — 3 U;,(\/l +1/r2)

r—0t

_ : _ 3y
- tilrfoo ! U”(t)

1 t+1
= lim t@ 10g< ) )
t—~+00 2 t—1

where in the last equality we have used formula (3.32). Recalling that CDZ 0 =
limg_, o+ <I>;J (s)/s, we conclude that V1/9/ 0) = CDZ (0). Hence, from formula (3.35)
we obtain

—1
Vi) = _/[(5_ 1)Ricg(vg, ve) + nu? (1 - |V¢|§)} do,.  (45)

oM
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Recalling that |Ve[3 = [Du|*/(u® — 1), it is easily seen that

lim w(1 — |Vo2) = 1 (2—1—D2>.

SEBL”( IVoly)  Jim {u [Du|

Moreover, from the Gauss—Codazzi equation on d M and formula (3.24) we find that
the identity

R, — RM n—1Dmn—-2—RM  (n—1Dnu*(l —|Ve|?

Ricy (v, vy = (¢ T RHT _ = DO D—RYL = Dna = Vo)
2 2 2

holds on the conformal boundary d M. Therefore, formula (4.5) rewrites as

by (n—1)(n—2)—RgM n(p+1) /5 5
VP(O)—_(P_I)/|: 20— 1) +2(p—1) (u—1—|Du|> do, .
oM

Finally, again from formula (3.35), we have

VI©0) = ®(0) < n/u2 (1—|V¢|§) do, = n/(u2—1—|Du|2> doy .

oM oM

This concludes the proof of Theorem 1.4-(iv).

S Integral Identities

In this section, we derive some integral identities that will be used to analyze the
properties of the functions s — @, (s) introduced in (3.30).

5.1 First Integral Identity

To obtain our first identity, we are going to exploit the equation Agp = —nu(l —
|V<p|§) in problem (3.23).

Proposition 5.1 Ler (M*, g, ¢) be a solution to problem (3.23). Then, for every

p > 1 and for every s € (0, 4-00), we have
[ VoIl [ Vol (ncota@)IVoly = V9 a0 = (0 = DV?0(T9.V0))
. = He-

sinh” (s) sinh” (¢)
{p=s} {p>s)

G.D
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Remark 7 Arguing as in Remark 1, it is easy to realize that the integral on the left
hand side of (5.1) is well defined also when s is a singular value of ¢.

Proof To prove identity (5.1) when s > 0 is a regular value of ¢, we start from the
formula

Vol ey IVelE (= D V20(Ve, Vo) + IVeIEAgp — ncoth(p) Vo)
S\ sinh(p) ) sinh™ (¢) ’
(5.2)

which follows from a direct computation. Since ¢ is analytic, its singular values are
discrete (see [37]). In particular all the big enough values are regular. Hence, we
integrate the above formula by parts using the Divergence Theorem in {s < ¢ < S},
where S is large enough so that we are sure that the level set {¢p = S} is regular. This
gives

/ IV¢|§73((11 — 1) V20(Vo,Ve) + [Vol3 Agp — n coth(p) IVsolf})

d =
sinh” (¢) He
{s<p<S}
—1 1
IVolg (Ve |n IVe|P~! (Ve |n
:/ ¢ Ig)gdag+/ i [ ng), o, 63
sinh” (¢) sinh” (¢)
{o=5} {p=s}

where ng is the outer unit normal. In particular, one has that n, = —V¢/|Vg|,; on

{¢ =s}and ny = Vo/|Vel, on {¢ = S}. Therefore, if we prove that

\V/ p
lim / IVele do, = 0, (5.4)
S—+00 sinh” (¢)

{lp=5}

then the statement of the proposition will follow at once. Form Lemma 3.1, we know
that [Ve|g < 1, hence it is enough to prove that

. dog
lim . =0,
S—+o00 J sinh” (@)
{p=5}

Rewriting this last limit in terms of u, go, we find the equalities
1 —u2

lim/\/ nu do =0 (case A >0), lirr{ Vi —1do =0 (case A < 0)
u t—

t—1
{u=t} {(u=t}
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which are easily verified, since the level sets {u = t} have finite 5% "=1_measure
(because u is analytic). This proves the limit (5.4) and the thesis in the case in
which s is a regular value.

In the case where s > 0 is a singular value of ¢, we need to apply a refined
version of the Divergence Theorem in order to perform the integration by parts
which leads to identity (5.3), namely Theorem A.9 in the Appendix A. The rest of
the proof is then identical to what we have done for the regular case.

According to the notations of Theorem A.9, we set

—1
_IVelg Ve

d E = S}.
sinh" () an {s <p < S}

sothat 0E = {¢ = s} U {p = S}. Itis clear that the vector field X is Lipschitz for
p > 1 and, by the results of [21, 30] (see also [27, Theorem 6.3.3]), we know that
A"~ 1(JE) is finite. Moreover, from [30] (see also [27, Theorem 6.3.3]), we know
that there exists an open (n — 1)-submanifold N C Crit(¢) such that 57 "~1(QE \
N)=0.5et X = dE N (Crit(p) \ N) and I' = dE \ X. We have AN (E) =0
by definition, while I is the union of the regular part of 9 E and of N, which are
open (n — 1)-submanifolds. Therefore, the hypotheses of Theorem A.9 are satisfied,
hence we can apply it to conclude that (5.3) holds also on the non regular level sets.

O

5.2 Second Integral Identity

Now we want to exploit Lemma 3.1 in order to obtain an integral inequality
analogous to [4, Prop. 4.2]. We rewrite Eq. (3.25) as

1
AgIVol? — (u + o+ 1)u> (VIVel} | Vo)g = 21V20I2 + 20 [Vol} (1-190l}) .
(5.5)
For every p > 3, we compute
-1 p—1 -3
vively = (7 )Iveli 7 Vvl

-1 _(p—1 -3 -3 2
8IVely ™ = (7 ) IVelE ™ Al Vel +(p = D(p =3) V0l VIVl
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We notice en passant that whenever |[Vg|, > 0 the above formule make sense for
every p > 0. These identities, combined with (5.5), lead to

p—1 1 p—1
AglVolg — — M+(n+1)u (VIVel, | Vo)g =

-3 2
= (p=IVelE > (1% + (p=3) [VIVole[} + nu IVol2 (1-19¢L2) ).
(5.6)

Obviously, for p = 3, the above formula coincides with (5.5). If we define the
function

1
) 1 (case A > 0),
sinh(¢) cosh™*1(¢)
y =v(p) = |
case A < 0),
cosh(g) sinh" ! (¢) ( )

then the equation above can be written as

dive (y(@ VIVl ') =

= (= DIVl v @) IV + (0 = 3 [VIVol[; + nu? Vo2 (1-1V92)) .
5.7
Note that the term on the right is always positive, thanks to Lemma 3.1.

Integrating by parts identity (5.7), we obtain the following proposition, which is
the main result of this section.

Proposition 5.2 Let (M*, g, ¢) be a solution to problem (3.23) satisfying Assump-
tion 3. Then, for every s € [0, +00) and p > 3

-1 )
yo) [ (19018~ He = 19617 Agp) doy =
{p=s}

-3 2
= /V(cp) VelE ™ (1968 + (0 = 3| VIVely[; + nu IVol2 (1= 1Vel2)) dug.
{p>s}

(5.8)

Moreover, if there exists sg € (0, +00) such that

/ (19015 Hy = 19015 Agp) dog < 0, (5.9)

{o=s0}
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then the manifold (M*, g) is isometric to one half round cylinder with totally
geodesic boundary.

Remark 8 Translating Remark 1 in terms of the conformally related quantities, it
is easy to realize that the integral on the left hand side of (5.8) is well defined also
when s is a singular value of ¢.

For the seek of clearness, we rewrite more explicitly Proposition 5.2, distinguishing
the two cases A > 0, A < 0.

Corollary 5.3 (Case A > 0) Let (M, go, u) be a static solution to problem (1.4)
satisfying Normalization I and Assumption 1. Let g be the metric defined in (3.1)
and ¢ be the smooth function defined in (3.7). Then, for every s € [0, +00)

—1 -2
/|w|§ Hy — |Volg " Agp
. =
{o=s}

sinh(s) cosh™t1(s)

2
IV + (p=3) [VIVel[; + n tan®(0) Vo2 (1 - Vo)
p—3 8
[ oot diy.

- sinh(g) cosh” ! ()
{p>s})

Moreover, if there exists sg € (0, +00) such that

-1 -2
[ (1907 11, = 19018 a,0) do < 0.

{p=s0}

then (M, go, u) is isometric to the de Sitter solution.

Corollary 5.4 (Case A < 0) Let (M, go,u) be a conformally compact static
solution to problem (1.17) satisfying Normalization 2 and Assumption 2. Let g be
the metric defined in (3.12), and ¢ be the smooth function defined in (3.18). Then,
for every s € [0, +00)

-1 -2
IVoly Hg — [Voly ~ Agp

sinh*1(s) cosh(s) &=

{p=s}
2
IV + (= 3) [VIVelg]2 + n coth?e) [Vel2 (1-1Vel2)

ditg .
sinh” 1 () cosh(p) He

= /|V¢|§

{p>s}
Moreover, if there exists sg € (0, +00) such that
-1 -2
/ (1v0l5 ™" Hy = 19015 Agp) dog < 0,
{p=s0}

then (M, go, u) is isometric to the anti-de Sitter solution.
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Proof of Proposition 5.2 We start by considering the case where the level set {¢ =
s} is regular. Arguing as in the proof of Proposition 5.1, we find that we can choose
S large enough to be sure that {¢ = S} is regular. Integrating by parts identity (5.7)
in {s < ¢ < §}, we obtain

-3 2
(r=1 /y<<p>|V<p|§ (196 + (0 =3 [VIVele[} + nu? 19912 (1= 1Vol2) Jduy =
{s<p<S}

-1 -1
- /y«onvwwﬁ Ing)e dog + /y«onvwwﬁ Ing)e do.
{p=5} {p=s}

where n is the outer g-unit normal of the set {s < ¢ < S} at its boundary. In
particular, one has that n, = —V¢/|Vgl|; on {p = s} and ng = V¢/|Ve|, on
{¢ = S}. On the other hand, from the second formula in (3.27) it is easy to deduce
that

p—

1 -3
5 Vel VIVl Ve, =

-1

(VIVoly  |Ve)g =
-3 -3

= (P=DIVelf V29 (Ve, Vo) = (p=DIVelE (= IVeli Hy + Vo2 Agp) -

Therefore, we have obtained

-3 2
/V(cp)\ch\ﬁf (19012 + (0 =3 |[VIVgle[; + nu? 1Vol2 (1= 1V9P2) )du, =
{s<p<S}

-1 -2 —1 -2
N y(s)/(wmg? H, — |Vol} Aggo)dag—y(S)/(\w\gf H — VoIl Agp) doy .
{o=s} {o=S5}

(5.10)

In order to obtain identity (5.8) it is sufficient to show that the last term on the
right hand side tends to zero as § — +oo. To this end, we first compute

li s (v P, — [ VelPT2A )d = lim - S/V P=292 4, n,) do, .
S—yﬁr—looy( )/ ‘ (ﬂ‘g g | (/’lg g® ) dog S—yﬁr—loo y(S [ | (ﬂ‘g (/’(ng ng) Og
(v=s) (v=s)

Now we recall that |Vg|, < 1 thanks to Lemma 3.1, and we use for-
mule (3.9), (3.20) to rewrite the limit above in terms of u, go. In both the cases
A > 0and A < 0, we find that it is enough to prove

2
lim f\/ll —u2|[(1 ! )D2u(n, n)+|Du|2:| do =0, (5.11)
u

t—1
fu=r}
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where n = Du/|Du|. Note that, for t near enough to 1, the vector n is well defined.
In fact, since the singular values of an analytic function are discrete (see [37]), it is
clear that the values near enough to 1 are regular.

Since u is analytic, the level set {u = t} has finite 2" _measure (see [21, 27,
30])), thus the equality (5.11) is straightforward. This completes the proof of the
first part of the statement in the case where {¢ = s} is regular.

In the case where s > 0 is a singular value of ¢, we need to apply a slightly
refined version of the Divergence Theorem, namely Theorem A.9 in the Appendix
A, in order to perform the integration by parts which leads to identity (5.10). The
rest of the proof is identical to what we have done for the regular case. We set

-1 p—1 -3
X =y@viveli = (7)) v@IVeli P Vivel;  and  E=(s<g <)

so that 0E = {¢ = s} U {¢ = S}. As we have already observed, ¢ is proper
and analytic, hence the (n — 1)-dimensional Hausdorff measure of 9 E is finite.
Moreover, it is clear that X is Lipschitz for p > 3. From the results in [30] (see
also [27, Theorem 6.3.3]), we know that there exists an open (n — 1)-submanifold
N C Crit(p) such that A" VOE \N) =0.Set ¥ = dE N (Crit(p) \ N) and
' = 9E \ . We have s#"~1(Z) = 0 by definition, while I is the union of the
regular part of d E and of N, which are open (n — 1)-submanifolds. Therefore the
hypotheses of Theorem A.9 are satisfied, hence, taking into account Remark 8 and
expression (5.7), we have that identity (5.10) holds true also in the case where s is a
singular value of ¢.

To prove the second part of the statement, we observe that from (5.8) and (5.9)
one immediately gets V¢ = 0in {¢ > so}. Since ¢ is analytic, then V?¢ = 0 on
the whole M*. In particular, A ¢® = 0 and, from the second equation in (3.23), we
find |V(p|§ =1onM*.

Consider now the case A > 0. Substituting V¢ = 0 and [Volg = 1
in equality (3.9), we find D’u = —ugo on M*. Since u is analytic, the set
MAX(u) is negligible, hence the equality D’ = —u go holds on the whole

M = M* UMAX(u). Therefore, using the same arguments as in [32], we deduce
that (M, go) is an half-sphere, and translating this back in terms of the conformally
related quantities, we easily find that (M*, g) is isometric to an half round cylinder.

In the case A < 0 we proceed in a similar way. Substituting in equality (3.20),
we find D*u = ugo on M* and, with the same argument as above, we deduce that
the same equation holds on the whole M = M™* U MIN(u). Then we can use [34,
Lemma 3.3] to conclude that (M, go) is isometric to the hyperbolic space, from
which we deduce that (M*, g) is an half round cylinder. O
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6 Proof of Theorem 3.2

Building on the analysis of the previous section, we are now in the position to prove
Theorem 3.2, which in turn implies Theorems 1.1 and 1.4.

6.1 Continuity

We claim that under the hypotheses of Theorem 3.2 the function ®, is continuous,
forp > 1.

We first observe that since we are assuming that the boundary d M is a regular
level set of ¢, the function s + ®,(s) can be described in term of an integral
depending on the parameter s, provided s € [0, 2¢) with ¢ > 0 sufficiently small. In
this case, the continuous dependence on the parameter s can be easily checked using
standard results from classical differential calculus. Thus, we leave the details to the
interested reader and we pass to consider the case where s € (g, +00). Thanks to
Proposition 5.1 one can rewrite expression (3.30) as

IVel272 ((p = 1) V2p(Ve, V) + [Vol2 Agp — n coth(e) [Veld
By(s) = — sinh”(v)] ¢ S
P\ = > - sinh” () Hg-
{p>s)
(6.1)
It is now convenient to set
p-3 2 2 4
g Vol (=1 Vo(Ve.Y9) + V0l 8gp = n cothie) I9¢1])
ng (E) = / sinh’" () Mg
E
(6.2)

for every ug-measurable set £ C {¢ > ¢}. Itis then clear that for p > 1 the measure
ug’) is absolutely continuous with respect to pg, since |V<,o|§73 V2p(Vo, Vo) <
|V¢|§_1|V2(p|g and |V2(p|g is bounded (this is an easy consequence of equali-
ties (3.10), (3.21)).

In view of (6.1), the function s — ®,(s) can be interpreted as the repartition
function of the measure defined in (6.2), up to the smooth factor — sinh” (s). Thus,
s > ®,(s) is continuous if and only if the assignment

s — 1P (g > s}

is continuous. Thanks to [7, Proposition 2.6] and thanks to the fact that u
absolutely continuous with respect to g, proving the continuity of the above
assignment is equivalent to checking that ug({¢ = s}) = O for every s > ¢. On

gj) is



182 S. Borghini and L. Mazzieri

the other hand, the Hausdorff dimension of the level sets of ¢ is at most n — 1, as it
follows from the results in [21, 27, 30]). Hence, they are negligible with respect to
the full n-dimensional measure. This proves the continuity of ®, for p > 1 under
the hypotheses of Theorem 3.2.

6.2 Monotonicity of ®1(s)

From the second equation in problem (3.23) and from Lemma 3.1, we get
Agp = —nu(1—|Vol) < 0.

Integrating this inequality in {s < ¢ < S}, we get

Agpdog < 0. (6.3)

{s<p=<S}

Suppose that {¢ = s} and {¢ = S} are regular levels (the case in which they are
singular can be handled in the same way as in the proofs of Propositions 5.1 and 5.2).
Then, applying the divergence theorem to inequality (6.3), we easily obtain ®1(S) <
D (s), forevery s < S.

Moreover, if the equality holds for some values of s, S, then |[Vg¢|, = 1 on
{s < ¢ < S} and, since ¢ is analytic, we have |Vg|, = 1 on the whole M*.
Plugging this information inside formula (3.25), we find that V2¢ = 0 on M*. With
the same argument used in the proof of the rigidity statement in Proposition 5.2, we
deduce that (M*, g, ¢) is an half round cylinder. This proves Theorem 3.2-(ii).

6.3 Differentiability

We now turn our attention to the issue of the differentiability of the functions
s = ®,(s). As already observed in the previous subsection, we are assuming that
the boundary 9 M is a regular level set of ¢ so that the function s > @, (s) can be
described in term of an integral depending on the parameter s, provided s € [0, 2¢)
with ¢ > O sufficiently small. Again, the differentiability in the parameter s can
be easily checked in this case, using standard results from classical differential
calculus. Leaving the details to the interested reader, we pass to consider the case
where s € (g, +00). We start by noticing that for every p > 2 the function

—4
VelE™ (= 1) V2e(Vg.Vg) + [Vol2 Agg — n coth(e) Vol? )
sinh” (@)
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has finite integral in {¢ > s}, for every s > &. Hence, we can apply the coarea
formula to expression (6.1), obtaining

@, (s) = —sinh"(s)

—4
/ (p = DIVelZ ' V20(Ve, Vo) + [Velh Agw—ncoth(w)\vw\éd e

sinh” (¢)
{r>s5} {p=1}
— DIVl ' H, — pIVel272A th(g)|V
— sinh”(s) / (p—DIVely~ PIVolg “Agp + ncoth(p)] wlgd o
sinh” (¢)
{r>s} {p=1}
—1 p—2
. (P = DIVolL ™ He — pIVell > Agp coth(r)
= sinh” do, + o] dr,
sinht™(s) / sinh” (1) % nsinh"(r) p(@ )
{r>s}  {o=1}
(6.4)

where in the second equality we have used (3.27) and in the third equality we have
used the definition of @, given by formula (3.30). By the Fundamental Theorem of
Calculus, we have that if the function

-2
/ (p—DIVely — pIVely " Agp coth(z)
smh"

(1) dog + n sinh (1) ®p(

{p=1}
is continuous, then @, is differentiable. Since we have already discussed in Sect. 6.1

the continuity of s + &,(s), we only need to discuss the continuity of the
assignment

)
/ (p—DIVely Hy — pIVoly " Agp
dog

smh”

(T)

=@ =D ) s ()

x /y<<p>|V¢|§*3(|v2¢|§+(p—3)|V|w|g|j,—u|V¢|§Ag<p)dug+

{p>1}
n D (0,0 - 0,0) 6.5)
sinh”(7) 777 PR '
We note that the above equality follows from formula Az = —nu(l — |V<p|§) in

problem (3.23) and from the integral identity (5.8) in Proposition 5.2, which is in
force under the hypotheses of Theorem 3.2-(iii). In analogy with (6.2) it is natural
to set

- -3 2 2
Al (E) = /y(wnwg’ (V20124 (0=3) [VIVel s~ u V0l Age ) dutg.
E
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for every pug-measurable set E C {¢ > ¢}. Itis now clear that for p > 3 the measure

ufgp ) is absolutely continuous with respect to . Hence, using the same reasoning

as in Sect. 6.1, we deduce that the assignment (6.5) is continuous. In turn, we obtain
the differentiability of @, for p > 3, under the hypotheses of Theorem 3.2. Finally,
using (6.4) and (5.8), a direct computation shows that

-1 -2
0= [ (= DIVl e+ pIVOlf ) dog
{p=s}

__( -1 f V((/)) p 3

{p>s}

x (IV20[2 + (0 = 3)|VIVol[2 — ulVel2 Agp)duy+

+ / V2> Agpdoy. (6.6)
{o=s}

The monotonicity and the rigidity statements in Theorem 3.2-(iii) are now conse-
quences of Proposition 5.2.

6.4 The Second Derivative

To complete our analysis, we need to prove statement (iii) in Theorem 3.2. To this
aim, we observe from (3.27) and the first equation of problem (3.23) that

@/, (s)

1 -1 -2
= (o= 0l B p 96l ) do

{p=s)
u(s)
K [1 —(n—1) u(s)2]

/|V(p| [P = DRicg (v, vg) = n(p = (0 = D) (1= 19912 | doy
{p=s}

Taking the limit as s — 0T and using Assumption 3, we obtain (3.35). In the
case A < 0, one also needs to recall that lim,_,o+ |[Vg|, = 1. This is an easy
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consequence of formula (3.24) (see also the proof of Lemma A.8-(i)). To prove the
rigidity statement in the case A > 0, we observe that

o1 -1 -2
®7(0) = lim /(—(p—1)|v¢|g H, + p [Vel? Ag(/))dag

s—0t §
{p=s}

. p—1 ~1 )
lim —< ) /(|V<p|§ Hy — [Vl Ag¢> do,
s—0t K

{p=s}

1 )
+S f|w|§ Agp doyg
{p=s}

Vol?'H, — Vo272 A
= lim —(p—l)/ Vels o= IVele “Ae0)
s—0+ sinh(s) cosh” 1 (s)
{p=s}

u(s) )
" /|V<p|§ (1—|v¢)|§) doy | .

{p=s}

and we conclude using Proposition 5.2.

To understand why a similar rigidity statement does not hold in the case of a
negative cosmological constant, we observe that a computation analogous to the
one above gives

—1 p—2
. IVoly Hg — [Volf " Agg
r© SLI})L (p=1Ds ( sinh(s)"*! cosh(s) &
{p=s}

u(s) )
" /|v¢)|§ (1—|V<p|§)dag

{p=s}
Therefore, if the equality holds in (3.35), one inferes
Voll ' H, — [Ve|? 2 A
lim s"/(l Pl He = Vole “Aeo) 40 o,

50+ sinh(s)"+1 cosh(s)
{p=s}

and this is not sufficient to use Proposition 5.2 to deduce the rotational symmetry of
the solution.
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Appendix A: Technical Results

This appendix will be dedicated to the proof of the technical results that we have
used in our work. Specifically, we will give a complete proof of Theorems 1.2, 1.5
(for the ease of reference, we have restated them here as Theorem A.1 and
Theorem A.7), we will prove an estimate on the static solution near the conformal
boundary in the case A < 0, and we will state the version of the divergence theorem
that we have used in the proofs of Propositions 5.1, 5.2.

Theorem A.1 Let (M, go, u) be a solution of (1.4) satisfying Assumption 1. The
set MAX(u) is discrete (and finite) and

lim%nf Up() > IMAX@w)||S"!], (A1)
t—1—

forevery0O < p <n-—1.

In the proof of this theorem, we will need the following result, that will be proven
later.

Proposition A.2 Let (M, go, u) be a solution of (1.4) and let yo € MAX(u). Then
foreveryd > 0 it holds

n—1
lim inf< 2) / Du"'do > |S"7!| (A2)
t—~1= \1 —1 {u=1)"B4(y0)

We first show how to use this result to prove Theorem A.1.

Proof of Theorem A.1 First we notice that the functions Up(¢) can be written as

follows
U, (1) Py / Dul? 7° d
= o
P 1—1¢2 {u=t} 1—u?

From formula (1.10) in Theorem 1.1, we have that the term in square bracket is less
or equal to 1. Thus, for every p < n — 1, we have

DuP 78 _ T DuP 7"
1—u?2| —[1—u? ’
hence U, (t) > U,—1(t) and, in particular

lim }nf Up(t) = lim}nf U,—1(1), (A.3)
t—1- t—>1—
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so it is enough to prove the inequality (A.1) for p = n — 1.

Now we pass to analyze the set MAX(u). Suppose that it contains an infinite
number of points. Then for each k € N we can consider k points in MAX(«). Let
2d be the minimum of the distances between our points. Applying Proposition A.2
in a neighborhood of radius d of each of these points, we obtain

lim}nf Up_1(t) > k|S"7Y.
t—1"

Since this is true for every k € N, we conclude that lim,_, - U,—1(f) = 400 and,
using (A.3), we find that lim,_, - U1(¢) = +o0. But this is impossible, since from
the monotonicity of U (¢) (stated in Theorem 1.1-(ii)) we know that

lim U(t) < Uy(0) = |aM]|.
t—>1-

Therefore MAX(u) contains only a finite number of points. Repeating the
argument above with k = [MAX(u)| we obtain the inequality in the thesis. |

Now we turn to the proof of Proposition A.2, that will be done in various steps.
Our strategy consists in choosing a suitable neighborhood of the point yy where
we are able to control the quantities in our limit, and then proceed to estimate
them.

Notation 1 Here and throughout the paper, we agree that for f € € (M), t € R
and k € N it holds

f=olxI™) <= D " alf] = o), as|x| > +oo,
MES

where the J'’s are multi-indexes.

Consider a normal set of coordinates (x',...,x") in Bg(yo), that diagonal-
ize the hessian in yg. Note that, since yp is a maximum of u, the derivatives
8§u‘y0 are non positive numbers for all « = 1,...,n, hence it makes sense to
introduce the quantities Aé = —agu‘yo fora = 1,...,n. Since Au = —nu,
we have Y "_, A2 = n. In particular, at least one of the Aq’s is different
from zero. We have the following Taylor expansion of # in a neighborhood of
Yo

n
w=1-— ; SR xP] + 02<|x|2> , (A4)

a=1
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From (A.4) we easily compute

n

DuP = 3" 1] +01<|x|2) . (A.5)

i=1

Now we consider polar coordinates (r, 91, R 9"71), where 6 = (91, R 9"’1) S
R"~! are stereographic coordinates on S"~! \ {north pole}.

Lemma A.3 With respect to the coordinates (r, 0) = (r, oL, ..., 0"71), the metric
go writes as

g0 = dr ®dr +r’ge1 + o dr @dr + o; (dr ®do' + do’ ®dr> +0i; d6' ® do7
(A.6)

where o = 02(r), 0; = 02(r?), oij = 02(r3), asr — 0Ot

Proof To ease the notation, in this proof we use the Einstein summation convention.
It is known that, with respect to the normal coordinates (xl, ..., x") the metric go
writes as

80 = (8up + naﬂ)dxa ® dx?

where 8y is the Kronecker delta and nog = 02(r) (actually, the term 545 can be
estimated better, but this is enough for our purposes).

Moreover, it is easy to check that the quantities * = x%/r are smooth functions
of the coordinates (91, R 9”_1) only, and that

Y P

%ab 4oi ygi

d@i ® d@] = gSnfl .

From r2 = Sup x%xP one also finds the equality Sup ¢*¢P = 1. Deriving it with
respect to 6" we get

dp*

Sap 5pi

o =0, foralli=1,...,n—1
We are now ready to compute

80 = (8ap + Nap) dx* ® dxP

2 09 9¢P

4 do' @ do’
801 99 ®

= (1 + 1apd®@P)dr ® dr + (Sup + nap)r
+ ¢“a¢ﬁ dr @do' +do' @ d
Nap 50i r\dr r
=dr ®@dr+r’gg1 +odr ®dr +o; (dr ®do' +do’ ® dr) +0i;d0" @ do7

where o0, 0;, 0;; are infinitesimals of the wished order. O
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We can rewrite formula (A.4), (A.5) in terms of (r, ) as

2 n
r o
ur,0) =1-" ;[Ai 16*1%(©) ] + w(r.0), (A7)
|Dul?(r,0) = rZZ [ 25 16%1%(0) ] + h(r,0). (A.8)
a=1

where w(r, 0) = o(rz), h(r,0) = o(rz). Moreover, since we know from (A.4) that
dw/9x% = o(r) for any «, we have the following estimates on the order of the
derivatives of w with respect to (r, 6)

n

d o dx
or @0 = L[ a0y, 0]

o=

= Z [ ow (r,0) ¢°‘(9)] = o(r), asr — 0T (A9)
= ax¢

n

ow w 0x*
NILEDD [axa (r.6) 5g; 9)]

a=1

n
0 0¢”
= [a;; r.0)r az/ (9)] = 0(?), asr— 0" (A.10)
a=1
To estimate the limit in (A.2), we need to rewrite the set {u = t} N By(yp) and
the density

\/ det(gO\w:de (m))

as functions of our coordinates. In order to do so, it will prove useful to restrict our
neighborhood B, (yp) to a smaller domain where we have a better characterization
of the level set {u = ¢}. In this regard, it is convenient, for any ¢ > 0, to define the
set

Co={o=0" .0""Her: i[xg 9“@)] > e} .

a=1

The following result shows that, for # small enough, the level set {u = ¢}, is a graph
over Cs.
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Lemma A4 Forany 0 < ¢ < 1, there exists n = n(e) > 0 such that

. . 2
(i) the estimates |w|(r,0) < ¥

on the whole By (yo).

(ii) it holds %" (r,0) < 0in (0, 1) x Ce.

(iii) for every 0 < & < n, there exists T = t(6, &) such that foranyt <t < 1,
there exists a smooth functionr; : C¢ — (0, 8) such that

r2 10w/ar|(r,0) < §r, |hl(r,8) < &2 r? holds

{u=13NBs(yo) NCe = {(r1(0),0) : 6 € Cs}.

Proof Since the functions w, & in (A.7), (A.8) are o(r?), while ow/dr is o(r) thanks
to (A.9), it is clear that statement (i) is true for some 1 small enough. Moreover, from
expansion (A.7) we compute

d - 3
ab:(r,@) =—r ;[xg 167120 ] + a’f(r,e) < —er + ;r = —;r.
This proves point (ii). To prove (iii), fix t € (0, 1) and consider the function u(r, 6)—
t. Since u(r,0) — 1~ asr — 0T, we have u(r, ) — t > 0 for small values of r.
On the other hand, from expansion (A.7) we find

2 n
u(6,9)—t=(1—t)—82 S PO ] + we.0) < A-1) - ;52

a=1

€ 0
w0 < A-n-, 8,

and the quantity on the right is negative forany t > t = 1 — 252.

Therefore, fixeda 6 € C, the functionr +— u(r, 8) —1 is positive for small values
of r and negative for r = §. Moreover from point (ii) we have that g’f (r,0) < 0 for
any (r,60) € (0,8) x Cg, hence for any 6 € Cg, there exists one and only one value
0 < (@) < & such that (7:(0), 0) € {u = t}. The smoothness of the function r;(0)
is a consequence of the Implicit Function Theorem applied to the function u(r, ).

O

As anticipated, Lemma A.4 will now be used to estimate the density of the
restriction of the metric gg on {u =t} N ((0, ) x Cy).

Lemma A.5 There exists 0 < § < n(e) such that it holds
Jaetgoy,_) ¢1(©).6) > (1= ) ri =1 () Jdet(ggr).

forevery8 € Cg, 1(8,¢) <t < 1.
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Proof Let r; be the function introduced in Lemma A.4. Taking the total derivative
of u(r;(9), ) = t, we find, for any 6 € C;

n—1 n—1

J —1 a . .
dre = = @10 Y 010).0)d0 = —r(©0) ) &0)do
j=1 j=1
where
1 ou
a6/
GO0 = ) T 0.6).

To ease the notation, in the rest of the proof we avoid to explicitate the
dependence of the functions on the variables r,(8), 6. In order to compute the
restriction of the metric on {u = ¢} N ((0, §) x C.), we substitute the term dr in
formula (A.6) with the formula for dr; computed above. We obtain

n—1 gj O . .
QO = 12 [g,» (1 +0)+g0 " - oty +g,-j]del ® do’ .
t t

Set& = Z’]l;% £;d67. We have the following

\/det[<§,- £ +g§}””)d9i ®d9/] - \/det (s ® & + gSH)
= JA+IER, ) det(gg)
> \/det(ggn-1) (A.11)

where in the second equality we have used the Matrix Determinant Lemma.
On the other hand, since 0; = o(r?) and o; = o(r3), we deduce that

o] (<]
0&é&— & — & +oij=o0(r),
It It
hence
\/det(go‘(u:r}) = (1 +w)r! \/det [(gi £+ gl-Sj'H) doi ® de/] (A1)

with @ = o(1) as r — 0. In particular, we can choose § small enough so that
|lw| < e on (0,8) x Cy. Combining Egs. (A.11) and (A.12) we have the thesis. O

We also need an estimate of the integrand in (A.2), which is provided by the
following lemma.
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Lemma A.6 We can choose 0 < § < n(¢e) such that

|Dul?

G 9)><1—e>2 [ 22 16°17©)]

a=1

forevery (r,0) € (0,68) x Cs.

Proof To ease the notation, in this proof we avoid to explicitate the dependence of
the functions on the coordinates r, 6. From expansions (A.7) and (A.8) we deduce

Du?  Ya_ (A41¢%2) +h

a=1

20—u) Y1 (A2 19%2) — 2w

a=1

)
1 (A 192?) - h - 2w -
=1 (2% 10%12) =1 (g [9%1%) w1 (A3 10%12) |

Using the Cauchy-Schwarz Inequality we have

Zn:(xﬁlaﬁ"‘lz) < [zn:()\‘* 6% } [ZWIZ} = [Zn:()\jlwﬁ)}é,

a=1 a=1 a=1
(A.13)

hence, recalling that 3% _, (A2|¢%|?) > & on C¢, we have also Y 7 _ (A4|¢*|?) >
&2. Therefore, from Lemma A.4-(i) we easily compute

(s wm) (= s )
S _ (419 12) Yoami (A2 19%1%)

In particular, we can choose § small enough so that the right hand side of the
inequality above is greater than 1 — €. Hence, we get

1— 82
> .
1_|_852

(I—¢)

IDu? IDu? >t (Rg 19%1%) N2 a
w2 = 20 —u) Y (x2|¢a|2)2(1_8)2[k""¢']

where in the first inequality we have used that u < 1 on M and in the latter inequality
we have used (A.13). |

Now we are finally able to prove our proposition.
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Proof of Proposition A.2 For every ¢ > 0 and 0 < § < d, we have the following
estimate of the left hand side of condition (A.2)

1 n—1 1 n—1
(1 t2) / ‘Du‘nfldo'z (1 t2) / \Du\”*ldg

{u=1}NBq(yo) {u=t}NBs(yo)

1—1 n—1

O A RO R PR
= | —u? 1 +u 21 — ) 7

{u=t}NBs(y0)
(A.14)

Since u < 1, we have 2/(1 +u) > 1. Moreover, from (A.7) and Lemma A.4-(i), we
obtain

w(r, 0) )

201 — w)(r, 6) = Z[)\i"f")"z((’)]( P23 alg®2(0)
=1

a=1

<(+e)r Y [22eP®)].

a=1

Now fix a § small enough so that Lemmas A.5, A.6 are in charge. Taking the limit
of integrand (A.14) ast — 1~ we obtain the estimate

n—

1 n—1 1_
1?51@(1_#) / [Du*'do > /(1 1+ ) \/det(ggn Nde' .. .qe"!
{u=t}NB4(y0)

n+1

= /Xce(e) (1_5)”: Vdet(ggi-1)do' - --do" !
(1+e)"

Rn-1

(A.15)

It is clear that the functions Xc, convergeto x . as e — 0%, where

Co = {9 =@, ..., Her!: Z[xg 19%1%(0)] 7&0} c s,

a=1

Therefore, taking the limit of (A.15) as ¢ — 01 and using the Monotone
Convergence Theorem, we find

.. Lyt .
O L e
{u=13NB4(yo) Sn—1
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To end the proof, it is enough to show that the set "~ \ Cy is negligible. But this
is clear. In fact, since ) ,_, )\3{ = n, there exists at least one integer 8 such that

Ag # 0. Thus sl \ Cp is contained in the hypersurface {¢# = 0}, hence its n-
measure is zero. This proves inequality (A.2) and the thesis. O

This concludes the proof for the de Sitter case. In the anti-de Sitter case we can
prove the following analogue of Theorem A.1.

Theorem A.7 Let (M, go, u) be a conformally compact static solution of prob-
lem 1.17 satisfying Assumption 2. Then the set MIN(u) is discrete (and finite) and

1im%13f Uy() > IMIN@)|[S"!],
t—

forevery p <n — 1.

The proof follows the exact same scheme as the de Sitter case, the only small
modifications being in the proof of Lemma A.5 and in the computation (A.15),
where we have used the fact that © < 1. This is not true anymore, however, since
we are working around a minimum point, we can suppose # < 1 + «, where « is an
infinitesimal quantity that can be chosen to be as small as necessary. Aside from this
little expedient, the proof is virtually the same as the de Sitter case, thus we omit it.

We pass now to the proof of some other results that we have used in our work.
The next lemma is useful in order to study the behavior of the static solutions of
problem (1.17) near the conformal boundary.

Lemma A.8 Let (M, go,u) be a conformally compact static solution to prob-
lem (1.17). Suppose that 1/\/u2 — 1 is a defining function, so that the metric
g = g0/ W?* — 1) extends to the conformal boundary M. Then

() limc_;(u? — 1 — |Du|?) is well-definite and finite for every X € M,
(i) 0M is a totally geodesic hypersurface in (M, g).

Proof For the proof of this result, it is convenient to use the notations introduced in
Sect. 3. Let ¢ be the function defined by (3.18). By hypothesis, M is the interior of a
compact manifold M and the metric g is well defined on the whole M. In particular,
the scalar curvature Ry is a smooth finite function at 9 M. Therefore, from Eq. (3.24)
we easily deduce that lim,_, 7 u?(1 — |V(p|§) is well-definite and finite for every
X € M. Since

|Du/?

2 _
|V(p|g_u2_17

this proves point (i).
To prove statement (ii), we first observe that, since |Vo|, = 1 at M (as it
follows immediately from point (1)), there exists 8 > 0 such that |[Vg|, # 0 on the
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whole collar Us = {¢ < &}. Therefore, proceeding as in Sect. 3.4, we find a set of
coordinates {¢, ol 19"’1} on Uy, such that the metric g writes as

de®d ; ; ;
_ e 2‘/’ +gij(p. 00,07 Yo' @ do .
Vo|2
With respect to these coordinates, the second fundamental form of the boundary
oM = {p =0} is

V.z.(p
hl(.‘g): Y =Vi2j(p, fori,j=1,....n—1.
! IVolg

On the other hand, from the first equation of problem (3.23), we easily deduce that
V2 = 0 on M. This concludes the proof of point (ii). O

Finally, in order to prove the integral identities in Sect. 5, we need an extension
of the classical Divergence Theorem to the case of open domains whose boundary
has a (not too big) nonsmooth portion. Note that [4, Theorem A.1] is not enough for
our purposes, because hypothesis (ii) is not necessarily fulfilled. To avoid problems,
we state the following generalization, due to De Giorgi and Federer.

Theorem A.9 ([16, 17, 19, 20]) Let (M, g) be a n-dimensional Riemannian mani-
fold, withn > 2, let E C M be a bounded open subset of M with compact boundary
dE of finite (n — 1)-dimensional Hausdorff measure, and suppose that 0E = T'U X,
where the subsets I and X have the following properties:

(i) For every x € I, there exists an open neighborhood Uy of x in M such that
I' N Uy is a smooth regular hypersurface.
(i) The subset X is compact and "2y =0.

If X is a Lipschitz vector field defined in a neighborhood of E then the following
identity holds true

/divX du = /(X|n) do, (A.16)
E r

where n denotes the exterior unit normal vector field.

Appendix B: Boucher-Gibbons-Horowitz Method

In this section we discuss an alternative approach to the study of the rigidity of
the de Sitter and anti-de Sitter spacetime, which does not require the machinery of
Sect. 3. Without the need of any assumptions, this method will allow to derive results
that are comparable to Theorems 2.2, 2.6 (case A > 0) and Theorems 2.14, 2.18
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(case A < 0). In the case A > 0, the computations that we are going to show are
quite classical (see [12, 14]). However, to the author’s knowledge, the analogous
calculations in the case A < 0 are new.

As usual, we start with the case A > 0. Recalling the Bochner formula and the
equations in (1.4) we compute

ADu|? = 2|D?u|> + 2Ric(Du, Du) + 2(DAu | Du)

1
— 21D%)? + 2[ D2u(Du, Du) + n |Du|2] — 27 |Duf?
u

= 2|D*u|* +  (D|Du|*|Du). (B.1)

1
u
Now, if we consider the field
, 2
Y = D|Dul* — AuDu
n
we can compute its divergence using (B.1).

, , 2 2,
div(Y) = ADu®> — “(DAu|Du) — ~ (Au)
n n

1
+  (D|Dul?|Du) + 2|Dul>.

u

o[t - 4]

More generally, for every nonzero ¢! function @ = a(u):

div(e Y)

o

= div(Y) + « (Y | Du)
o

_ 2[|D2u|2— (A:)z] + (Z + i)((DIDu|2|Du) ¥ 2u |Du|2).

where « is the derivative of o with respect to u. The computation above suggests us
to choose

1
a(u) = .
u
With this choice of «, we have

div(bll Y) - i [|D2u|2 - (A:)z ] (B.2)
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Proposition B.1 Let (M, go, u) be a static solution to problem (1.4). Then, for
everyt € [0, 1) it holds

1 -1 1 Au)?
/ <|Du|2H— " |Du|Au>da = f [|D2u|2—( ) ]du > 0.
u n u n

{u=t} {u>t}

(B.3)

Moreover, if there exists ty € (0, 1) such that

—1
f <|Du|2H _n |Du|Au> do <0, (B.4)
n

{u=to}

then the triple (M, go, u) is isometric to the de Sitter solution.

Remark B.1 Recalling Remark 1, it is easy to realize that the integral on the left
hand side of (B.3) is well defined also when ¢ is a singular value of u.

Remark B.2 Note that the right hand side of inequality (B.3) is always nonnegative,
as opposed to formula (5.8), where we needed to suppose Assumption 3 to achieve
the same result. This is one of the reasons why this approach works without the need
to suppose any assumption.

Proof of Proposition B.1 Suppose for the moment that {# = ¢} is a regular level set.
Integrating by parts identity (B.2), we obtain

2
/2 [|D2u|2— (Au) ]du - /I(Yln)do, (B.5)
u n u

{u>t} {u=t}

where n = —Du/|Du| is the outer g-unit normal of the set {u > ¢} at its boundary.
On the other hand, from the first formula in (3.27) it is easy to deduce that

_ 5 _ DuPAuy ) S
(Y |Du) = 2 ( D*u(Du, Du) = —2(|Dul’H |Dul* Au | .
n n

Substituting in (B.5) proves formula (B.3) in the case where {u = ¢} is a regular
level set.

In the case where t+ > 0 is a singular value of u, we need to apply a slightly
refined version of the Divergence Theorem, namely Theorem A.9 in the Appendix
A, in order to perform the integration by parts which leads to identity (B.5). The rest
of the proof is identical to what we have done for the regular case. We set

X=Y and E={u>t}.
u

sothat 0E = {u = t}.
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As usual, we denote by Crit(u) = {x € M |Du(x) = 0} the set of the critical
points of u, From [30] (see also [27, Theorem 6.3.3]), we know that there exists an
open (n— 1)-dimensional submanifold N € Crit(u) such that 5# =1 (Crit(u)\N) =
0.Set ¥ = dE N (Crit(u) \ N) and " = 9E \ X, so that d E can be written as the
disjoint union of ¥ and I'. We have /"~ !(Z) = 0 by definition, while " is the
union of the regular part of E and of N, which are open (n — 1)-submanifolds.
Therefore the hypotheses of Theorem A.9 are met, and we can apply it to conclude
that Eq. (B.5) holds true also when ¢ is a singular value of u.

To prove the second part, we observe that from (B.3) and (B.4) one immediately
gets D?u = (Au/n) go in {u > 1y}. Since u is analytic, the same equality holds
on the whole manifold M. Now we can use the results in [28] to conclude that
(M, go, u) is the de Sitter solution. m]

The proposition above is particularly interesting when applied at the boundary
oM = {u = 0}.

Corollary B.2 Let (M, go, u) be a static solution to problem (1.4). Then it holds

f|Du|[R"’M— (n—1)(n—2)]do >0. (B.6)
oM

Moreover; if the equality holds then the triple (M, go, u) is isometric to the de Sitter
solution.

Proof First we compute from the equations in (1.4) and formula (3.27), that

H|D
Dul . Ricw. v |

where v = Du/|Du| as usual. In particular, we have H = 0 on d M. Hence we can
use the Gauss—Codazzi identity to find

HDul R _R 1

. 5 2[R3M—n(n—1)].

Substituting + = 0 in formula (B.3) and applying Proposition B.1, we have the

thesis. O

Now we turn our attention to the case A < 0. Mimicking the computations done
in the case A > 0, but using the equations in (1.17) instead of the ones in (1.4) we
obtain

div(bll Y) - i [|D2u|2 - (A:)z ] (B.7)

Incidentally, we notice that this equation coincides with the analogous formula (B.2)
in the case A > 0. We are now ready to state the analogous of Proposition B.1.
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Proposition B.3 Let (M, go, u) be a static solution to problem (1.17). Then, for
everyt € (1, 400) it holds

1 -1 1 Au)?
/ <|Du|2H— " |Du|Au)da = —/ [|D2u|2—( ) ]du < 0.
u n u n

{u=t} {u<t}

(B.8)

Moreover, if there exists ty € (1, +00) such that

—1
f <|Du|2H _n |Du|Au) do > 0, (B.9)
n

{u=to}

then the triple (M, go, u) is isometric to the anti-de Sitter solution.

Remark B.3 Recalling Remark 1, it is easy to realize that the integral on the left
hand side of (B.8) is well defined also when ¢ is a singular value of u.

Proof of Proposition B.3 The proof is almost identical to the proof of Proposi-
tion B.3. The only change is that, when we apply the divergence theorem, we
need the outer g-unit normal of the set {u < t}, that is n = Du/|Du| instead of
—Du/|Duy|. This is the reason of the different signs in formula (B.3), (B.8). |

Now suppose that the manifold M is conformally compact. We would like to
use Proposition B.3 to study the behavior of a static solution at the conformal
boundary d M. In order to simplify the computations and to emphasize the analogy
with the case A > 0, it will prove useful to suppose that Assumption 2-bis holds.
Therefore, from now on we suppose that 1/ Vu? —lisa defining function, and that
limy—z(? — 1 — |Du|?) = 0 for every X € oM. We are now ready to prove the
analogous of Corollary B.2 in the case of a negative cosmological constant.

Corollary B.4 Let (M, go, u) be a conformally compact static solution to prob-
lem (1.17) satisfying assumption 2-bis, and let g = go/(u* — 1). Then it holds

/[(n—l)(n—z)—RgM]do—g > 0. (B.10)
oM
Moreover, if
. n—1 . _
t_1>1$oot / Ricg (vg, vg)do, = 0, (B.11)

{u=t}

where vy = Du/|Dulg, then the triple (M, go, u) is isometric to the anti-de Sitter
solution.
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Proof First we compute from the equations in (1.17) and formula (3.27), that

HD
Dul . Ricw.v).

where v = Du/|Du| as usual. Therefore, we can rewrite formula (B.8) as
/lDul [Ric(v,v) + (n—1)]do > 0. (B.12)
{u=t}

Now we use Eq.(3.16) in order to rewrite the term in the square brackets in the
following way

2
[(n—1u? —1][Ric(v,v) + (1—1)] = Ricg(vg, vg) — <(n uzl)f 1+ 1) (uz— |- |Du|2> .

Now it is easy to obtain from inequality (B.12) the following formula

2
/(\/“2”' 1) [Ricg(vg,vg)—((” uzl)ul+1)(u2—1—|Du|2) i|d6g > 0.
e _

{u=t}

Since limy_ (w2 — 1 — |Du|?) = 0, in particular |Du|/\/u2 — 1 goes to zero as
t — 4-00. Therefore, taking the limit as # — +oo of the formula above, we obtain

/Ricg(vg, ve)dog > 0, (B.13)
oM

where v, = Du/|Du|g. Since d M is a totally geodesic hypersurface by Lemma A.8-
(i1), from the Gauss—Codazzi equation and formula (3.24) we obtain

2Ricg(vg, vg) = Rg = RIM = (n — )(n —2) — R

Substituting in Eq. (B.13) we obtain formula (B.10).
To prove the rigidity statement, we observe that we can rewrite formula (B.11) as

. -
0 = Ilim u" " 'Ric, (v,, v, ) do
im_ () d

{u=t}

D

— lim u"_1< IDul )

t——+00 \/uz—l
(u=1)

Hem e ]
x [(n = Du® + 1]| Ricw,v) + (n — 1) + 1 —

uz —1 (U2 — 1)”51
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= tim [ -1 [u IDu|(Ric(v, v) + (1 — 1)) + @ — 1 — |Du|2)] do
fu=r)

= lim (n—l)ulDul[Ric(v, v)—i—(n—l)]da.

t——+00
{u=t}

Now we recall that u [Ric(v,v) + (n — 1)] = —H|Du| — (n — 1)Au/n and we
conclude using Proposition B.3. O
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Introduction to Controllability m)
of Nonlinear Systems e

Ugo Boscain and Mario Sigalotti

Abstract We present some basic facts about the controllability of nonlinear finite
dimensional systems. We introduce the concepts of Lie bracket and of Lie algebra
generated by a family of vector fields. We then prove the Krener theorem on local
accessibility and the Chow-Rashevskii theorem on controllability of symmetric
systems. We then introduce the theory of compatible vector fields and we apply
it to study control-affine systems with a recurrent drift or satisfying the strong Lie
bracket generating assumption. We conclude with a general discussion about the
orbit theorem by Sussmann and Nagano.

Keywords Controllability - Chow theorem - Compatible vector fields -
Orbit theorem

In this note we present some classical techniques to study the controllability of
nonlinear systems. The discussion is kept as elementary as possible. Classical
textbooks are [1-3].

Consider the nonlinear control system

% = F(x,u(t). (1

Here x € R" is the state of the system, U C R is the set of control values and u(-) :
[0, oo[— U is the control. For the development of the theory it is not necessary to
assume any structure on U. For example U could be a finite set of points, a polytope
or the full R™.
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We assume that F is a smooth! function of its arguments and that u(-) is regular
enough in such a way that Eq. (1) with the initial condition x(0) = xo € R" has
local existence and uniqueness of solutions. For instance we can assume that u(-) is
a LlloC ora Lﬁfc function of the time. However, as it will be clear later, all conditions
for controllability that we will get are actually sufficient conditions that are valid in

the smaller class of piecewise constant controls.

Remark 1 For simplicity of notation in the following we also assume that for every
u(-) a solution of (1) exists in [0, co[. However this hypothesis is not necessary for
the validity of the theorems that we are going to prove.

Remark 2 In the discussion presented here we assume x € R”. However almost
nothing changes if we assume that x belongs to a smooth connected manifold M
and that solutions of (1) exists in [0, oo[. To extend the theory to smooth connected
manifolds, if some non-trivial modification is necessary, we explicitly state it in the
text.

Denote by x (¢; xo, u(-)) the solution at time ¢ of (1) starting from x¢ at # = 0 and
corresponding to a control function u(-). We recall the definitions of the reachable
(or attainable) sets starting from x:

¢ the reachable set from xq at time T > 0 is
A(r, x0) = {x1 € R" [ Ju() : [0, 7] = U, x(t; x0, u()) = x1};
e the reachable set from xg within time 7 > 0 is
A(< 7, x0) = Usepo, 1] A, x0);
e the reachable set from x is
A(x0) = Ure[0,4-00[A(Z, X0)-

Given the control system (1), the purpose of the controllability theory is to
characterize when these sets coincide with the entire state space.

Definition 3 The system (1) is said to be

 controllable if for every xo € R", A(xg) = R";

e small-time controllable if for every xg € R" and t > 0, we have A(< 1, x9) =
R™;

e small-time locally controllable at xq if xo belongs to the interior of A(< T, x0)
forevery t > 0.

UIn this note by smooth we mean C*.
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1 Control Systems as Families of Vector Fields

In the following it will be useful to think to the system (1) as a family of vector
fields® parameterized by u € U (i.e., by constant controls). In other words we will
often consider instead of the control system (1), the family of vector fields

F={F(,v) |veU).

All vector fields of the family F are considered smooth and complete, i.e., for every
F € F, xo € R", the equation X = F (x) with initial condition x (0) = xo admits a
solution in | — 00, o0|.

1.1 Vec(R") and Its Lie Algebra

Let Vec(IR") be the vector space of all smooth vector fields in R". Given a compete
vector field f €Vec(R"), let us indicate by e/ its flow, i.e., the map that with xg
associates the solution at time ¢ to the Cauchy problem

x=f(x
fG) @
x(0) = xo.
Although €'/ is not an exponential in the usual sense, this notation is useful thanks
to the following properties that are a direct consequence of existence and uniqueness
of solutions of (2) and of their differentiability w.r.t. xo:

« foreveryz,s € R, e = ¢!f o5,
+ forevery t € R, ¢'/ is a diffeomorphism. In particular, it is invertible and we
have (¢//)~! = ¢~/

+ foreveryt e R, (jte’f) (x) = f(e'fx). In particular, (jt | —o ey (x) = f(x).

A crucial object in studying the controllability of (1) is the Lie algebra generated by
the vector fields of the corresponding family . Let us first define the Lie bracket
between two vector fields f and g, as the vector field defined by

[f. g](x) = Dg(x) f (x) — Df (x)g(x). 3)

2In an autonomous differential equation ¥ = f(x), usually f it is called a vector field, since it is a
map that with every position x associates a velocity vector f(x).
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Here, given a vector field f = (fi, ..., f,,)T, Df is the matrix of partial derivatives
of the components of f, i.e.,

0 fi ... 0N
bf=1 : ...
0 fa ... Onfn

One immediately verifies the following properties of the Lie bracket:

* bilinearity: for every A1, A2 € R,

[fi g1 + dag2] = ALl f, g1l + A2l f, g2],
(A1 f1+ 22 f2, gl = Mlf1, gl + Xl f2. g);

 antisymmetry: [g, f] = —[f. gl
* Jacobi identity: [ f, [g, h]] + [&, Lf, g1] + [g. [, f11 = 0.

A vector space V endowed with an operation V x V — V that is bilinear,
antisymmetric and satisfying the Jacobi identity is said to be a Lie algebra. It follows
that (Vec(R"), [+, -]) is a Lie algebra.

Remark 4 As a consequence of the antisymmetry of the Lie bracket, we have
[f, f]1 = 0. Notice moreover that the value of [ f, g] at a point x does not depend
only on the values of f and g at x, but also on their first order expansion at x.
However, if at xo we have f(xg) = g(xo) = 0, it follows from the definition that

[f’ g](x()) =0.

Example 5 Given two linear vector fields Ax and Bx, where A, B € R"*" we
have that [Ax, Bx] = BAx — ABx = —[A, B]x.

The following lemma clarifies the geometric meaning of the Lie bracket: [ f, g]
is a measure of the lack of commutation of the flows associated with f and g. We
refer to Fig. 1.

Fig. 1 Geometric meaning
of the Lie bracket

T+ tQ[,ﬁ gl(z) +o
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Lemma 6 Foreveryx € R”,
e oe M oe ol (x) = x +12[f, gl(x) + O, )

for t that tends to zero.

Proof 1t is enough to compute for each flow the Taylor expansion at order 3. We
have

2
(0 = x +1f () + tz DF () f(x) + O,

and

. tz t2
e oel (x) = x+1(f(x)+g)+ 5 DFO)f () +12Dg(x) f (x) + 5 Dg(®)g () + o).

Then

2
e oe8oe (x) =x+1g(x) + 17 f, glx) + tz Dg(x)g(x) + O(%).

At the next step the result follows. O

Remark 7 The previous lemma says in particular that if [ f, g](x) & Vect(f(x),
g(x)), then it is possible, by alternating between the dynamics of f and g, to attain
points that cannot be reached with the flow of linear combinations of f and g. This
is the starting idea behind the conditions for controllability that we are going to
study in this note. Notice however that in order to generate the Lie bracket [ f, g],
one needs to be able to use, beside f and g, also — f and —g, otherwise one is much
more constrained in the possible movements. As a consequence, it will be easier to
prove controllability results for symmetric systems (i.e., systems for whichif f € F
then — f € F). See Sect. 3.

An important corollary of the previous lemma is the following.

Corollary 8 The flows e'f and e'$ (corresponding to the vector fields f and g)
commute for every t € R if and only if their Lie bracket [ f, g](x) = O for every
x e R"

Proof The fact that commutation of the flows implies that the Lie bracket vanishes
follows immediately from (4). Concerning the converse implication, let us consider
the curve

y(s) = e VS8 o eV 5 VS8 e‘/sf(x).
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By Lemma 6, we have that y is differentiable at each time s and

d
dy = [f. gl(y (0)).
S ls=0

If [ f, g] is identically equal to zero, y turns out to be solution of

dy
=0, 0) =0.
s v(0)

It follows y (s) = O for every s and eVs8 o VSl = eVss o VST, Setting t = /s the
result follows. O

Remark 9 In a differentiable manifold, Definition 3 and formula (4) make sense
only in coordinates. An intrinsic definition of Lie bracket is

gl = @] oo eV o i o oV (o),
s=0

Definition 10 Let F be a family of vector fields. We call Lie(F) the smallest sub-
algebra of Vec(R") containing F. Namely, Lie(F) is the span of all vector fields of
F and of their iterated Lie brackets of any order:

Lie(F) = span{ f1, [ f1, f21, [f1, [f2, S311, Lo, L2, Lfss fallls oo | A fo, . € L

Definition 11 We say that the family F is Lie bracket generating at a point x if the
dimension of Lie, (F) := {f(x) | f € Lie(F)} is equal to n. We say that the family
F is Lie bracket generating if this condition is verified for every x € R".

Remark 12 Notice that in general Lie(F) is an infinite-dimensional space, while
Lie, (F) is a subspace of R".

Exercise 1 Let ' = {f1,..., fi} and let A be an invertible m x m matrix. Define
=2 Aijfjand F' = {f{,..., f,,}. Prove that F is Lie bracket generating if
and only if F’ is.

1.2 Affine Control Systems

An affine control system is a system of the form

i = fo(x)+ > ui(t) fi(x), (5)

i=1
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where fo, f1, ..., fm belong to Vec(R") and u(:) = (u1(-), ..., un(:)) : [0, co[—
U C R™ is the control. In an affine control system it is also assumed that U contains
a neighborhood of the origin in R™. The vector fields fo is called drift.

Exercise Let F be the family of vector fields associated with (5).

e Prove thatif { fy, f1, ..., fm} is Lie bracket generating then also F is.
e Prove thatif {f], ..., fin} is Lie bracket generating then also F is.

2 The Krener Theorem: Local Accessibility

The fact that a control system is Lie bracket generating does not permit in general
to conclude that it is controllable. Consider for instance the control system on the

plane
X\ _ (1 0
(1) =(5) +o(}):

where u(-) : [0, co[— [—1, 1]. Itis Lie bracket generating (since the corresponding
family F contains the vector fields {(1, 1), (1, —1)}, however starting from the
origin one cannot reach any point whose first coordinate is negative. This is
essentially due to the fact that the family F contains two vector fields but not their
opposite (cf. Remark 7). The Lie bracket generating condition permits to say that a
system is locally accessible in the following sense.

Theorem 13 (Krener) If F is Lie bracket generating at x, then for every T > 0,
xo belongs to the closure of the interior of A(< T, x0).

The conclusion of the Krener Theorem can be equivalently reformulated in the
following way:

e forevery T > 0, the set A(< 7, x¢) has nonempty interior,
* Xxo is a density point of such an interior.

Krener’s theorem says in particular that the trajectories starting from a point at
which the system is Lie bracket generating can reach (in an arbitrarily small time) a
set having nonempty interior. Figure 2 shows what one can expect/non-expect from
AL 1, x0), T > 0.

Proof of Theorem 13 First notice that if F is Lie bracket generating at a point, then
the same property holds true in a neighborhood of that point. (If n vector fields are
linearly independent at a point, then they are linearly independent in a neighborhood
of that point.)

There exists f € F such that f(xo) # 0, otherwise Liey,(F) = {0}. If n = 1 the
conclusion follows.
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Fig. 2 Admissible and non-admissible reachable sets when the system is Lie bracket generating
at xo
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Fig. 3 Proof of Krener theorem

If n > 1 and all vector fields of F are tangent to the curve ¢ > e'f (x0), 0 <
t < ¢, then from Lemma 6 it follows that Lie,.s (., (F) is also tangent to that curve
and hence its dimension is less than 2. This contradicts the Lie bracket generating
assumption. As a consequence, there exist ¢ € F and 0 < 7 < & such that f and
g are linearly independent in a neighborhood of x; = e’/ (xo) (see Fig.3). Hence
(t,s) > e oef(x0),0 <s <& ,T—¢ <t <1+ ¢ has as image a surface of
dimension 2. If n = 2 the conlcusion follows.

Otherwise we iterate the same argument and we conclude by recurrence
onn. ]

Remark 14 Notice that for this proof we have only used piecewise constant
controls.

Remark 15 From the proof of the Krener theorem it follows that A(< T, xg),
T > 0, contains an open set 2 having x¢ in its closure whose points can be
reached by trajectories of the type e’ fin o ... o efitxg where 11, ..., 1, > 0 and
fir» -+, fi, € F,le., by trajectories corresponding to piecewise constant controls
made by n pieces. Notice that the vector fields f;,, ..., fi, could be repeated. For
instance if 7 = {f1, f2} is a Lie bracket generating family and we are in dimension
3, we could have for instance f;; = f1, fi, = f2. fi; = fi-
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3 Symmetric Systems

Definition 16 A family of vector fields JF is said to be symmetric if f € F implies
—fekF.

When the family F is Lie bracket generating and symmetric one obtain that the
system is controllable. This is the conclusion of the celebrated Chow—Rashevskii
theorem.

Theorem 17 (Chow-Rashevskii) If F is Lie bracket generating and symmetric,
then for every xo € R" we have A(xo) = R".

Proof Step 1 Fix xo € R" and let us show that .A(x¢) contains a neighborhood of
x0. Since F is Lie bracket generating, .A(xp) contains a nonempty open set £ whose
points can be reached by trajectories corresponding to piecewise controls made by n
pieces. Fixt(,...,t, > 0and f;,, ..., fi, € Fsuchthatxp := etnfino, .oe“filxo S
Q. Since F is symmetric, — f;,, ..., — fi, € F and we have that

e it o, oenfin (A(x0)) C A(xp).
In particular A (xp) contains the set
V=eMio, oe™finQ).

Now, since €2 is open and e iio,  oefinisa diffeqmorphism, we have that V
is open. Moreover V contains x¢ since xo € €2 and e i o oe i X0 = xo. It
follows that, for every xp, A(xg) contains a neighborhood of xg.

Step 2 Let us show that A(xp) is open. If x; € A(xp), then A(x;) C A(xp). It
follows that int(A(x1)) C int(A(xp)). But from Step 1 we have that x| € int(A(x1)).
Hence x; €int(A(xg)).

Step 3 From the fact that F is symmetric, it follows that x; € A(x¢) if and only
if xop € A(x1). Let us consider the equivalence classes R”/ ~ where ~ is the
equivalence relation

x1 ~ xo if and only if x; € A(xp).

Such equivalence classes are open and disjoint. Since R” is connected, it follows
that there is only one class. Hence, for every xo we have A(xp) = R”. O

Remark 18 Notice that in Step 1 of the proof of Chow—Rashevskii theorem, since
the times can be rendered arbitrarily small, we have proved that the system is small-
time locally controllable in a neighborhood of every point xy. Also, we have proved
that every point of a neighborhood of x( can be reached with trajectories made by
2n pieces.
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Remark 19 Notice that the Chow—Rashevskii theorem can be used in more general
situations than those fixed by the hypotheses stated here. For instance

* to get controllability it is sufficient that the family F contains a symmetric family
of Lie bracket generating vector fields;

* if one can prove that F is symmetric and Lie bracket generating in a connected
open set £2 of R” then one get the system is controllable in £2.

4 Compatible Vector Fields

When a family of vector fields is Lie bracket generating but is not symmetric, in
general it is not easy to understand if the system is controllable or not. A technique
to study the controllability is the one of compatible vector fields.

Definition 20 A vector field g is said to be compatible with the family 7 if defining
}' F U {g} we have the following: For every xo € R", the reachable set A(xo) of
F is contained in the closure of A(xp).

The main result of the theory of compatible vector fields is the following.

Theorem 21 If F is a Lie bracket generating family of vector fields, g is compatible
with F and F U {g} is controllable, then F is controllable as well.

This theorem should be used in the following way: one looks for a vector field g
that added to the family F do not change the closure of the reachable set and such
that it is easy to prove the controllability of the family F U {g}.

The main ingredient to prove Theorem 21 is the following corollary of the Krener
theorem.

Corollary 22 [f F is Lie bracket generating and A(xo) is dense in R" for some xy,
then A(xp) =

Proof Let x; € R" and consider the system
X =—F(x,u()), x e R, u(-) : [0,00[—> U C R™, (6)

which is obtained from (1) by reversing the time. Let 7~ be the family of vector
fields associated with (6). Since F is Lie bracket generating, then 7~ is Lie bracket
generating as well.

Let A~ (x1) be the reachable set for (6) starting from x;. Thanks to Krener’s
theorem, A~ (x1) contains a nonempty open set. In particular it has nonempty
intersection with A(x¢) (being A(xg) dense). See Fig. 4.

This means that x; € A(xg). Indeed from x( one can reach a point x € A(xg) N
A7 (x1) (since ¥ € A(xp)) and from X one can reach x| (since X is reachable from
x1 for the system with reverted time).

Being x; arbitrary we have that A(xg) = R". O
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Fig. 4 Proof of Corollary 22

Proof of Theorem 21 Let A(xg) be the reachable set from xq associated with F and
fl(xo) be the reachable set from x( associated with F U {g}. For every xo € R" we
have R" = fl(xo) C A(xp). Hence A(xo) is dense. Since the system is Lie bracket
generating, from Corollary 22 the conclusion follows. O

Next we present some important applications of the technique based on compat-
ible vector fields.

4.1 Affine Systems with Recurrent Drift

In this section we apply the theory of compatible vector fields to affine control
systems (cf. Sect. 1.2) that are Lie bracket generating and having a drift fy which is
recurrent.

We refer to Fig. 5.

Definition 23 (Recurrent Vector Field) A vector field f is said to be recurrent if
for every point xo € R", every neighborhood V of x¢ and every time ¢ > 0, there
exist X € V and t* > ¢ such that e’ / (xp) € V.
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Fig. 5 Definition of recurrent vector field

integral curve of f

(iitf T

N

e Hw
A/et*fe’th C .A(l’(])

Fig. 6 Proof of Lemma 24

Notice that if the trajectories of f are periodic (possibly with period depending
on the trajectory), then f is recurrent.

Lemma 24 Let F be a Lie bracket generating family of vector fields and f € F. If
f is recurrent then — f is compatible with F.

Proof We have to prove that for every xo and for every r > 0, e "/ xo can be
obtained as limit of points belonging to the reachable set A(xp).

We refer to Fig. 6. By Krener theorem (thanks to the fact that F is Lie-bracket
generating), there exists an arbitrarily small open set W C A(xp) such that xo € W.

Now since e~/ is a diffeomorphism this implies that e ="/ xo € e~/ W.

Since f is recurrent, there exists t* > ¢ such that

et Twne fw #*0,
or equivalently

I W e W £ 9.



Introduction to Controllability of Nonlinear Systems 215

But since r* —t > 0 and W C A(xg) we have that e/ ~)fW c A(xo). It follows
that

Axo) Ne W +£ .
Hence in any neighborhood of e~/ x( there are points of A(xop). In other words
e ' xp € A(xp). |
As a consequence of the previous lemma we have the following.

Corollary 25 Consider the control system

X = fo(x) + Zu;(t)fi(X), @1 (), um() 1[0, 00[—> U CR™.  (7)

i=1

Assume that (i) O belongs to the interior of U, (ii) the control system (7) is Lie
bracket generating, (iii) fy is recurrent. Then the system is controllable.

Proof Notice that fy € F since 0 belongs to U. Lemma 24 states the equivalence
between the controllability of (7) and that of

x = Zu;(t)fi(X), (o), .. um () : [0, 00[— ({=1} x {0} U ({1} x U).
i=0

The controllability of this system follows from the Chow—Rashevskii theorem after
using Lemma 28 since {—1, 1} x U contains a symmetric set (Remark 19). |

Example (On a Manifold) Consider the control system on the sphere §? ={x e
R3 | x12 +x§ +x§ = 1} given by

X = fo(x) +ufi(x), u(-) : [0, co[— (—1, 1), x e 8%

where
—X2 0
fo)=1 x1 |, iD= —-x3
0 X2

The flows of fy and f; are rotations around the axes (0,0, 1)T and (1,0, O)T,
respectively.
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This system is controllable since
* the Lie bracket between fy and f] is given by
—X3

[fo, fily=1| O |,

X1

and hence the system is Lie bracket generating (for every x € S2,

dim(span{ fo, f1, f2}(x) = 2);

* the trajectories of fy are periodic and hence fj is recurrent.

4.2 Affine Systems with Non-recurrent Drift

When the drift is not recurrent one can still obtain that the system is controllable
if the controls are unbounded and if it is not necessary to use the drift to get a Lie
algebra of full dimension at every point. More precisely we have the following.

Proposition 26 (Strong Bracket Generating) Consider the control system

x = fo(x) + Zuifi(X), 1(), ... um () = [0, co[— R™. ®)

i=1
If{f1,..., fm} is Lie bracket generating then (8) is controllable.

Remark 27 For an affine control system as (8), the condition that { fi, ..., fi} is
Lie bracket generating is called the strong bracket generating condition.

Proof First notice that as a consequence of Exercise 1.2, being {fi, ..., fin} Lie
bracket generating, then (8) is Lie bracket generating as well. Let F be the family
of vector fields associated with (8). In the following we are going to prove that for

every (vg, ..., V) € R™ the vector field ZZ": 1 Vi fi is compatible with F. Once this
is done, the controllability of (8) follows, since the family F U {Z;”Zl vi fi, vi €
R,i = 1,...,m} contains a symmetric and Lie bracket generating sub-family
(Remark 19).

To show that ZZ": 1 Vi fi is compatible with F for every vy, ..., v, € R, remark
that

m 1 m
D vifi= lim (fo + Z(nv;-)ﬁ) ©)

i=1 i=1

and that i (fo + YL (nv;) f;) is compatible with F since a trajectory of (8)
corresponding to controls u;(-), i = 1,...,m, is a time-reparameterisation of a
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trajectory of

1 m
i= (fo(X) + Zuzﬁ(x))

i=1

corresponding to controls nit; (-),i =1, ..., m.

The conclusion follows from the fact that if a vector field is the uniform limit on
all compacts of a sequence of compatible vector fields, then it is compatible as well
(from the continuity of solutions of ODEs with respect to the vector field). O

4.3 Convexification

A very useful criterium is the one that states that a convex combination of vector
fields of F is compatible with F. It formalize the intuition that if one commutes
quickly between the dynamics of two vector fields, and one stays the same time

. . . . . f+g
on e?lch dynamics, then tI.le corresponding trajectory is close the trajectory of
starting from the same point.

Lemma 28 Forevery A1,..., x > 0and f1, ..., fx € F, the vector field A1 f1 +
-+ Ak fr is compatible with F.

The proof of this Lemma is quite technical and it is based on the Gronwall
inequality. See [1] for details.

From this lemma one can gets some useful corollaries of Theorem 17, Corol-
lary 25, and Proposition 26.

Corollary 29 If F is Lie bracket generating and its convex hull in the space
Vec(R") is symmetric, then for every xo € R" we have A(xg) = R".

Corollary 30 Consider the control system

x = folx) + Z”ifi(x)s @1(), .. um () : [0, 00[— U C R™. (10)
i=1

Assume that (1) 0 belongs to the interior of the convex hull of U, (ii) the control
system (10) is Lie bracket generating, (iii) fy is recurrent. Then the system is
controllable.

Corollary 31 Consider the control system

x = fox) + Zuifi(X), @1(), ..., um() : [0, 00[— U C R™. (1)

i=1
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If the convex hull of U is R™ and if { f1, ..., fu} is Lie bracket generating then (11)
is controllable.

S Orbits and Necessary Conditions for Controllability

We have seen in the previous sections several sufficient conditions for the control-
lability of a nonlinear system. In this section we discuss some necessary conditions
that are consequence of a very deep theorem of geometric nature, the so-called orbit
theorem. This theorem permits to conclude that, beside pathological cases, Lie, (F)
measures precisely the dimension of the set of directions that can be used starting
from a point.

We define the orbit of the family F starting from a point xo € R” as the set

Oxo) ={e"k o coei(xg) |keN, t,....0t €R, fi,..., fx € F}.

Remark 32 O(xp) can be interpreted as the reachable set, starting from xg, of the
family —F U F, using only piecewise constant controls.

We have the following result

Theorem 33 (Orbit Theorem) For every xo € R", the set O(xqo) has the structure
of an immersed sub-manifold of R". In particular it has the same dimension at every
point. Moreover if x € O(xg) then Liey (F) C TyO(xg). The two spaces Lie, (F)
and Ty O(xg) coincide if one of the following two conditions is verified:

* every element of F is an analytic vector field;
* the dimension of Lie, (F) is constant with respect to x € O(xg).

From the fact that Lie, (F) € T:O(xp) it follows that every element of F is
tangent to O(xp). As a consequence we have the following.

Lemma 34 For every xo € R we have that A(xg) € O(xp).

This result wouldn’t be so obvious without the orbit theorem since A(xp) is the set
of points that one can reach using L controls (and not only piecewise constant
ones).

The following corollary gives some consequence of the Orbit theorem on the
controllability of nonlinear systems.

Corollary 35 If F is not Lie bracket generating and either every vector field of F
is analytic or the dimension of Lie, (F) is constant with respect to x € O(x), then
F is not controllable.
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Introduction to Variational Methods m)
for Viscous Ergodic Mean-Field Games e
with Local Coupling

Annalisa Cesaroni and Marco Cirant

Abstract We collect in these notes some results on the existence and uniqueness
of classical solutions to viscous ergodic Mean-Field Game systems with local
coupling. We present in particular some methods and ideas based on convex
optimization techniques and elliptic regularity.

Keywords Ergodic Mean-Field Games - Elliptic systems - Variational methods

1 Introduction

In these notes we collect some basic results on second order stationary Mean-Field
Games systems with local coupling with power growth. This material has been
taught in a 5h course by the first author at the IndAM Intensive Period Contem-
porary Research in elliptic PDEs and related topics held at the University of
Bari from April to June 2017. We would like to thank the scientific organizer of the
period, Serena Dipierro, for her kind invitation to give this course.

Mean-Field Games (MFQG) is a recent theory that models the behaviour of a very
large number of indistinguishable rational agents aiming at minimizing a common
cost: each agent has to choose a strategy, in the form of a trajectory in a state space,
which best fits his preferences, but is affected by the other agents through a global
mean field effect. The theory was introduced in the seminal papers by Lasry, Lions
[34-36] and by Huang, Caines, Malhamé [31]. For an introduction to the theory, we
refer to the recent monographs [7, 30], to [37] and to the notes [5, 10, 27].

In the ergodic framework, the idea of mean-field Nash equilibrium, and its
characterization in terms of a system of PDEs can be derived as follows. For
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simplicity, we will consider a periodic setting: suppose that the population of players
has density m € C(Q), where Q is the N-dimensional torus RY /Z" . The dynamics
of a typical agent is given by the controlled stochastic differential equation

dXs = —vgds +~/2dBy, (1)

where v is the control and By is a Brownian motion, and the cost, of long-time
average form, is given by

T
lim L E / [L(vy) + f(Xy, m(Xs))1ds.
T-oo T Jo

The (convex) Lagrangian function L is associated to the cost of moving with
velocity vy, while the term f (X, m(X;)) is the cost of being at position Xj; the
dependance of f with respect to the density m describes the interaction between the
individual and the overall population.

Every agent seeks to optimize this cost. A classical result in control theory states
that the optimal control for this problem is given in feedback form by

vs = —VHVu(Xy)),

where the Hamiltonian H is the Legendre transform of L, i.e. H(p) = L*(p) =
sup,crn[p - v — L(v)], and u is the solution of the stationary Hamilton-Jacobi-
Bellman (HJB) equation

—Au(x)+ HNVu(x))+ 1= f(x,m(x)) onQ.

This fact can be obtained by means of the Ito formula and the definition of H (see,
e.g. [6]). Note that in the HJB equation the constant A € R is itself an unknown.

A crucial feature of the stochastic differential equation (1) is that, when the
velocity vy is given in feedback form. i.e. vy = b(X;), where b is some autonomous
drift, then the law of X becomes stable in the long time regime. In other words,

ZL(Xs) > m, ass— oo,

where m is the so-called invariant measure. It can be proven that (see [6, 32] for
further details) m is the unique solution of

— Aiit +div(ab) =0 on Q, / = 1. 2)
0

Hence, if all the agents play optimally, all their invariant measures m will
coincide, and solve the Kolmogorov (Fokker-Planck) Eq. (2) with drift b(x) =
—VH (Vu(x)). Therefore, the overall population will be distributed (as s — ©00)
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with density m. In an equilibrium situation,
m=m,

independently on the initial state X(. This heuristically leads to the stationary MFG
system

—Au+ H(Vu) + A = f(x,m(x))
—Am —divimVH(Vu)) =0 on Q, 3
fQ m=1,

that is associated to equilibria of the game (see also [2]). These notes will be focused
on the existence of solutions to this system of PDEs; we will discuss in particular
some methods based on convex optimization and elliptic regularity (for further
details and results see [5, 11, 13, 16, 19, 28, 29, 38]).

We stress that we are assuming the coupling f to be a local function of m(x). In
other words, each player is affected at time s just by the value of m (X;). This setting
is opposed to the “non-local” case, where f can be a functional defined on the space
of probability measures. For this reason, it is important in the local case to obtain
solutions of (3) such that m is at least continuous on Q, for the optimization problem
to be meaningful. This requires assumptions on the data f, H. Classical regularity
of solutions to (3) has been considered in several works (see, e.g., [21, 30, 39], and
reference therein), but it is in some cases still an open problem.

We mention that (3) has also a deep derivation from Nash equilibria of games
with N-players, in the limit N — oo. This striking result has been obtained in the
seminal works [34—-36], and recently in [15] for some time-dependent problems. We
also refer to [25] for additional details.

Finally, ideas presented here can be adapted to time-dependent problems, i.e.
finite horizon MFG systems, which consists of a backward HIB equation coupled
with a forward Fokker-Planck equation (see, e.g, [12, 22, 30] and references therein)
and also to fractional MFG, that is MFG systems driven by fractional laplacian (see
[17]). The treatment of MFG with more than one population is more delicate, and a
variational formulation is available only in certain situations, see [14, 19, 23].

These notes are organized as follows. In Sect.2 we provide our standing
assumptions and notations throughout the paper. In Sects. 3 and 4 we discuss some
existence and regularity results for the stationary Fokker-Planck and Hamilton-
Jacobi-Bellman equations respectively. In Sect.5 we derive the main result on
existence of solutions to (3), while in Sect.6 we prove that solutions are unique
under the additional assumption that f is monotone increasing in the m variable.
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2 Standing Assumptions

As explained in the introduction, the problem we aim to solve is finding a
constant A € R for which (3) has a solution (u, m). A (classical) solution to the
system (3) is a triple (u, A, m) € C*?(0) xR x Whr(Q), forall 6 € (0, 1) and
forall p > 1.

We assume that H : RV — Ris strictly convex, that H € C 2(RN \ {0}) and that
there exist some Cy > 0, K > 0 and y > 1 such that, forall p € RY,

Culpl? —Cy' < H(p) < Cu(lpl” +1),

“4)
VH(p)-p—H(p) > Cylp|” — K and |VH(p)| < Chlp|”~".

The coupling term f is local, thatis f : RV x [0, +00) — R is locally Lipschitz
continuous in both variables, and Z¥ -periodic in x, thatis f(x + z,m) = f(x,m)
forall z € ZV, all x € RN and all m € [0, +00). We assume that there exist C > 0
and K > 0 such that

1
—Cmi'—K < f(x,m) <Cmi '+ K, withl<gqg<1+ 4

Ny—-1 ©)

Notations Forevery p > 1, p/ = pli , Will be the usual conjugate exponent of p.

Q is the N-dimensional torus Q := R /Z" and we identify functions on Q with
their periodic extension to RNV, Finally, C, C1, C2, K ... denote (positive) constants
we need not to specify.

3 Steady States of the Fokker-Planck Equation

We provide here some results on existence, uniqueness and regularity of steady state
solutions to the Fokker-Planck equations in the periodic setting. These results are
classical and well known, we refer to [6], nevertheless in some cases we add also
some sketch of proof for readers’ convenience.

From classical elliptic regularity, we recall the following result.

Proposition 1 Let p > 1, 2 C RN be a bounded open set, and m € LP(2) be
such that

[ mavax| < KiVol g, foraily e CF@) (©)
2
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for some K > 0. Then, m € WP (2") for every 2' CC 2 and there exists C > 0
depending only on p, and 2’ such that

IVmllpr@n < C(K + [lmllLr(2))-

Proof For the proof we refer to [1, Theorem 6.1].

Note that in the periodic setting, namely if m € L?(Q) and (6) holds with £2 =
Q, then the conclusion of Proposition 1 holds with 2’ = 2 = Q.
Using this result we prove the following a priori estimate.

Lemma 1 Let w € LP(Q; RN). Then there exists a unique solution m € WP (Q)
to the problem

— Am =divw, with / mdx = 1. @)
0

Moreover there exists C > 0, depending on p, such that
Imllwirgy < CllwllLro) + llmliLr))- (3)

Proof Assume first that w is smooth, let m be the unique smooth solution! to ),
and let v € C*(Q) be a test function. Multiplying (7) by v and integrating by parts,
we get

f m(—Av) dx =/ w - Vvdx < flwllzec) IVl (g)-
0 0

We conclude by Proposition 1 that [|m|ly1.,0) < C(lwlLr(g) + ImlLr(g))-
The result in the general case then follows by approximating w with smooth
vector fields.

Finally we consider steady state solutions to the periodic Fokker-Planck equa-
tion.

Proposition2 Let b € L°°(Q; RN). Then, there exists a unique solution m €
WLP(Q), for all p > 1, to the problem

— Am + div(bm) = 0, 9)

IThis solution 7 can be found for example by standard methods in calculus of variations, i.e. by
minimizing the convex functional m ; f 0 |Vm|? — (divw)m subject to the constraint f om= 1;
regularity of the minimizing weak solution is classical by uniform ellipticity.
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with fQ mdx =1, and

||m||W1,p(Q) <C,

where C > 0 depends only on N, p and ||b||p~g.rn). In particular, we have
that m € C?(Q), for every 6 € (0, 1).
Furthermore, we get that there exists a constant C = C(N, b) > 0 such that

O<C§m(x)§C_l, forany x € Q.
Proof Assume b to be smooth, the general case will follow by an approximation

argument.

Step 1: Existence and Uniqueness of a Solution The existence result follows by
the Fredholm alternative.
More precisely, for K large enough, by Lax-Milgram Theorem, the equation

—Av—b-Vv+Kv=1y¢

has a unique solution u € W22Q), for any fixed ¥ € L?(Q). Therefore, the
mapping Y, defined by v = ¥k, is a compact mapping of L>(Q) into itself.
Now, Eq. (9) may be rewritten as

(I—KYEHm =0. (10)

By the Fredholm alternative, the number of linearly independent solutions of (10) is
the same as that of the adjoint problem, that is

(I — K¥%)v =0,
that corresponds to
—Av—b-Vv=0. (11

Any v € W22(Q) solving (11) is in C 2(Q) (due to classical elliptic regularity
theory, see [26]), and then it must be constant by the Strong Maximum Principle (see
[26]). We conclude that there exists m solving (9) (in the distributional sense), and
suchm € L?(Q) is unique up to a multiplicative constant. Moreover m € wh2(Q)
and [[m|ly1.2(9y < ClIbllL, see [6, Thm I1.4.3]).

Step 2: Positivity Fix a nonnegative periodic continuous initial datum zp, and
consider the following Cauchy problem,

9z—Az—b-Vz=0 inR" x (0, c0),

z(-,0) = z0(").

12)
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So, by Comparison Principle, the solution z of (12) satisfies 0 < minzy <
z(x,1) < maxgo for all 7. By [4, Theorem 4.1], z(-, 1) — At — zZ(-) converges
uniformly to zero as ¢t — +o00, where the couple (1, z) solves the stationary problem

—AZ7—b-VZ=X1 inQ. (13)
Note that (&, 7) solving (13) must satisfy X = 0, so that 7 is identically constant
on Q; hence z(-,¢t) — Z uniformly on Q as ¢t — +o00. Moreover minzg < z <
max zo.

By multiplying the equation in (12) by m, the equation in (9) by z, and integrating
by parts on O, we obtain that, for all > 1,

/ 0:z(x, Hym(x)dx =0,
0

S0, since medx =1,ast — 400, we get

/ zo(x)m(x)dx = / z(x, t)ym(x)dx — / zm(x)dx = Z. (14)
0 0 0
Therefore we conclude that for every periodic continuous function zy,
0 <minzg < / zo(x)m(x)dx = z < max zp.
0

In particular this implies that m > 0. So, by Harnack inequality (see [26]), we get
that m > 0.

Step 3: Boundedness and Regularity The regularity and boundedness follow
by an iterative argument, starting from the initial regularity estimate in W!? and
applying Lemma 1 and Sobolev embeddings. We refer for more details for example
to [3, Lemma 2.3].

4 Hamilton Jacobi Equations with Coercive Hamiltonian

We collect some well known results on the Lipschitz continuity of viscosity
solutions to Hamilton-Jacobi equations and on the solution to the ergodic problem.
We consider the following Hamilton-Jacobi equation

—Au+HVu)+ r = f(x), x € RV. (15)

We assume that f € C(RY), and that f is Z" -periodic, so we look for periodic
solutions to (15).
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Theorem 1 There exists a unique constant . € R such that (15) has a periodic
solutionu € C2(RN) and

A=supfc €R sz Fue C?RY)s.t. — Au+ H(Vu)+c < f(x)}. (16)

Moreover, there exists a constant K > 0, depending on | f || oy and |A| such
that

[Vullpe < K.

Finally, u is the unique Lipschitz viscosity solution to (15) up to addition of
constants.

Proof This result is very well known, see e.g. [4]. For completeness we provide
a brief sketch of the proof. We will assume f to be smooth, the general case will
follow by an approximation argument, once we show that the estimates are only
depending on || f|| o.

Step 1: Ergodic Approximation Let § > 0 and us be the continuous periodic
solution to

Sus — Aus + H(Vug) = f(x), x e RN, (17)

Note that (17) admits a unique periodic viscosity solution, and that by comparison
l8usll poomry < II.f lpoowny + | H (0)]. Moreover, recalling that we assumed f to be
smooth, we can apply classical Bernstein method, see [4], to get that ||Vus| o~ < C,
for some C > 0 depending on the C! norm of f. Therefore, by classical elliptic
regularity theory, since Aus € L°°, we have that us € C La for every o € (0, 1).
Then by bootstrap, we conclude that us € C2.

Step 2: A Priori Gradient Bounds By assumption (4), we get that
| — Aus + Cu|Vus|’| < K. (18)

Therefore, by [33, Thm A.1], we get that for every r € (1, +00), there exists C
depending on Cy, 7, N, y, K such that |Vus|r(g)y < C. So, this implies also
that ||Vus||L~ < C by a constant depending on K, y, Cy, N. Indeed if r is large
enough, then —Aus is bounded in LY(Q) for some ¢ > N, and the statement
follows by elliptic regularity theory and Sobolev embeddings.

So, there exists a constant K > 0, depending on || /||~ g~y (and in principle
by [[6us |l oo mny also, that is itself controlled by || f || oo myy + [H (0)], see Step 1),
such that

[Vusllpe < K. 19)
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Step 3: Solution of the Ergodic Problem We define vs = us — us(0). Then
IVvs|lLee < K and moreover ||vs|| < K. Therefore by Ascoli-Arzeld theorem,
we can extract a subsequence converging uniformly to v. Moreover vs — A, where
A is a constant. Note that vg is a solution to

Svs — Avs + H(Vvs) = f(x) — 8vs(0), x e RV,

Therefore v, by stability of viscosity solution with respect to uniform convergence
is a solution to (15).

Step 4: Uniqueness Assume there exist two solutions to (15), (vy, A1), (v2, A2).
Assume that A1 > X,. Up to addition of constants we can assume that v; < va.
Then A1t + vq is a solution to

v —Av+H(Vv)=f(x) xeRN,r>0
v(0, x) = v (x).

On the other hand vy + A»t is a subsolution to the same problem, since v < vs.
Therefore by comparison principle v (x) + A1t < va(x) + Azt, for every t > O.
Recalling that vy, v are bounded, this is in contradiction with A; > Ap, for ¢
sufficiently large.

So, A in (15) is unique. Moreover, a classical argument based on the strong
maximum principle, shows that v is unique up to addition of constants (see [4]).

Remark 1 We can make the gradient bound in Step 2 of the previous proof more
precise by a suitable rescaling argument: we show that there exists a constant C
depending only on y, N, Cy such that if (18) holds, then

IVuslzee < C(L+ K7
Indeed, arguing as in Step 2 of the proof, if (18) holds with K = 1, then ||Vus||po <

C; for some positive C; depending only on y, N, Cy. For general K > 0, let
k:=>0+K)"Y and

2—y N
v(y) :=k7lus(ky) onR"™.
Then, v satisfies on RY

| — Av + Cy|Vv|Y| <«V'K = K <1.
- 1+K —

1
Therefore, || Vv|z~ < Ci, that implies ||Vus|peo = k& v=1||Vv| Lo < Ci(1 +
KYr.
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5 Existence of Solutions to the MFG System

In this section we prove existence of classical solutions to (3). This result has
been proved with a somehow different method in [21], and also in [39] under the
additional assumption that f is bounded from below.

Theorem 2 Under the assumptions (4) and (5) there exists a classical solution
(u, A, m) to the MFG system (3). Moreover, m > Q.

The proof is obtained using variational techniques and a regularization procedure.

Remark 2 1t is often useful to consider (3) in the quadratic case, namely when
H(p) = |p|?/2. Then, the so-called Hopf-Cole transformation reduces the number

efu/Z

of unknowns, namely setting v? :=m = [ e then v solves

Y]
—Av+ f(x, v )v=2Av inQ, f v =1. (20)
0

Information on this equation can be used to deduce some features of (3) in general.
For example, (20) has a variational structure (with L2-constraint); this is true, as we
will see in the sequel, also for (3). On the other hand, if H(p) # |p|*/2 a similar
transformation is available only in particular cases (see [20]).

The Energy Associated to the System We denote by L the Legendre transform of
H,ie.

L) := sup [p-v— H(p)l, for any v € RV,
peRN

The assumptions on H guarantee the following (see [18, Proposition 2.1], and also
(8, 24]).
Proposition 3 There exist Cy, Cp > 0 such that for all p, b € RN,

i) Le Cz(RN \ {0})~and it is strictly convex,

ii) 0 < Crlql¥ < L(g) < CL_1(|q|y + 1), where y' = V’il is the conjugate

exponent of y,

iii) VL(¢)-q — L(q) = Crlgl” — C;",
w) Crlgl” ™' = C' < IVL@@) < L (g~ + 1)

v) Culpl’™' = Cp' < IVH(p)| < C (1pl" ™" + 1.
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We let

H = {(m, w) € L'"(Q)NLI(Q) x L'(Q) sit.

/m(—Ago)dx:/ w-Vedx Yo e Ci°(Q),
0 0

/mdx:l, mZOa.e.}.
0

We associate to the mean field game (3) the following energy

Em, w) = /Q

+00 otherwise,

where?

L(-") ifm=>0,

0 ifm=0,w=0,
+00 otherwise

m

/ f(x,n)dn ifm >0,
0

+00 ifm < 0.

and F(x,m):=

Proposition 4 The map
w
(m,w) -> mL (— )
m
is convex, and is strictly convex if restricted to m > 0. Moreover,

mH (p) =sg}p[—p~w—mL (—w)].

m

Finally

2Note that L(-) here coincides with L as in the introduction. Indeed, L = H* = (L*)*

mL(—w>+F(x,m)dx if (m, w) € A,
m

231

21

(22)

(23)

(24)

(25)



232 A. Cesaroni and M. Cirant

Proof Note that, since L is the Legendre transform of H, for every m > 0 we have

mL<_w):msup p- _w—H(P) =sup(—p-w—mH(p)).
m p m P

SomL (—Z) is the supremum of a family of linear functions in (m, w), therefore
is convex. A similar argument gives (24). As for the strict convexity, observe that
since H is strictly convex, also L is strictly convex. Then it is easy to check the
strict convexity of mL(—w/m) where m > 0. The estimate (25) comes from
Proposition 3.

Now, we provide a priori estimates for couples (m, w) € ¢ with finite energy.

Proposition 5 Let

/+ :
r 4 vq

Assume that (m, w) € J is such that there exists K > 0 with

lw|”’
E = , dx <K.
o my'~!

Then, there exist § > 0 and C > 0 such that

e
w|?’
Imll %50, < € [/ n|1y!_1dx + 1] <C(K+1). 27)
0

Proof By (21), we see that

1

lwl”" \7" 1
/Qm(—A¢)dx=/Qw~V¢dx§/Q -1 m?|Vo|dx

|w|y’ ’ l L 1
= (/Q my'~1 dx ) Nmlize o) IVl gy < E Iml Lo o) IVl L)

for any ¢ € C3°(Q). Here above we used the notation " = ey

Therefore, by Proposition 1 we get that

1 1
IVm|Lro) = C (EV' Imll a0y + ||m||L’(Q))-
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1 1
Moreover, by interpolation, we get that |m| ) = ”m”zq(Q)”m”ZI(Q)
1
lm ||Ly,,(Q). So, we conclude that

1

1
||m||W1~V(Q) <C(EY + 1)||m||;:q(Q). (28)

Let r* be such that rl* = i — 1{] if r < N, and r* = 400 if r > N. Notice

that by (5), ¢ < r*. Therefore by Sobolev embedding, there exists C such that
Imliwir oy = ClimliLa(@), and so, substituting in (28) we get that

lmllLacoy < C(E+1)
which in turns gives (26), again substituting in (28).

To obtain (27), we need to use also interpolation. Note that since ¢ < r*, by
interpolation we get

0 0
1-6 ’

where 6 is such that

1 0
=1-60+ .
q r
We then obtain that
148
im0, < €+ E),
where
1 "+ N
8:61—1 <V N _q>>0
by (5).

Using the previous estimates, we deduce the existence of a minimizer of the
energy in the class 7.

Theorem 3 There exists (m, w) € & such that

Em,w) = min & .
(m,w)e "



234 A. Cesaroni and M. Cirant

Proof First of all observe that, by Proposition 5 and (25), there exists C > 0 such
that, for every (m, w) € &,

Em,w) = Clm|Lhp! — C + /Q F(x, m)dx .

From this, recalling assumption (5) and the definition of F in (23), we conclude that
there exists a constant K, depending on ¢, such that

146
Em,w) = Clm|| Lk p! = C'Iml%y o — C' = K.
Let e := infy, ex £(m, w). We fix a minimizing sequence (m,, wy).

Therefore & (m,, w,) < e + 1, for every n sufficiently large. Therefore, again by
assumption (5), (25) and Proposition 5, we get

[wa”’

y'—1

dx <Cpl(e+1- / F(x,my)dxn) < Cp e +1=C+ Cllmally )
Q0 my

| |wn|y/ 1+8
<C/ |e+1+C +K sy dx+1
Q my

This implies in particular that ( /, 0 Iw;,Ifl dx) is equibounded in .
my
By Proposition 5 this implies that ||my|ly1-g) < C, which in turn implies,

recalling that ¢ < r* and using Sobolev embeddings, that up to a subsequence
m, — m strongly in L9(Q), m, =~ m weakly in Wl (0).

This implies in particular that m,, — m in L' and /, 0 mdx = 1.
Note that by Holder inequality

q ’
v'q wn|?”’ v/+a-l ol
[wy| 7 +-1dx < (/ lnl dx) IImnIIZi{(B v, (29)
0

/

This gives that wy, is equibounded in L »'+¢-1 (Q) and so, up to subsequences,

Y'a
w, — w  weakly in L7 +=1(Q).

Note that the convergences are strong enough to assure that (m, w) € 2. We
conclude by the lower semicontinuity of the kinetic part of the functional (i.e.
f mL(—w/m)) and by the strong convergence in L?(Q) of m,,.
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Regularization Procedure In order to pass from minimizers to classical solutions
to (3), we need first to regularize the problem and then pass to the limit in the
approximation. We consider the following approximation of the system (3).

—Au+ H(Vu) + A = fe[m](x),
—Am — divimVH(Vu)) =0, (30)
medx =1,

where
felm](x) = f(,m* xe) x xe(x) = /Q Xe(x =) f (y, fQM(z)xe(y - z)dZ> dy

and x,, for ¢ > 0, is a sequence of standard symmetric mollifiers approximating the
unit.

We observe that f;[m](x) is the Lz-gradient ofaC! potential F; : P(Q) — R,
where P(Q) is the set of probability measures on Q (see [9]), defined as follows

Fe[m] ::f F(x,mx* xe(x))dx, 3D
Q

where F is given in (23). In particular there holds
1
Fe[m'] — Fe[m] = / / fel(1 = Dm + tm"1(x)(m" — m) (x)dx (32)
0 JQ

for all m, m’ € L'(Q) with fQ m= fQ m' = 1.
Note that by the properties of mollifiers and Jensen inequality, (5) still holds with
constants independent of ¢: there exists C > 0 such that

—C/ qux—KSFg[m]SC/ midx + K (33)
o o

for all functions m € L'(Q), m > 0, me =1.
We associate to this approximate system (30) the energy

/mL(—w>dx—|—F£[m] if (m, w) € A,
Es(m,w) = {Jo m (34)

+00 otherwise.
Proposition 6 For every ¢ > 0 there exists (mg, we) € & such that

s (Mg, we) = (m,zigfejifé%(m, w).
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Moreover, there exists C > 0 independent of ¢ such that
ImellLacoy =€ and  |mgllyirgy < C (35)

where r is as in Proposition 5.

Proof The proof follows exactly the same argument of Theorem 3, due to the fact
that F; satisfies (33) and so we can use the estimates in Proposition 5. So, we get
for every ¢ > 0 a minimizer.

Observe moreover that inf(,, ez &:(m, w) < &(1,0) = F¢[1] < C, by (33).
Therefore, following the same argument as in the proof of Theorem 3, we get
that fQ meL (— Zz)dx < C, for some C independent of ¢. So, applying again
Proposition 5, we conclude.

In order to construct a solution to the Mean Field Game system (30), we associate
to the energy in (34) a dual problem, using standard arguments in convex analysis.
First of all, following [9], we pass to a convex problem.

Given a minimizer (mg, we) as obtained in Proposition 6 we introduce the
following functional

Jo(m, w) :=[ mlL (—w) + folmel()m dx. (36)
Q m

We claim that for (m, w) € # we have that

/ mi. (=" ) dx _f mel (— “’8) > —f Fulme) () (m — me)dx.
0 m 0 me Q

This can be proved as in [9, Proposition 3.1], using the convexity of L and the
regularity of F. The idea is to consider, for every A € (0, 1), m) := Am+ (1 —A)m;,
and the same definition for w;, and to observe that by minimality

wj, We
/ mj L <— )dx—/ melL <— ) > —F[m;] + F[m¢].
0 mj. 0 Me

Then, using the convexity to estimate the left hand side and (32) on the right hand
side, and finally sending A — 0, we get that

min  Jo(m, w) = Jo(mg, we).
(m,w)e

We now construct a solution to (30).

Theorem 4 Let (mg, we) be a minimizer of J. as given by Proposition 6.
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Thenm, € WI’P(Q)forall p > 1, and there exist .. € Randu, € Cz’e(Q),for
alld € (0, 1) such that (ug, \,c , mg) is a classical solution to the MFG system (30).
Moreover we = —m VH (Vu,).

Finally there exists C independent of € such that

[Ael < C. (37)

Proof The functional (36) is convex, so we can write the dual problem as follows, by
standard arguments in convex analysis. First of all we write the following functional

o (m,w,u,c) = /Q [mL (—Z) + felmel(x)m +mAu 4+ Vu - w — cm] dx+c.

We recall Proposition 6, in particular that m, € W' (Q). From this, using the same
v'q

argument as in (29) in the proof of Theorem 3, we have that w, € Lv'+¢-1_ Itis easy

to observe that

Je(mg, we) = inf sup o (m, w, u,c),

Y'a 2
(nw)eWLr (@) XL Y +4-1(Q), [,m=1m=0) “IEC X

(38)

where r is as in Proposition 5. So the infimum is actually a minimum.

Note that <7(-,-,u,c) is convex and weakly lower semicontinuous, and
@/ (m,w, -, -) is linear (so in particular concave). Hence we can use the min-max
Theorem, see in particular [8, Thm 2.3.7], to interchange minimum and supremum,
that is

min sup ' (m,w,u,c)
v'q . C2 R
((m,w)eWr x LY/ +a-1 [ m=1, m>0} (w,0)€C7x
(39)
= sup min o (m,w,u,c).
(u,c)eC?xR v

{(m,w)eWlrx LY'+4=1 [m=1, m>0)

Finally, thanks to the Rockafellar’s Interchange Theorem [40] between infimum
and integral (based on measurable selection arguments, and lower semicontinuity of
the functional) we get, using the fact that H is the Legendre transform of L, that

min o/ (m, w, u, c)

/

{m,w)eWLr x LY +a=1 | [m=1,m>0}

m=>0,w

= min |mL _v 4+ felme]l(x)m +mAu+ Vu - w —cm |dx + ¢
f, min [ (=) ]

= minm [—H(Vu) + Au + fe[me](x) — c]ldx + c.

0 m>0
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Note that

0, if Au— H(Vu) + felme](x) —c >0,

minm [Au — H(Vu) + fe[mg](x) —c] =
m=0 —o0, if Au— H(Vu) + fo[m](x) —c < 0.

Therefore, from (38), (39) and (40) we get that

Je(me, we) = sup minm [—H(Vu) + Au + fe[me](x) — cldx + ¢
(u.c)eC?xR J @ M=0

= sup {c €R[FueC? st — Au+ H(Vu) +c¢ < fg[mg](x)} .
(40)
Since fi[m¢](x) is a smooth function, due to Theorem 1, such supremum is actually

a maximum: there exist A; € R and a periodic function u, € C 2’Q(Q), for every
0 € (0, 1) which is unique up to additive constants and solves

— Aug + H(Vug) + e = felme](x). (41)

So, equality (38) reads

&

he = Jo(mg, we) = / me [L <— w€> + fe [ma](x)} dx. (42)
0 m

Therefore, recalling that f oMme = 1 and using both (41) and (21) with test
function u,, we obtain that

OZLMg L(—nu:€> +fe[m€](x)_)\£:| dx
- / me| L <— w€> — Aug + H(Vug)i| dx
o L Me

i we W
= / mg | L <— ) + Vug - + H(Vug)i| dx.
0 L me me

Using the fact that H is the Legendre transform of L and (24), we thus conclude
that

We

= —VH(Vu,),

me

where m, # 0. Moreover, by the definition of L, we get that w, = 0 where m, = 0.
In particular, recalling (21), we find that m, is a solution of

—Amg —divimVH (Vug)) =0, with / me = 1.
0
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Since VH (Vue) € L°°(Q), by Theorem 1, we get by Proposition 2 that m, €
Wl*p(Q) for every p > 1 and m, > 0. This implies that (u., A¢, m,) is a classical
solution to (30).

Finally to prove the uniform bound on X., we use (42). Using (25) and (5) we get
that there exists C, K independent of & such that

Ae = Je(mg, we) > _CHmSH%q(Q) - K,

from which we conclude recalling (35) that A, > —C for some constant independent
of . Moreover by minimality and recalling (5) and the definition of f,, we get

Ae = Je(mg, we) < Je(1,0) :/ Sfelmel(x)dx < C/ mg_ldx -C,
0 0

from which we conclude by recalling (35) and the fact that |, 0 medx = 1, that
Ae < C, for some C independent of ¢.

Passage to the Limit Now we can to pass to the limit as ¢ — 0 in the system (30)
in order to get a solution to (3). To do so, we need an a-priori estimate in L for the
function m; we provide here two slightly different proofs of such an estimate, both
based on rescalings and elliptic regularity.

Proposition 7 Let (ug, Ag, m¢) be a classical solution to the mean field game (30),
as constructed in Theorem 4.
Then there exists a constant C independent of ¢ such that

ImellLeco) < C.
Proof We argue by contradiction, so we assume that

mélxmS =mg(xe) ;= M, — +o00.
Let

&

_ —1
e = M P ﬂ=(q—1)yy > 0.

So, observe that t, — 0 as e — 0.
We define the following rescaling

2—y

ve(x) = l/«eyil ue (X + X¢)
ne(x) = M7 'me(uex + xe).
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Note that n,(0) = 1 and 0 < n.(x) < 1. We define

Y 1 1
He(q) = pl "H(ue 7q)  VHe(q) = ueVHu: " q).

Recalling (4) we get that
Culgl” —Ch' < He(q) < Cx'(gl” +1)  |VHA(q)| < Crlgl”™'.  43)

Moreover, we define

Y
fe() = ™" flmel(xe + pex).
Recalling that 0 < m, < M., (5) and the definition of f; we get that for all x

14
-7,

~ 4 —
1fe)] <l (C+CMITY < C+CM] <2C (44)

where we used the fact that u, = M, P with B=(@-1) ”;1 . Finally, we let
Ae = pl 8 Ae
and we observe that, by (37),
hel < C. (45)

An easy computation shows that by rescaling, recalling that . = M, p ,

Avg(x) = /L!Zl Autg (X e + xe)
Ho(V0e(x)) = 2™ H(Vutg (vpte + x0))
Aner) = b Ame G + x2)

VH (Vv (x)) = pe VH (Ve (X e + xc))

1
div(neVH:(Vve(x))) = IJ«EJFIS div(me(xpe + xe) VH (Vue(xpne + xe))).

Therefore, recalling that (u., A¢, m.) solves (30), we get that (v, n¢) is a solution
to

—Ave + He (V) + he = fo(x),
—Ang —div(ingVH.(Vv,)) = 0.

Since by (37) and (44) both Je and fs (x) are uniformly bounded in ¢, by Theorem 1
we get that there exists a constant C independent of & such that [|[Vig|eo =<
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C. So, using (43), have the existence of another C independent of ¢ such that
IVH:(Vve)|loo < C. This implies by Proposition 2 that n, is equibounded in every
space W7 (Q), which by Sobolev embedding, implies that 7, is equibounded in &
in C? for every 8 € (0, 1). Recall that n.(0) = 1. So, using equiboundness in c?
for some 6, we obtain that there exist § > 0,0 < R < 1 independent of ¢ such that
f B(O.R) ng(x)dx > § > 0. Therefore we get, recalling the rescaling,

N

q q _ A4, —N q _ 9B q
0<d< /B(O,R) ng (x)dx < ”nelqu(Q) =M, Mg lme ”Lq(Q) = M; llme ”Lq(Q)'

Recalling the definition of 8 we get that, using assumption (5)

_q+ﬁN=q[N(V‘”_1}_N(V‘”< y

— <0
Y Ny -1

We recall that by (35) there exists a constant C such that ||m| 4(g) < C, so

Y Y
T Ny-1 T Ny-1
0<8<M " |m <M, """C=>0

q
ellLaco)
which gives a contradiction.

Alternative Proof of Proposition 7 We first choose p > N such that

L vy I vy

qg—1< < .
py—1 Ny —1

This can be done because (5) is in force. By the same hypothesis and properties of
the convolution,

-1 -1
I felmllizeecg) < I1f Comrxe)llLe(g) < Climxxell{s gy +K < Crllmlw g+ D-

By (37) and (4) we then infer that on Q
-1
| = Aue + ColVuel”| < Callmllémi g, + 1.

This gives the existence of C3 such that ||[Vu,| pog) < C3(||m€||(Lq;(%/)y + 1) by

Remark 1.
We now turn to the Kolmogorov equation in (30). By (4) and Lemma 1,

-1
lmellw1p oy < CaUlVH(Vug)mellr) + ImellLecg) < Cs(IVite 1<y + DlimellLeg)-

By the previous L estimate on Vu, and interpolation of the L norm of m between
L' and L™ we get

—Dy—1 1 1-1
Il gy < Colllmellfogy ™" 4 Dlimell g, Ime ;3
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Recall that ||mg| ;1 = 1; then, since p > N, by Sobolev embeddings (see, e.g.,
[26]) we obtain that

—-D(y—1 1-1
Imellzoy < Crlllmelliely) ™" + Dlimell ().

and get the desired conclusion because (¢ — 1)(y — 1)/y +1 —1/p < 1 by the
initial choice of p.

Note that the previous proof of Proposition 7 is based on a rescaling in the x
variable; though such a rescaling is not appearing here, it is implicitly used also in
this version of the proof, as it is involved in the gradient estimate in Remark 1.

We are now ready to prove the final result on existence of solutions to the MFG
system (3).

Proof of Theorem 2 Let (ug, Lo, m.) be a classical solution to (30) as in Theorem 4.
We claim that, up to subsequences, A — A, u, — u uniformly in C 2 andm, — m
in Wh7 for every p and (u, A, m) is a classical solution to (3).

By (37), up to subsequences we get that A, — A. Now, using the L°° estimates
on m, obtained in Proposition 7, and recalling the definition of f; and condition (5),
we conclude that || fz[m¢]llcoc < C for some C independent of ¢. So, by Theorem 1,
we get that ||Vug|loc < K for some K uniform in €. This implies, using elliptic
regularity in the HIB equation, that for every p > 1, there exists a constant (just
depending on p) such that [lu|y2.,g) < C. So, by Sobolev embedding this gives
also that u, are equibounded in C Le () for every o € (0, 1).

Using the equation for m,, and recalling that ||[VH (Vu;)|lc < C for some C
independent of &, we get by Proposition 2 [m|ly1.,(g) < C uniformly, for every
p > 1, which gives also uniform bounds of m, in CQ(Q) for every 6 € (0, 1).
Moreover, up to subsequences, we get that m; — m in W7 (Q) for every p (and
also uniformly).

Therefore f:[m.](x) is equibounded in C? for every 6, and this in turn gives, by
using the equation for u, again, that u, are equibounded in C>?. By Ascoli-Arzel4,
we can extract a converging subsequence u, — u in C2.

Note that the convergences are sufficiently strong to pass to the limit in the
equations, so, we conclude that (u#, A, m) is a classical solution to (3). Finally, the
fact that m > 0 comes for Proposition 2.

6 Uniqueness of Solutions to the MFG System

In this section we consider the case in which the potential term f(x,m) is
nondecreasing with respect to m. We start by showing that in this case solutions
to (3) are actually minimizers of the energy in (22).

Proposition 8 Assume that f(x, -) is nondecreasing. Then if (u, ., m) is a solution
to (3), (m, —mV H (Vu)) is a minimizer of (22).
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Proof Let (u, A, m) be a solution to (3). Then by Proposition 2, m > 0. Define w :=
—mV H (Vu). Then, recalling the regularity of solutions to (3), we have that w €
L*°(Q). In particular, we obtain that (m, w) € % .

Moreover, if we multiply the first equation in (3) by m, the second by u, integrate
in Q and subtract one from the other, we get

0=Ax ~|—/ [-mL(VH(Vu)) —mf(x,m)] dx. (46)
0

Observe that if f(x, -) is nondecreasing, then F(x, ) is a convex function. Let
(m’, w') € , and we aim to prove that

Em, —mVHVu) < Em',w'). “@7n
For this, first of all observe that, by the convexity of F, we get
w/
Em',w') = / m'L <— /) + F(x,m')dx
m
y (48)

w
/

Z/ml(— )—i—F(x,m)—i—f(x,m)(m’—m)dx.
0 m

Using the fact that u is a solution to the first equation in (3), the duality between H
and L, in particular by (24), and the fact that (;m’, w’) satisfies (7), we obtain

/m/L (—wi)—i—f(x,m)m’dx:/m’ |:L (—wj)—Au+H(Vu)+)L:| dx
o m o m

> / [—m/Au —Vu-w + Am/] dx
0

=A.
(49)

By putting together (48) and (49), and recalling (46), we obtain
Em',w) > A +/ [F(x,m) — f(x,m)m]dx
0
= / mL (VH(Vu))) + F(x,m)dx
0

= &@m, —mV H(Vu)),

which gives (47), and completes the proof of Proposition 8.

Under the same assumptions, we have uniqueness of solutions to MFG systems.
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Theorem 5 Assume that the map m +— f(x, m) is nondecreasing for all x € Q.
Then the system in (3) admits a unique solution (u, A, m), where u is defined up to
addition of constants.

Proof Note that under the assumptions of Theorem 5, the energy (22) is convex.
Moreover, since mL(—w/m) is strictly convex on the set where m > 0 (see
Proposition 4), we have that if (m,w) and (m’, w’) are two minimizers with
m>0,m >0,thenw =w'.

Suppose by contradiction that there exist two different solutions (u1, A1, m1)
and (u2, Ap, m2). Recall that by Proposition 2, mq, my > 0. By Proposition 8,
we get that (m1, —m1VH (Vuy)) and (m2, —m2V H(Vuy)) are both minimizers.
Then m1VH (Vui) = maVH (Vuy). Using the second equation in (3) and recalling
Lemma 1, we get that m| = my. This implies, by Theorem 1, that A} = A, and that
u1 = upz + C for some constant C. The proof of Theorem 5 is thus complete.
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Flatness Results for Nonlocal Phase M)
Transitions creme

Eleonora Cinti

Abstract We consider a nonlocal version of the Allen-Cahn equation, which mod-
els phase transitions problems. In the classical setting, the connection between the
Allen-Cahn equation and the classification of entire minimal surfaces is well known
and motivates a celebrated conjecture by E. De Giorgi on the one-dimensional
symmetry of bounded monotone solutions to the (classical) Allen-Cahn equation
up to dimension 8. In this work, we present some recent results in the study of
the nonlocal analogue of this phase transition problem. In particular we describe
the results obtained in several contributions where the classification of certain
entire bounded solutions to the fractional Allen-Cahn equation has been obtained.
Moreover we describe the connection between the fractional Allen-Cahn equation
and the fractional perimeter functional, and we present also some results in the
classifications of nonlocal minimal surfaces.

Keywords Fractional Laplacian - Symmetry properties - Nonlocal minimal
surfaces

1 Introduction

In this paper we present some recent results concerning the classification of certain
solutions to the fractional Allen-Cahn equation

(—A)'u=u—u’ inR", 1.1

where s is a real parameter in (0, 1). More precisely, we are interested in the
analogue, for problem (1.1), of a well known conjecture by E. De Giorgi for
solutions of the classical Allen-Cahn equation.
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In 1978, De Giorgi conjectured that the level sets of every bounded solution of
—Au=u—u® inR", (1.2)

which is monotone in one direction, must be hyperplanes at least if n < 8. That is,
such solutions depend only on one Euclidean variable.

The original motivation for this conjecture was given by a classical result in
the Calculus of Variations due to Modica and Mortola [35], who proved that, after
a suitable rescaling, the energy functional associated to (1.2), I'-converges to the
perimeter functional (see Sect.2 for more details). Moreover, the classification of
area-minimizing surfaces was known: any area-minimizing set in the whole R” is
necessarily flat if n < 7. The dimension 7 is optimal, indeed in R? there exists an
area-minimizing singular cone, the Simons cone, defined in the following way:

Co={(x1.....x) eR¥[x] + -+ x5 =x3+ - +x3).

A related result concerns the classification of minimal graphs (the so-called
Bernstein problem): any area-minimizing graph in R” is necessarily a hyperplane if
n < 8.

Coming back to the Allen-Cahn equation, by the Modica-Mortola result, one
knows that the level sets of certain solutions to —Au = u — u> are asymptotically
area-minimizing surfaces. Moreover, if we assume the solution to be monotone
in some direction, we have that the level sets are graphs. Hence, by the previous
result on the classification of entire minimal graph, we know that the level sets of
bounded monotone solutions to the Allen-Cahn equation are asymptotically flat.
The De Giorgi conjecture asserts that they are indeed flat, not only asymptotically.
The fact that a function u has level sets which are parallel hyperplanes, means that
u depends only on one Euclidean direction (the direction perpendicular to all these
hyperplanes). When this happens, we say that # has one-dimensional symmetry, or
is 1-D, for short.

We consider now the fractional version of the Allen-Cahn equation (1.1) and
we are interested in the validity of the analogue of the De Giorgi conjecture. First
of all, a natural question is whether a Modica-Mortola type result is valid for the
energy functional associated to (1.1) and whether there is a natural connection with
an area-minimizing problem. The answer to this question was given by Savin and
Valdinoci in [42]: they proved that, after a suitable rescaling the energy associated
to (1.1) I'-converges to the classical perimeter functional if 1/2 < s < 1 and to
the so-called nonlocal perimeter if 0 < s < 1/2. Hence, when 1/2 < s < 1, one
expects the analogue of the De Giorgi conjecture to be true up to dimension n = 8
as in the classical setting. While, when 0 < s < 1/2, the level sets of solutions
to (1.1) looks, at large scales, like nonlocal minimal surfaces.

The nonlocal (or fractional) s-perimeter functional was introduced by Caffarelli
et al. in [18] (see formula (4.1) in Sect.4) and the classification of minimizers
for this functional is still widely open. In [43], Savin and Valdinoci proved that
any s-minimal set in R? is necessarily an half-plane. Moreover in [30], Figalli
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and Valdinoci addressed the nonlocal analogue of the Bernstein problem and they
obtained flatness of s-minimal graphs in R3. These are the only known results about
the classification for s-minimal surfaces, except for some asymptotic results that are
valid only for s sufficiently close to 1/2 (see Sect. 4 for all the precise results).

This lack of information in large dimensions for the geometric problem, is
reflected on the PDE side, where the De Giorgi conjecture for s below 1/2 is still
open in dimensions n > 3. We recall here the main references for the fractional De
Giorgi conjecture: it has been proven in dimension n = 2 and for any s € (0, 1)
in [10, 43], in dimension n = 3 for s € [1/2, 1) in [7, 8], in dimension n = 3 for
s € (0,1/2) in [25] and in the forthcoming paper [13], in dimensions 4 < n < 8
for 1/2 < s < 1 (under an additional assumption on the limits at infinity of the
solution) in [40, 41].

We comment now on the proof of the De Giorgi conjecture for the fractional
problem (1.1). As in the classical setting, two different approaches have been used
to deal with the low or high dimensional case. Indeed, for the classical Allen-Cahn
equation, the proof of the conjecture in dimensions n = 2, 3 is a purely PDE proof,
which relies on some energy estimates and a Liouville-type argument, but never uses
the classification for area-minimizing surfaces (see [2, 3, 33]). Instead, for 4 < n <
8, the fact that the only area-minimizing surfaces in the whole R" are hyperplanes
if n < 7 plays a crucial role. The proof of the conjecture in dimensions larger than
3 was given by Savin in [39] who, using the so-called improvement of flatness,
proved that if the level sets of certain solutions are asymptotically flat, then the
solution needs to be one-dimensional. In [39] all the ingredients needed in the proofs
(energy estimates, density estimates, improvement of flatness) require the solution
to be a minimizer for the associated energy functional. A first result in Savin’s paper
is, in fact, the validity of the De Giorgi conjecture for minimizers in dimensions
n < 7. On the geometric side, this statement corresponds to the fact that any area-
minimizing surface in the whole R" is flatif n < 7. The original conjecture by E. De
Giorgi was for bounded monotone solutions (which in general are not minimizers
without further assumption). A second result in [39] asserts that if « is a bounded
monotone solution for the classical Allen-Cahn equation in R" (e.g. u,, > 0), such
that limy, — +o0 #(x) = %1, then u is 1-D for n < 8. This statement corresponds, on
the geometric side, to the fact that any area-minimizing graph is flat up to dimension
n = 8. We stress that the additional assumption on the limits at infinity are needed
to ensure that the solution is a minimizer. The conjecture in dimension 4 < n < 8
for monotone solutions without the limits assumption is still open.

Concerning the fractional case, whenn = 2 forany 0 < s < 1, and whenn = 3
for 1/2 < s < 1 the pure PDE proof, which uses the ideas developed in [3] for
the classical conjecture in the low-dimensional case, still works (see [7, 8, 10, 43]).
While for treating the case n = 3 and 0 < s < 1/2 (see [25, 26]), and the case 4 <
n < 8with 1/2 < s < 1 (see [40, 41]) one needs to use the idea of Savin based on
an improvement of flatness result. As said above, in this approach, the classification
for nonlocal minimal surfaces is crucial, that is why when 0 < s < 1/2 andn > 3
the conjecture is still open.
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We conclude this section, commenting on the class of solutions for which one
expects 1-D symmetry to hold true. As already mentioned, the original conjecture
was for monotone solutions, which corresponds to having area-minimizing graphs
on the geometric side. For these solutions the conjecture is true up to dimension
8 for s € [1/2, 1] with the additional assumptions on the limits at infinity (as we
will see in Sect.3, when n = 3 this additional assumption is not needed). On the
other hand the problem has a variational structure and it is natural to ask the same
question for minimizers of the energy: in this version the conjecture is true up to
dimension 7 for s € [1/2, 1]. Another class of solutions for which one expects
the conjecture to hold true is the one of stable solutions (here stability is in the
variational sense, that is one requires the second variation of the energy functional
to be nonnegative). For stable solutions, even the conjecture for the classical Allen-
Cahn equation is still open in all dimensions n > 2. This lack of information for
the PDE is reflected at the geometric level: it is still an open question whether
stable minimal surfaces are necessarily hyperplanes in dimension 3 < n < 7 (see
Sect. 4 for the precise references). We stress that, instead, stable minimal cones are
completely classified: they are hyperplanes in dimensions 7 < 7. In R® the Simons
cone is an example of stable singular cone. One would expect that this classification
of stable cones would imply an analogue classification for any stable surfaces and,
on the PDE side, the 1-D symmetry of stable solutions. One of the main obstruction
in classifying stable objects is given by the lack of energy estimates. Surprisingly,
in the nonlocal setting, some techniques have been recently developed to attack the
study of stable objects and some results (such as energy and BV estimates) have
been obtained. The analogue results in the local setting are still unknown and the
study of stable solutions to the Allen-Cahn equation (and of stable classical minimal
surfaces) is still widely open. We will address the classification of stable objects
for both the Allen-Cahn equation and the theory of minimal surfaces, in the last
section.

The paper is organized as follows:

e In Sect.2, we describe the connections between the fractional Allen-Cahn
equation and the theory of local/nonlocal minimal surfaces. The main results
of this section have been obtained in [42, 45];

e Section 3 deals with the De Giorgi conjecture for the fractional Allen-Cahn
equation. In particular we address the low dimensional case, giving a sketch of
the proofs of the results contained in [7, 8].

e In Sect.4, we describe some recent results concerning the classification of
nonlocal minimal surfaces contained in [12, 20, 43];

e In Sect.5 we present some very recent results on the classification of stable
objects, both for the fractional Allen-Cahn equation and for the fractional
perimeter and we conclude with some related open questions.
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2 T-Convergence Results for Nonlocal Phase Transitions

The Classical Setting We start by describing a classical model for phase transitions
and the rigorous mathematical results which explains the connection between the
Allen-Cahn equation and the theory of minimal surfaces. For this part, we refer to
[1] and references therein.

Let us consider a container, represented by a bounded and regular subset 2 of
R3, which is filled with two phases of the same fluid. The configuration of the
system is described by a function u. There are two different models for the phase
transition phenomenon, depending whether the transition between the two phases is
given by a separating interface or is a continuous transition which occurs in a thin
layer.

In the first model, usually called sharp-interface model, the configuration
function u only takes two values, e.g. +1 and —1, which correspond to the two
pure phases. The classical theory of phase transitions, assume that at equilibrium
the two fluids arrange themselves in order to minimize the area of the separating
interface, that is the measure of the jump set of u. Hence, in this model, the energy
of the system is a pure interface energy given by

F(u) = o H*(S,), .1

where S, denotes the jump set of u, H? the two-dimensional Hausdorff measure,
and o is a parameter representing the surface tension between the two phases.

Imposing a volume constraint, the space of all admissible configurations is
givenby A = {u : Q — {—1,1} : fQ u = V}, where —|Q| < V < |Q]
and the configuration of the system at equilibrium is obtained by minimizing F
over A.

The second model, often called the diffusive model, was proposed by J.W. Cahn
and J.E. Hilliard and allows a fine mixture of the two phases, which corresponds
to the fact that the configuration function u can take values in the whole interval
[—1, 1]. Now, the space of all admissible configurations is givenby A = {u : 2 —
[—1,1]: fQ u = V} and the energy has the following form:

2
5€(u,9):/ (8 |Vu|2+W(u)> dx, (2.2)
o\ 2

where ¢ > 0 is a small parameter and W is a continuous function which vanishes
only at —1 and 1 and is positive elsewhere (usually called a double-well potential).
We observe that the Dirichlet term and the potential one are in competition,
indeed W (1) forces the configurations to take values close to —1 and 1 and hence
favourites the separation of the two phases, while the first term in the energy
penalizes the spatial inhomogeneity of u. For small ¢ the potential term prevails,
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and the minimum of &, is attained by a function u, which takes values close to
—1 and 1 and the transition between these two phases happens in a thin layer of
thickness €.

The Euler-Lagrange equation for the energy (2.2) is given by the (rescaled)
Allen-Cahn equation

2Au =W ).

A rigorous mathematical justification of the connection between the sharp-
interface and the diffuse models was given by Modica and Mortola in [35]. They
proved that, when ¢ — 0, the rescaled functional e, I"-converges to F defined
by (2.1), and hence minimizers of & converges to minimizers of F (this I'-
convergence result holds in any dimension #). The right setting for functions ug
obtained as limits of minimizers u, of &, is the one of BV functions and the limit
functional is the perimeter in the sense of De Giorgi of the sublevelsets of uy (which
agrees with the (n — 1)-dimensional Hausdorff measure for smooth objects). The
Modica-Mortola theorem establishes convergence, in the L!-sense, for sequences
of minimizers u, to a BV function taking values in {—1, 1}, whose jump set is an
area-minimizing surface. Later, in [14] Caffarelli and Cordoba proved that actually
the convergence of minimizers is not only in L' but in the Hausdorff distance
sense.

The Nonlocal Setting We pass now to describe what happens when one replaces
the standard Dirichlet energy with a nonlocal term which takes into account long
range interactions. For a bounded subset 2 of R", we consider an energy functional
of the form

‘ 1 lu(x) —u@*
Eu, Q) = // _ dxdx~|—/Wu dx, 2.3
( ) 4 (R? xRM)\ (L€ x Q) |)C — X|n+2s Q ( ) ( )

where Q¢ denotes the complement of 2.

Observe that the set of integration in the Dirichlet term is given by (R” x R") \
(€ x Q). This term represents to contribution of the H®-seminorm of u in Q
and takes into account the interactions between all possible couple of points x, x
except the ones for which both x and x do not belong to 2. The reason for this
choice is that the energy in the whole space R" x R” could not be finite, and the
notion of minimality that we consider is the one with fixed “boundary” data, that is
competitors must agree with the minimizer u in the complement of €2, according to
the following definition.

Definition 2.1 We say that a function u is a minimizer for the energy &£° if

E(u, Q) < & (w, ), forany w suchthatu = w in Q°.
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In [42], Savin and Valdinoci proved a I'-convergence result for the (suitably
rescaled) functional £°, that is the analogue of the Modica-Mortola theorem in the
nonlocal setting. Interestingly, the I'-limit of £° is different depending whether s
is below or above 1/2. Before stating the main result in [42], we introduce all the
necessary ingredients.

In the sequel, W will denote a potential with a double-well structure, i.e. we
assume that

W:[—1,1] = [0, +00), W e C>([—1,1]), W > W(£l) =0in (—1,1)

W/ (£1)=0 and W"(l) > 0.

The class of admissible functions is given by

X ={ue LR [ullo < 1}.

We set

) 1 5. —u(®)?
S, = & f/ Jux) _”(xz)' dxdi—i—/ W (u) dx,
4 R xR\ (QExQe) X — X[ Q

and we consider the functional

e725ES (u, Q) if0<s<1/2
Fo(u, Q) = {leloge|~'&5u, Q) ifs=1/2
e71E (u, Q) if1/2<s < 1.

‘We can now state the main result in [42].

Theorem 2.2 (Theorem 1.4 in [42]) Let s € (0, 1) and 2 be a bounded Lipschitz
domain of R".
Then,

Fi(u, Q) LN Fu,Q) as &— 0,

where F (u, 2) is defined as follows:

Per,(E) ifuiq = xg — Xpe EcQ
if0<s <172 f(u,gz):{e“() fug = Xg = Xee for some E C

+00 otherwise,

cxPer(E) ifuiq = xg — xge for some E C Q

fl1/2<s <1 Fu,Q) =
+00 otherwise,

and cy is a constant depending on n, s and W.



254 E. Cinti

The s-perimeter Per, will be precisely defined in Sect. 4 below. This I"'-convergence
theorem, together with a compactness result (see Theorem 1.5 in [42]), implies that
if u. is a sequence of minimizers for F; such that F; are uniformly bounded as
& — 0, then there exists a subsequence, that we still call ., which converges in L!
to a function ug = xg — xgc where E is a minimizer for the fractional perimeter
Per; in 2 if 0 < s < 1/2 and a minimizer for the classical perimeter Per in Q2 if
1/72<s < 1.

As for the case of the classical phase transition model, one can prove that the
convergence is not just in L' but in a stronger sense. In [45], Savin and Valdinoci
proved some density estimates for minimizers of £° which gives a bound on the
measure of the volume occupied by the level sets of a minimizer in a ball. As a
consequence of the density estimates, we have that level sets of minimizers of &}
converge locally uniformly as ¢ — to a nonlocal s-minimal surface when 0 < s <
1/2, and to a classical minimal surface when 1/2 <s < 1.

As already explained in Sect. 1, this convergence results motivate the analogue of
the De Giorgi conjecture for certain solutions (monotone solutions and minimizers)
to the fractional Allen-Cahn equation, which is the Euler-Lagrange equation of the
energy functional £f. More precisely, since the I'-limit of £ when 1/2 <s < 11is
exactly the same as in the local case, one expects to have one-dimensional symmetry
of bounded monotone solutions up to dimension n = 8. This has been proven in
[7, 8, 10, 43] in the low-dimensional case n = 2,3, and in [40, 41], under the
additional assumption on the limits at infinity, for 4 < n < 8. Instead, when 0 <
s < 1/2, the level sets of minimizers for £ are asymptotically nonlocal minimal
surfaces, and not much is known yet on their classification. For this range of s, the
conjecture is known to be true only in dimensions n = 2, 3 (see [10, 25, 43]), while
it is still open in dimensions n > 3.

3 The De Giorgi Conjecture for the Fractional Laplacian

In this section we describe the main ideas in the proof of the one-dimensional
symmetry for minimizers and bounded monotone solutions to

(=AYu= f(u) in R", 3.1

in the low-dimensional case, that is forn = 2 with 0 < s < 1, and for n = 3 with
1/2 < s < 1. These results are contained in [7-9, 11, 46]. In all these works, in
order to prove the De Giorgi conjecture for solutions to the nonlocal equation (3.1),
the authors considered the, so-called, Caffarelli-Silvestre extension (that we recall
in the next subsection) and work with solutions to a local problem in the half-space
RTI. We emphasize that a new proof of the conjecture in dimension n = 2 and for
any 0 < s < 1 has been found by Bucur and Valdinoci in [6], without making use
of the extension and working “downstairs”. This proof is based on some techniques
introduced in [20] and it works only in dimension n = 2.
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Here, we present the proofs in [7, 8] that cover both cases n = 2 with 0 < 5 < 1
and n = 3 with 1/2 < s < 1. As already explained in Sect. 1, in this setting
the same approach used to prove the original De Giorgi conjecture in dimension
n = 3in [2, 3] based on some sharp energy estimates and a Liouville-type argument,
works. We stress that this approach allows to consider a general nonlinearity f, not
necessarily associated to a double well potential.

We give now the precise statement of this result.

Theorem 3.1 (See [7, 8, 10, 43]) Let f be any C'7 nonlinearity with y >
max{0, 1 — 2s} and u be either a bounded minimizer or a bounded solution which
is monotone in some direction, of

(=A)’u=f@) inR".

Then, ifn =2and0 <s < lorn =3 and 1/2 < s < 1, u depends only on one
variable, or equivalently, the level sets of u are flat.

Here below, we describe the main steps of the proof of Theorem 3.1, emphasizing
which are the main difficulties in the nonlocal setting. The notion of minimizer that
we use is given precisely in Definition 3.2 below.

The proof uses the Caffarelli-Silvestre extension and is based on the three
following main ingredients:

 stability of solutions;
* a Liouville-type result;
* energy estimates.

In the following subsections we recall briefly all these ingredients.

3.1 The Caffarelli-Silvestre Extension and the Notion
of Minimality

In [15], Caffarelli and Silvestre gave an equivalent formulation for nonlocal
problems involving the fractional Laplacian in R", introducing a new local problem
in the positive half-space RTI. More precisely, they established that a bounded
function u is a solution of (3.1) if and only if v is a solution of

:div(yl_stv) =0 in R 32

—dy limy_0 y!179yv = f(v(x,0)) in R”,
where v is the bounded extension in the positive half-space of u, that is v(x,0) =

0 in R", and d; is a positive constant depending only on s. Here, we denote by
(x,y) = (x1,..., Xy, y) a point in R’jr"’l =R" x RT.
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In the sequel we will call the extension v satisfying the first equation in (3.2), the
s-extension of u.

Weseta :=1—2s,sothat —1 < a < 1 forany 0 < s < 1. We recall that the
first equation in (3.2) is an equation in divergence form with a weight that belongs to
the Muckenhoupt class A, and hence is a “good” weight, in the sense that we have
a Poincaré inequality, Harnack inequality and Holder regularity of weak solutions
for this kind of equations by the theory of Fabes, Kenig and Serapioni, developed
in [28]. We observe moreover that, depending whether s is above or below 1/2, the
equation becomes degenerate or singular.

Problem (3.2) has a variational structure and therefore it is natural to consider
the associated energy functional and the related notion of minimizer. Let B denote
the ball in R” centered at 0 and of radius R and let Cx = Bg x (0, R) denote
the cylinder of radius R and height R in the positive half-space R’fl. We consider
a localized energy functional (since the energy in the whole space is not finite in
general) in cylinders, which has the following form:

, 1
E*(v,CR) = 2[ y“|Vv|2dxdy+/ W(v(x, 0)) dx,
Cr Bg

where the potential W is such that W' = — f.
We can now give the notion of minimizer for problem (3.2).

Definition 3.2 We say that a bounded C 1(}R'jr"’l) function v is a minimizer
for (3.2) if

E*(v, Cg) < E*(w, CR)

for every R > 0 and for every bounded competitor w such that v
{y >0}.

We say that a bounded C L(R™) function u is a minimizer for (3.1) if its s-
extension v is a minimizer for (3.2).

won dCg N

3.2 Stability of Solutions

We recall the definition of stable solution for (3.1).

Definition 3.3 We say that a bounded solution v of (3.2) is stable if

/ y*|VE|* dx dy —f flwg*dx >0
R R x {y=0}

for every function & € Cé (R'fl).
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We say that a bounded function u is a stable solution for (3.1) if its s-extension
v is a stable solution for (3.2).

We observe that if u# is a minimizer for (3.1) then, in particular, it is a stable
solution. Moreover, as established in Lemma 6.1 in [10], we have a characterization
of stability in terms of existence of a positive solution for the linearized problem.

Let H!

loc (R'_frl, y%) denote the following weighted Sobolev space:

HL Ry = (o i R — Ry (0?4 |Vo?) € LI RE™).

One can prove that a solution u to (3.1) is stable if and only if there exists a

positive Holder continuous function ¢ € H,\ (R%*!, y%) with ¢ > 0 in R%F,
satisfying

. . 1
:dlv(y“V(p) =0 in RY" (33)

—y9yp = f'(w)p on {y=0}

Suppose that u is monotone in some direction, e.g. dy,u > O then,
as an application of the maximum principle, one can easily see that its s-
extension v satisfies dy,v > 0O in the whole R’frl. By using the previous
characterization of stability, we deduce that v is a stable solution to (3.2)

since its derivative in the x, direction is a positive solution to the linearized
problem (3.3).

3.3 A Liouville-Type Result

A second ingredient in the proof of the De Giorgi conjecture is the following
Liouville-type lemma.

Lemma 3.4 (Theorem 6.1 in [8] and Theorem 4.10 in [10]) Let ¢ be a positive

function in Llojc(Rfl‘_H), o€ HILC(R”+1+, y%) such that:

—odiv(y?¢9?Vo) <0 in R
—y%odyo <0 on R" x {y = 0}

in the weak sense. If in addition:
f ¥ (9p0)* < CR*log R (3.4)
CRr

holds for every R > 1, then o is constant.
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For the proof of this lemma under the stronger assumption that the quantity in (3.4)
grows at most like R? (instead of R? log R) it is enough to multiply the equation by
a cutoff function and integrate by parts. For allowing the logarithmic term one needs
a refinement of this argument found in [36].

3.4 Sketch of the Proof of the De Giorgi Conjecture
in Low Dimensions

We can now describe the main ideas in the proof of the one-dimensional symmetry
of minimizers and monotone solutions forn = 2 with 0 < s < 1 and n = 3 with
1/2<s < 1.

In order to prove that the solution u to (3.1) is one-dimensional, we will show
that its s-extension v depends only on y and on one direction in R”.

Suppose that u is a stable solution to (3.1) and v is its s-extension, that is a stable
solution for problem (3.2). By the characterization of stability, we know that there
exists some positive function ¢ satisfying (3.3) (if in particular v is monotone in the
x, direction, one can take ¢ = vy, ).

Foranyi =1, ..., n, we define the functions
Vy;
o; =
2

An easy computation shows that ¢*Vo; = @Vuy, — vy, Vo and using that both
vy; and ¢ satisfy the linearized problem (3.3), we deduce

div(y’¢*Vo;) =0 in R.L (3.5)

Moreover, using again that vy, and ¢ satisfy the same linearized problem (in
particular they have the same Neumann condition on {y = 0}), we have

2
Ux; aVx; Py
yioidyo; =y vy — Y
s g2 ¢? ¢

=0 on R" x {y =0}. (3.6)
Suppose now that the following estimate for the Dirichlet energy of v holds:

f y4|Vu|?dx dy < CR*log R.
Cr

Then, we can apply Lemma 3.4 with 0 = o;. Indeed (3.3) is satisfied by (3.5)
and (3.6), moreover,

/ y“((pa,')zdxdyzf y“lvx,.|2dxdy</ vy Vo*dxdy < CR*logR.
Cgr Cr Cr
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Hence we deduce that o; is constant for any i = 1, ..., n. This concludes the proof
observing that if c; = - - - = ¢, = 0 then v is constant. Otherwise we have c; vy ;=
cjvy; = 0 for every i # j and we deduce that v depends only on y and on the
variable parallel to the vector (c1, ..., c;).

Hence, the crucial missing ingredient to conclude the proof is the following
estimate for the Dirichlet energy

/ y4|Vv|?dx dy < CR?log R. (3.7)
Cr

3.5 Energy Estimates

By the previous discussion, in order to conclude the proof of Theorem 3.1, it
remains to prove that both minimizers and bounded monotone solutions (which are
in particular stable solutions) satisfy estimate (3.7), in R? with0 < s < 1 and in R3
with 1/2 < s < 1. This is the aim of this subsection.

We start by stating the energy estimate for minimizers contained in [7, 8], which
holds in any dimension 7.

Theorem 3.5 (Theorem 1.2 in [7]) Let f € C'7(R), with y > max{0, —a}, and
let v be a bounded minimizer for problem (3.2).
Then, the following estimates hold

CR'™% if 0<s<1/2
E*(w,CR) < {CR" 'logR if s=1/2 (3.8)
CR"! if 1/2<s <1,

forany R > 2.

In dimension n = 3, the same energy estimate holds also for bounded monotone
solutions, according to the following result

Theorem 3.6 (Theorem 1.4 in [7]) Let f € C'7 (R), with y > max{0, —a}, and
let v be a bounded solution of (3.2) with n = 3 such that its trace u(x) = v(x, 0) is
monotone in some direction.

Then, the following estimates hold

CR¥™  if0<s<1)2
E°(v,Cr) < {CR*logR if s =1/2 (3.9)
CR? if1/2<s <1,

forany R > 2.
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As a consequence of Theorems 3.5 and 3.6, we have that the required esti-
mate (3.7) is satisfied by minimizers and bounded monotone solutions in dimension
n =2foranys € (0, 1) and in dimensionn = 3 fors € [1/2, 1).

We stress that the main difficulty in the proof of the fractional De Giorgi
conjecture in low dimensions, relies precisely in establishing the sharp energy
estimates for minimizers, since all the other ingredients (the characterization of
stability and the Liouville-type result described above are not difficult adaptations
of the analogous local results to the nonlocal setting). The energy estimates for
minimizers have also been proven by Savin and Valdinoci in [42], without making
use of the extension and working with the nonlocal energy functional associated
to (3.1). Here, we present the approach via extension of [7], since, as already
explained at the beginning of this section, the extension is needed in order to prove
the De Giorgi conjecture for the fractional Laplacian in dimension n = 3 and for
1/72<s < 1.

Before giving an idea of the proof of Theorem 3.5, we recall how one can get the
sharp energy estimate for minimizers of the classical Allen-Cahn equation —Au =

u — u3, whose associated energy functional is given by

5(u,BR)=/ <1|Vu|2+W(u)> dx.
B \2

To give a bound for the energy of a minimizer u, we argue using a comparison
argument, that is we construct a suitable competitor w, which agrees with u on d Bg
and whose energy is bounded above by C R"~! (we recall that in the classical setting
the energy of minimizers grows like R”~!, that is exactly the same growth as the
case 1/2 < s < I in Theorem 3.5).

Given a cut-off function n(x) = n(|x|) compactly supported in Br and
identically equal to 1 in Br_j, we define the competitor w = n 4+ (1 — n)u in
the whole R”, so that

1 in Bg_i
w =
u on 0Bg.

With this choice of w, it is easy to verify that

E(u, Br) < E(w, Br) =/
Br

1
= f < |Vw|? + W(w)> dx < CR"™,
BRr\Br-1 2

where in the first inequality we have used the minimality of # and in the last
inequality we have used that |Vu| € L*°(R") by standard elliptic estimates, and
that the measure of the annulus Bg \ Bg_1 in R” is estimated by C R

(;lez + W(w)) dx
(3.10)
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We consider now the case of the fractional Laplacian. In this case, we need to
construct a suitable competitor w for the minimizers v of E* in Cg, which fulfills
the energy estimates of Theorem 3.5. We recall that, due to the Neumann condition
in problem (3.2), now the competitor w has to agree with v on 9Cg N {y > 0} but it
is free on the bottom of the cylinder dCr x {y = 0}. This fact will play a crucial role
in the construction of w. On the other hand, let us emphasize that now the cylinder
Crg is an (n+ 1)-dimensional object, and we hope for an estimate for the energy that
grows at most like R"~! log R.

Let us describe now how we build the competitor w. We start by defining a
function w on dCg. Then, we will define w as a suitable extension of w inside
CR. First of all, in order to use a comparison argument, w needs to agree with v on
dCg N {y > 0}. Secondly, since the potential energy appears only as a boundary
term on the bottom of the cylinder Cg, and in this part of the boundary w is free, we
define w as done for the local case, that is in such a way that it agrees with v(x, 0)
on Br x {y = 0} and is identically 1 in Bg_1 x {y = 0}. Resuming, w is defined
on the whole 0Cpr and satisfies

B = 1 in Br_1 x {y =0}
v on dCrN{y > 0}.

It remains now to extend w to a function w defined on the whole cylinder Cg.
Since we want w to have the least possible Dirichlet energy, we choose w to be the
solution of the Dirichlet problem

:div(y“Vw)zo in Cg Gl

w=w on J0Cg.

With this choice of w, we have

Ef(v,cR)gES(w,cR):/ v Vw?dxdy + | W(w)dx
Cr Bgr
g/ y Vw|?dxdy + CR" .
CRr

The final step of the proof of the energy estimate for minimizers consists in giving
an estimate for the Dirichlet energy of w. This is achieved in [7, 8] using some
suitable trace inequalities and optimal gradient bounds for the solutions of (3.2) (for
details see Theorems 1.7 and 1.9 in [7]).

To conclude, we comment on the proof of the energy estimate for monotone
solutions. In [7, 8], the authors follow the idea of [2] which is based on the
following result: bounded monotone solutions are minimizers in the restricted class
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of functions

Ay ={ lim v<w< lim v}.
Xp—>—00 Xp—>+00

This result can be proven by a sliding argument and the use of the maximum
principle (see proof of Proposition 6.1 in [7]). Once one has this minimality property
of monotone solutions, it is enough to show that the competitor w constructed in
the proof of Theorem 3.5 belongs to the class A,. For this last step we refer to
Lemma 6.1 and the proof of Theorem 1.4 in [7].

4 Classification for Nonlocal Minimal Surfaces

We start by recalling the notion of fractional perimeter, which was introduced in
[18].

Lets € (0, 1/2) and let 2 be a bounded domain in R”. We define the fractional
s-perimeter of a measurable set E C R” relative to €2 as

1 1
Per (E, 2) :=/ / _ ‘dxdi—l—/ / _ dxdx,
' Eng JEe |x — X[+ B Jog |x — x|t
@.1)

where E¢ denotes the complement of E in R".

Observe that here we use the notation Pers for the perimeter associated with the
kernel |z|™"~2%, with 0 < s < 1/2. In many references the order 2s is replaced by s,
that is one writes Per, for the perimeter associated to the power |z| ™"~ and in this
notation s belongs to (0, 1). Here, we use the first notations for consistency with the
notations used for the fractional Laplacian (—A)*.

The choice of the set of integration in the definition of the fractional perimeter is
the natural one, similarly as for the Dirichlet term in the energy £° defined in (2.3),
in order to avoid infinite contributions coming from the complement of € and it
does not change the variational structure of the functional once we have fixed the
set E outside of 2. More precisely, similarly to Definition 2.1, we give the following
definition.

Definition 4.1 We say that a set E is a minimizer for the s-perimeter in 2 if
Perg(E, Q) < Perg(F, 2), forall Fsuchthat E\ Q= F\ Q.

Moreover, we say that E is a minimizer for the s-perimeter in R”, if E is a
minimizer in Bg for all R > 0.
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The (boundaries of) minimizers of the s-perimeter are usually called nonlocal
minimal (or s-minimal) surfaces.

While the classical perimeter (in the De Giorgi sense) of a set E relative to
Q2 is the BV-seminorm of the characteristic function g in €2, the s-perimeter is
the H* (or W21) seminorm of the characteristic function xz in Q (we remind
that the characteristic function of a set belongs to H® only if 0 < s < 1/2).
Hence, a nonlocal minimal surface is the boundary of a set E, whose characteristic
function minimizes the H® seminorm, among all sets which coincide with E in the
complement of .

Another motivation for referring to Per, as a fractional perimeter comes from
the asymptotics of this nonlocal functional as s — 1/2. Indeed it is known that the
s-perimeter (multiplied by the factor 1/2 — s) tends to the classical perimeter as
s — 1/2, up to a dimensional constant. This fact has been established in several
contributions where different notions of convergence are considered (see [22] for
the precise limit in the class of BV functions, [16, 17] for a geometric approach to
prove regularity and [4] for a I"-convergence result). The limit as s — 0 was studied
in [24], where the authors proved that it is related to the Lebesgue measure of the
sets ENQand 2\ E.

Making the first variation of the nonlocal perimeter functional, one can introduce
the notion of nonlocal mean curvature. The nonlocal mean curvature of a set E at a
point x € JE is defined as follows

s c(y) — xe(Y)
Hp(x) := /n Xﬁxy_yw)igsy dy.

Hence, a necessary condition for a set E to be an s-minimal surface is that Hy = 0
(see Theorem 5.1 in [18]). The first example of a surface with zero nonlocal mean
curvature is a half-space. Other examples of sets with vanishing nonlocal mean
curvature have been studied in the recent contributions [19, 23]. In [23], the nonlocal
analogue of catenoids are constructed, but they differ from the standard catenoids
since they approach a singular cone at infinity instead of having a logarithmic
growth. These surfaces are constructed using perturbative methods, by performing
small perturbation along the normal vector to d E. Instead in [19] it is proven that
the standard helicoids are surfaces with zero nonlocal mean curvature.

We pass now to describe the main results in the study of regularity of nonlocal
minimal surfaces. In [18], Caffarelli, Roquejoffre, and Savin established some
results that are fundamental tools in the study of regularity, such as density
estimates, the improvement of flatness for minimizers, a monotonicity formula, a
blow up and a dimension reduction argument. Nevertheless, the study of regularity
for minimizers of the fractional perimeter is still widely open. In this section we
recall the main results related to the classification of entire s-minimal surfaces and
to the study of regularity, and we describe the main open questions in the field.
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4.1 The Classical Setting

We start by recalling the main results in the theory of classical area minimizing
surfaces:

(a) Every minimal cone in R” is a hyperplane, whenever n < 8§;
(b) In R® the Simons cone defined as

C:Z{XER8|x%+'“+Xf=X52+“'+X§}

is a minimizer for the perimeter functional;

(c) If E is a minimizer of the perimeter functional in the whole R”, then E is a
half-space, whenever n < §;

(d) If E is a minimizer of the perimeter functional and dE is a graph, then E is a
half-space, whenever n < 9;

(e) Any area-minimizing surface is smooth outside of a singular set £ of Hausdorff
dimension n — 8.

The classification of minimal cones (point a) is one of the basic tools in both
the classification of entire minimal surfaces (that is surfaces that are minimizer
of the perimeter functional in the whole R") and in the study of regularity for
minimizers of the perimeter in a bounded set 2. Indeed, the classification of minimal
cones leads, on one side, to the classification of any entire area minimizing surfaces
(point ¢) via a blow-down argument. On the other hand the nonexistence of singular
minimal cones in space dimension n < 7 implies, via a blow up and a dimension
reduction argument, that any minimal surface is C"* outside of a singular set of
Hausdorff dimension n — 8 (point e). Moreover, again the classification of minimal
cones leads to the classification of entire minimal graphs (the so called Bernstein
problem). Note that the critical dimension for a graph to be flat is one more than
the one for a general set (point d). The main ingredients in the proof of these results
are given by density estimates, perimeter estimates, improvement of flatness for
minimizers and a monotonicity formula.

4.2 The Nonlocal Setting

We describe now, more in details, what is known in the nonlocal framework and
which are the main open questions in the field.

The study of regularity for nonlocal minimal surfaces was started in [18], where
density and perimeter estimates, the improvement of flatness and a monotonicity
formula were established. With these tools, the authors could reduce the study of
regularity for nonlocal minimal surfaces to the classification of nonlocal minimal
cones. More precisely they proved that, if the blow up, around the origin, of an
s-minimal set E is flat, then dE is C'® in a neighborhood of the origin (see
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Theorem 9.4 in [18]). As a consequence of a dimension reduction argument they
proved C-¢ regularity outside of a singular set of Hausdorff dimension at most
n — 2 (see Theorem 10.4 in [18]). The bound n — 2 on the dimension of the singular
set was not optimal due to the fact that in [18] the classification of nonlocal minimal
cones was not known, not even in R?. Basically, they had all the needed ingredients
to pass from (a) to (e) in the above scheme, but the starting point (a) was missing.

Later, in [43] Savin and Valdinoci proved that in R? an s-minimal cone is
necessarily a half-plane. As a consequence they could improve the bound on the
Hausdorff dimension of the singular set from n — 2 to n — 3 and via a blow-
down argument they obtained the classification of any s-minimal surface in R2.
Moreover, in [5] Barrios, Figalli, and Valdinoci shows that if E is an s-minimal
set such that 9E € C¢, then 9E is in fact C®. This is a consequence of a
more general regularity result for solutions to integro-differential equations via a
bootstrap argument. In [30], Figalli and Valdinoci address the fractional version
of the Bernstein problems and they prove that, if there are not s-minimal singular
cones in R”, then the only entire s-minimal graphs in R"*! are the hyperplanes
(they show how to pass from point (a) to point (d) in the nonlocal analogue of the
previous scheme).

Resuming all these results, we have the following statement:

Theorem 4.2

(1) Every s-minimal cone in R? is a hyperplane [43];

(2) If E is a minimizer of the s-perimeter in the whole R?, then E is a half-plane
[43];

(3) If E is a minimizer of the s-perimeter in R" and 9E is a graph, then E is a
half-space, whenever n < 3 [30];

(4) If E is a minimizer of the s-perimeter, then dE is C* outside of a singular set
¥ of Hausdorff dimensionn — 3 [5, 18, 43].

In addition, when s is close to 1/2 Caffarelli and Valdinoci proved that all the
regularity results that hold in the classical setting are inherited, by a compactness
argument, by s-nonlocal minimal surfaces (see [16, 17]).

Theorem 4.3 ([17]) There exists ey € (0, 1/2) such that if s > 1/2 — &9, then any
s-minimal surfaces is C* outside of a singular set X of Hausdorff dimension n — 8.

Finally, in the very recent contribution [12], Cabré, Serra and the author proved
flatness for nonlocal s-minimal cones in R? for s close to 1/2 (see Theorem 5.3
of the next section). We emphasize that in this last result, the proof is not by
compactness perturbing from s = 1/2 and it gives a quantifiable value for the
required closeness of s to 1/2. This last result holds not only for cones that are
minimizers for the s-perimeter, but for the more general class of stable cones. We
will describe this result more in details in the next section, were we address the
classification for stable objects.

We focus now on the classification of s-minimal cones in R? proven in [43] (i.e.
point (1) in Theorem 4.2). The idea of the proof of this result relies in considering
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perturbations of the minimizer E, that are translations of E inside a ball Bg/; and
that coincide with E outside the double ball Bg. The authors work with the extended
problem (the Caffarelli-Silvestre extension but, in this setting, for functions that
take only values %1 on the boundary of the positive half-space) and compare the
energy of (the extension of) these competitors with the energy of (the extension
of) E itself. A computation shows that this difference in energy is controlled from
above with R"~2~2, Hence, when n = 2, the difference in energy between E and
the competitors can be made arbitrarily small as R — oo. On the other hand, if £
was not a half-plane, they showed that it could be modified in order to decrease its
energy by a small but fixed amount and this leads to a contradiction. We emphasize
here that this argument works only in dimension n = 2 since a crucial fact that is
needed is that the estimate R"~>*~2 goes to 0 as R — oo, and this holds true only
when n = 2. We emphasize that the factor R"~2* comes from an optimal bound for
the perimeter of minimizers. Indeed, by a comparison argument one can show that
if E is a minimizers for the s-perimeter in Bg, then

Per,(E, Bg) < CR"™,

and this bound is optimal.

These ideas were recently used in [20] to prove a quantitative version of this
two-dimensional flatness result. By point (1) in Theorem 4.2, we know that if E is
a minimizer for the nonlocal perimeter in the whole R? (that is, it is a minimizer in
balls Bg of radius R for any R > 1), then E is a half-plane.

Suppose now that E is a minimizer for Per; in a ball Bg for some R large enough.
Can we deduce that E is “close” to be a half-plane in B; ? Moreover, can we give an
estimate on this closeness depending on R? The following result, contained in [20],
gives an answer to these questions.

Theorem 4.4 (Theorem 1.3 in [20]) Letn = 2. Let R > 2 and E be a minimizer
for the s-perimeter in the ball B C R2.
Then, there exists a half-plane § such that

(EAR) N By < CR™™. 4.2)

Moreover, after a rotation, we have that E N By is the subgraph of a measurable
function g : (—1,1) — (=1,1) with oscg < CR™* outside a “bad” set B C
(—1, 1) with measure CR™*.

The above result can be seen as a quantitative version of the flatness result of
Savin and Valdinoci. It says that if £ is a minimizer for Pery in Bg, with R large
but fixed, then E is close, in the L!-sense, to be a half-plane in B;. The second part
of the statement gives an even more precise information: outside of a bad set 5 of
small measure, E N Bj coincides with the subgraph of a function g which has small
oscillation. Again, the smallness of both the bad set and the oscillation of g is given
explicitly in terms of R.
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The proof of Theorem 4.4 follows the main ideas contained in the proof of
flatness of s-minimal cones in R? in [43]. We consider again perturbations of the
minimizer E obtained by small translations in some fixed direction and we try to
refine the arguments in [43] in order to get some quantitative estimates. Differently
from [43], we do not use the Caffarelli-Silvestre extension. This will allow us to
obtain a statement analogous to the one of Theorem 4.4 for more general notions
of nonlocal perimeter (such as the anisotropic fractional perimeter). Here below, we
explain the main steps in the proof of Theorem 4.4.

Sketch of the Proof of Theorem 4.4 We start by defining two (small) perturbations
of the minimizer E. Let g be a smooth function such that

1 for |x| < R/2

(x) =
R {0 for |x| > R.

Forve §"!':={x eR" : |x| =1}and ¢ € [0, 1] we define
Yepi(x):=x+tpr(x)v and W _(x):=x —tpr(x)v. “4.3)
We set u = xg and define the new functions
up(x) = u(Wg' (). (4.4)
In set notations, we are considering the sets E ;g and E defined as
Ex ={x : up(x) =1}. (4.5)

We recall the following crucial energy estimate for minimizers, obtained via a
comparison argument: if E is a minimizer for the s-perimeter in Bg, then

Pers(E, BR) < CR"™%, (4.6)

We divide the proof in three steps:

» Step 1: Estimating the difference Per; (Elf, Br) — Pery(E, Bg) (see Lemma 2.1
in [20]): using the change of variable formula and after some computations one
can prove that

o, Perg(E, Bg)
t 2 .

Pery(E}}, BR) + Perg(Eg, Bg) — 2Pery i (E) < C R

.7

Using the estimate (4.6) and the fact that we are in dimension n = 2, we get

Pery(E, BR) + Pery(Eg, Br) — 2Per, (E, Bg) < Ct*R™%.
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Observe that here the fact that the we are working in dimension 2 is crucial
in order to get a bound that goes to 0 as R — o0o. As described above, in
[43] this fact leads to a contradiction if E was not flat. Here we refine this
argument, by keeping the above estimate R~>* in order to get a quantitative
estimate (depending on R) on how E differs from being a half-plane.

e Step 2: a purely nonlocal Lemma:

Lemma 4.5 (Lemma 2.2in[20]) Let E, F C R2. Assume that E is a minimizer
for Perg in Br and that F coincides with E outside Bg, thatis, E\ Bg = F \ Bg.
Assume moreover that

Per,(F, Br) < Perg(E, Br) + 6. (4.8)

Then,

1
2/ / L dxdi <.
F\EJE\F [x — X242

Applying this Lemma to F = E;ﬁ (and similarly to E), we deduce that

/ / ! dxdx < Cr*R™%
_z242s GXAX S :
ENE JE\E] |X — X

Therefore, in By we have that forany v € S land any ¢ € (0, 1):
{(E+t)\E}NBy| - {E\ (E +1tv)}NB| < Ct*R™*

and thus

min{|{(E~|—tv) \ E}N B;

(E\ (E +1tv)}N Bl|} < CtR™*. (4.9)

s

In this step, the nonlocal character of the s-perimeter is crucial and allows to
pass from an estimate in the difference of the s-perimeter between the minimizer
E and the competitors E IjeE to an estimate on the volume of their symmetric
difference.

Setting u := xf, estimate (4.9) can be written as

min{/ (u(x+tv)—u(x))+dx, / (u(x+tv)—u(x))dx} < CtR™%.
B B
1 1 (4.10)

* Step 3: Some geometric lemmas and conclusion. Dividing (4.10) by ¢ and taking
the limit as ¢+ — 0, we deduce that forany v € S 1 the following holds:

min {(Vu - v)4(B), (Vu - v)_(B1)} < CR™*, A.11)
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where Vu - v denotes the distributional derivative in the direction v of u. This last
part of the proof is more technical and needs several geometric lemmas (for the
details, we refer to Lemma 2.5 and to all lemmas and propositions of Section 4
in [20]). The main underlying idea is the following: If we set ®4(v) := (Vu -
v)+(B1), by (4.11) we have that

min {® (v), P_(v)} < CR™*, foranyv e S'.
Moreover, since
@4 (v) = D_(—),
by a continuity argument we have that there exists v* € S such that
max {(Vu - v*) 1 (By), (Vu - v*)_(B))} < CR™’.

Hence, except for a bad set B of measure less than CR™ the function u =
xEg restricted to all lines parallel to v* will be at the same time monotone
nondecreasing and non-increasing; i.e., constant. Since we also have that u is also
monotone along most (for large R) lines perpendicular to v*, the only possibility
is that the set E = {u = 1} is equal to a half plane up to the bad set B with
I'B| < CR™*. The rigorous proof for this fact is contained in Section 4 of [20].

We emphasize that in [43], the authors first prove a flatness result for minimizing
cones, and then they deduce, by a blow-down argument, flatness for any s-minimal
set in R?. In this blow-down procedure the monotonicity formula is needed and
unfortunately such a formula is available only for the energy functional of the
extended problem (see [18]). Instead, in the proof of Theorem 4.4, we consider
E to be any set which minimizes the s-perimeter, not necessarily a cone and, as
a consequence of the quantitative estimate (4.2) after letting R — oo, we deduce
that if E is a minimizer in the whole R2, then E is an half-plane. Hence, we give
an alternative proof of the classification result in [43], without using the Caffarelli-
Silvestre extension and without needing a monotonicity formula. For this reason,
we can generalize our Theorem 4.4 and hence the classification of nonlocal minimal
surfaces in R? to more general notions of nonlocal perimeter, such as the anisotropic
fractional perimeter (see [20]).

The techniques developed in [20] and, more precisely, the estimate (4.11) implies
also some estimates for the s-perimeter and the classical perimeter of an s-minimal
set E. More interestingly, these estimates holds true in the more general class of
stable sets. We are going to state and comment on these results on stable sets in the
next section.
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5 What About Stable Objects?

In this section we present some very recent results in the study of stable solutions
to the fractional Allen-Cahn equation and of stable nonlocal minimal surfaces.
In both cases the notion of stability that we use is the variational one, that is
the nonnegativity of the second variation of the associated energy functional.
Surprisingly, some results recently established for stable objects in the nonlocal
setting, are still unknown in the local setting. The nonlocality of the energy
functional (for the Allen-Cahn equation or for the nonlocal perimeter) helps in
giving sharp estimates that are crucial for classifying stable solutions. In order to
explain which are the main difficulties in this setting and to compare the local and
nonlocal framework, we start by recalling what is known for classical stable minimal
surfaces.

5.1 The Classical Setting

Stable minimal cones (for the classical perimeter) are completely classified: they
are hyperplanes in space dimensions n < 7. In R8, the Simons cone is an example
of stable cone which is singular. The classification that we have presented in the
previous section for classical minimal surfaces holds true for stable cones. In
order to pass from the classification of stable cones to the classification of any
stable surface in the whole R”, one would like to perform a blow-down procedure
using the monotonicity formula. A crucial tool needed for using a blow-down
argument would be an optimal estimate for the perimeter of stable sets. It is well
known that any minimizer of the classical perimeter in a ball Br satisfies the
estimate

Per(E, Bg) < CR" . (5.1

Unfortunately, an estimate like (5.1) is not known to hold for stable sets, unless
we are in dimension n = 3 and we require some topological assumption on the set
E (see Theorem 5.1 below). While for proving an energy estimate for minimizers
it is enough to construct a suitable competitor, which has to agree with E outside
Bp but can be modified arbitrarily in Bg, and that satisfies the needed estimate, for
proving such an estimate for stable sets we are allowed to consider only competitors
which are small perturbations of the given set E.

We recall here below the perimeter estimate for classical stable sets, which was
proven by Pogorelov [38], and Colding and Minicozzi [21]—see also [27, 32] [34,
Theorem 2] and [47, Lemma 34].
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Theorem 5.1 ([21, 38]) Let D be a simply connected, immersed, stable minimal
disk of geodesic radius ro on a minimal (two-dimensional) surface ¥ C R3, then

2 4 2
nwry < Area (D) < 371r0.

In dimension n > 3 the perimeter estimate for stable sets is still completely
open. As explained above, having a universal bound for the classical perimeter of
embedded minimal surfaces in every dimension n > 3 would be a decisive step
towards proving the following well-known and long standing conjecture: The only
stable embedded minimal (hyper)surfaces in R" are hyperplanes as long as the
dimension of the ambient space is less than or equal to 7. On the other hand, without
a universal perimeter bound, the sequence of blow-downs could have perimeters
converging to 0o.

In a similar way, one can ask whether the De Giorgi conjecture on one-
dimensional symmetry for solutions to the Allen-Cahn equation, holds in the more
general class of stable solutions. This is known only in dimension n = 2 and it is
still open in higher dimensions. We have already seen in Sect. 3 that stability plays a
crucial role in the proof of the conjecture, but again another fundamental ingredient
was given by the energy estimate (3.10). Also in this case the optimal estimate
is known to hold only for minimizers (and for monotone solutions in dimension
3) and it is completely open for stable sets. Nevertheless, when n = 2 one can
prove the conjecture for stable solutions because, in order to apply the Liouville-
type argument described in Sect. 3, an estimate of the form

E(u, Br) < CR?,

is enough. In R? this (not sharp) estimate holds true since the measure of B is of
order R? (and |Vu| is bounded by standard elliptic estimates).

One important open question in the classification of solutions to the classical
Allen-Cahn equation is, then, the following:

Open Question Is it true that any bounded stable solution of —Au = u — u” in R”
is one-dimensional for 3 < n < 7?

One would expect a positive answer to this question for all dimensions 3 < n <
7,1n the same way one expects a positive answer to the conjecture for stable minimal
surfaces stated above. Starting from dimension n = 8, instead there are examples of
stable solutions to the Allen-Cahn equations which are not one-dimensional. This
was established by Pacard and Wei in [37].
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5.2 The Nonlocal Setting

Surprisingly, when dealing with stable sets for the nonlocal perimeter (or the
nonlocal Allen-Cahn equation) some of the above open problems received a positive
answer, at least in some particular cases.

In this section we describe some recent results for stable objects obtained in
[12, 20] (see also [44]). Since the notion of stability that we consider is the one of
nonnegativity for the second variation of the s-perimeter functional, we recall here
the expression for 92Per;, givenin [23, 31].

Let E C R” be such that § E is C? away from 0. We denote by H"~! the (n — 1)-
dimensional Hasudorff measure. E is a stationary set for Per; (i.e H g = 0), then,
the second variation of the s-perimeter is given by

— 12
f 2, (Ole )P dH ™ (x) - / / O P P Py
oE 0EXOE

|x _ )E|n+25

where

2
C?,E)E(x) — /aE [vE(x) — ve(X)| dH" (%),

|x _ i|n+2s

VE (x) denotes the outward normal vectorto dF atx € dF and ¢ € Cg (R™\ {0}).
In Section 3 of [12], we deal with different possible notions of stability, that, in
the case of smooth sets E, are equivalent to require that the expression above is
nonnegative for any { € Cf (R™\ {0}).
As anticipated in the previous section, the techniques developed in [20] allow to
prove some perimeter and energy estimates for nonlocal stable sets.

Theorem 5.2 (Theorem 1.1in [20]) Lets € (0,1/2), R > 0 and E be a stable set
in the ball Bag for the nonlocal s-perimeter functional. Then,

Per(E, Bg) < CR" !,
and
Perys(E, Bg) < CR"™%.

As a consequence of Theorem 5.2, in [20] we obtained that any nonlocal stable
set in the whole R? is a half-plane (by using the same argument that we sketch in
the proof of Theorem 4.4 in the previous section).

Analogue estimates for classical stable surfaces are not known when n > 2,
and even comparing our result with the two-dimensional result of Theorem 5.1
above, we stress that here we do not need dE to be simply connected. In fact, an
estimate exactly like ours can not hold for classical stable minimal surfaces since
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a large number of parallel planes is always a classical stable minimal surface with
arbitrarily large perimeter in Bj.

Moreover, we believe that our result in Theorem 5.2 can be used to reduce the
classification of stable s-minimal surfaces in the whole R" to the classification of
stable cones, by means of a blow-down argument and using a monotonicity formula.
Somehow the difficulties in the local/nonlocal setting are interchanged: in the local
setting we have the complete classifications of stable cones but it is not known
yet how to pass from the classification of cones to the classification of any stable
surfaces (due to the lack of perimeter estimates). On the other hand, in the nonlocal
setting, we have the energy estimates for stable sets, but the classification of stable
s-minimal cones is still widely open.

Concerning the classification of stable s-minimal cones, in [12], Cabré, Serra
and the author, proved the following Theorem, which is the first result in the three-
dimensional case.

Theorem 5.3 (Theorem 1.2 in [12]) There exists s, € (0, 1/2) such that for every
s € (Sx, 1/2) the following statement holds.

Let ¥ C R3 be a cone with nonempty boundary of class C* away from 0. Assume
that 3 is a stable set for the s-perimeter. Then, X is a half-space.

In the proof of Theorem 5.3, the estimate of Theorem 5.2 plays a crucial role,
together with several other ingredients, such as the fractional Hardy inequality
and some geometric lemmas. We stress that our result is not a perturbative result
from s = 1/2 which can be obtained by some sort of compactness argument. In
fact, a careful inspection of our proof gives an explicit (computable) value for s,
something impossible when using compactness arguments.

We conclude with some considerations and open problems on the classification
of stable solutions for the fractional Allen-Cahn equation. As in the classical setting,
when the dimension n = 2, one can prove that any bounded stable solution to (3.1)
is one-dimensional for any 0 < s < 1, using the same approach described in Sect. 3.
Indeed, in this case a not optimal energy estimate is enough to apply the Liouville-
type argument. What about n > 37? In the very recent contribution [29], Figalli and
Serra proved that when n = 3 and s = 1/2, any stable bounded solutions to (3.1) is
one-dimensional. Again, surprisingly, in the nonlocal case (even if only for the half-
Laplacian) something that is not known for the local case, has been established. To
conclude, we announce that the forthcoming paper [13] will contain a careful study
of stable solutions to the fractional Allen-Cahn equation in the case 0 < s < 1/2,
including energy estimates, density estimates, convergence of blow-down and some
new classification results.
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Fractional De Giorgi Classes m)
and Applications to Nonlocal Regularity ik
Theory

Matteo Cozzi

Abstract We present some recent results obtained by the author on the regularity
of solutions to nonlocal variational problems. In particular, we review the notion of
fractional De Giorgi class, explain its role in nonlocal regularity theory, and propose
some open questions in the subject.
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1 Introduction

De Giorgi classes are a powerful tool in the regularity theory of Partial Differential
Equations and Calculus of Variations. By definition, their elements are functions that
belong to a Sobolev space and satisfy Caccioppoli inequalities at all of their levels.
Their introduction can be dated back to the fundamental work of De Giorgi [10],
where he devised them to prove the Holder continuity of solutions to second
order equations in divergence form with bounded measurable coefficients. Later on,
Giaquinta and Giusti [15] discovered that De Giorgi classes could also be utilized to
prove Holder estimates for minimizers of non-differentiable functionals, one of the
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first general regularity results that did not make use of the Euler-Lagrange equation.
A couple of years later, DiBenedetto and Trudinger [14] showed that De Giorgi
classes are not only responsible for continuity properties, but also lead to Harnack
inequalities. See the classical books [17, 21], and the more recent [16] for additional
information.

The aim of this work is to review and further enrich the theory developed by the
author in [8], about fractional notions of De Giorgi classes and their applications to
the regularity properties of solutions to nonlocal variational problems.

We consider the class DG*? and its subclass DG*”, both made up by func-
tions that are contained in a Sobolev space of fractional order and satisfy a
family of nonlocal Caccioppoli-type estimates. The inequality defining DG*”?
has a somewhat similar structure to that of standard De Giorgi classes and it is
by now fairly understood, thanks to a number of contributions available in the
literature, such as [1, 12, 20]. On the other hand, the inequality that corresponds
to the class DG*? is stronger and incorporates a purely nonlocal term that has
no classical counterpart. To the best of our knowledge, this last inequality has
been previously considered only by Caffarelli et al. [7] in a nonlocal parabolic
context.

Throughout Sect.2 we state several results pertaining to these classes. In
particular, we establish that:

(a) the elements of the class DG*? (and, therefore, of its smaller subset DG**”) are
locally bounded functions—see Theorem 2.2;

(b) the functions of DG*? are locally uniformly Hoélder continuous—see Theo-
rem 2.5;

(c) Harnack-type inequalities are true for functions that belong to DG®? and that
are non-negative—see Theorems 2.9 and 2.10.

Furthermore, in Appendix A we show by means of an explicit example that, for
some choices of the parameters s and p, the results of points (b) and (c) cannot be
extended to the larger class DG*'?.

Sections 3 and 4 are devoted to applications in the regularity theory for nonlocal
variational problems. In Sect.3 we deal with minimizers of energy functionals
obtained as the sum of a possibly non-differentiable potential and of an interaction
term comparable to the Gagliardo seminorm of a fractional Sobolev space. By
showing that these extrema are contained in the fractional De Giorgi class DG*'?,
we deduce their Holder continuity and the validity of Harnack inequalities, thanks
to the statements of Sect. 2. In Sect. 4 we approach in a similar way the regularity
of solutions to equations driven by singular integral operators, such as fractional
Laplacians and other nonlinear variations. These results complement and extend
several available contributions, as for instance [11, 12, 18, 25].
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2 Fractional De Giorgi Classes

We begin by introducing the larger set DG*”?, which we will sometimes call weak
fractional De Giorgi class. To do this, we first need to fix some terminology.

Unless otherwise stated, throughout the whole paper n > 1 is an integer
indicating the dimension of the Euclidean space under consideration, s € (0, 1)
is a parameter representing a fractional order of differentiability, and p > 1 is
an integrability exponent. Also, 2 always denotes a bounded open subset of the
space R".

With the symbol W* 7 () we denote the fractional Sobolev space composed by
those functions u that lie in the Lebesgue space L (£2) and have finite Gagliardo
seminorm

1
— p
[ulws.r(@) = (/Q o |M|SCX)_ yrfffi,' dxdy>p .

As it is customary, we endow W*P(Q) with the norm || - ||ws.r(q) defined by the
identity ||u||€VS,,,(Q) = ||u||§p(m + [u]ﬁ,&p(m and we simply write H%(Q2) :=
W52(Q2) when p = 2.

Another functional space that we will often use is the weighted Lebesgue
space LY ! (R™) made up by all measurable functions u : R” — R for which

Ju(x)|P~!
o (1 + |x|)n+sp X < 4o0.

Foru e LY ! (R™), the quantities

1
-1 .
lu(x)|? dx) ' .0

: . R sp
Taily ,(u; x0, R) : <R /R"\BR(XO) x — xo|r
and Taily, ,(u; xo, R) := R Psfl Tail, , (u; xo, R) are finite for every point xg € R"
and every radius R > 0. The tail term (2.1)—introduced in [11, 12]—is conveniently
used to describe the behavior of u far away from xg. When xq is the origin of R”,
we just write Bg := Bgr(0), Tail; ,(u; R) := Taily, ,(u; 0, R), and Taily ,(u; R) :=
Tail ,(u; 0, R).

For k € R, we indicate the super- and sublevel sets of a function u : R” — R
respectively with AT (k) and A~ (k). In symbols,

AT(k) :={u >k} and A~ (k) :={u <k}

We also write A*(k, xg, R) := AT (k) N Br(xq) for their intersections with the
ball Bg(x¢) and, as before, A*(k, R) := A*(k, 0, R).
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Finally, vy := max{v, 0} and v_ := (—v)4+ = max{—v, 0} indicate respectively
the positive and negative parts of a function v.

With this in hand, we can now state the definition of weak fractional De Giorgi
class.

Definition 2.1 (Weak Fractional De Giorgi Class DG*? ) Letd,A >0and H >
1. A function u € L? ™' (R") with u|q € W*P(£2) belongs to DGYP(Q;d, H, ») if

p
[(I/l - k):l:]WAv,p(Br(xO))

A + RSP P
{R dP|A=(k, xo, R)| + (R — r)P Il — k)i”LP(BR(xO))
Rn+sp ) 1
+ (R — ryntsp (e — k)i||L1(BR(x0))Talls,p((u —k)x; x0, 1)P }

2.2)

holds for every point xo € €2, radii 0 < r < R < dist(xo, 9€2), and level k €
R. In addition, u € DG*?(Q; d, H, ) if and only if u € DG”’(Q d,H,»)N
DG*?(Q: d, H, )).

According to (2.2), functions in DG*? satisfy a fractional and nonlocal version
of the usual Caccioppoli inequality at all levels k. Broader definitions can be
considered, along the lines of those of [8, Section 6]. Here, we preferred to keep
things as simple as possible, in order to favor readability over generality. Of
course, we could take into account an even simpler definition, by removing the
last line of (2.2) and thus neglecting the presence of tail terms. This choice would
certainly be more elegant, as then the class DG*?(Q; d, H, A) would be a subset
of the Sobolev space W*7(£2). However, this definition would be too restrictive in
light of our applications in Sects. 3 and 4, which ultimately motivate the structure
of (2.2).

As for their classical counterparts, prototypical examples of functions belonging
to weak fractional De Giorgi classes are the solutions of elliptic equations. While
for standard De Giorgi classes, these equations are second order PDEs, the ones that
are naturally associated to DG*? are fractional order equations driven by singular
integral operators, such as the fractional Laplacian and nonlinear variations. This
connection has been already observed by many authors—see, e.g., [1, 12, 20].

As it has been partially anticipated in the introduction, classical De Giorgi
classes were introduced for their importance in the regularity theory for second
order equations, as they encode virtually all the information concerning the basic
regularity properties enjoyed by the solutions of such equations—namely, local
boundedness, Holder continuity, and the validity of Harnack inequalities. The first
goal of this section is to discuss whether these properties continue to hold for the
fractional class DG*7.
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As a first observation, we show that the elements of DG*? are locally bounded
functions. Of course, when n < sp their boundedness (and Holder continuity)
is guaranteed by the Morrey-type embedding W57 < CS7/7P (see, e.g., [13,
Theorem 8.2]). Hence, at least for what concerns regularity, we can restrict
ourselves to dealing with the case of n > sp. For the sake of a simpler
exposition, we will in fact suppose throughout the whole section that n > sp.
We stress that the critical case n = sp—which is excluded here—only poses
few additional technical difficulties and can be treated similarly—see [8, Sec-
tion 6].

Theorem 2.2 (Local Boundedness of Functions in DG ) Letu € DG*? (Q;d,
H, )\) for some d,» > 0 and H > 1. Then, u € LfOOC(Q) and there exists a
constant C > 1, depending only on n, s, p, and H, such that

1
P . A+sp
lullLoo(Brxo)) < C <][ |M(X)|pdx) + Tails ,(u; x0, R)+R 7 d
Bag(x0)

forevery xg € Q and 0 < R < dist (xg, 92) /2.

We observe that a different version of Theorem 2.2, valid for variants of weak
fractional De Giorgi classes that do not include the presence of a tail term on the
right-hand side of (2.2) and for p = 1, is contained in [22].

The estimate of Theorem 2.2 follows from analogous one-sided bounds for the
elements of DG*” and DG™”. By symmetry, it suffices to prove the following result.

Proposition 2.3 Letu € ]%ip(Q; d, H, 1) for some d, ) > 0and H > 1. Then,
there exists a constant C > 1, depending only on n, s, p, and H, such that

1
A+sp
sup u < C (][ uy(x)? dx) ' + Tailg ,(uy; x0, R) + R ' d (2.3)
BR(x0) B (x0)

forevery xg € Q and 0 < R < dist (xg, 02) /2.

Proof Our argument is a simple variation of the one that leads to, say, [17,
Theorem 7.2].

Up to a translation, we may assume that x is the origin. Let two radii R < p <
T < 2R be fixed, take k > 0, and set wi := (# — k). Using Holder and fractional
Sobolev inequalities, it is not hard to infer that

(I-s)p
p + sp/n p T p
”wk”Ll’(Bp) < C|A™ (k, p)| ([wk]WAv,p(B(T+p)/2) + (t — p)P ”wk”Ll’(Bf)) ’
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for some constant C > 1 depending only on n, s, and p. This and (2.2) give

(I=s)p
T
lwillZp g,y < CIAT (K, p)|”’/"{r*d"|A+<k, 2R P lwellzp s,y

.CH+SP ) 1
(T — pyrtop lwill 1, Tails, p(wis R)P™ },
2.4)

where C may now depend on H as well.

Letting 0 < h < k, it is easy to see that

lwpll? llwp 117

+ (Br) p P LP(By)
A L [ L1 VS LT PRI S
and

Taily,, (wi; r)P ™! < Taily, , (wo; 1)P ™1 = r™*P Taily ,(uy; r)P~!

for every r > 0. Accordingly, (2.4) yields the estimate

o< T pvar b Pl RP! o(h, )W
P ey L=r T —pr T @ gt [
for the quantities (£, r) 1= ||wg||€p(3r).

Consider now the sequences {k;} and {p;}, respectively defined by k; := M (1 —
27y and p; := (1 4+ 27))R for all integers i > 0 and for some M > 0 to be
chosen later. Set ¢; := @(k;, p;). By evaluating the last inequality along these two
sequences, we obtain

(n+3p)i A+sp gp : . p—1 sp
Yit1 < C22 { A i Taﬂs,P(uJ:R) } i1+ !
Msp/n Rsp MP Mmp

By choosing M > M := Taily ,(ui; R) + R**+P)/Pd, we are finally led to the
estimate

C 2(n+3p)i 1+S]7
Qit1 S MsP*/n Rsp i

Thanks to a standard numerical lemma (e.g., [17, Lemma 7.1]), we conclude
that ¢; converges to 0, provided M 1is greater than the constant M, :=
C'R™™ P |lut||Lr (B, With C' > 1 large enough, in dependence of n, s, p, and H
only. This gives (2.3). O
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Following the theory of classical De Giorgi classes, the natural next step would
be to understand whether the functions of DG*'? are Holder continuous. It turns out
that this is not the case, at least when sp < 1. This is a consequence of an explicit
one-dimensional example that we will present in Appendix A.

Question 1 Ts it true that functions in DG**? are Holder continuous, when sp > 1?

In order to extend the Holder regularity estimates that are true for classi-
cal De Giorgi classes, we are thus forced in general to consider a strict subset
of DG*'?. To this aim, we propose the following definition.

Definition 2.4 (Fractional De Giorgi Class DG*?) Letd,A > 0Oand H > 1. A
function u € LY~ (R") with u|q € W*P(S2) belongs to u € DGYP(Q; d, H, A) if

-1
w(y) — k)2
Jx — y[resp

[(I/l - k):l:]{,)VAv,p(Br(xO)) + / (u(x) - k):l: { R dy} dx

By (x0)
(I=s)p

AgpiaE _ p
gH{R d?| A~ (k, xo, R)| + (R —r)P Il (e k):t“LP(BR(xO))

Rn+sp

* (R — ryrtsp 1 = K)£ 1l L1 (B () Tatlls, p (1 — k)5 X0, V)p_l}
(2.5)

holds for every point xg € 2, radii 0 < r < R < dist(xg, 9€2), and level k € R. We
then set DG*7(Q; d, H, 1) := DG"(Q;d, H,A) NDG"(Q; d, H, A).

We will call DG*? a strong fractional De Giorgi class or, simply, a frac-
tional De Giorgi class. It is clear that DG®'? is a subset of DG*”. The difference
between the two classes lies in the fact that the elements of DG*? satisfy the
stronger Caccioppoli-type inequality (2.5), which improves (2.2) via the presence of
an additional summand on its left-hand side. We remark that the specific structure of
this term can be partially altered without totally spoiling the results that will follow
in the remainder of the section. For instance, if one replaces it with the smaller (and,
perhaps, more natural) quantity

/ / @@) — By -5 dxdy.
By (x0) J By (x0)

b — ylrsp

all future statements will still hold, apart from the Harnack inequality of Theo-
rem 2.9.

Though more artificial than (2.2), inequality (2.5) is still satisfied by solutions
of problems involving energies and operators of fractional order, as we will see
in Sects. 3 and 4. In addition, it turns out that definition (2.5) is strong enough to
guarantee the Holder continuity of the functions that satisfy it. This has been first
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realized by Caffarelli et al. [7] for a similar inequality in the context of nonlocal
parabolic equations.
Here is our Holder regularity result for functions in DG*'?.

Theorem 2.5 (Holder Continuity of Functions in DG*?) Let u € DG*P(Q; d,
H, )\) for somed,» > 0and H > 1. Then, u € Cl"(‘)C(Q)for some a € (0,1) and
there exists a constant C > 1 such that

C . A+sp
[l Brixo) S pg <||u||L°O(BZR(x0))+Ta115s[’(u;x0’ 2R)+ R » d)

foreveryxyp € Qand0 < R < dist (xg, 92) /2. The constants o and C depend only
onn,s, p, H, and A

Theorem 2.5 can be proved via an inductive argument based on subsequent
applications of a suitable growth lemma at smaller and smaller scales. This method
goes back to De Giorgi [10] and our implementation of it in this framework follows
rather closely the approaches of Silvestre [25], Kassmann [18, 19], and Caffarelli
and Vasseur [4]. We omit further details, that can be found in the proof of [8,
Theorem 6.4].

The statement of the growth lemma is as follows.

Lemma 2.6 Letu € DG‘i’p(B4R; d,H,\) forsomed,» >0, H>1,and R > 0.
Assume that

u>0 in Bagr

and
1
|Bor N{u > 1}] > ) | BaR]| .

There exists a constant 6 € (0, 1/8), depending only on n, s, p, H, and X, such
that, if

r+sp
RV d + Taily p(u_; 4R) < 8,
then
u>46 in Bg.

We split the proof of Lemma 2.6 into two sublemmata. Interestingly, the first one
only relies on the weaker Caccioppoli inequality (2.2) and is therefore valid for all
functions in DG,

Lemma 2.7 Let u € f)\és_’p(B4; d,H,A) for some d,) > 0and H > 1. There
exists a constant t € (0, 2_”_1], depending only on n, s, p, H, and X, such that
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ifu>0in By,

|Ba N {u <28} < 7 |Baf, (2.6)
and
d + Tails p(u—;2) <9, 2.7)
for some § € (0, 1/2], then
u>3 inBi. 28

Proof Letd < h <k <25and 1 < p <r < 2be fixed, and t € (0, 2’"’1] to be
later taken small. Setting z; := (« — k)_, we first observe that, by (2.6) and the fact
that T < 27"~ 1 it holds

|Bp N{zk =0} = |Bp \ {u < k}| = |Bp| — |Bp N {u < 28}| > |By| — T|B2| > |B,l/2.

By this, we may apply the fractional Sobolev inequality for functions that vanish
over a set with positive density (see, e.g., [8, Corollary 4.9]) and get that

2n—s

2n
(k — )| A~ (h, p)| " < / ()2 dx gc/ / k() =2l s
B, A=(kp) /B, |x —y["T2

p—1
S CIAT (k. p)| » [zklwsr(s,)

for some constant C > 1 depending only on n, s, and p. Note that the last
estimate follows by Holder’s inequality—see, e.g., [8, Lemma 4.6] for the detailed
computation. Taking advantage of (2.2), we further obtain that

k= W)P|A~ ()] "

Nzl Zoes,y | Nakllpics,)Tails,p(zi; p)P
(r—p)r (r — p)yntsp

)

< ClA™(k, p)|P~! {df’lA(k, |+

where C may now also depend on H and A. Now, thanks to assumption (2.7), the
non-negativity of u in Bj, and the fact that § < k, from the previous inequality we
easily deduce that

Ck
n+p

(r—p)r (k—=nh

_ 2n—s _
A" (h, p)| 2 < A~ (k, r)l.

By evaluating this inequality along two sequences of radii {p;} and of levels
{k;}—exponentially decreasing from 2 to 1 and from 2§ to §, respectively—and
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arguing as in the last part of the proof of Proposition 2.3, we are led to the
conclusion (2.8), provided t is chosen sufficiently small. O

The second step in the proof of Lemma 2.6 is represented by the next result.
Unlike Lemma 2.7, it heavily relies on the presence of the second term on the left-
hand side of (2.5) and, therefore, it only holds true for functions in the smaller
class DG™”.

Lemma 2.8 Letu € DGS_’p(B4; d,H,\) forsomed, ) >0, H > 1. Forevery T €
(0, 1), there exists § € (0, 1/8], depending only on n, s, p, H, A, and t, such that
ifu > 0in By,

|B2 N {u = 1}| > ; |B2l, (2.9)
and

d + Tail, ,(u_; 4) < 6,
then

|By N {u < 28}| < 7|B2l. (2.10)

The lemma tells that if u is a non-negative function belonging to DG™” (with,
say, d = 0) and for which {# > 1} has positive measure in B;, then the measure of
the sublevel set B, N {u < 248} goes to zero as § N\ 0.

For classical De Giorgi classes, this result is usually proved by estimating the
mass that is lost by passing from the level {u < 63} to {u < §1}, with 0 < §; < &2
small. A crucial role in this argument is played by an isoperimetric-type inequality
valid for level sets of functions in W7 and established by De Giorgi in [10]. This
inequality gives a quantification of the fact that classical Sobolev functions cannot
have jump discontinuities.

As will be discussed more extensively at the end of this section, inequalities like
De Giorgi’s may not hold true in fractional Sobolev spaces—indeed, step functions
may belong to W*-” when sp < 1. Estimate (2.5), when used to bound the second
term on its left-hand side, provides an alternative inequality to De Giorgi’s, no longer
holding for all functions of W*? but only for those that lie in DG®*?. Proposition A.1
in Appendix A shows that, instead, estimate (2.2) alone does not lead in general to
a similar conclusion.

Here below we make this argument rigorous and establish Lemma 2.8 through it.

Proof of Lemma 2.8 We apply (2.5) with xo = 0, r = 2, R = 3, and k = 44, for
some § € (0, 1/8] to be determined. By arguing as in the last part of the proof of
Lemma 2.7, it is easy to see that the right-hand side of (2.5) can be controlled from
above by Cé§”, for some constant C > 1 depending only on n, s, p, H, and A.
On the other hand, its left-hand side—and, in particular, its second summand—is
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larger than

p—1
W(y) — 45)7
B, lx—y|tep

(45—M(X))+[ dY}dx>C5|Bzﬂ{u<25}||Bzﬂ{u> 1},

By

for some constant ¢ € (0, 1) depending only on n, s, and p. See the end of the proof
of [8, Lemma 6.3] for more details. By combining these two facts and recalling
hypothesis (2.9), we deduce that |B, N {u < 26}| < CsP~1, from which (2.10)
readily follows, provided § is small enough. O

Since, by scaling, we may reduce ourselves to the case of R = 1, it is clear that
the joint application of Lemmata 2.7 and 2.8 leads to Lemma 2.6.

The growth lemma is the key ingredient of another important result valid for the
elements of the class DG*?: the Harnack inequality.

Theorem 2.9 (Harnack Inequality for DG*?) Let u € DG*?(Q;d, H, 1) for
some constants d, A > 0 and H > 1. There exists a constant C > 1, depending
onn,s, p, A, and H, such that, if u > 0 in 2, then

A+s
sup u + Tails p(u+; x0, R) < C ( inf u + Tails p(u—; x0, R) + R de)
Bg(x0) Br(x0)
(2.11)

forevery xog € Q and 0 < R < dist(xg, 0€2)/2.

Notice the presence of tail terms on both sides of the inequality. The one on the
right accounts for the possible negativity of # outside of 2 and cannot be removed,
as it was noticed by Kassmann [19] for s-harmonic functions. Conversely, the one on
the left makes the inequality stronger. To the best of our knowledge, the possibility
of including such a term was first realized by Ros-Oton and Serra [23] in the case of
the weak Harnack inequality (see the forthcoming Theorem 2.10) for supersolutions
of fully nonlinear nonlocal equations. We also mention the recent [3], by Cabré and
the author of this note, where the presence of this extra term is crucially exploited
to obtain a gradient bound for nonlocal minimal graphs.

As for the Héldg\r/ continuity result, Theorem 2.9 does not hold for the elements
of the larger class DG*? when sp < 1, in view of Proposition A.1.

To obtain Theorem 2.9, we first establish the aforementioned weak Harnack
inequality for the class DG’

Theorem 2.10 (Weak Harnack Inequality for DG*?) Letu € DG>*(Q;d, H, 1)
forsomed, » > 0and H > 1. There exist an exponent € > 0 and a constant C > 1,
both depending only on n, s, p, A, and H, such that, ifu > 0 in 2, then

1
i3 Ats
<][ u(x)fdx> <c< inf u + Taily ,(u_; x0. R) + R de) (2.12)
Bg(x0)

BR(x0)

forevery xo € Q and 0 < R < dist(xp, 9€2)/2.
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For the sake of conciseness, we do not include here the proof of Theorem 2.10,
which essentially relies on a scaled version of Lemma 2.6 along with a Krylov-
Safonov-type covering lemma. This argument is similar to the one developed in [14,
Section 3] for classical De Giorgi classes and can be found in [8, Subsection 6.4].

Question 2 Is it possible to establish a weak Harnack inequality for functions
in DG”? identical in structure to those of [23, Theorem 2.2] and [3, Theorem 1.6]?
That is, does (2.12) hold with ¢ = 1 and with the additional term Taily , (14 ; xo, R)
added on the left-hand side, such as in (2.11)?

Next is the following result, that reduces (2.11) to the verification of the
corresponding inequality for the essential supremum of u in Bg(x¢) only.

Lemma 2.11 Leru € DG*?(Bg; d, H, M) for somed, A >0, H > 1,and R > 0.
There is a constant C > 1, depending only on n, s, p, and H, such that, ifu > 0
in Bg, then

Ats,
Tail, ,(us: R) < C (supu + Taily ,(u_: R) + R ppd) .
Br

Proof 1t suffices to apply inequality (2.5) with x9 = 0, r = R/2, and k = 2M,
where we set M := supp, u + R*+sP)/Pd. On the one hand, it is not hard to see
that

— p=1
/ (u(x) — 2M)_ (W) =2M)y dx
B an =yl

—1
MR" / (u(y) —2M)Y
C  Jrm\Bg |y|tsp

=

(M
dy > R"™P { c Taily , (uy; R)P — CMP} ,

for some constant C > 1 depending only on n, s, and p. Note that the last inequality
in the above formula is immediate for p = 2. For a general p > 1, one may deduce
it using a numerical inequality such as the one provided by [8, Lemma 4.4]—see
the beginning of the proof of [8, Theorem 6.9] for more details. On the other hand,
the right-hand side of (2.5) is controlled by C R" 7 {Mp + M Taily p(u—; R)P-! },
with C now depending on H as well. The lemma then plainly follows by comparing
these two expressions. O

The full Harnack inequality of Theorem 2.9 follows by putting together Theo-
rem 2.10, (a slightly improved version of) Proposition 2.3, and Lemma 2.11. Indeed,
arguing as in [8, Subsection 6.4] and, in particular, the proof of Theorem 6.9 there,
one gets that supp, (., # can be controlled by the right-hand side of (2.11). As
anticipated before, the analogous bound for the tail term on its left-hand side can
be deduced using Lemma 2.11.

We conclude the section with a comment on the stability of the results that we
just presented in the limitas s 7 1.



Fractional De Giorgi Classes and Applications to Regularity 289

Essentially all the estimates that we obtained can be made uniform with respect
to this limit—that is, the constants that govern them can be chosen to be independent
of s, for s bounded away from zero—, provided a couple of changes in the
definitions of fractional De Giorgi classes are carried out: one needs to replace H
with H/(1—s) in both (2.2) and (2.5), and to correct the definition of the tail term by
adding the factor (1 — s) in front of the integral that appears, within round brackets,
on the right-hand side of (2.1). After these modifications, all results are uniform
as s /' 1 and coherent with those that are known for classical De Giorgi classes.
See [8] for the precise statements.

Such uniformity can be achieved mostly by keeping track of the dependence in s
of all the constants involved in the various results. Everything goes through with
little effort besides one point: the behavior of the constant § in Lemma 2.8. As can
be easily checked, the proof of Lemma 2.8 is based exclusively on the estimate for
the second term on the left-hand side of (2.5), a purely nonlocal quantity that, when
multiplied by (1 — s), vanishes in the limit as s ' 1. As a result, the proof of
Lemma 2.8 is not uniform in s as it is. To make it uniform, one can interpolate such
proof with an argument closer in spirit to one that leads to the growth lemma for
classical De Giorgi classes, such as [17, Lemma 7.5].

A key element of the proof of this classical result is an isoperimetric-type
inequality for the level sets of functionsin W!-? due to De Giorgi [10]—see, e.g., [5]
for its statement when p = 2 and [8, Lemma 5.2] for the general case. Next is a
partial extension of this inequality to the fractional Sobolev space W*-?, when s is
close to 1.

Proposition 2.12 Letn > 2, M > 0, and y € (0, 1). There exist two constants s €
(0, 1) and C > 0 such that the inequality

n—1 1
[1Binw<ojiB =11} " <C =97 lulysr) B 0{0 <u < 1)

holds true for every s € [s, 1) and every function u € W* P (By) satisfying

p p
”u”L,D(Bl) + (1 - s)[”]ws,p(Bl) < Ma

|Bi N {u <O} = y[Bil and [BiN{u =1} > y|Bi|

(2.13)

The constant C depends only on n and p, while s also depends on M and y.

The proof of Proposition 2.12 presented in [8, Section 5] is by contradiction and
based on a compactness argument that relies on the aforementioned De Giorgi’s
isoperimetric inequality in the Sobolev space W!'7. As a result, the optimal value
of 5 is unknown, as well as its possible independence from M and y. However, it
necessarily holds that § > 1/p, due to the fact that xg € W¥?(B)) for every s €
(0, 1/p) and every smooth set E C Bj.
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Question 3 Is it possible to obtain an inequality similar to the one of Proposi-
tion 2.12 for every function of the space W*?(By), every s € [1/p, 1), and without
assuming (2.13)?

3 Applications to Minimizers of Nonlocal Functionals

In this section we present the main application of fractional De Giorgi classes,
which ultimately motivates their introduction: the Holder regularity of minimizers
of possibly non-differentiable nonlocal functionals.

Let K : R" x R" — R be a non-negative measurable function satisfying

K(x,y)=K(y,x) forae. x,yeR" 3.1

and

1

Alx — y[ntsp S K(x,y) <

| nesp forae.x,y € R", (3.2)
X =Yy

for some constants s € (0,1), p > l,and A > l.Let F : 2 xR — Rbea
Carathéodory function and assume that

|F(x,u)| < Fp fora.e.x € Qandeveryu € R, 3.3)

for some constant Fy > 0. Associated to these two functions, we consider the energy
functional £, defined on every measurable function u# : R* — R by

s Q) = ;p /ﬁg |u<x>—u(yw’K(x,y>dxdy+/QF<x,u<x>)dx,
Q

where Gq := R?"\ (R" \ £2)%. More general kernels K and unbounded potentials F
(with subcritical growth in «) can also be considered. For simplicity of exposition,
here we restrict ourselves to those that are allowed by hypotheses (3.1)—(3.3). We
refer the interested reader to [8] for a broader setting.

The functional £ has been recently considered by several authors, since it allows
to model nonlinear phenomena that occur in the presence of long-range interactions.
Here, we are particularly interested in the case when F is not differentiable (and,
perhaps, not even continuous) in the variable u. Examples of such potentials have
been considered for instance in [6], with F () = X(0,+00)(#), and in [9], with F (u)
comparable to |1 — u?| for some d > 0.

Notice that, under the sole assumption (3.3), the functional £ is not differentiable
and therefore the regularity properties of its minimizers cannot be inferred from a
Euler-Lagrange equation. Instead, we will deduce such properties directly from the
minimizing inequality, as done in [15] in the case of a local functional.
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We now specify the notion of minimizers that we take into account. To this aim,
we will say that a function u# : R” — R belongs to W*-?(Q2) if u|q € LP(2) and

// lu(x) —u()|? dxdy < +oo.
Ca

e =y

By (3.2) and (3.3), this is equivalent to ask that u|g € LP(2) and & (u; Q) < +o00.

Definition 3.1 A function u € W*:?(Q) is a superminimizer of £ in Q if
Ew; Q) < Eu+¢; Q) (3.4)

for every non-negative measurable function ¢ : R” — R supported inside €.
Similarly, u is a subminimizer of £ in Q if (3.4) holds true for every non-positive
such ¢. Finally, u is a minimizer of £ in Q if (3.4) holds for every measurable ¢ :
R" — R supported inside €2.

It is not hard to check that u is a minimizer if and only if it is at the same time a
sub- and a superminimizer.

In the following result, we establish that minimizers of the energy functional £
belong to a fractional De Giorgi class.

Theorem 3.2 Let u € Lffl(R”) N WSP(Q2). There exists a constant H > 1,
depending only on n, s, p, and A, such that:

(a) ifu is a superminimizer of € in Q, thenu € DGip(Q; lF0 /p, H,0);
(b) ifu is a subminimizer of € in 2, then u € DGir’p(Q; Fo/p, H,0);
(c) if u is a minimizer of € in 2, then u € DG*?(Q; Fol/p, H,0).

For the sake of simplicity, we present the proof of Theorem 3.2 only for p = 2.
With little additional technical effort, the argument can be easily extended to the
case of a general p > 1, as shown in the proof of [8, Proposition 7.5].

Proof of Theorem 3.2 for p = 2 We only deal with point (a), since (b) is com-
pletely analogous. Clearly, (c) immediately follows from (a) and (b).

Letxg e Qand0 < r < p < t < R < dist(xg, d€2). Up to a translation, we may
suppose that xo = 0. Let n € C*°(R") be a cutoff function satisfying 0 < n < 1
in R", supp(n) € B(r4p)/2,1 = 1in By, and |Vy| < 4/(t — p) in R".

For any fixed k € R, let w4 := (4 — k)+, ¢ := nw_, and choose v := u + ¢ as
a competitor for u in (3.4). It holds

//g E(x,y)du(x,y)<4/ {F(x,v(x))—F(x,u(x))}dx, (3.5)

B

where E(x, y) := |u(x) —u(y)|> —|v(x) — v(y)|> and du(x, y) := K (x, y) dxdy.
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Now, on the one hand, by (3.3) we have that

F(x,v(x)) = Flx,u(x)) = F(x, u(x) + n(x)w-(x)) = F(x, u(x)) < 2F0 xa-k,p) (x)

for every x € B,. By this, we easily obtain an upper bound for the right-hand side
of (3.5):

/ [P, ve0) = Ferueo | dx <2R|a7 k.. (3.6)

On the other hand, we estimate the left-hand side of (3.5) as follows. Using the

definition of w_ along with Young’s inequality, we get that, for every (x,y) €
A (k) x A™ (k),

E(r,y) = lw-() —w- ()P = (1 = @) (w-(x) = w- () = () = () w-I
> (1=20 = n@)?) -0 = w-)F = 26 = 1P w-)*

In particular, when x € A7 (k) \ B; and y € A~ (k), it also holds

=
=

(x, y) = lw_(x) — w_()* = [(w=(x) — w_()) + nMw_I?
Z 2n(y)w-x)w-_(y).

For (x,y) € A~ (k) x (R" \ A (k)) we have

E(x,y) = n(@)w- () (w-(x) + 2w (y) + (1 = n(x)w-(x))

> 1) (Iw-(0) = w-O)F + 20-©w ().

By these inequalities, the fact that E(x,y) = 0 for x,y € R" \ A (k),

hypotheses (3.1)—(3.2) on the kernel K, and the properties of the cutoff 5, it is not
hard to conclude that

1
// 2ty > {[w]%{x(gp)+/ w,(x):/ v }dx}
E, B, n

lx — y‘n+2s
_ 2
_C{// lw—(x) wfz(y)\ dxdy
B?\Bg |x — y|n+ s
R2-2s ) n+2s
+ (t — p)2 lw—172p,) + (r — pyrt2s lw—Il 1By Tails, 2 (w—; r)}

for some constant C > 1 depending only on n, s, p, and A.
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By putting together the last estimate, (3.6), and (3.5), and applying Widman’s
hole-filling technique (with respect to the term [w,]%p ( Bp)), we obtain

2 w4 (y) 2
[U)7]HX(B/’) +v/t‘? U)7(X) {/l\gh |X - y|n+2S dy} ax g v {[U)7]HS(BT)
0

2-2s Rn+2s

_ R .
+ Fo ‘A (k, R)‘ + (= p)2 ”w*“iZ(BR) + ( lw—1l11 (B, Tails,2(w—; V)}

T — p)n+2s

for some constant y € (0,1) depending only on n, s, p, and A. From this
and a simple iteration lemma (see, e.g., [8, Lemma 4.11]) it follows that u €

DG™P(Q; Fol/p, H, 0) for some H > 1 depending only on n, s, p, and A. O

Notice that an important role in the above proof is played by the so-called hole-
filling technique of Widman [26], that we applied to the Gagliardo seminorm of the
space H*®. The same trick was used in [15] to deduce Caccioppoli inequalities for
minimizers of energies with gradient structure. For integro-differential equations, it
has been recently employed in [24].

By combining Theorem 3.2 with Theorems 2.2 and 2.5 of Sect. 2, we deduce the
Holder continuity of minimizers of £.

Corollary 3.3 (Holder Continuity of Minimizers) Leru € LY - R "W P (L2)
be a minimizer of £ in Q. Then, u € C{’(‘)C(Q)for some exponent « € (0, 1) and there
exists a constant C > 1 such that

el P (Bag (xo))

. ¢ 1
o 4 Tail, s x0, R) + RS FO/”>

lull oo (Br(xo)) + R*[u]ce(Br(xe) < C (

for every point xy € Q and radius 0 < R < dist(xg, 02)/2. The constants o and C
depend only on n, s, p, and A.

Similarly, by Theorems 2.9, 2.10, and 3.2, non-negative minimizers of £ satisfies
the following Harnack-type inequalities.

Corollary 3.4 (Harnack Inequalities for Minimizers) Ler u € L? _I(R") N
W P(Q2) withu > 0in Q2. The following statements hold true:

(a) if u is a superminimizer of £ in 2, then there exist an exponent ¢ > 0 and a
constant C > 1, both depending only on n, s, p, and A, such that

1
<][ u(x)adx>£ <cC ( inf u + Tailsp(u_; x0, R) + RSFOI/”>
B (x0) Br(x0)

forevery xog € Qand 0 < R < dist(xg, 0€2)/2;
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(b) ifu is a minimizer of € in 2, then there exists a constant C > 1, only depending
onn,s, p,and A, such that

sup u + Taily (s ; x0, R) < C ( inf u + Tail_,(u_; xo, R) + RSFOI/”>
Bpg(x0) BRg(x0)

for every xg € Qand 0 < R < dist(xg, 0€2)/2.

4 Applications to Solutions of Nonlocal Equations

Another application of fractional De Giorgi classes is represented by the regularity
results that will be discussed in this section, concerning weak solutions of equations
driven by nonlocal operators.

Let K be a kernel satisfying (3.1) and (3.2), for some s € (0, 1), p > 1l,and A >
1. We introduce the nonlinear and nonlocal operator £ = Lk, as formally defined
on a measurable function u : R” — R and at a point x € R" by

Lu(x) := PV. fRn Jux) — u)IP 7> (u(x) — u(y)K (x, y) dy

= lim lu(x) — u()IP 2w (x) — u(y)K (x, y) dy.
INO SR\ Bs (x)

Also, let f € L*°(2) and fo > || fllL>~(q) be given.
Throughout the section, we will consider (sub-/super-)solutions of the equation

Lu=f inQ, .1

defined in the following weak sense.

Definition 4.1 A function u € W* 7 () is a weak supersolution of (4.1) if
1
’ /n /Rn lu(x) — u)IP 2 @x) — u()) (@) — (WK (x, y) dxdy < /R" F(x)e(x)dx

for every non-negative function ¢ € W* 7 (R") supported inside 2. Conversely, u is
aweak subsolution of (4.1) if the reverse inequality holds for every such ¢. Finally, u
is a weak solution of (4.1) if

1
2/ / lu(x) — u(IP "2 wx) — u(y) (@) — (K (x, y) dxdy =/ J)e(x)dx
R JR" R"
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for every ¢ € W*P(R") supported inside 2.

Note that, if F = F(x,u) is a differentiable function in the variable u, the
minimizers of the energy £ considered in Sect.3 are weak solutions of (4.1),
with f = —F,(-,u). As for those minimizers, solutions of equations driven by
the operator £ are contained in a fractional De Giorgi class. This is the content of
the next result.

Theorem 4.2 Let u € Lf_l(R") N W3 P(Q). There exists a constant H > 1,
depending only on n, s, p, and A, such that:

(a) if u is a weak supersolution of (4.1), then u € DG (Q; fol/(p_l), H,sp/(p—
D);

(b) if u is a weak subsolution of (4.1), then u € DGip(Q; fol/(pfl), H,sp/(p —
D);

(¢) if u is a weak solution of (4.1), then u € DG*P(Q; £,/ P~V H, sp/(p — 1));

Theorem 4.2 can be proved through a strategy analogous to Theorem 3.2. We
omit the details for brevity and refer the interested reader to [8, Section 8].

By putting together this result with Theorems 2.2 and 2.5, we are able to deduce
the Holder regularity of weak solutions to (4.1).

Corollary 4.3 (Holder Continuity of Solutions) Lefu € LY - RHNWSP () be
a weak solution of (4.1). Then, u € Cﬁ‘)C(Q)for some exponent a € (0, 1) and there
exists a constant C > 1 such that

lleell e (Byg (xo)

llull oo (Br(xo)) + Ra[u]C“(BR(XU)) <C ( Rn/p

+ Tail, , (u; xo, R) + R0 £}/ "’*”)

for every xo € Q2 and every 0 < R < dist(xg, 02)/2. The constants o and C only
dependonn, s, p, and A.

When p = 2, the C* character of solutions to (4.1) is well-known—see, e.g.,
Silvestre [25] and Kassmann [18]. For a general p > 1, such regularity has been
obtained by Di Castro et al. [12] in the case of £-harmonic functions, i.e., when f =
0. To the best of our knowledge, Corollary 4.3—appeared in [8] as Theorem 2.4—is
the first result establishing Holder estimates for solutions of (4.1) when p # 2 and
in the presence of a non-vanishing right-hand side f. See also the very recent [2]
for almost sharp results when p > 2ands < (p — 1)/p.

Taking advantage of Theorems 2.9 and 2.10, we also have the following Harnack
inequalities.

Corollary 4.4 (Harnack Inequalities for Solutions) Ler u € L? - R™ N
W P(Q2) withu > 0 in Q2. The following statements hold true:
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(a) if u is a weak supersolution of (4.1), then there exist an exponent ¢ > 0 and a
constant C > 1, both depending only on n, s, p, and A, such that

1
<][ u(x)gdx)‘E <C ( inf u + Tail, ,(u—; xo, R)—i—RP 'fl/(p l))
Br(x0)

BR(x0)
for every xo € Q and 0 < R < dist(xp, 0€2)/2;

(b) if u is a weak solution of (4.1), then there exists a constant C > 1, only
depending on n, s, p, and A, such that

sup u + Tails, p(uy; xp, R) < C( inf u + Taily, p(u—; x0, R) LR lfl/(p U)
Br(x0) Br(x0)

for every xo € Q and 0 < R < dist(xp, 9€2)/2.

Similar Harnack inequalities appeared in [19], for p = 2, and in [11], with a
general p > 1 but with f = 0.

Appendix A: An Explicit Example

It is easy to see that the characteristic function of a sufficiently smooth subset E
of R” is contained in the fractional Sobolev space W*-?, provided sp < 1. In this
appendix we show that, in dimension n = 1 and under this assumption on s and p,
a step function may also belong to a weak fractional De Giorgi class DG*P—
but never to a strong class DG*”. From this, it follows that the C% estimates
of Theorem 2.5 and the Harnack inequality of Theorem 2.9—both valid for the
elements of the smaller class DG*-”—cannot be extended to DG**.

Proposition A.1 Letn = 1and sp < 1. Then,

X(0.4+00) € DG*P((—1, 1); 0, H, 0) (A.1)
for some constant H > 1. Furthermore,

X(0.400) € DGTP((—1,1):d, H, 1) (A.2)

foreveryd, . > 0and H > 1

Proof We begin by showing that (A.1) holds true. We only check that u :=
X(0,+00) belongs to the class DG””, as the verification of its inclusion in DG P
is analogous.

Fix any xo € (—=1,1),0 <r < R < 1— x|, and k € R. In order to check
the validity of the inequality defining DG”?, we clearly can restrict ourselves to
considering the case of k > 0, since 0therw1se (u —k)— = 0. For shortness, we only
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deal with k € (0, 1], the case k > 1 being similar. We first estimate from above the
left-hand side of (2.2):

Xk X0 (u(x) — k) - — (u(y) —k)—|P
[(l/l — k)f][‘jvs’p((xofr,xo+r)) = / / B 14sp dxdy
xo—r Jxo—r |x — ¥

0 xo+r dxdy
=W [ [ |
(Ixol,+00) or Jo Ix — y|1+$1’

2(r — |xol) kP

sp(l —sp)
(A.3)

In view of this, it suffices to estimate from below the right-hand side of (2.2)
when r > |xg|. In this case, also R > |xo| and therefore such right-hand side is
larger than

(1-s)p (1-s)p 0
H (’; M= sy = H (’; I / D HR o'
As R > r, the latter quantity controls the one appearing on the last line of (A.3),
provided H is sufficiently large (in dependence of s and p only). Consequently, u
belongs to the class DG>?((—-1,1); 0, H, 0).

We now turn our attention to (A.2). We point out that, arguing by contradiction,
its validity could be inferred from Theorem 2.10. Nevertheless, we present here a
proof of it based on a direct computation, for we show that inequality (2.5) does not
hold when xo = 0 and R = 2r, with k, r > 0 suitably small. Indeed, under these
assumptions the left-hand side of (2.5) is larger than

r —k p—1 0 x+r 1—k p—1
R P R A

Pk — kP!
N 1—sp '

On the other hand, it is easy to check that the right-hand side of (2.5) is bounded
above by CH (r'**dP 4 r'=5PkP), for some constant C > 1 depending only on s
and p. By taking r and k smaller and smaller (but positive), it follows that the
latter quantity cannot control the one displayed above, no matter how large H is.
Hence, (A.2) holds true. |
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Harnack and Pointwise Estimates )
for Degenerate or Singular Parabolic e
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Fatma Gamze Diizgiin, Sunra Mosconi, and Vincenzo Vespri

Abstract In this paper we give both a historical and technical overview of the
theory of Harnack inequalities for nonlinear parabolic equations in divergence form.
We start reviewing the elliptic case with some of its variants and geometrical
consequences. The linear parabolic Harnack inequality of Moser is discussed
extensively, together with its link to two-sided kernel estimates and to the Li-Yau
differential Harnack inequality. Then we overview the more recent developments of
the theory for nonlinear degenerate/singular equations, highlighting the differences
with the quadratic case and introducing the so-called intrinsic Harnack inequalities.
Finally, we provide complete proofs of the Harnack inequalities in some paramount
case to introduce the reader to the expansion of positivity method.
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1 Introduction

Generally speaking, given a class C of nonnegative functions defined on a set €2, a
Harnack inequality is a pointwise control of the form u(x) < Cu(y) forallu € C
(with a constant independent of ©#) where the inequality holds for x € X C  and
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y €Y C Q, (X,Y) belonging to a certain family F determined by C. Thus it takes
the form

3C=C(,F) suchthat supquir;fu VX, Y)e F,uelC. (1.1)
X

Given C, one is ideally interested in maximal families . In this respect, certain
properties of maximal families are immediate, e.g., if X’ € X and (X, Y) € F, then
(X', Y) € F. The so-called Harnack chain argument consists in the elementary
observation that if both (X, Y) and (Y’, Z) belong to F and yp € Y N'Y' # @4, then
supu < C infu < Cu(yg) <C supu < C? infu,
X Y Y’ zZ
hence we can add all such couples (X, Z) to F by considering the constant
C2. Other properties of F follow from the structure of C: if, for instance, C is
invariant by a suitable semi-group {®;},~0 of domain transformations (meaning
that u € C = uo ®, € C for all A > 0), then F should also exhibits this
invariance.

Formally, to a larger class C corresponds a smaller family F and the more
powerful Harnack inequalities aim at “maximize” the two sets at once. Typically,
C is the set of nonnegative solutions to certain classes of PDE in an ambient
metric space 2 and F should at least cluster near each point of Q (i.e. VP €
Q,r > 0 there exists (X,Y) € JF such that both X and Y lie in the ball of
center P and radius r). Another example is the class of ratios of nonnegative
harmonic functions vanishing on the same set, giving rise to the so-called boundary
Harnack inequalities. Given C, searching for a suitable maximal family F such
that (1.1) holds, informally takes the name of finding the right form of the Harnack
inequality in C. Rich examples of such instance arise in the theory of hypoelliptic
PDE’s.

Historically, the first of such pointwise control was proved by Harnack in
1887 for the class C of nonnegative harmonic functions in a domain <
R?, with F being made of couples of identical balls well contained in .
Since then, extensions and variants of the Harnack inequality grew steadily in
the mathematical literature, with plentiful applications in PDE and differential
geometry. Correspondingly, its proof in the various settings has been obtained
through many different points of view. To mention a few: the original potential
theoretic approach, the measure-theoretical approach of Moser [70], the proba-
bilistic one of Krylov-Safonov [58] and the differential approach of Li and Yau
[65].

Many very good books and surveys on the Harnack inequality already exist
(see e.g. [54]) and we are thus forced to justify the novelty of this one. Our
main focus will be the quest for the right form F of various Harnack inequalities
and, to this end, we will mainly deal with parabolic ones, which naturally exhibit
a richer structure. Even restricting the theme to the parabolic setting requires a
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further choice, as the theory naturally splits into two large branches: one can
either consider divergence form (or variational) equations, whose basic linear
example is u; = div(A(x) Du), or equations in non-divergence form (or non-
variational), such as u; = A(x) - D?u. While some attempts to build a unified
approach to the Harnack inequality has been made (see [36]), structural differences
seem unavoidable. Moreover, both examples have nonlinear counterparts and the
corresponding theories rapidly diverge. We will deal with parabolic nonlinear
equations in divergence form, referring to the surveys [49, 57] for the non-
divergence theory.

Rather than simply collecting known result to describe the state of the art, we
aim at giving both a historical and technical overview on the subject, with emphasis
on the different proofs and approaches to the subject.

The first part, consisting in Sects. 2—4, will focus on the various form of (1.1),
mentioning some applications and giving from time to time proofs of well-known
facts which we found somehow hard to track in the literature. In particular,
we will deal with the elliptic case in Sect.2, with the linear parabolic Harnack
inequality in Sect. 3 and with the singular and degenerate parabolic setting in Sect. 4.
Here we will describe the so-called intrinsic Harnack inequalities, by which we
mean a generalization of (1.1) where the sets X and Y also depend on u (or,
equivalently, (1.1) holds in a restricted class C determined by non-homogeneous
scalings).

The second part consists of the final and longest section, which is devoted to
detailed proofs of the most relevant Harnack inequalities for equations in divergence
form. Our aim is to obtain the elliptic and parabolic Harnack inequalities in a unified
way, following the measure-theoretical approach of De Giorgi to regularity and
departing from Moser’s one. This roadmap has been explored before (see [67] for an
axiomatic treatment), but we push it further to gather what we believe are the most
simple proofs of the Harnack inequalities up to date. Credits to the main ideas and
techniques should be given to the original De Giorgi paper [18], the book of Landis
[63] and the work of Di Benedetto and collaborators gathered in the monograph
[31]. We will focus on model problems rather than on generality in the hope to
make the proofs more transparent and attract non-experts to this fascinating research
field.

2 Elliptic Harnack Inequality

2.1 Original Harnack

In 1887, the german mathematician C.G. Axel von Harnack proved the following
result in [47].
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Theorem 2.1 Let u be a nonnegative harmonic function in Bg(xo) € R2. Then for
all x € B, (x0) C Bgr(xp) it holds

K w0 =uem = % o)
u(x u(x u(xop).
R+r 0= " R-r 0
The estimate can be generalized to any dimension N > 1 through the Poisson
representation formula, resulting in

( RATIR=r < ()<( R )N_ZR“ ). @D
R+r) R+ruxo_ux_ R—r R— 0" '

and the constants can be seen to be optimal by looking at the solutions u, of
the Dirichlet problem on the ball Bg with boundary data ¢, — &y, |x0l = R.
However, the modern version of the Harnack inequality for harmonic functions is
the following special case of the previous one.

Theorem 2.2 Let N > 1. Then there exists a constant C = C(N) > 1, such that if
u is a nonnegative, harmonic function in Ba,(xo), then

sup u < C inf u. 2.2)
By (x0) Br(x0)

The proof of this latter form of the Harnack inequality is an easy consequence
of the mean value theorem. For the early historical developments related to the first
Harnack inequality we refer to the survey [54].

The Harnack inequality has several deep and powerful consequences. On the
local side, Harnack himself in [47] derived from it a precisely quantified oscillation
estimate. Due to the ubiquity of this argument we recall its elementary proof. Let
xo = 0 and

M, (u) = supu, my(u) = iélfu, osc(u, By) = M, (u) — m,(u).

B, r

Both M»,(u) — u and u — mo, () are nonnegative and harmonic in By, so (2.2)
holds for them, resulting in

Moy (u) —my(u) < C(Mor(u) =M, w)), My (u) —maor(u) < C(m,(u) —mor(u)),
which added together give

Mo (u) — mor(u) + My (u) —m,(u) < C(MZr(”) —mor(u) — (My(u) — mr(”)))
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Rearranging, we obtain

Cc—-1
9 B < 9 B 9
osc(u, By) < c4 1osc(u 2r)

which is the claimed quantitive estimate of decrease in oscillation.

Removable singularity results can also be obtained through the Harnack inequal-
ity, as well as two classical convergence criterions for sequences of harmonic
functions. At the global level, it implies Liouville and Picard type theorems. For
example, Liouville’s theorem asserts that any globally defined harmonic function
bounded from below must be constant, as can be clearly seen by applying (2.2) to
u — infpny u and letting r — +o0.

2.2 Modern Developments

In his celebrated paper [18], De Giorgi introduced the measure theoretical approach
to regularity, proving the local Holder continuity of weak solutions of linear elliptic
equations in divergence form

N
L) := Y Di(a;j(x)Dju) =0 (2.3)
i,j=1

with merely measurable, symmetric coefficients satisfying the ellipticity condition

N
MEP < ) aijn&E; < AEP, 0 <A< A < +oo. (2.4)
i,j=1

The modern regularity theory descending from his ideas is a vast field and the
relevant literature is huge. We refer to [69] for a general overview and bibliographic
references; the monograph [43] contains the regularity theory of quasi-minima,
while for systems one should see [61] and the literature therein.

Regarding the Harnack inequality, Moser extended in his fundamental work [70]
its validity to solutions of (2.3).

Theorem 2.3 Suppose u > 0 solves (2.3) in a ball By, (xo) where (2.4) holds. Then
there exists a constant C > 1 depending only on N and the ellipticity ratio A /A
such that

sup u < C inf u.
By (x0) By (x0)
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Moser’s proof is also measure-theoretical, stemming from the De Giorgi
approach but introducing pioneering new ideas. It relied on the John-Nirenberg
Lemma [51] and certainly contributed to its diffusion in the mathematical
community. Such a level of generality allowed to apply essentially the same
technique for the general quasilinear equation

divA(x, u, Du) = 0. 2.5)

Indeed, in [81, 86], the same statement of the Harnack inequality has been proved
for (2.5) instead of the linear equation (2.3), provided A satisfies for some p > 1
and A > A > 0 the ellipticity condition

A(x,s,2) -2 = Alz|?

x € Bar(x0),s € R,z e RV, (2.6)
|AGe, s, )] < Alz]P™!

The power of the measure-theoretical approach was then fully exploited in [25],

where the Harnack inequality has been deduced without any reference to an elliptic

equation, proving that it is a consequence of very general energy estimates of

Caccioppoli type, encoded in what are the nowadays called De Giorgi classes. For

a comprehensive treatment of the latters see [23].

2.3 Moser’s Proof and Weak Harnack Inequalities

Moser’s proof of the Harnack inequality is splitted in two steps:

(D LP — L bound:
Let u be a nonnegative subsolution of (2.3) in By, i.e., u obeys —L(u) < 0
weakly (supersolutions being defined through the opposite inequality). For any

p > 0itholds
1
supu < C <][ ML dx)l 2.7)
B By

for some constant C = C(N, A/A, p). If on the other hand u is a positive
supersolution, then ulisa positive subsolution, and (2.7) can be rewritten
as

1

infu >C! <][ updx> :
By By,
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(IT) Crossover Lemma. The Harnack inequality then follows if one has
][ u? dx][ u=?dx < C(N) (2.8)

for some (small) p = p(N,A,A) > 0. This is the most delicate part
of Moser’s approach, and is dealt with the so-called logarithmic estimate.
The idea is to prove a universal bound on logu, as suggested by the Har-
nack inequality itself. To this end, consider a ball B,(xg) € By, and test
the equation with uln?, 1y being a cutoff function in CZ°(Bz,(xp)). This
yields

)\/ |Dul>u=?n?dx < ZA/ |Dulu~" |n||Dn|dx
B, (x0) By (x0)

with A, A given in (2.4). Apply Young inequality on the right and note that we
can assume |Dn| < c p~! to get

][ IDlogu|>dx < C(A/A) p~2 (2.9)
By (x0)
as long as n = 1 in B, (xo). The Poincaré inequality then implies
2
][ (logu—][ 10gudx> dx < C(N,A/)), for all B, (xo) € Bay,
B, (x0) B (x0)

which means that logu € BMO(B2). Then John-Nirenberg’s Lemma
ensures

][ eﬁ\w\dxﬁc’ w = logu —m, mz][ logudx

for some small p = p(N, A) > 0and ¢ = ¢(N), and inequality (2.8) follows by
multiplying

][ updx:epm][ e’ dx <ce’™ and ][ ufpdx:efpm][ e PVdx <ce P™M,
r r r r

In particular, Moser’s proof shows that a weaker form of Harnack inequality
holds for the larger class of non-negative supersolutions to (2.3) in By,. Namely, the
following weak Harnack inequality holds

r

1
N
<][ uP dx)p < Cinfu, for any p € ]0, [
By, B N -2
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for some constant C = C(N, A/A, p). The range of exponents in the weak Harnack
inequality is optimal, as the fundamental solution for the Laplacian shows. Notice
that the L>° — L” bound also implies an L”-Liouville theorem, as letting r —
+00 in (2.7) shows that 0 is the only nonnegative solution globally in L?(R").
On the other hand, the previous weak Harnack inequality gives a lower asymptotic
estimate for positive L{ (R ) supersolutions of the form infg, u > r~N/? forr —
+o00. From the local point of view, the weak form of the Harnack inequality is also
sufficient for the Holder regularity and for strong comparison principles.

A different and detailed proof of the elliptic Harnack inequality via the expansion
of positivity technique will be given in Sect. 5.1.

2.4 Harnack Inequality on Minimal Surfaces

After considering the Harnack inequality for nonlinear operator, a very fruitful
framework was to consider its validity for linear elliptic operators defined on
nonlinear ambient spaces, such as Riemannian manifolds. One of the first examples
of this approach was the Bombieri—-De Giorgi-Miranda gradient bound [10] for
solutions of the minimal surface equation

div bu =0 (2.10)
J1+Du2) '

The approach of [10], later simplified in [88], consisted in showing that w =
log \/ 1 + | Du|? is a subsolution of the Laplace-Beltrami operator naturally defined
on the graph of u considered as a Riemannian manifold. Since a Sobolev-Poincaré
inequality can be proved for minimal graphs (see [68] for a refinement to smooth
minimal submanifolds), the Moser iteration yields an L> — L' bound on w which
is the core of the proof.

Another realm of application of the Harnack inequality are Bernstein theorem,
i.e. Liouville type theorem for the minimal surface equation (2.10). More precisely
Bernstein’s theorem asserts that any entire solution to (2.10) in R? is affine. This
statement is known to be true in all dimension N < 7 and false from N = 8§
onwards. One of the first applications in [70] of Moser’s (Euclidean) Harnack
inequality was to show that if in addition # has bounded gradient, the Bernstein
statement holds true in any dimension. Indeed, one can differentiate (2.10) with
respect to x;, giving a nonlinear equation which however can be seen as linear in u,;
with freezed coefficients. It turns out that if |Du| is bounded then the coefficients
are elliptic and the Liouville property gives the conclusion.

The approach of [10] was pushed forward in [9], where a pure Harnack inequality
was shown for general linear operators on minimal graphs. Taking advantage of
their Harnack inequality, Bombieri and Giusti proved that if N — 1 derivatives of a
solution to (2.10) are bounded, then also the N-th one is bounded, thus ensuring the
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Bernstein statement in any dimension thanks to the Moser result. See also [35] for
a direct proof of this fact using the Harnack inequality on minimal graph alone.
For other applications of the Harnack inequality on minimal graphs, see [16].

2.5 Differential Harnack Inequality

A natural way to look at the Harnack estimate u(x) < C u(y) is to rewrite it as
logu(x) —logu(y) <logC = C/, forallx,y € B,

as long as u > 0 in By,. If one considers smooth functions (such as solutions
to smooth elliptic equations), a way to prove the latter would be to look at it as
a gradient bound on logu. More concretely, it is a classical fact that harmonic
functions in By, (xo) satisfy the gradient estimate

su u
| Duxo)| < C(N) pB’f‘”' ’

therefore Harnack’s inequality implies that

. u(xo)
u>0in B:(xo) = [Du(xg)| < C(N) .

This can be rewritten in the following form:

Theorem 2.4 (Differential Harnack Inequality) Let © > O be harmonic in
B (x0) € RY. Then

|Dlog u(xo)| < C(N). (2.11)
r

Inequality (2.11) can be seen as the pointwise version of the integral esti-
mate (2.9) and as such it can be integrated back along segments, to give the original
Harnack inequality. The differential form (2.11) of the Harnack inequality clearly
requires much more regularity than the Moser’s one, however, it was proved to
hold in the Riemannian setting for the Laplace-Beltrami equation in the ground-
breaking works [16, 94], under the assumption of non-negative Ricci curvature
for the manifold. To appreciate the result, notice that all proofs of the Harnack
inequality known at the time required a global Sobolev inequality, which is known
to be false in general under the Ric > 0 assumption alone.

The elliptic Harnack inequality in the Riemannian setting proved in [94] (and,
even more importantly, its parabolic version proved soon after in [65]) again implies
the Liouville property for semi-bounded harmonic functions and it was one of the
pillars on which modern geometric analysis grew. See for example the survey article



310 F. G. Diizgiin et al.

[64] for recent results on the relationship between Liouville-type theorems and
geometric aspects of the underlying manifold. The book [73] gives an in-depth
exposition of the technique of differential Harnack inequalities in the framework
of Ricci flow, culminating in Perelman differential Harnack inequality.

2.6 Beyond Smooth Manifolds

Clearly, the differential approach to the Harnack inequality is restricted to the
Laplace-Beltrami operator, due to its smoothness and its close relationship with
Ricci curvature given by the Bochner identity

Au = |D ”|2 ) .
u=0 = A , = |D“u|” 4+ Ric(Du, Du).
It was only after the works [44, 78] that a different approach to Moser’s Harnack
inequality on manifolds was found.! Essentially, it was realized that in order to
obtain the Harnack inequality on a Riemannian manifold (M, g) with corresponding
volume form m and geodesic distance, two ingredients suffice:

— Doubling condition: m (BZ, (xo)) <Cm (B, (xo))

2
u—][ udm‘ dme/ |Du|2dm
B, (x0) By (x0)
(2.12)

— Poincaré inequality: /
By (x0)

for any xo € M and r > 0. These two properties hold in any Riemannian
manifold with nonnegative Ricci curvature, thus giving a Moser-theoretic approach
to the Harnack inequality in this framework. What’s more relevant here is that
Doubling and Poincaré are stable with respect to quasi-isometries (i.e. bilipschitz
homeomorphisms) and thus can hold in non-smooth manifolds, manifolds where
Ric > 0 does not hold (since curvature is not preserved through quasi-isometries),
and/or for merely measurable coefficients elliptic operators. It is worth mentioning
that Doubling and Poincaré were also shown in [17] to be sufficient conditions
for the solution of Yau’s conjecture on the finite-dimensionality of the space of
harmonic functions of polynomial growth.

It was a long standing problem to give geometric conditions which are actually
equivalent to the validity of the elliptic Harnack inequality, and thus to establish
the stability of the latter with respect to quasi (or even rough) isometries. This

1 Actually, to a parabolic version of the Harnack inequality, which readily implies the elliptic one.
For further details see the discussion on the parabolic Harnack inequality below and for a nice
historical overview on the subject see [80, Section 5.5].
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problem has recently been settled in [6], to which we refer the interested reader
for bibliographic reference and discussion.

3 Parabolic Harnack Inequality

3.1 Original Parabolic Harnack

Looking at the fundamental solution for the heat equation
u; — Au =0,

one finds out that there is no hope to prove a straightforward generalization of the
Harnack inequality (2.2). In the stationary case, ellipticity is preserved by spatial
homotheties and translations, thus the corresponding Harnack inequality turns out to
be scale and translation invariant. For the heat equation, the natural scaling (x, ) >
(Ax, A%1) preserves the equation and one expects a parabolic Harnack inequality to
obey this invariance. In order to guess its form it is useful to look at the special
caloric function w(x, ) = t’l/ze’xz/’ defined on Rx ]0, +oo[. Given two times
1, > 0 and £ > 0, one easily computes

_1 @i . _1 _@n?
sup w(x,t) =1t ‘e 1, inf w(x,n)=1t"e =2
x€B(£) X€B, (&)

In order for the latters to be comparable for all large r and £ = 0, it must hold
>t ¥, Moreover, t] = tp = r2 won’t do when we choose & = kr with
k — +00, so that the control must happen at different times. Even if # — r~1/2 is
decreasing while 7 +— e~/ s increasing, a growth rate argument suggests that, in
order for a Harnack inequality to hold, one must require #; < #,. Indeed, setting

wx,t) ifx>0,1r>0

w(x,t) = :
0 ifx>0,7r<0
also gives a solution on the half-space ]0, +oo[ xR, vanishing for ¢+ < 0. Thus we
see that the supremum at a certain time can only be controlled by the infimum at
later times.
The explicit parabolic form of the Harnack inequality was found and proved
independently by Pini and Hadamard in [45, 75] and reads as follows.

Theorem 3.1 Let u > 0 be a solution of the heat equation in B, (xo) x [ty —
4p2, to+4p?]. Then there exists a constant C(N), N being the dimension, such that

sup u(-, o — p*) < C(N) inf u(-, o+ p?). 3.1)
B, (x0) By (x0)
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As expected, this form of the Harnack’s inequality complies with the scaling
of the equation and introduces the notion of waiting time for a pointwise control
to hold. It represents a quantitative bound from below on how much the positivity
of u(xo, tp) (physically, the temperature of a body at a certain point) propagates
forward in time: in order to have such a bound in a whole ball of radius r we have
to wait a time proportional to r2.

Another way of expressing this propagation for a nonnegative solution on
B, JT (x0) x [0,4T] is the following, which, up to numerical factors is equivalent
to (3.1),

C inf u>u(x,2T)>C"" sup u, (3.2)
P (xo) P (x0)

where PTi (xo) are the part of the forward (resp. backward) space-time paraboloid
with vertex (xo, 27) in B jp(x0) x [T, 3T] (see Fig. 1):

Pf(xo) = {(x, 1) : T—tg > t—tg > |x—xo|*}, Py (xo) = {(x,0) :10—T > to—t > |x—xo|*}.

4T

u >0

v

Fig. 1 Representation of (3.2): assuming # > O in the boxed region, the dark grey area is P;’

where u is bounded below by u(x¢, 27), while the light grey one is P_{ where u is bounded above
by u(xo, 2T)
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A consequence of the parabolic Harnack inequality is the following form of the
strong maximum principle. We sketch a proof here since this argument will play a
role in the discussion of the Harnack inequality for nonlinear equations.

Corollary 3.2 (Parabolic Strong Minimum Principle) Let u > 0 be a solution of
the heat equation in Q x [0, T, where Q is connected, and suppose u(xo, to) = 0
for some xg € Qandty €10, T[. Thenu = 0in Q x [0, 1]

Proof (Sketch) Pick (x1,t1) € Qx]0, #[ and join it to (xo, 7o) with a smooth
curve y : [0, 1] — ©2x]0, o] such that y’ always has positive z-component. By
compactness there is § > 0 and a small forward parabolic sector P6+ ={e>1t>
|x|%} such that: 1) y (o) € y(r) + P} forall o € [r, 7 + 8] and 2) the Harnack
inequality holds in the form (3.2) for all s € [0, 1], i.e.

u(y(s)) < inf wu.
y()+PF

These two properties and u(y (1)) = 0 readily imply u o y = 0. O

3.2 The Linear Case with Coefficients

In the seminal paper [74] on the Holder regularity of solutions to parabolic equations
with measurable coefficients, Nash already mentioned the possibility to obtain a
parabolic Harnack inequality through his techniques. However, the first one to
actually prove it was again Moser, who in [71] extended the Harnack inequality
to linear parabolic equations of the form

N
ur =Y Di(aij(x.t)Dju). (3.3)
Jri=l1
Theorem 3.3 (Moser) Let u be a positive weak solution of (3.3) in By x [0, T],
where a;j are measurable and satisfy the ellipticity condition (2.4) for allt € [0, T].
Forany0 <1t <t; < t1+ < t;’ < T define (see Fig.2)
C_:=B,x[t;, 1,1, Cy:=B x[t;,1f1.

Then it holds

supu < C(N, A, A, 1],) infu, (3.4)
c- Gy

with a constant which is bounded as long as tlJr —t, is bounded away from 0.
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Fig. 2 The cylinders C and t
C_ where the Harnack 1
inequality is stated

Cy

Using the natural scaling of the equation, the previous form the parabolic
Harnack inequality can be reduced to (3.1).

As in the elliptic case, the first step of Moser’s proof consisted in the L” — L™
estimates for subsolutions, obtained by testing the equation with recursively higher
powers of the solution. This leads to

C(N,p, A, A
sup u? < ( pN+2)// u? dx dt, r>p, p>0 3.5)
2(p) r—p) o)

where Q(r) are parabolic cylinders having top boundary at the same fixed time f,
say Q(r) = B, x [ty — r2, to]. Since if u is a positive solution, ulisa positive
subsolution, (3.5) holds true also for negative powers p, yielding a bound from
below for u in terms of integrals of u”. Similarly to the elliptic case, in order
to obtain the parabolic Harnack inequality, Moser proceeded to prove a crossover

lemma which reads as
0 2
/ / uPo dx / / udx <C, (3.6)
—1J B 1 B

for some C and a small pp > 0 depending on N and the ellipticity constants. This
proved to be much harder than in the elliptic case, mainly because the integrals
are taken on the two different and distant sets and no appropriate John-Nirenberg
inequality dealing with this situation was known at the time. Moser himself proved
such a parabolic version of the John-Nirenberg lemma yielding (3.6), but the proof
was so involved that he was forced to an erratum 3 years later. In [72] he gave a
different proof avoiding it, following an approach of Bombieri and Giusti [9]. For
this to work, he refined his L? — L estimates (3.5), showing that they hold with
constants independent from p, at least for sufficiently small values of |p|. As we
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will see, this was necessary for the Bombieri-Giusti argument to carry over. Despite
the parabolic John-Nirenberg Lemma has later been given a simpler proof in [33],
the abstract John-Nirenberg Lemma technique of [9] is nowadays the standard tool
to prove parabolic Harnack inequalities, see e.g. [56, 80]. On the other hand, Nash’s
program was later established in [34].

We next sketch the proof in [72]. The starting point is a logarithmic estimate,
obtained by multiplying the equation by u~!»?, with n € CX(B3), n = 0 and
n = 1 on B, and integrate in space only. Proceeding as in the elliptic case we obtain
the differential inequality

d
][ nz(x)logu(x,t)dx—i—c][ IDlogu(x, t)|? n*(x)dx < C.
dt B3 B3

Under mild concavity assumptions on 7, a weighted Poincaré inequality holds true
with respect to the measure dju = n?(x) dx, so that we infer

d 2
][ logu(x,t)du + c][ <logu(x, 1) —][ logu(x,t) d,u) du <C.
dt s B3 B3
By letting
v(x,t) =logu(x,t) — Ct, M(t)=][ v(x,t)dp
B3
the previous inequality can be rewritten as
d 2
Mo +ef (vt = M) de <0,
dt Bs

so that M (¢) is decreasing. Next, for A > 0 and ¢t € [0, 4], restrict the integral
over {x € By : v(x,t) = M(0) + A} where, by monotonicity, v(x, ) — M(t) >
M(O) — M(t) + A > X, to get

jt M) + ¢ (M) — M(1) + 1) |Bo N {v(x, 1) > M(0) + A}| <0,

(notice that du = dx on B»). Dividing by (M(0) — M(¢) + 12, integrating in
t € [0, 4] and recalling that M (r) < M (0) we deduce

10+@Q)N{v=M©O0)+2}| = C/a, 0+(2) = B2 x [0,4].

Similarly, forany ¢ € [—4,0],on{x € By : v(x,t) < M(0)—A}itholds M(t)—v >
M(t) — M(0) + A > X being M decreasing and proceeding as before we get

10-2)N{v = M(©0) -2} = C/a, 0-(2) := By x [-4,0].



316 F. G. Diizgiin et al.

Recalling the definition of v, the last two displays imply the weak-L' estimate

1Q+@2) N{logu = M(O) + A} = C/A,  10-(2) N{logu = M(0) —A}| = C/A,
3.7

where M (0) is a weighted mean of log u. To proceed, we let

w = ueiM(o)’ Q4+(r) =B, x [4 — r2,4], o) = sup Ing
0+(r)

forr € [1,2]. Since Q4+ (r) € Q+(2), forall A > 0,
[Q+(r) Nf{logw = A} = C/A.

We will prove a universal bound on ¢(r) so we may suppose that ¢(r) is large.
Estimate the integral of w?” on Q4 (r) splitting it according to logw < ¢(r)/2 or
logw > ¢(r)/2, to get

// wpdxdt=// eP1o8W gy 4y
0+(r) 0+(r)

< D[4 (r) N{logw = p(r)/2}| + |0 ()] 2#)
< 2C PP 4 e eh 9,
o(r)
Choose now p = p(r) such that
2C 2
P =y et & p= T loglcp(r), c:=cn/(2C)
@) @)

(where ¢(r) is so large that p is positive and sufficiently small), so that

// w”dxdthcNeg‘p(r).
0+(r)

We use (3.5) (with constant independent of p for small p), obtaining for a larger C,

1 Ce2?™ \ o) 1 c
v = logl v | =0y p1°g<<r —p)N+2)
_ e (1 log(C/(r — p>N+2>)
2 log(c ¢(r))

Therefore, either the second term in the parenthesis is greater than 1/2, which is
equivalent to

C2
@(r) < (r — p)2N+D)
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or the opposite is true, giving ¢(p) < icp(r). All in all we obtained

3
@(p) < 4</)(r) + (r — p)2NH4"

The latter can be iterated on an infinite sequence of radii 1 = rg < r, < ry41 <
--- <2 with, say, rp41 — 1y = (n 4+ 1)’2, to get

o0
p(1) < C > @3/4)" n* N,
n=0

which implies supy , () u e~ < C for some C dependingon N, A and A. Thanks
to the second estimate in (3.7), a completely similar argument holds true for w =
u~" eM® on the cylinders Q_(r) = B, x [—r?, 0], yielding sup,,_(ju~"eM© <
C,ie.infg_(u eM©® > -1 Therefore we obtained

MO
Supg. (U _ Supg,yue” <2
info_(yu infg_(1)u eM©0) — ’

3.3 First Consequences

As in the elliptic case, the parabolic Harnack inequality provides an oscillation
estimate giving the Holder continuity of solutions to (3.3) subjected to (2.4). More-
over, (3.4) readily yields a strong minimum principle like the one in Corollary 3.2
for nonnegative solutions of (3.3).

On the other hand, Liouville theorems in the parabolic setting are more subtle
and don’t immediately follow from the parabolic version of the Harnack inequality.
In fact, the Liouville property is false in general since, for example, the function
u(x,t) = e* is clearly a nontrivial positive eternal (i.e., defined on RN x R)
solution of the heat equation. A two sided bound is needed, and a fruitful setting
where to state Liouville properties in the one of ancient solutions, i.e. those defined
on an unbounded interval ] — oo, Ty[. An example is the following.

Theorem 3.4 (Widder) Let u > 0 solve the heat equation in R¥ x| — oo, Tyl
Suppose for some ty < Ty it holds

u(x, o) < Ce®D, for |x| — +o0.

Then, u is constant.

The latter has been proved for N = 1 in [93], and we sketch the proof in the
general case.
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Proof By the Widder representation for ancient solutions (see [66]) it holds
u(x, 1) =/ e EHIER 4 (6) (3.8)
RN

. 2
for some nonnegative Borel measure . Let v := e"61” 1 and observe that Holder’s
inequality with respect to the measure v implies that for all s €]0, 1[

u(sx + (1 —8)y, to) = / (x+(1=s)y)& dv(§)
]RN

s 1—s
s(f exfdv@)) (feyfdv@)) = u*(x,10) u' = (v, 10)

ie., x — logu(x, tp) is convex. As log u(x, ty) = o(|x|) by assumption, it follows
that x — u(x, tp) is constant. Differentiating under the integral sign the Widder
representation, we obtain

0= P(Dx)u(xatO)lx:OZ/ P(§)dv(é)
RN

for any polynomial P such that P(0) = 0. By a classical Fourier transform argu-
ment, this implies that v = ¢ §p and thus u(x, t) = ¢ due to the representation (3.8).
O

Compare with [83] where it is proved that under the growth condition 0 < u <
Ce?UxI+VID for ¢ < Ty, there are no ancient non-constant solutions to the heat
equation on a complete Riemannian manifold with Ric > 0.

Using Moser’s Harnack inequality, Aronsson proved in [1] a two sided bound on
the fundamental solution of (3.3) with symmetric coefficients, which reads

1 -C -y C =T
C(l‘—s)N/ze t—s < I'(x,t;y,5) < (t—s)N/ze C t-s (3.9)

for some C = C(N, A, A) and ¢t > s > 0, where the fundamental solution (or keat
kernel) solves, for any fixed (y, s) € RN x Ry

ol =Y ¥._ Dy (aij(x.)D,;T)  inRY x ]s, 400,

LG, t;y,s) —~* dy, ast | s, in the measure sense.

In [34], the previous kernel estimate was proved through Nash’s approach, and was
shown to be equivalent to the parabolic Harnack inequality.
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A global Harnack inequality also follows from (3.9), whose proof we will now
sketch. If u > 0 is a solution to (3.3) on RN x Ry andf > s > 7 > 0, then using
the representation

u(x,t):/ F'(x,t; €, Dug, v)dE, t>T,
RN

and the analogous one for (y, 5), we get

u(x,t) = /]RN F'x,t; &, 1) I‘_l(y,s; EDl(, ;& )uE, v)dé
(0, 9) :  cn?
— 1 |y—§ x—&
. u(y,s) (s—rt infeCler‘ —chtl ’
c? t—1 £

where T > 0 is a free parameter. Recalling that
. Ce2 g2 @ b 2
infaly —§1" —b|x —§|" = lx —yI7, a>b=0,
§ b—a

we consider two cases. If s/ < 1/(2C?) we choose T = 0 and compute

_£12 12 2
e
£ Cs t t—s

Ifinstead s/f € ]1/(2C?), 1], weset T = 5 — (t — 5)/(2C?) > 0 obtaining

11y — &2 12 o2
g LR g P
t C s—1 t—1 t—s

while (s — 7)/(t — t) = 1/(1 4+ 2C?). Therefore the kernel bounds (3.9) imply
the following Harnack inequality at large, often called sub-potential lower bound,
for positive solutions u# of (3.3) on RN %10, T[: there exists a constant C =
C(N, A, 1) > 1 such that

1 N g] _C|X*,V\2
u(x,t) > Cu(y,s)<t) e t=s forall T >t > s > 0. (3.10)

A similar global estimate, with a non-optimal exponent « = (N, A, 1) > N/2
for the ratio s/t, has already been derived through the so-called Harnack chain
technique by Moser in [71].
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3.4 Riemannian Manifolds and Beyond

Following the differential approach of [94], Li and Yau proved in [65] their
celebrated parabolic differential Harnack inequality.

Theorem 3.5 Let M be a complete Riemannian manifold of dimension N > 2 and
Ric > 0, and let u > 0 solve the heat equation on M x R.. Then it holds

) N
|Dlogu|® — 0;logu < . (3.11)
In the same paper, many variants of the previous inequality are considered, including
one for local solutions in Bg(xg)x ]to — T, to[ much in the spirit of [16], and
several consequences are also derived. Integrating inequality (3.11) along geodesics
provides, for any positive solution of the heat equation of M x R4

S\ ey
t

u(x,t)Zu(y,s)( )2 WD >5>0, (3.12)

where d(x, y) is the geodesic distance between two points x, y € M. This, in turn,
gives the heat kernel estimate (see [80, Ch. 5])

1 zlz(x,y)
—C —

s <T(x,t;y,5) < c o= 3.13
Vi —s)° =[x, 2;y,9) (3.13)

C
V(x,J/t —s) ¢

where V (x, r) is the Riemannian volume of a geodesic ball B(x, r). Notice that, in
a general Riemannian manifold of dimension N > 2,

Vix,r) >~ N for small » > 0,

but, under the sdle assumption Ric > 0, the best one can say is

2, <V@,r=<cr?, for large r > 0.

Therefore, while the Li-Yau estimate on the heat kernel coincides with Aronsson’s
one locally, it is genuinely different at the global level.

Other parabolic differential Harnack inequalities were then found by Hamil-
ton in [46] for compact Riemannian manifolds with Ric > 0, and were later
extended in [59, 83] to complete, non-compact manifolds. Actually, far more general
differential Harnack inequalities are available under suitable conditions on the
Riemannian manifold, see the book [73] for the history and applications of the
latters.
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Again, the differential Harnack inequality (3.11) requires a good deal of smooth-
ness both on the operator and on the ambient manifold. Yet, the corresponding
pointwise inequality (3.12) doesn’t depend on the smoothness of the metric g;;
but only on its induced distance and the dimension, hence one is lead to believe
that a smoothness-free proof exists. Indeed, the papers [44, 78] showed that the
parabolic Harnack inequality (and the corresponding heat kernel estimates) can
still be obtained through a Moser-type approach based solely on the Doubling and
Poincaré condition (2.12). Indeed, [44, 78] independently showed the following
equivalence.

Theorem 3.6 (Parabolic Harnack Principle) For any Riemannian manifold the
following are equivalent:

(1) The parabolic Harnack inequality (3.1).
(2) The heat kernel estimate (3.13).
(3) The Doubling and Poincaré condition (2.12).

Since Doubling and Poincaré are stable with respect to quasi-isometries, the
previous theorem ensures the stability of the parabolic Harnack inequality with
respect to the latters, and thus its validity in a much wider class of Riemannian
manifolds than those with Ric > 0. Condition (3) also ensures that the parabolic
Harnack inequality holds for general parabolic equations with elliptic and merely
measurable coefficients, see [79]. Actually, under local regularity conditions, it can
be proved for metric spaces which are roughly isometric to a Riemannian manifold
with Ric > 0, such as suitable graphs or singular limits of Riemannian manifolds.

3.5 The Nonlinear Setting

An analysis of Moser’s proofs reveals that the linearity of the second order operator
is immaterial, and that essentially the same arguments can be applied as well to
nonnegative weak solutions of a wide family of quasilinear equations. In [2, 87], the
Harnack inequality in the form (3.4) was proved to hold for nonnegative solutions
of the quasilinear equation

u; = divA(x, u, Du) (3.14)

where the function A : Q@ x R x R¥ — R¥ is only assumed to be measurable and
satisfying

A(x,s,2) -z > Colz|
|A(x,s,2)| < Cilzl,

(3.15)

for some given positive constants 0 < Cp < Cj. These structural conditions are
very weak, as, for example, the validity of the comparison principle holds in general



322 F. G. Diizgiin et al.

under the so-called monotonicity condition
(Ax,s5,2) — A(x,s,w)) - (z —w) =0 (3.16)

which does not follow from (3.15). To appreciate the generality of (3.15), consider
the toy model case N = 1, A(x, s, z) = ¢(z), so that a smooth solution of (3.14)
fulfills u; = ¢’ (uy)uyyx. Assuming (3.15) alone gives no information on the sign
of ¢’ except at 0 (where ¢’(0) > Cop > 0), so that (3.15) is actually a backward
parabolic equation in the region {u, € {¢p’ < 0}}.

Trudinger noted in [87] that the Harnack inequality for the case of general p-
growth conditions (2.6) with p # 2 seemed instead a difficult task. He stated the
validity of the Harnack inequality (3.4) for positive solutions of the doubly nonlinear
equation

uP™Y, = divA(x, t,u, Du)

where A obeys (2.6) with the same p as the one appearing on the left hand
side, thus recovering a form of homogeneity in the equation which is lacking
in (3.14). The (homogeneous) doubly nonlinear result has later been proved in
[40, 41, 56], (see also the survey [55]), but it took around 40 years to obtain the
right form of the Harnack inequality for solutions of (3.14) under the general p-
growth condition (2.6) on the principal part. The next chapter will be dedicated to
this development.

It is worth noting that another widely studied parabolic equation which presented
the same kind of difficulties is the porous medium equation, namely

u, = Au, m > 0.

In fact, most of the results in the following sections have analogue statements and
proofs for positive solutions of the porous medium equation. The interested reader
may consult the monographs [31, 91, 92] for the corresponding results for porous
media and related literature. More generally, the doubly nonlinear inhomogeneous
equation

u; = div@™ ' | Du|?~>Du)

has found applications in describing polytropic flows of a non-newtonian fluid in
porous media [5] and soil science [4, 60, 82], see also the survey article [52].
Regularity results can be found in [50, 76] and Harnack inequalities in [37] for the
degenerate and in [39] in the singular case, respectively. To keep things as simple as
possible, we chose not to treat these equations, limiting our exposition to (3.14).
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4 Singular and Degenerate Parabolic Equations

4.1 The Prototype Equation

Let us consider the parabolic p-Laplace equation
u; = div(|Du|’>Du), p > 1, 4.1

which can be seen as a parabolic elliptic equation with |Du|?~2 as (intrinsic)
isotropic coefficient. The coefficient vanishes near a point where Du = 0 when
p > 2, while it blows up near such a point when p < 2. For this reasons we
call (4.1) degenerate when p > 2 and singular if p < 2.

In the fifties, the seminal paper [3] by Barenblatt was the starting point of the
study of the p-Laplacian equation (4.1). The following family of explicit solutions
to (4.1) where found, and are since then called Barenblatt solution to (4.1).

Theorem 4.1 For any p > 1\%\:1 and M > O, there exist constants a,b > 0

depending only on N and p such that the function

p—1
p—2

2
t’lx I:aMfi;1 —b(|x|ti)1’p1:| , ifp>2,
By m(x, 1) = (4.2)

+

pp-2 1\ P i;:;
1 |:aM*P1 +b(|x|tk)1’1i| if 2> p,
where A = N(p —2) + p > 0, solves the problem

u; = div(|Du|P~2Du) in RN x 10, 4+-o0],
u(-, 1) =* My ast | 0.

The functions B,y are also called fundamental solutions of mass M, or simply
fundamental solutions when M = 1, in which case one briefly writes B, | = B,.
Uniqueness of the fundamental solution for the prototype equation was proved by
Kamin and Vizquez in [53] (the uniqueness for general monotone operators is still
not known).

The Barenblatt solutions show that, when (4.1) is degenerate, the diffusion is very
slow and the speed of the propagation of the support is finite, while in the singular
case the diffusion is very fast and the solution may become extinct in finite time.
These two phenomena are incompatible with a parabolic Harnack inequality of the
form (3.1) or (3.4), (suitably modified taking account of the natural scaling) such as

C! sup u(-, 1o — pP) < ulxo, t0) <C inf u(-, 1o+ pP) (4.3)
B, (x0) B, (x0)
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with a constant C depending only on N. Indeed, in the degenerate case the
Barenblatt solution has compact support for any positive time, violating the strong
minimum principle dictated by (4.3) (the proof of Corollary 3.2 still works).
Regarding the singular case, this incompatibility is not immediately apparent from
the Barenblatt profile itself and in fact the strong minimum principle still holds for
solutions defined in RY x]0, T[ when p > 1\?-1:1 However, consider the solution
of the Cauchy problem associated to (4.1) in a cylindrical domain 2 x Ry with
u(x,0) = up(x) € C°(R) and Dirichlet boundary condition on 92 x R, with
Q bounded. An elementary energetic argument (see [21, Ch VII]) gives a suitable
extinction time T*(S2, ug) such that u(-,7) = 0 for r > T*, again violating the
strong minimum principle which would follow from (4.3).

Let us remark here that for 1 < p < ]3_1:1 =: pi the Barenblatt profiles cease
to exists. The exponent p, is called the critical exponent for singular parabolic
equations and, as it will be widely discussed in the following, the theory is mostly
complete in the supercritical case p > p,. Solutions of critical and subcritical
equations (i.e. with p € ]1, p,]) on the other hand, even in the model case (4.1),
exhibit odd and, in some aspects, still unclear (i.e., move the comma at the
beginning) features.

4.2 Regularity

Let us consider equations of the type
u; = divA(x, u, Du) “4.4)

with general measurable coefficients obeying

. p
{A(x,s,z) z > Colz|?, 4.5)

|A(x, s, 2)| < C1lz|P~ L.

We are concerned with weak solutions in € x [0, T'], namely those satisfying

/u(pdx

where ¢ is an arbitrary function such that ¢ € Wli)’cz(O, T; LZ(Q)) NnLPO,T,;
Wé 'P(Q). This readily implies that

19} t
+/ / [—up; + A(x,u, Du) - ] dxdt =0
t o JQ

i € Cioc(0, T; L} () N LE (0, T; WLP ().

loc loc

In the case p = 2, the local Holder continuity of solutions to (4.4) has been
proved in [62] through a parabolic De Giorgi approach. The case p # 2 was
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considered a major open problem in the theory of quasilinear parabolic equations
for over two decades. The main obstacle to its solution was that the energy and
logarithmic estimates for (4.4) are non-homogeneous when p # 2. It was solved
by DiBenedetto [19] in the degenerate case and Chen and DiBenedetto in [15] in
the singular case through an approach nowadays called method of intrinsic scaling
(see the monograph [90] for a detailed description). Roughly speaking, in order
to recover from the lack of homogeneity in the integral estimates, one works in
cylinders whose natural scaling is modified by the oscillation of the solution itself.
In the original proof, these rescaled cylinders are then sectioned in smaller sub-
cylinders and the so-called alternative occurs: either there exists a sub-cylinder
where u is sizeably (in a measure-theoretic sense) away from its infimum or in
each sub-cylinder it is sizeably away from its supremum. In both cases a reduction
in oscillation can be proved, giving the claimed Holder continuity.

Stemming from recent techniques built to deal with the Harnack inequality
for (4.4), simpler proofs are nowadays available, avoiding the analysis of said
alternative. In the last section we will provide such a simplified proof, chiefly based
on [29] and [42].

As it turned out, Holder continuity of bounded solutions to (4.5) (in fact, to
much more general equations) always holds. In the degenerate case p > 2, a-priori
boundedness follows from the natural notion of weak solution given above, but in
the singular case there is a precise threshold: local boundedness is guaranteed only
for p > puy 1= 1312, which is therefore another critical exponent for the singular
equation, smaller than p,. However, when 1 < p < p.,, weak solutions may be
unbounded: for example, a suitable multiple of

1
1) = (T — )27 |x|r-2

solves the model equation (4.1) in the whole RV x R.

The critical exponents p, > p. arise from the so-called L” — L°°-estimates
for sub-solutions, which are parabolic analogues of (2.7). Namely, when p > p*,
a L' — L™ estimate holds true, eventually giving the intrinsic parabolic Harnack
inequality. If only p > p. is assumed, one can still obtain a weaker L"™ — L™
estimate with r > 1 being the optimal exponent in the parabolic embedding

N +2

L™, T; L*(BR))NLP(O, T; W'P(Bg)) < L"(0,T; L"(Bg)), r=p N

which is ensured by the notion of weak solution.

Finally, we briefly comment on the regularity theory for parabolic systems. The
general measurable coefficient condition dictated by (4.5) is not enough to ensure
continuity, and either some additional structure is required (the so-called Uhlenbeck
structure, due to the seminal paper [89] in the elliptic setting) or regularity holds
everywhere except in a small singular set. The parabolic counterpart of [89] has
first been proved in [22] and systematized in the monograph [21] for a large
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class of nonlinear parabolic system with Uhlenbeck structure. For the more recent
developments on the partial regularity theory for parabolic system with general
structure we refer to the memoirs [7, 32].

4.3 Intrinsic Harnack Inequalities

DiBenedetto and DiBenedetto and Kwong in [20] and [24] found and proved a
suitable form of the parabolic Harnack inequality for the prototype equation (4.1),
respectively in the degenerate and singular case. The critical value p, = 2N /(N+1)
was shown to be the threshold below which no Harnack inequality, even in intrinsic
form, may hold. However, comparison theorems where essential tools for the
proof. A similar statement was later found to hold for general parabolic quasilinear
equations of p-growth in [26] (degenerate case) and in [27] (singular supercritical
case), with no monotonicty assumption. We will now describe these results, starting
from the degenerate case.

Theorem 4.2 (Intrinsic Harnack Inequality, Degenerate Case) Let p > 2 and
u be a non negative weak solution in By, x [T, T] of (4.4) under the growth
conditions (4.5). There exists C > 0 and 0 > 0, depending only on N, p, Co, C1
such that if 0 < 6 u(0, 0)271’ r? < T, then

C'supu(-, =0 u(0,0)>"PrP) < u(0,0) < Cinfu(, 0 u(0, 027 PrP). (4.6

B,

Clearly, for p = 2 we recover (3.1). For p > 2, the waiting time is larger the
smaller (0, 0) is; in other terms #(0, 0) bounds from below u on p-paraboloids of
opening proportional to (0, 0)?~2. It is worth noting here two additional difficulties
in the Harnack inequality theory with respect to the linear (or more generally,
homogeneous) setting. While it is still true that the forward form in the quasilinear
setting implies the backward one, this is no more trivial due to the intrinsic waiting
time depending on uy.

The Harnack inequality in the singular setting turns out to be much more rich and
subtle than in the degenerate case. A natural guess would be that (4.6) holds also in
the singular case. However, consider the function

N+2 N 7’;’
u(x, 1) = (T —1),° (a+b|x|~—z) , “.7)

which is a bounded solution in RY x R of the prototype equation (4.1) for any
p €11, p«[, N > 2 and suitably chosen a,b > 0. The latter violates both the
forward and backward Harnack inequality in (4.6), as the right hand side vanishes
for sufficiently large r, while the left hand side goes to +oo for r — +o0.
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A similar phenomenon persists at the critical value p = p,, as is shown by the
entire solution
_ N-—1
2

u(x, 1) = (e” n |x|571> (4.8)

for suitable ¢ > 0: the left hand side of (4.6) goes to +occ while the right hand
one vanishes as r — +oo. It turns out that for p € ]p,, 2[, Theorem 4.2 has a
corresponding statement.

Theorem 4.3 (Intrinsic Harnack Inequality, Singular Supercritical Case) Let
2>p> 1\%\:1 and u be a non negative weak solution in Ba, x [—T,T] of (4.4)
under the growth conditions (4.5). There exists C > 0 and 6 > 0, depending only
on N, p, Co, Cy such that ifu(0,0) > 0 and

rP supu(-, 0277 <T, 4.9)
BZr
then
C ' supu(-, =0 u(0,0)>PrP) < uy < Cinfu(, 0 u(0, 0)277 rP). (4.10)
B, -

Assumption (4.9) seems technical, however no proof is known at the moment
without it. Following the procedure in [24], it can be removed for solutions
of monotone equations fullfilling (3.16) (and thus obeying the comparison prin-
ciple). The proof of the intrinsic Harnack inequality for supercritical singular
equations is considerably more difficult than in the degenerate case and crucially
relies on the following L'-form of the Harnack inequality, first observed in
[48] for the porous medium equation, which actually holds in the full singular
range.

Theorem 4.4 (L'-Harnack Inequality for Singular Equations) Let p € ]1,2[
and u be a non negative weak solution in By, x [0, T] of (4.4) under the growth
conditions (4.5). There exists C > 0 depending only on N, p, Co, C1 such that

1
07 / ulx, ndx = € inf/ ”(X,t)dx~|—C(T/rP+N(p72)>27p.
t€[0,T] Y B, 10,71 ) p,,

Notice that p + N(p — 2) > O if and only if p > p.. Thanks to this deep result,
an elliptic form of the intrinsic Harnack inequality can be proved.

Theorem 4.5 (Elliptic Harnack Inequality for Singular Supercritical Equa-

tions) Let p € ]1\%-11\:1 , 2[ and u be a non negative weak solution in Ba x [—T, T]

of (4.4)—(4.5). There exists C > 0and 0 > 0, depending on N, p, Co, C1 such that
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ifu(0,0) > 0 and (4.9) holds, then

c! supu <u(0,0) <C igfu,

Or

O, = By x [0 u(0,0)>77rP 0 u(0,0)>~ 7 rP]. (4.11)

Recall that an elliptic form of the Harnack inequality such as (4.11) cannot hold
for the classical heat equation. This forces the constants appearing in the previous
theorem to blow-up as p 1 2, hence, while this last form of the intrinsic Harnack
inequality clearly implies (4.10), the constants in (4.10) are instead stable as p 1 2.
The previous examples also show that both constants must blow-up for p | p.. The
same comments following Theorem 4.3 on the r6le of hypothesis (4.9) can be made.

In the subcritical case, different forms of the Harnack inequality have been
considered. Here we mention the one obtained in [38] generalizing to monotone
operators a result of Bonforte and Vazquez [11, 12] on the porous medium equation.

Theorem 4.6 (Subcritical Case) Let p € 11, 2[, u be a positive, locally bounded
weak solution in By, X [—T, T] of (4.4) under the growth conditions (4.5) and the
monotonicty assumption (3.16). For any s > 1 such that As .= N (p —2)+ps >0
there exists C, 8,60 > 0, depending on N, p, s, Co, C1 such that letting

0,(u) = B, x [9 (][ u(x,0)dx)""PrP. 0 (][ u(x,0) dx)2p(2r)Pi|’

B, B,

ifu(0,0) > 0 and Q-(u) C Bay x [0, T), then
ps

u(x,0)dx
sup u <CAS inf u, A, = fa, (4.12)

1

O () Qr(u) (fBr u’(x,0) dx) '

Notice that (4.12) is an elliptic Harnack inequality for later times, intrinsic in
terms of the size of u at the initial time ¢+ = 0. In the singular supercritical case
one can take r = 1 and thus A, = 1 in the previous statement to recover partially
Theorem 4.5. The main weakness of (4.12) lies in the dependence of the Harnack
constant from the solution itself. In general, a constant depending on # won’t allow
to deduce Holder continuity but, as noted in [38], the peculiar structure of A,
permits such a deduction.

Other weaker forms not requiring the monotonicity assumption (3.16) are
available (see [28]), however the complete picture in the subcritical case is not
completely clear up to now.
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4.4 Liouville Theorems

As for the classical heat equation, a one sided bound is not sufficient to ensure
triviality of the solutions of the prototype equation (4.1). Indeed, a suitable positive
multiple of the function

p—1

u@,t)=(1—-x+ct)!™ (4.13)

solves (4.1) on R x R whenever ¢ > 0 and p > 2. As is natural with parabolic
Liouville theorems, a convenient setting is the one of ancient solutions and it turns
out that a two-sided bound at a fixed time is sufficient to conclude triviality. The
basic tools to prove the following results are the previously discussed Harnack
inequalities and the following results are contained in [30].

Theorem 4.7 Let p > 2 and u be a non-negative solution of
u; = divA(x, u, Du) on RNX]—OO,T[ 4.14)

under the growth condition (4.5). If for some ty < T, u(-, to) is bounded above, then
u is constant.

Notice that no monotonicity assumption on the principal part of the operator is
needed. An optimal Liouville condition such as the one of Theorem 3.4 is unknown
and clearly the example in (4.13) shows that it must involve a polynomial growth
condition instead of a sub-exponential one. For the prototype parabolic p-Laplacian
equation, a polynomial growth condition on both x and ¢ more in the spirit of [83]
is considered in [85].

On the complementary side, boundedness for fixed x¢ can also be considered,
yielding:

Theorem 4.8 Let p>2 and u be a nonnegative solution in RN x R of (4.14),

A4.5). If

lim sup u(xp, 1) < 400 for some xg € RV,
f——+00

u is constant.

In the singular, supercritical case, the elliptic form (4.11) of the Harnack
inequality directly ensures that, contrary to what happens for classical heat equation,
a one-sided bound suffices to obtain a Liouville theorem. This is no longer true in
the critical and subcritical case, as the functions in (4.8) and (4.7) show. However,
again a two sided bound suffices.

Theorem 4.9 Let 1 < p < 2 and u be a weak solution on RN x | — oo, T[ of (4.14)
under condition (4.5). If u is bounded, it is constant.
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4.5 Harnack Estimates at Large

By Harnack estimates at large, we mean global results such as the sub-potential
lower bound (3.10) or the two-sided Kernel estimate (3.9). For the quasilinear
equation

u; = divA(x, u, Du) (4.15)
with p-growth assumptions (4.5), the natural candidates to state analogous inequal-

ities are the Barenblatt profiles 53, »s given in (4.2). When A satisfies smoothness
and monotonicity assumptions such as

(A(x,s,2) — A(x,s,w) - (z—w) >0 Vs eR, x,z,w e RV,
|A(x,s5,2) — A(x, )| < A0+ 2P Vs —r| Vs,reR, x,z RN,
(4.16)

a comparison principle for weak solutions is available, as well as existence of
solutions of the Cauchy problem with L' initial datum.

We start by considering the singular supercritical case, since the diffusion is fast
and positivity spreads instantly on the whole R, giving a behaviour similar to the
one of the heat equation. The next result is contained in [13].

Theorem 4.10 (Sub-potential Lower Bound, Singular Case) Let 1\%51 <p<

2 and u be a nonnegative solution of (4.15) in RN x 10, +-00[ under assump-
tions (4.5), (4.16). There are constants C, 5 > 0, depending on the data, such that
if u(xo, to) > 0, then

P2 x—Xx0 t
u(-x7 t) Z V u('x07 tO)Bp u(-x07 tO) P 1/P ’ ’ (4'17)
% lo

forall (x,1) € RN x [1o(1 — &), +o00.

As an example, assume xo = 0, fo = 1 and u(0, 1) = 1. Then, the previous
sub-potential lower bound becomes

u(x,t) > yBy(x,t)

for any (x,1) € RN x [1 — &, +oo[. As a corollary, for any fundamental solution
of (4.15), one obtains the two-sided kernel bounds (proved in [77] for the first time)

C_IBpﬁMl ()C, t) S F(-xv t) S CBP’MZ(‘X7 t)

for some C, M1, M> > 0 depending on the data. Notice how the elliptic nature
of (4.15) for p €]ps, 2|, as expressed by the forward-backward Harnack inequal-
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ity (4.11), allows to obtain the bound (4.17) also for some ¢ < #y. Previously known
sub-potential lower bounds correspond to the case § = 0 above. As shown in [14],
the phenomenon of propagation of positivity for # < o not only happens in the near
past but, as long as the spatial diffusion has had enough room to happen, it also
hold for arbitrarily remote past times. More precisely, in [14] it is proved that (4.17)
holds for all

t
(x,1) € P¢:= {t > 0, |x — xo|Pu(xo, t0)> P > 1— ) } ,
0

while a weaker, but still optimal, lower bound holds in P.

In the degenerate case p > 2, the finite speed of propagation implies that if
the initial datum uo has compact support, then any solution of (4.15) keeps having
compact support for any time ¢+ > 0. The finite speed of propagation has been
quantified in [8], under the sdle p-growth assumption (4.5).

Theorem 4.11 (Speed of Propagation of the Support) Let p > 2 and u be a weak
solution of the Cauchy problem

u, = divA(x, u, Du) in RN x 10, 400,
u(x,0) =up

under assumption (4.5). If Ro = diam(supp ug) < +oo, then

P=
diam(suppu(-, 1)) < 2Ro + C1'*luoll } v,

where .. = N(p — 2) + p and C depend only on N, p, Cy and Cj.

Such an estimate actually holds for a suitable class of degenerate systems, see
[84]. Sub-potential lower bounds are obtained in [8] as well.

Theorem 4.12 (Sub-potential Lower Bound, Degenerate Case) Let p > 2
and u be a nonnegative solution of (4.15) in RN x 10, +00[ under assump-
tions (4.5), (4.16). Then there are constants C, e > 0 such that if u(xg, to) > 0,
then (4.17) holds in the region

A
_ . Jt—t (t—0N r/
t > 1, |x — xol? < eulxo, 10)? 2tomln{ ) ( ) ,

0] 0]

withh = N(p —2) + p.

The last condition on the region of validity of (4.17) is sharp, especially when
t >~ ty and the minimum is the first one (see [8, Remark 1.3] for details).
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Under the additional assumptions (4.5) and (4.16) fundamental solutions exist
and, as in the singular case, the sub-potential lower bound implies a two-sided
estimate on the kernel in terms of the Barenblatt solution.

S The Expansion of Positivity Approach

In this section we provide detailed proofs of some of the Harnack inequalities stated
until now. Historically, Holder regularity and Harnack inequalities have always been
intertwined, with the former usually proved before the latter. The reason behind this
is that Holder regularity is a statement about a reduction in oscillation of # in B, as
r | 0, ie. on the difference supp u — infp, u. Thus it reduces to prove that either
supp_ u decreases or infp, u increases in a quantitative way. On the other hand, a
Harnack inequality implies the stronger statement that both supp u decreases and
infp, u increases at a certain rate (see the nice discussion in [63, Ch. 1, §10]).

The modern approach thus often shifted the statements, first proving a Harnack
inequality and then deducing from it the Holder continuity of solutions. We
instead revert to the historical roadmap, for two main reasons. The first one is
pedagogical, as it feels satisfactory to reach an important stepping-stone result such
as Holder regularity, which would anyway follow from the techniques needed to
prove the Harnack inequality. The second one is practical, since without continuity
assumptions some of the arguments to reach, or even state, the Harnack inequality
would be technically involved: for example, one would need to give a precise
meaning to u (0, 0) in (4.6).

We start in Sect. 5.1 by considering the elliptic setting. The proof of the Holder
continuity follows closely the original De Giorgi approach, then we introduce
the notion of expansion of positivity. A technique due to Landis allows us to
construct a largeness point from which to spread the positivity, thus giving the
Harnack inequality. These are the common ingredients to all subsequent sections.
In Sect. 5.2 we apply this technique to homogeneous parabolic equations with only
minor modifications. Then we start discussing degenerate and singular parabolic
equation. Section 5.3 is devoted to the proof of common tools to both, Sect. 5.4 to
the degenerate case and the last one to singular supercritical equations.

While we won’t prove basic propositions such as Energy estimates or Sobolev
inequalities, the presentation will be mostly self contained. The only exception will
be Theorem 5.32, which is the core tool to treat the singular supercritical Harnack
inequality. Its proof'is rather technical and since we could not find any simplification
we would simply rewrite [31, Appendix A] word-by-word. Incidentally, this will
also be the only sup estimate we will use. In striking contrast with the Moser
method, in all the other subsections we will only assume qualitative boundedness
of the solution (which certainly holds, as discussed in the previous section) without
ever proving or using a quantitative integral sup-bound.

Since some arguments will be ubiquitous, a detailed discussion will be given
at their first appearance, but we will only sketch the relevant modifications on
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subsequent occurrences. For this reason, the non-expertis advised to follow the path
presented here from its very beginning, rather than skipping directly to the desired
result.

5.1 Elliptic Equations

We now describe the De Giorgi technique to prove C*-regularity and Harnack
inequality for solutions of elliptic equations of the form

A 99 ° ZC p
divAGr.u, Du) = 0 with ] A5 97 Oml pell,N. (.1
[A(x,s,2)| < Cilz|P~

We will not treat boundedness statements (which actually hold true in this setting)
and always assume that solutions are locally bounded.

Roughly speaking, the approach of De Giorgi consisted in deriving pointwise
estimates on a solution u# by analizing the behaviour of [{u < k} N B,| with
respect to the level k > 0. First, he proved that the relative size of the sublevel
set shrinks as k decreases, at a certain (logarithmic) rate. Then he showed that,
when a suitable smallness threshold is reached, it starts decaying exponentially fast,
so that it vanishes at a strictly positive level. This procedure produces a pointwise
bound from below for u in terms of the size of its sublevel set in a larger ball and
is thus called a measure-to-point estimate in the literature. This estimate, moreover,
expands in space, since the relative size of a sublevel set in a larger ball Bg can
also be bounded from below (polynomially in r/R) by its size in B, € Bpg. The
quantitative statement arising from this simple observation is called expansion of
positivity and is the basis for our proof of the Harnack inequality.

With a certain abuse of notation, we will say that u is a (sub-) super-solution
of (5.1) if there exists and A obeying the prescribed growth condition for which
—divA(x, u, Du)(<) > 0. Observe that, being (5.1) homogeneous, the class of
(sub-/super-) solutions of (5.1) is invariant by scaling, translation and (positive)
scalar multiplication. More precisely, performing such transformations to a subso-
lution of (5.1) for some A results in a subsolution of (5.1) for a possibly different
A, which nevertheless obeys the same bounds. We will use the following notations:
K, (xo) will denote a cube of side r and center xo, K, = K,(0) and, respectively,

K N {u < kY
P(K;u<k) = Wﬁ

’

thus, for example, P(K; u > 1) is the percentage of the cube K where u > 1. In
the following, the dependence from p in the constants will always be omitted, and
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any constant only depending on N, p, Cp and C; (the “data”) will be denoted with
a bar over it. Often we will also consider functions f : R, — Ry which will also
depend on the data, and we will omit such a dependence. We first recall some basic
facts.

Proposition 5.1
1) [31, Lemma I1.5.1] Let X, > 0 obey for some o > 0, b, C > 0, the iterative
inequality
Xpp1 < CH" X )T
Then

Xo < C~Vep~le® o lim X, = 0. (5.2)

2) De Giorgi-Poincaré inequality: /37, Lemma I1.2.2] For anyu € WY1 (K,) and
k<h

C(N)rN+!

(h—WWSkH§|w2H|A;KMMMML

3) Energy inequality: Let u be a supersolution to (5.1) in K. Then there exists C
such that for any k € Randn € C°(K)

/ ID(n(u —k)-)I” < é/ u— k)2 |Dn|” dx. (5.3)
K K

Lemma 5.2 (Shrinking Lemma) Let u > 0 be a supersolution in Kg. For any
w > 0 there exists B(u) > 0 such that

1
P(KrpiuzDzpu = P(Kgpiu=1/2") <B)/n'"r.
Proof Rescale to R =2 andletk; = 27/, By the De Giorgi-Poincaré inequality

C

(kj — ki DKL N {u < kjpi}] <
s PHN= Kk 0 = kY ko

ID(u — kj)_|dx
j+1<u}
C
< / ID(u —kj)_|dx. 5.4
w KiN{kjy1<u}
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If n € CP(Ky)issuchthat0 < n < 1,7 = 1l on Ky2 and |[Vy| < C(N), (5.3)
gives

/ |D(u—k,-),|1’dxgé/ (u — k) dx,
Kip ¢!

so that the last integral in (5.4) can be bounded through Hélder’s inequality as

/ ID(u —kj)_|dx
KippNikjy1<u}

P 1
/ IDu—kj)_|Pdx ) |KipNikjyr <u < kj}l1 4
KippNikjyr<u}

1

_ )4 1-1
§C< (M—kj)pdx) (IKij2 N {u <k}l — Ko N {u < kjpi}l) 7
K>

IA

Insert the latter into (5.4), use (u — k;)— < kjandk; —kji1 =k;/2 to get

k' C 1_1
2’ |Kip N {u < kjs1}] < p ki (IKip 0 {u <kl —1KipN{u < kjpa}l) 2.

Simplify the k;’s, raise both sides to the power p/(p — 1) and sum over j =
0,...,n — 1. Since |K12 N {u < k;}| is decreasing and |Kq12 N {u < k;}| —
|K1/2 N {u < kji1}| telescopic, we obtain

» n—1 »
n|Kip N {u <ka}l 7=t <Y Ky N {u < kjyg)| !
j=0
c _1—u
<, (Kipn{u<kl—IKipN{u<ksd) <C .
Mpfl Mpfl
o

Lemma 5.3 (Critical Mass) Let u > 0 be a supersolution in Kg. There exists v
such that

P(Kr;u<1)<v = u=>1/2 inKgp. (5.5)

Proof Scale back to R = 1 and define forn > 1k, =r, =1/2+1/2", K, = K,,.
Let moreover

M € CP(Ky),  0=<m, <1, Mg, =1 D <C2"
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and chain the Sobolev inequality with (5.3) with k = k,, n = 1, to obtain

P*

/ @t — k) —m|? dx < € (/ |D(u —kn)_nnV’dx) ’

*

<¢ (/ 2 (4 — k) dx) " (5.6)

On the right we use (u — k,)— < k, and |K,| < 1 to bound
/ (u — kn)[_) dx < kr[; K, N {u < kp}| < 27 P(Ky; u <ky)
Ky
while by 1, = 1 on K41 and Tchebicev’s inequality,
/|(u - kn)fnnlp* dx > / (u — kn)[_)* dx > / (u — kn)[—)* dx
Kyt Kypr1M{u<kyy1}
> (kn = kng))? [ K1 O {u < knga}) = 27072 N PR s i < K.

Use the previous two inequalities into (5.6) to get

P(Knsts tt < knp1) < C2% P(Kys < hy) 7 .

The claim now follows from (5.2) applied to the sequence X,, = P(K,; u < k).
O

Lemma 5.4 (Measure-to-Point Estimate) Letr u > 0 be a supersolution in Kp.
For any pu > 0 there exists m(u) > 0 such that

P(Krppsu>k)>=upu = inf u >m(u)k. (5.7

i
KRya

Proof Given u > 0, choose n,, > 1 in Lemma 5.2 such that ﬁ(,u)/n,lfl/” <,
so that P(KRg/2; u > k/2") < v. Then apply (5.5) to u/k, obtaining (5.7) with
m(p) =271 |

Theorem 5.5 (Holder Regularity) Let u solve (5.1) in Kag. There exists C,a>0
such that

osc(u; Kp) < C osc(u; Kg) (,o/R)& forO < p <R/2. (5.8)
Proof Rescaling to R = 1 and considering u/osc(u; K1) we can suppose
osc(u, K1) = 1. Both uy = u — infg, u and u_ = supg, u — u are non-negative

solutions with osc(u+; K1) = 1. Since

P(Ky; upr >1/2) =P(Ky1; u— <1/2)=1—- P(Ky; u— > 1/2),



Harnack Estimates 337

at least one of P(K1; us+ > 1/2) is at least 1/2 and we can suppose without loss of
generality that it is #. Then (5.7) with R = 2, k = 1/2 provides

infur >m(1/2)/2=m = infu>infut+m = osc(u; Kip) <1-m.
K12 K1) K

Scaling back we obtained osc(u; Kg/2) < osc(u; Kg)(1 — m) which, iterated for
R, = R/2" gives

osc(u; Kg,) < osc(u; Kg)(1 —m)".

Forp < R/2,letn > 1 obey R;11 < p < R, and & := —log,(1 — m). Then, by
monotonicity,

osc(u; K,) < osc(u; Kg,) < osc(u; Kg)(1 —m)" = osc(u; Kg)2™ "¢

= 2%osc(u; Kg)(2~ D)@
giving the claim due to 2="+D < p/R. m

Theorem 5.6 (Expansion of Positivity, See Fig.3) Let u > 0 be a supersolution
in Kg. There exists A > 1 and, for any u > 0, c(u) > 0 such that

P(Kryuz=l)zpn = iII(lfuZC(M)(r/p)x ifr <p=R/2 (5.9)

Proof Using the notations of Lemma 5.4, we let ¢ = c(u) = m(M/ZN) and
iterate (5.7) as follows. From P(K,; u > 1) > pu we infer P(Kp,; u > 1) > /2N
thus (5.7) gives infx, u > c. If § := m(@ V) and p, = 2"r, we thus have
P(Kpy; u> cgo) = 1. Moreover

P(Kpu>cs)=1 = P(Kp, p;u>cd") =4V &) P(Kp,,su>cd" T =1.

Fig. 3 The expansion of U
positivity. If # > 1 on the

dashed part of the cube, it is

bounded below by a negative 1- -
power of the distance from

the cube
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Thus, by induction, u > c8" in K,, for all n > 0 such that p, 1, = 22, < R.
Giverl pelr,R/ g] let n be such that 2"~ < p/r < 2". Then we obtained the claim
with A = —log, 4, since

infu > infu>cd" >c3(p/r)oed.
KP Kpn

We call the exponent A the expansion of positivity rate.

Theorem 5.7 (Harnack Inequality) There exists C > 0 such that for any locally
bounded solution u > 0 to (5.1) in Kgg it holds

supu < C infu.
KR Kr

Proof Rescaling to R = 1 and considering u/ supg, u we are reduced to prove that

supu =1 = infu>m>0 (5.10)
Ki K

for any solution # > 0 in Kg. We will find m > 0, xo € K1 and r > O such that
u(xo)r* =, P(Ky(x0): u > u(x0)/2) = (5.11)

for A given (5.9) and some universal v. Theorem 5.6 applied to u/u(x¢) will then

prove (5.10) for such r, with the choices R = 8, k = u(x9)/2, u = v and p = 2, as

K1 C K>(x0) € K4.
To choose x( and r, observe that Theorem 5.5 implies that the function

0,115 p > ¥(p) = (1 — p)* supu

Kp

is continuous and vanishes at p = 1, thus it attains its maximum at some pg < 1
and we set

max ¥ = (1 — po)* supu = (1 — po)* u(xo)
[0,1] Kp,

for some xp € K,,. Let & € ]0, 1] to be chosen and define r = & (1 — pp). Then

u(xo) r* = E u(xo) (1 — po)* = € Y(po) > E* ¥ (0) = £, (5.12)



Harnack Estimates 339

Since K, (x0) € K py4r, we infer from ¥ (po + r) < ¥ (po) that

Y(po+71)
sup u < sup u = -
Kr(o)  Kppir (1 —po—r)*
¥ (o) (1 — po)* (x0)
= supu =

R R VR o B

Choose £ as per (1 — £)~* = 2, s0 that u < 2u(xo) in K, (xo), while (5.12) gives
the first condition in (5.11) with m = E*. Apply (5.8) for R =r, p = nr with 5 s. t.
4Cn% < 1, so that

osc(u; Kijr(x0)) < Cosc(u; Kr(x0)) 7% <2 Cu(xo) i < u(x)/2,

implying u > u(xp)/2 in K3, (xo). Thus, the second condition in (5.11) holds for
= _ =N
v=n". ]

5.2 Homogeneous Parabolic Equations

In the forthcoming subsections we will provide the extension of the previous
techniques to the parabolic setting. In order to highlight the similarities with
the elliptic case, we will proceed step-by-step in increasing generality, gradually
introducing the modifications needed to cater with the evolutionary framework.

First we will deal with homogeneous equations, i.e. those for which scalar
multiplication still gives a solution of the same (from the structural point of view)
type of equation. We chose for simplicity to deal with the quadratic case, i.e., with
equations of the form

A 7> 2
u, = divA(x, u, Du), (x.5.2) -z 2 Colz (5.13)
|[A(x,s,2)| < Cilzl.

As in the previous subsection, we say that u is a (sub-) super-solution if there is
some A obeying the growth conditions and such that u;(<) > divA(x, u, Du). An
important feature of (5.13) is that the class of its solutions is invariant by space/time
translations, by the scaling u; (x, ) = u(Ax, Azt), A > 0 and, more substantially,
by scalar multiplication. More generally, homogeneous problems of the form

A(x,s,2) -z = Colz|?

lus|P~2u; = divA(x, u, Du),

Ax. s, 2)| < Cilz|P™!
can be dealt in the same way. In fact, as will be apparent from the proofs, in
this homogeneous setting the Harnack inequality follows solely from the energy
inequality. Indeed, in [40], it has been proved for non-negative functions belonging
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to the so-called parabolic De Giorgi classes i.e., roughly speaking, functions
obeying the energy inequality for truncations.

In the following, we set Qr.7 = Kgr x [0, T]. Given a rectangle Q = K X
[a,b] CRYN xR, u : Q0 — Rand k € R we define, respectively

_lon{uzH]
10|
The dependence on N, Cp and C; will always be omitted, and a constant ¢

depending only on the latters will be denoted by ¢. We also recall the relevant
functional analytic tools.

_ |K N {uC, 1) =k}

oy =

PI(K; ugk)

Proposition 5.8

1) Parabolic Sobolev Embedding: /31, Lemma I14.1] Ifu € L*(0, T; Wy *(Q)),
then

T 1%’ T
JN+2 ) )
/ / ul|= v dxdt <Cn | sup /u (x,t)dx / / |Du|“dxdt.
0 Q te0,T]J Q2 0 Q

2) Energy inequality: /37, Prop. 111.2.1] Let u be a supersolution o (5.13) in Q =
K x [0, T]. There exists C > 0 s.t. for any k > 0 and n € C*(a, b; C°(K)),
0 <n <1itholds

sup f(u(x,t)—k)3n2dx+ 1[[ D (u — k)_)|* dx dt
K CJJo

tel0,T]

gf(u(x,O)—k)Enzderé/f (u— k)2 |\ V> dx dt (5.14)
K 0

+é[/ (u — k)% |n:| dx dr.
0

The first lemma shows how initial measure-theoretic positivity propagates at
future times.

Lemma 5.9 Let u > 0 be a supersolution in Qg g2. For any u > 0 there are
k,0 €10, 1] such that

Po(Kg;u>=1)>p = P (Kgsu>k(u) > pu/2 Vi €[0,0G)R*].  (5.15)

Proof Rescale to R = 1 and, for any §,0 € ]0, 1[, employ the energy inequal-
ity (5.14) on K x [0, 6] with n € C2°(K) independent of ¢ and such that

O0<n=<1, Nk, =1, |Dn| < Cn/(1 =9). (5.16)
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obtaining for any ¢ € [0, 6]

C‘v t
(u(x,1) — )2 dx 5/ (u(x,0) — D2 dx + 2/ (u — 1)? dx dt
Ks K (1 - 8) 0 JK;
<1 + co
where we used the assumption in (5.15) in the last inequality. For k € ]0, 1[ we have

/ (ux, 1) — 1% dx > / (1 —k)?dx > (1 —k)?KsN{u, 1) <k}
Ks KsN{u(-,t)<k}

Insert the latter into the previous one to obtain, for all € [0, 6]

1= P(Kj;u>k) <1—|KsO{u(,t) >k} =1—8"+|Ks N {u(-, 1) <k}

N 1 Cco
<1-6 +(1—k)2(1_“+(1—5)2)‘ (5.17)

Successively choose 8, k € ]0, 1[ and, consequently, 6 € ]0, 1] so that:

7 1—pu 3 1 Cco %

_N= — —
== a1 4 o pmra—s2 =3

to obtain that the right hand side in (5.17) is less than 1 — /2, proving the claim.
0O

The next two steps are fully in the spirit of the De Giorgi approach.

Lemma 5.10 (Shrinking Lemma) Suppose u > 0 is a supersolution in Qar,T
obeying

Pr(Kp; u>k) > p, Vi €[0,T] (5.18)
for some p € 10, 1[, k > 0. There exists B = B() > O such that

R2>1/2 1

P(QR,T§ u 5/{/2") Sﬂ(ﬂ)(l—l— T al/2’

Proof Letk; = k/27, j > 0. The inequality (5.14) with n € C2°(K»>R) such that

0<n=<1, Nk =1, |Dn| < Cn/R (5.19)
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gives

// |D(u — kj)— |2dxdt <C[| (ux,0)— kj)z_dx + C2// ( — kj)z_dth
Or. R°JJo

Kar 2R.T

<CKk;RY(1+T/R%. (5.20)
For any ¢ € [0, T], apply the De Giorgi-Poincaré inequality and (5.18) to obtain
(kj —kj+DIKr N {u(, 1) < kjy1}l
Cy RN+1

T KR O {uC, 1) < ki JKpnik; <.}

C
< / [D(u(x,t) —kj)-|dx
G18) M JKRrNtkj 1 <u(0}

Integrate over [0, T'], divide by |Qr, 7| and use Holder’s inequality to get

k.
I P(Qrr 1 < kjp1) < // DGt — k)| dx d
2 M'QR Tl QRTm j+1<u}

1

R N{kjr1 <u<k;}|2

: /f |D(u — kj)-Pdxd o ton Su=tl
IQR T1JJ o rnkj 1 <u) |QRr.T|2

CR, 1 T\ !
= "0k (14 )T (P@Rrs w k) = PQR7s u < ki)
(5.20) M J Té R2 ( J J )

[D(u(x,t) —kj)_|dx

The latter reads

2 R?
P*(Qr7riu <kji1) < C(w)(1+ T ) (P(Qr.15u <kj)— P(Qr1i 1 <kji1)),
which, being the right hand side telescopic, can be summed over j < n — 1 to get

the claim:

n—1

n(PQrrs u<kn)? <D (P(Qrri u <kn)® < Cw) (1 +RY/T).

J=0
a

Lemma 5.11 (Critical Mass) For any 0 > 0 there exists v(0) > 0 such that any
supersolution u > 0 on Qg g2 fulfills

P(Qrogzi u<k)<v@®) = u=>k/2 onKgpx|[0R*/8,60R.
(5.21)
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Proof Use homogeneity and scaling to reduce to R = 1, k = 1. Define forn > 1

1 1 1 1 0 0
r}’l:2+2ns kn: + ) en:8_2n+37

let K, = K,,, Qn = Ky X [6,, 6] and choose 1, € C*°([0,, 0]; CI°(K,)) s. t.

n

2
(-, 0,) =0, 0<mn, <1, n"'QnH =1, |Dn,| < Cn2", ()il < Cn P
(5.22)

Inserting into the energy inequality (5.31) and noting that k, < k, we get

sup / (u(x,t)—kn)z_dx+// Dt — k) )P dix dit
Kn+1 Qn

t€[9n+l;0]

<C2(1 +9*2)/ = k)2 dxdt < C2*"(1+672k2|Qn N {u < kn}l.
On

By the parabolic Sobolev embedding

2Nz o N2
U —kyr1)_ " dxdr < (U —kp1))=nn+1)" N dxdt
On+2 On+1

2
N
SC/ |Dnn+1<u—kn+1)2|2dxdr[ sup / n5+1<x,r)<u(x,t>—kn+1)2dx}
K,

Ont1 1€[0p+1,01/ K41

_ N+2
<"V (U407 Vh N 100N < k)N

while, being (4 — kp+1)— > knt+1 — knyo = kn/4 when u < k47,
2N E2 o N+2
(u—kpy1)_ " dxdt > (kn/4)" N |Qnia N {u < knt2}l.
Qn+1

Chaining these latter two estimates and simplifying k,, gives the iterative inequality

- 2 2
|Qnt2 N {1 < kng2}| < CORA+607HTN 0, N {u < Ky} W

and (5.2) for X, := | Q2 N {u < ko, }| gives the claim. |

Lemma 5.12 (Measure-to-Point Estimate) Let u > 0 be a supersolution in
Qg ge- Forall p €10, 1 there are c(u) > 0 and 0 () € 0, 1( such that

Po(Kpiu=h)=p = w>c)h inKppx [0G)p*/8,0(w)p.  (5.23)
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Proof By homogeneity we can let & = 1. Let 6(-), k(-) be given in Lemma 5.9,
so that P (Kp; u > k) > u/2fort € (0,0 p21,6 = 6(w) and k = k(w). Apply
Lemma 5.10, choosing n = n(u) such that

Bu/2) (1 +6(w)~H2n=12 < v(o),
(v(-) given in (5.21)), to get P(Qp,0p2§ u < k27™) < v(0). Then (5.21)
proves (5.23). |

Theorem 5.13 (Holder Regularity) Any locally bounded solution of (5.13) is
locally Holder continuous, with Holder exponent depending only on N, Co, C1.

Proof By translation and scaling it suffices to prove an oscillation decay on the
cubes O, = Ky x [0 2721 0] with 6 = 0(1/2) given in (5.23). Suppose
osc(u, Qo) = 1. Then, one of

P_é(Kl; supu—uZl/Z)Zl/Z, or P_é(Kl; u—iélfuzl/Z)zl/Z
Qo 0

holds. If it is the first one, apply (5.23) to supy, u — u > 0 translated in time to get
SUpg, U — U > m(1/2)/2 =: min Qj, i.e. SUpg, U < supg U — m. Therefore

osc(u, Q1) <supu —infu < supu —infu =1 —m.
01 Qo o)) Qo

The same holds in the other case and by homogeneity we have osc(u; Q1) < (1 —
m)osc(u, Qo). By scaling and induction, osc(u, Q) < osc(u, Qo) (1 —m)". Finally,
for (x,1) € Q1 letn > 1 such that

271 < max({|x|, (171/6) /%) < 2,

so that we have (x, t) € Q, and, for ¢ = —log, (1 — m),

(1 _ n_1)"+1

lu(x, 1) = u(0,0)| < osc(u, Qn) < Osi(i’ Qo)

_ osc(n. Qo)
- 1-m

max fIx], (r1/6)2]".

O
Lemma 5.14 (Expansion of Positivity, See Fig.4) Let u > 0 be a supersolution
in Qg g2 There exists . > 1,y €10, 1/4[ and, for any u > 0 a constant ¢(u) > 0,

such that

Po(Kpsuzl)zp = illgfu(w 701 = (/oY ¥pelr R/SL.
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Fig. 4 The parabolic t
expansion of positivity. If at

time t =0 u > 1 on the

dotted part of given measure,

after a waiting time y, u is

pointwise bounded from

below in the paraboloid by a

large negative power of ¢

Proof First expand (5.23) in space observing that Po(K,; u > h) > p implies
Po(Ksp; u>h) > pn 4~N 50 that by changing the constants 6 (1) and c(u), we get

Po(Kpiu=h)=p = u>cwh inKyp x [0(w)p*/8,0(wp*l.  (5.24)
Leté = c(1),0 = 6(1), pn = 2" r and define recursively the sequences
to=0G0r*/8, tp1 =1ty +0p51/8, s0=0(w)r’, sy =tu1+0p,, n>1.
Letting furthermore O, = K, ,, X [tu, $n], apply recursively (5.24) as
Poy(Krsu>1)>2pu = P(Qouzc(uw)=1 = P(Qr;u>c(uec)=1

to get by induction P(Qp; u > c(u) c") = 1 forall n > 1. It is easily checked that
Sp > thy1 forn > 1, hence

inf u(-,1)>c(u)c"  ty <t <tpy1, n>1.
Pn+1

Notice that we can suppose that 0 (u) < 9 <1 /16, so that it holds 0 ,0,21_1 <t <
6 p? for n > 1 and a monotonicity argument gives

infu(, 1) >c(u)e"™?  bGpy<t<bpr,, n=0.

Pn
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For p > r, let n be such that p, < p < ,on+1,hence€,0n+1 <40p* < 9_,03 )

Then the lemma is proved for A = —log, ¢, and y = 46, since

mfu( 40 0% = inf u(- 40 p%) > c(u) @ B3=c() & (r/pn)=c() & (r/p)*.

Pn+1
O

Theorem 5.15 (Harnack Inequality) Let u > 0 be a locally bounded solu-
tion of (5.13) in Kag x [—(2R)?, (2R)*]. There exists C such that u(0,0) <
C infg, u(-, R?).

Proof By homogeneity, scaling and a Harnack chain argument it suffices to prove

0.0 =1 = infu(.1)z&>0 (5.25)
1

for any solution u of (5.13), nonnegative in Kj x [—I:z, 1:2] for L to be chosen. Let

V(o) = (= pYsupu, Q) =K, x[-p>0l, pel0,1]
0,

where X is given in Lemma 5.14. By continuity, we can choose pg € [0, 1], (xo, f9) €
0, such that

I[I(}fll)]“/f(ﬂ)) = (1 — po)'uo ug = u(xo, 1o).
For & €10, 1[ to be determined letr = & (1—pp), so that, being ¥ (0) = u(0,0) =1,
uor* =& ug(1 = po)* = & Y(po) = & Y (0) = £". (5.26)
If ér = K, (x0) x [tg — r2, 0], it holds ér C Q;OJF, and being pp maximum for v,

oA _
supu < sup u = Voo +r) . < (1= o) cuo=10-8"uy. (5.27)

0, Oyt (1—po—r)* (1 —po—r)*

Choose & as per (1 — &)~ = < 2,sothatu <2ugin Q,, andlet 0 =6(1/2) €10, 1]
be given in (5.23). Since K, (x0) X [fo — 0r2 1] C Q,, the previous proof shows
that forall p <r/2

osc(u(-, 10), Kp(x0)) < € supu (r/p)* <2 Cuo (r/p)%,
0r
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and choosing p = nr with C_'ﬁ& < 1/4 gives osc(u(-, to), Kz (x0)) =< uo/2.
The latter ensures Py, (K, (x0); u > ug/2) > ﬁN and the expansion of positivity
Lemma 5.14 for 2 u /u( implies

uort c@@N)Er

o> ., r<p<L/s. (5.28
2 ph 5260 2p* p / )

inf u(-, 1o+ 70 = ci™)
K (x0)

Solvety +yp = 1lin p: fromy < 1/4 elnd to € [-1,0] weinfer2 < p < 2/y.
Therefore K,(xg) 2 K and we can let L/8 := 2/y in (5.28), giving (5.25) and
completing the proof. O

5.3 Inhomogeneous Parabolic Equations

In the last subsection, we heavily took advantage of the homogeneous structure of
the equation. The situation is quite different for inhomogeneous equations whose
model is

A 9Dy N ZC p
u; = divA(x, u, Du), (*x,8,2) -2 ofzl | (5.29)
|[A(x,s,2)| < Cilz|P™

for p # 2, as it is no longer true that Au is a solution of a similar equation for
A # 1. The translation invariance still holds, and the scale invariance says that if
u solves (5.29) then u) (x,t) = u(ix, APt) is a solution (in the usual sense that
there exists an A obeying the growth condition such that u solves the corresponding
equation). More generally, given R, T > 0 and a (sub-) super-solution of (5.29),

urT(x, 1) = R2P T2 u(Rx, T1) (5.30)

is still a (sub-) super-solution (in the structural sense) an equation of the kind (5.29).
This shows that statements for Au can be derived from those for u by scaling the
space-time variables conveniently (actually, with one degree of freedom).

It is worth noting that, in the inhomogeneous setting, it is not known wether
the energy inequality alone suffices to prove the Harnack inequality. In our proof,
we will indeed use a clever change of variable introduced in [29], which crucially
relies on the equation. Moreover, as extensively discussed in the previous chapter,
the degenerate (p > 2) and singular (p < 2) cases require different treatments.
We thus first derive some common tools in this subsection, and discuss in details
the two families of equations in the following ones. The notation will be the
same as in the previous one, with the additional dependence on p omitted in
constants.
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Proposition 5.16

1) Parabolic Sobolev Embedding: Ifu € LP(0, T; Wol”’(Q)), and p* = p(1 +
2/N), then

P
T N T
/ / |u|p* dxdt < C(N)| sup /uz(x,t)dx / / |Du|? dx dt.
0 Q tel0,T]JQ 0 Q

2) Energy inequality: [31, Prop. I11.2.1] Let v be a supersolution to (5.29) in Qr
under condition (4.5). There exists C = C(Co, C1) > 0 s.t. forany k > 0 and
neC®0,T; CX(K)),0<n <1itholds

sup / (v(x, 1) —k)%n” dx + ! // ID(n(v —k)_)|? dxdt
c Oor

te[0,T]JK

5/ (v(x,0) — k)z_np dx + C/ (v —k)?|Dn|? dx dt (5.31)
K or

+c// (v — k)% | dx dt.
or

We start by sketching the proof of the relevant critical mass lemma.

Lemma 5.17 (Critical Mass) Let v > 0 be a supersolution of (5.29) on Qg 1 for
p # 2 andlet h > 0. There exists v > 0 s.t.

p 1 h T
P(Qrriv<h) <v(hiR*rTr2) = v> , onKex[J.T] (532)

p 1
Proof Consider the supersolution vg 7(x,t) = R2il’ Tr2v(Rx,Tt): as (5.32)is
invariant by this transformation, it suffices to prove it for R = T = 1. Define

1 1 h h 1 1
rn:2+2na hn:2+2n7 tn:2_2n+l
K, ZKrn, On = Ky x [ty, 1], Ay = 0nN{v < hyl.

Fix n, as per (5.22) with 6 = 4. Inserting into (5.31) and noting that i, < h, we get

sup f (v(x, 1) — hy)* dx+f/ D, (v — hp)_)|P dx dt
n+

te[’rHrl 1]

1
<C f[ (v—h)”dxdt—i—CZ"// (v — hy)? dx dt

< Ch? + 1> 2" |A,l.
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Use hyq1—hyio = h/2"3, Tchebicev and the parabolic Sobolev embedding to get

hP" | Apso) x .
s 5// W= har1)? dxdts// (V= huy1)=na)?” dxdt
27" (n+3) Ans2 On+1
P

N
<C f[ |D(nn+1(v—hn+1>2)|l’dxdt[ sup f (v(x,t>—hn+1>2dx]
On+1 teltur1,11/ K,

n+1
< CO" (h? + W) N A1 || AV < CB" (WP + h)HR A, N
This amounts to |A,4+2| < C(h)|A, |1+N and (5.2) for X,, = |A2,| gives the
conclusion. O

Lemma 5.18 Let v > 0 be a supersolution in Qr. T of (5.29). There exists & s.t.

infu(x,00=h = v=h/2 onKgspx [0, min{G R? h*~7, T}].
R

P
Proof Consider the supersolution v(x,t) = R2,v(Rx,t) to reduce to the case

R=1,0v(,0) > h=h szﬂ on K. Proceed as in the previoys proof with 7, = 0,
n, independent of t and Q, = K,,, x [0, T]. Since v(-,0) > h, and (n,); = 0, the
first and third term on the right of (5.31) vanish, giving

sup / (@(x, 1) — hy)2 dx + // |D( (3 — hp))|P dx dt < C2"PhP |Ay|.
t€[0,7]1  Kp11 On

where A, = O, N{v < ﬁn}. As before, we get the iterative inequality

N+p

R /27" Ay o] < B RPN AR

which, recalling that p* = p(N + 2)/N and enlarging b, reads

[ Apsal < CO" RN P=D|A, N
Since |Ag| < T, (5.2) ensures the existence of ¢ such that

T<6h*P? = lim|As|=0 = inf §>h/2 <  inf v>h/2.
n Q12,1 ORrp2.T

O

We conclude this section with a useful tool to prove Holder continuity of
solutions.
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Lemma 5.19 Suppose there exist T > 0 and i, 0 € 10, 1[, depending only on the
data, such that any solution u of (5.29) with p # 2 in Q, 7 fulfills

Po(Ki; u>1/2)>1/2 = u>monKysx[(1-6)T,T]. (5.33)

There exists C, & depending on 1 and @ such that any solution with ||u Lo, ;) <
1 obeys ’

osc(u, Kr x [T(1 —rP), T]) < Cr?, 0<r<l. (5.34)

— 1
Proof Fix § € ]0,1/4], 6 € 10, 6] so that grr502 = yi=0+m™' < 1. We
claim by induction

osc(u, Q) < (1 +m)y"™, ¥n >0, where Q, := Kgn x [T(1 —6™),T].
(5.35)

Since [[ullL>(g, ;) = 1, (5.35) holds true for n = 0, so suppose by contradiction
that ’

osc(u, Qn) < (1+m)y" & osc(u, Qui1) > (1 +m) y"+! (5.36)

for some n > 1. Being osc(u, Q) > osc(u, Q,+1) we infer
osc(u, Qp) > (1 +m)y" T, (5.37)
By scaling and translation invariance, the function v(x, t) = y ~"u (S"x, (t—T)0"+

7_’) solves in Q¢ an equation of the type (5.29) and, recalling that y = 1/(m + 1),
we have

. 00) = y "osc(u, l4+m)y=1.
osc(v, Qo) =y "osc(u Qn)(5§7)( +m)y

We infer from the latter that the assumption in (5.33) holds for at least one of the
nonnegative supersolutions v4 := v — infg, v or v— = supy v — v: indeed, for
example, Po(K1; vy > 1/2) < 1/2is equivalentto Py(K1; vy < 1/2) > 1/2 and
then osc(v, Qo) > 1 ensures

Po(K1; v— > 1/2) = Po(Ky; v— > osc(v, Qo) — 1/2)=Po(K1; vy < 1/2)>1/2.

Suppose, without loss of generality, that Po(K1; v > 1/2) > 1/2: then, since
0 <0 andé < 1/4,(5.33) implies infp, v4 > m and thus

osc(v, Q1) = osc(vy, Q1) < osc(vy, Qo) — m = osc(v, Qo) — .



Harnack Estimates 351

Scaling back to # and using the relations in (5.36), we obtained the contradiction

(L+m)y <y "osc(u, Quny1) = osc(v, Q1) < osc(v, Qo) — 1

=y "osc(u, Q,) —m < 1+m—m.

-2

To prove (5.34) let n = § min{l1, ypl’ } and suppose n"t! < r < 5" for some n.
1 p —

Then, using 6 2-» 81’]*2 =y, weinfer K, x [T (1 —rP)] S Qp. Lettinga = log, y

and using (5.35) we have

osc(u, Ky x [T(1 —rP), T < y" =y~ L (" ™H% <y~ 112

5.4 Degenerate Parabolic Equations

This subsection is devoted to the case p > 2 of (5.29). Compared to the
homogeneous case p = 2, the most delicate part is the proof of the measure-to-
point estimate, Lemma 5.22 below.

Lemma 5.20 Assume that u > 0 is a supersolution in Q1.1 of (5.29) with p > 2.
For any pu > 0O there exists k() € 10, 1[ such that

k(p)

Pi(Kjyu>=1)>p = Pz<K1;MZ .
(t + D)o

>> Mviero.r) (538

Proof For any k,§ € ]0, I[, we employ (5.31) with n as in (5.16), obtaining for
tel0,T]

(ux,t) —k)2dx < | (u(x,0)—k)?dx+ ¢ // (u — k) dx dt
Ks K (1-=298)r O1,r
CkPt

201 —
<k°(1 M)+(1—8)P'

For ¢ € 10, 1] we have

f (u(x,1)—k)> dx > / (k—ek)>dx > k*(1—&)*|KsN{u(-, 1) < gk}|
K3 KsN{u(-,t)<ek}
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which, inserted into the previous estimate and dividing by k(1 — &) gives
|Ks N {u(-, 1) < ek}| < ! (1—u+ ékp_Zt). (5.39)
(1—¢)? (1—=198)r
Therefore
1— P(Ky; u>ek)<1—|KsN{u(-,t)>ek}| =1—8" 4+ |KsN{u(-, 1) < ek}

CkP=2(r + 1))

<1-5"+ ! 1—p+
- (1—e)? (1—=487

Choose 8, ¢ € 10, 1[ and, foreach ¢t € [0, T], k; € ]0, 1[ such that

LN l=p .3, CHTa+h _w
8’ (1—¢)? 4" 1—e)21-8r 8

1
Clearly it holds 6§ = 6(u), ¢ = ¢(u) and therefore k; = k(w)/(t + 1) »-2. With these
choices we have 1 — P;(K1; u > ¢k;) <1 — /2, proving the claim. a

The previous Lemma suggests to consider the function (¢ + 1) P1*2 u(x,t), which
is a supersolution to an equation similar to (5.29), but with structural constants
depending on ¢ (and degenerating for large times). In order to keep the structural
conditions independent of ¢, it turns out that the change of time variable r + 1 = e
suffices, so that we consider instead

v(x,eT) = er2u(x, et — 1). (5.40)
A straightforward calculation shows that v is a solution on Q1 jog(7+1) Of
v, = divA(x, v, Dv) +v/(p — 2)
with A(x, §,7) = el’iz A (x, se 2 ,z€ 1:2) obeying the structural conditions

in (5.29). In particular, if u > 0, v belongs to the class of nonnegative supersolution
of (5.29).

Lemma 5.21 (Shrinking Lemma) Suppose v > 0 is a supersolution in Q3 s
of (5.29) for p > 2 such that

P(Ki;vz=zk)y=zp  Vtel0,5] (5.41)
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for some > 0, k > 0. There exists B = B(1) such that
on p—2 k on p—2
P K x [0, Lv= < ,3(/1“1), if <S (5.42)
k 2n e k
Proof The proof is very similar to the one of Lemma 5.10 and we only sketch it.
Suppose n > 1 satisfies 2"P=2 < SkP~2 and let k; = k/2/ for j =0, ..., n. Let
Q := Q1 s and use (5.31) with 5 as in (5.19) with R = 1, to get
// ID(v —kj)—|Pdxdt <C | (v(x,0)—k;)> dx+C f[ (v —k;)? dxdt
0 K> 02,5
<Ckk;+ Sk?).

For any ¢ € [0, S] apply the De Giorgi-Poincaré inequality and (5.41) to obtain

C
(kj — ki) P (Ky; v(-, 1) <kjp1) <

/ ID(v(x,t) —kj)_|dx.
M JKiNkjr1<v(-.1)}

Integrate over [0, S], use Holder’s inequality and the energy estimate to get for j =
0,....n—1

- 2 p
kj C kj » 1-1!
5 PO v=kjp) = i\ s +kT) (PO v <kj) = P(Q; v <kjp) 7.

(5.43)

As j < n, it holds 2/(P=2 < §kP~2 as well, implying k?/S < kf Thus we can
simplify all the factors involving k; above, giving forall j <n — 1

(P(Q; v <kji1) 7t < Cutln (P(Q; v <kj) = P(Q; v < kji)) -

which, summed over j < n — 1 gives (5.42) by the usual telescopic argument. O

Lemma 5.22 (Measure-to-Point Estimate) For any p € 10, 1[ there exists
m(p) €10, 1[, T(u) > 1 such that any supersolution u > 0 in Q3 7y fulfills

Po(Kpyuz=Dzp = wuzm@u) inKipx[Tw)/2,T(w). (5.44)

Proof Let T to be determined and suppose u > 0 is a supersolution in Q1 7. By
Lemma 5.20,

P(Ky: (t 4+ 172 u > k() = /2, Vi e[0,T].
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If v is defined as per (5.40), the previous condition reads
P (K15 v=>k(w) > /2, VT el0,5], S=log(T+1)>0

so that, being v > 0 a supersolution, Lemma 5.21 implies

1
P(Qi5:v<8")< ﬂ(M/Z)/nl_ll’, for S, == (2" / k()" 2.

Nextchoosen = n(u), (andthus S = S(u) ;== S, and T =T () := e5 —1) so that
1
,B(M/Z)/nFP < v(1), with v given in (5.32). Lemma 5.17 applied on Q1 s with
1
h = S2-r thus gives

1
v>S827/2 onKipnxI[S/2, 5]

Recalling the definition (5.40) of v, in terms of u the latter implies

T 1
u>e r2log>r(T+1)/2 onKypx [\/T +1-1, T] > Ky x [T/2.T1.

O

Theorem 5.23 (Holder Regularity) Any L{> (Q27) solution u of (5.29) in Qr for
p > 2 belongs to Cl%c(QT)’ with & depending only on N, p, Co and C1. Moreover,
there exist T > 1 and C > 0 such that if Qx(T) := Kog x [T R?,0] C Qr, for
anyr € [0, R] it holds

r.s

osc(u(-,0),K,) < € max{l, ||u||LOO(QE(T))] ()" (5.45)

Proof Let T = T(1/2) be given in the previous Lemma. By space/time translation,
it suffices to prove an oscillation decay near (0, 0), with Q,_O(T) C Qr for some

ro > 0. By (5.30), u(x ro,tré’) (still denoted by u) solves (5.29) on Qf(I_‘). Let
M = |l poo g7 if M > 1 consider v(x, 1) = M~ u(x, M>~Pt), which, being
p > 2, solves (5.29) on Q| (T) and ||v||LOO(Q;(T)) < 1. Applying Lemma 5.19 to
v(-, T + 1) (notice that QO (T) translates to Q, ) proves the Holder continuity of
u, while (5.45) is obtained from (5.34) for v, scaling back to u. |

The next lemma shows that the geometry of the expansion of positivity in the
degenerate setting is very similar to the nondegenerate case. Compared to Fig. 4, the
only difference is in the shape of the paraboloid which is thinner for larger p.
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Lemma 5.24 (Expansion of Positivity) There exists & > 0 and, for any u > 0,
c(n) €10, 1[, y(u) > 1, such that if u > 0 is a supersolution to (5.29) in Qar.T,

krt A

. 2- kr
Po(Kiuzk)=p = infu(y@ () o) zcw)
K, P p

wheneverr < p < R and y(u)(k ri‘/,ox)%p,op < T/c().

Proof We first generalize (5.44) as follows: there exists 8 () > 0 such that for any
n>1,h>0

ho.
Po(Kpsuz=h)yzp = uz=clp 1nK2pX|: 5y 210U,

o) p? o? }
np—Z

(5.46)

By considering v(x, ) = h_lu(p x, h?P p? 1) and recalling (5.30), it suffices to
prove the claim for p = h = 1. By Lemma 5.20, (5.38) holds true, implying
1

Py(Kg;u > k(u)/(s + 1)r2) > ,114*1\’71 where s is a parameter in [0, n — 1].
Rescale (5.44) considering

V(8 1) = k(0 u@x k(WP A, k() = ko) /(s + 1)
which fulfills Py(K1; v > 1) > u4~V~1 to obtain, with the notations of (5.44)
vEmud N in Kipx [s+ T4 N2, s+ T(d™ V],
If c(u) :=k(p) m(u 4’N’1), using s € [0, n — 1], the latter reads in terms of u
infuC 1) = k(omGed™") = e(u) n>r  ifte I, forsomes € [0, — 1]
Iy = [47 k(> P (s + T (4N 71/2), 47 ke (u)> 7 (s + T4~ N"1)].
Finally, let O(n) = 47 k()> PT (4~ N=1) and observe that Usepoy—11ls 2
[6()/2, n6(u)),> proving (5.46). Notice that all the argument goes through as long

as it holds sups¢pg 17 Is = APk(u)>~Pn(n—14T(u4~N~1)) < T which, scaling
back, is ensured e.g. by n?0(u) pP h*P <T.

2Both a(s) = inf I, and b(s) = sup Iy are continuous, hence Use(o,y—11ly = [infseloy,,_”a(s),
SUPef0,y—1] b(s)]. Then observe that a(0) = 6(n)/2 while b(n — 1) > n6(w).
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To prove the lemma, again we can suppose k = 1, (otherwise consider v(x, 1) =
k~Vu(x, k>7P1)). Let, as per (5.46), 0 = 6(1) and ¢ = ¢(1), p, = 2" r and define
recursively

0 0 o
=0, et =t €GO E P o (5.47)

/f ’
0= o
Applying (5.46) with n = 1, we get

Py(Krsu=1)>pu = Py(Kp uz>c(u)=1 = P (Kp;u>c(uc)=1
and, proceeding by induction, we infer P, (K, ; u > c(u)c") = 1,foralln >

0. In particular P, (K,,; u > c(u)c") = 1, so we again use (5.46) for n to be
determined to obtain

wz e @ 2 in Koy X ltnst t+ 00 (€ @2 Pol). (548)
Choose 7 so that
tn+ 10 (W) &Pl =t & p=ij=(1+P2P))2.
For this choice (5.48) holds in the time interval [#,41, #,42] giving, by monotonicity,

inf u(-, 1) > c(u) &t forall t, <t < tyim, n,m >0
Pn

for a smaller c(u). Let s, = E”(z_”)p}?; computing ¢, we find t, ~, s, with
constants depending on u, therefore, for sufficiently large m = m(n) € N, 1, <
YW sn < y () Sn+1 < tym and

infu(- 1) > c()&  forall y( sy <1 <y sur1, n = 0.

Pn

The same argument as in the end of the proof of Lemma 5.14 gives the thesis. O

Theorem 5.25 (Forward Harnack Inequality) Ler u be a nonnegative solution
o_f (5.29) in Ki6gr x [=T,T). Then there exists C > 6 > 0 such that if
Cu(0,0)2"P RP < T, then

u(0,0) < C iI?fu(-, G u(0,0)>7 RP). (5.49)
R
Proof Thanks to (5.30), the function v(x, 1) = u(0, 0)~'u(R? x, u(0,0)>~? RP 1)

solves (5.29) in K16 x [T u(0,0)?"> R™7, T u(0,0)?~> R"P] and v(0, 0) = 1. It
then suffices to prove the existence of & > 1, ¢ € ]0, 1[ such that any solution u > 0
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of (5.29) in K14 x [—2, 6/¢] obeys

u©,0=1 = i}(lfu(-,é)zé. (5.50)
1

As in Theorem 5.15, let @, := K, x [—p”,0] and consider ¥(p) = (1 —
o)* Supg- u for p € [0, 1], where A is given in Lemma 5.24. Let by continuity
po € [0, 1], (xo, 70) € Q;O such that

max ¥ (p) = (1 - poluo  uo = u(xo. fo),

choose & e 10, 1[ such that (1 — &)~ ~* —2andletr = = & (1 — pg). As in (5.26), it
holds ugp r* > 5)‘ Let T be given in Theorem 5.23 and let Q, = Kj-1/p . (x0) x

[to — P, to]. Since T > 1, it holds Q, - Qp0+r and we can deduce as in (5.27) that
supg, u < (1 — E)~* up. Then (5.45) ensures

osc(u(-, t0), Kp(x0)) <2Cuq(p/r)* for p<T '/rr,

Since u(xg, to) = ug, we infer u(-, to) > wup/2 in K,,,(xo) for some n > 0.
Therefore Py, (K, (x0); u > ug/2) > 77 and being ugrt > 5)‘, a fortiori it
holds Py, (K,(x0); u > & r~*/2) > 7. Since K12(x0) € Ki6, Lemma 5.24
with k = E* r—* /2 gives for suitable 7 > 1 > ¢ > 0

inf (- 1o+ FENCP pp DY 5 & r<p<3, per-ppptio-2 T
K, (x0) p* ¢

In (5.50) we let 0=y 2P+MP=2) and choose p such that ro+y Ei(z_”)pl’”‘(”_z) =
0. From typ < 0 we get p > 2 (and thus K, (xg) 2 K1) and from #p > —1 we infer

7;;)_-5»'01745\(1?*2) < 1+J;§)_»(2*P)2P+X(P*2) < J;g)_»@*l?)(l +2P+5\(P*2)) = p<3.
Hence (by eventually lowering c), such p is admissible and its upper bound

proves (5.50). O

Theorem 5.26 (Backward Harnack Inequality) Let u be a nonnegative solution
of (5.29) in Kigr x [=T,T]. Then there exists C' > 6" > 0 such that if
C'u(0,0)> P RP < T, then

supu(-, —0'u(0,0)>~? R”) < C'u(0, 0). (5.51)
KR

Proof By the same scaling argument as before, we can reduce to the case R = 1,
u(0,0) = 1. Let, fort > 0, w(t) := u(0, —¢) and apply (5.49) to u with (0, —1)
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instead of (0, 0) to get
u(0, —t 4+ 0 w> =P (1) pP) > w(r)/C, 0<p<l.

Ifw() < 2_C_‘ for some r < 6/(2 C)P~2, we can choose p(r) > 0 such that p(P =
twP~2(1)/0 < 1, obtaining u(0,0) = u(0, —t + 6 w>~P(¢) p?(t)). Therefore we
proved

0<t<0/2C)"P2 & w()<2C = w(t) <C

which implies w(r) < 2C forall 0 < t < /(2 C)?~2 by a continuity argument.
Letting ' = 6/(2C)?~2, C' = 2C we prove (5.51) by contradiction: from
u(0,—0") < C and supg, u(- —6') > 2C, by continuity there exists ¥ € K
such that u(x, —6’) = 2C. Since 0 € K;(x) and 6 (2C)>~P = &', the Harnack
inequality (5.49) for u at the point (X, —6’) implies

1 =u(0,0) > Kir}f) u(-, -0 +02C)*P) > u(x, —0")/C = 2.
1(x

5.5 Singular Parabolic Equations

We conclude with the Harnack inequality for solutions of parabolic singular
supercritical equations. The measure-to-point estimate will be treated through a
change of variable analogous to the degenerate case, but requires a little bit more
care. From this we’ll derive a Holder continuity result for all bounded solutions
in the full range p € ]1, 2[. As mentioned in the introduction of the section, the
proof of the Harnack inequality will rely on Theorem 5.32, which we state without
proof.

Lemma 5.27 Let u > 0 be a supersolution in Q1,1 of (5.29) with p < 2. For any
u > 0 there exists k(n) €10, 1[, T(w) € 10, min{l1, T}] such that

PoKj;u>1)>pn = P (Ky;u>k(n)>u/2 vVt € [0, T (w)].

Proof Proceed as in Lemma 5.20 to get (5.39) for k = 1, 6,¢,€ ]0,1[ and ¢ €
[0, T']. Thus

1-P(Ki;u>e)<1—6Y+ ! 1 + Ct
— ;u_ < —_ — .
A a—e2\" " HTa—sr
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Choose § = 6(u) and ¢ = e(u) as per 1 — sN = w/8and (1 —w)/(1 — 8)2 =
1 —3u/4, so that

5
Pi(Ky; u>e(u) > N C(ut, foranyt € [0, T'].

Choosing T' (i) < T such that C () T () < /8 gives the claim. |

Lemma 5.28 (Shrinking Lemma) Let v > 0 be a supersolution in Q2 s of (5.29)
with p € 11, 2[ such that for some i, k € 10, 1]

P(Ki;v>k >u Vrelo,S]

Then there exists B = B(u) > 0 such that for anyn > 1

1
1
P(Quss v =k/2") < pao) (1+#277/5)"" /n'
Proof Proceed as in the proof of Lemma 5.21 up to (5.43) with Q = Q1.5. As j > 1
and p < 2, itholds k¥ +k7/S < k(1 +k>77/S), so that

_ k2=P\ r-1
P(Q;vsk,-+1>p"lscw"(1+ S) (P(Q; v <kj) — P(Q; v <kjy1)),

which yields the conclusion summing over j <n — 1. O

Lemma 5.29 (Measure-to-Point Estimate) Leru > 0 be a supersolution of (5.29)
for p € 11,2]. For any u € 10, 1] there exists m(u), T (i) € 10, 1] such that

Po(Ki;u>=l)y2p = wuxm(u) inKjuax[Tw)/2,Tw]l. (5.52)

Moreover, T (u) can be chosen arbitrarily small by decreasing m ().

Proof Let T(u), k() be given in Lemma 5.27: clearly T (u) can be chosen
arbitrarily small. Since p < 2, an explicit computation shows that for any fixed
T € [T(w)/2, T ()], the function
v(x,t)=e2z1’u(x,T—e_T), xe K, t>—logT
is a supersolution to (5.29). The conclusion for u# of Lemma 5.27 becomes for v
Pr(K1: v > e rk(u) = p/2. Vo= —logT,

and for s > —log T to be chosen, the latter implies (thanks to p < 2)

Po(Ki; vz exrk(uw) = /2, Vrzs5>—logT. (5.53)
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For v(w) and B(u) given in Lemmata 5.17 and 5.28, let n = n(u) > 1 be such that

1
B (k07 +1)" < vk,

and for s > —1logT let Iy = [e®,2¢°]. Due to (5.53), Lemma 5.28 applies to v on
K1 x I for k = k(u) e?-7, giving, by the choice of n = n(u),

P(Ky x I v < k(u) > /2") < v(k(w)). (5.54)

Subdivide I, in [2"?~P)] 4 1 disjoint intervals, each of length A € [¢* (27"C—P) —
1), ¢ 27"C=P)], On at least one of them, say J = [a,a + A] C I, (5.54) holds for
J instead of Iy, thus a fortiori

P(KyxJ; v = k(u)kzlf’) <Py xJ;v= k(u)ezi"/Z”) < v(k(w)).

Apply (5.32) to v on K x J to obtain

1
v(x, ) > k(UW)A2r /2 Vrela+Ar/2,a+ Al C I, x € Ky2.

Since A > ¢ (27"2=P) — 1), in terms of u and s, the latter implies that for some
Ts € J g [esa 285‘]

. ot k eszir.l§ 5—Ts
inf u(-,T —e™ ™) =-¢ 27 inf v(-, 7,) > (M)z =:c(u)e?r.
Kip Kip 24n

Apply Lemma 5.18 tou in Kyjp x [T —e™ %, T]with h = c(p) e 7 to get

§—Ts
2-p

e
infu(-,t) >c
inf a0 = o’

Vie[T —e ™, T —e ™ +minfe ™, ;pC(M)ES_TS}].

(5.55)
Finally, let s = s(u) = max{—log(T (1)/2), —log(c 277 c¢(w)}, so that it holds
§>—logT and G2 Pe(p)e’ 5 > e T,

Therefore (5.55) holds for 7 = T and from 7z < 2¢% we deduce a lower bound
on ¢*~% depending only on u, which proves (5.52) by the arbitrariness of T €

(T(w)/2, T (W] 0
Theorem 5.30 (Holder Regularity) Any LS (Q7) solution u of (5.29) in Q7 for

loc

p €11, 2[ belongs to C%_(Qr), with & depending only on the data. Moreover there

2 loc ’
exists S, also depending on the data, with the following property: if S > S there
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exist C_‘(S) > 0 such that

sup u<Sk = osc(u, Ky x [—k2PrP,0]) < C(SHk( ), r <R,
Ko x[—k2=PRP 0] R

(5.56)

forany k, R > 0 for which K> g x [—k*~P RP,0] C Q7.

Proof Let T = T(1/2) € 10, 1] given in the previous Lemma. By space-time

translations and rescaling we are reduced to prove Holder continuity near (0, 0) with

0 := Ky x[-T,01 € Qr.If M := ||ull j (5, > | consider M~ u(MP=2/Px 1)

which, being p € ]1, 2[, solves (5.29) in 0 and fulfills ||U||L°0(Q) < 1. Applying
1

Lemma 5.19 gives the first statement. To prove (5.56), suppose that § > Tr2=S§,
rescale to R = 1, then let y(S) := §$P~2 T~ and consider

v, ) =Sk upx,tr) p=pSYP, t=k>PTL

Thanks to (5.30), it is readily verified that v solves (5.29) in Q and by the assumption
in (5.56) it is bounded by 1. Applying (5.34) (notice that T is the same) and rescaling
back gives (5.56) for all r < )7(S)1/ PR and hence for all r < R with eventually a
bigger constant. O

Lemma 5.31 (Expansion of Positivity, See Fig.5) There exists A > p/(2 — p)
and, for any u > 0, c(u), y1(n), y2(u) € 10, 1[ s. t. ifu > 0 is a supersolution in
OsRr.T

Py(Kr;uzk)>p =

A

P\ A2—P)—p kr
infu(-, k7r? (1 () + y2(w) (1 —( ) N zew' . (557
Ky P p*

whenever r < p < R and k2P r? (yi() + y2()(1 — (r/p)* = P)=P)) < T.
Moreover; the y; (1) can be chosen arbitrarily small by lowering c().

Proof The proof is very similar (and in fact simpler) to the one of Lemma 5.24 and
we only sketch it. First expand in space (5.52) through

()

%
® = u > c(u)in Ko x[ ZM,Q(M)],

Po(Kiu>=1)>=p = Po(Kgiu>1) > N
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T

Fig. 5 The expansion of positivity in the singular case. If at time t = 0, # > 1 on the dotted part
of given measure, after a waiting time yj, u is pointwise bounded from below in the shaded region
by a large power of (y; + y2 — 1)

where we have set, with the notations in (5.52), O(u) = T(u/8Y), c(n) =
m(u/8"). Notice that, since p < 2, we can suppose that 27 c(D?>?P < 1.
Through a scaling argument, we infer that for any supersolution # > 0 in
Ks, x [0, 0(i) h*~P pP] it holds

Po(Kpsu=h)=p = u>=cGh in Ky x[ 7 h7PpP 0(wh>7p?],

(5.58)

6 ()
2

To prove (5.57), we can suppose that k = 1 by scaling and define
c) = cu, 1/2), 0:=0(1), é=c(l) <22, p,=2"r

and 1, as per (5.47). Since by assumption Py(K,;u > 1) > pu, a first application
of (5.58) implies P, (K,; u > c(u)) = 1. Iterating (5.58) with u = 1 we thus obtain

L 0 o
uz e e in Ky x [ttt €@l ]

foralln > 1. From 27 ¢277 < 1 we infer #, + 2716 (c(n) & 1277 pP | > tyy1,
so that

u Z C(M) E" in Kpn X [tns t}’l+1]1 n Z 1

Finally, an explicit calculation shows that for suitable y; (1), y2(n) > 0 it holds

tn = 11 () rP + 7200 (1= 2P @7PY") = P (11 () + y2 () (1 = (/ pa) @7 7P))



Harnack Estimates 363

where A = —log, ¢ > p/(2 — p). A monotonicity argument then gives the claim
forany p > r. m]

Theorem 5.32 (Appendix A of [31]) Let u > 0 solve (5.29) in Kog x [t — 2h, t]
for some p € 1px, 2[. Then

c ( - / (x.5)d )N(p”z)ﬂ, +_( h )21
sup u < n u(x,s)dx c -,
Kpx[t—h,t] hN(piv2)+p s€lt=2h,11 Jgyp RP
(5.59)

Theorem 5.33 (Harnack Inequality) Let p € 1px, 2[. There exists constants C >
1, 8 > 0 such that any solution u > 0 of (5.29)in Kggr x[—T, T] obeying u(0, 0) >
0 and

4RP supu(-, 00> P <T (5.60)
Kog

satisfies the following Harnack inequality

C'supu(-,s) <u(0,0)<C infu., ), —0u(0,0)>"PRP <s,t <0Ou(0,0)> PRP.
Kg R

(5.61)

Proof Consider the solution (0, 0) ! u(R x, R? u(0,0)>~7¢t) in Kg x [-T', T']
(still denoted by u) with T’ = T R™P u(0, 0)?~2. This reduces us to u(0,0) = 1,
R =1,T" > 4 and (5.60) implies

1 <M> P :=supu(-,0)> P <T'/4. (5.62)
K

We first prove the inf bound in (5.61). Let L > p/(2 — p) be the expansion of
positivity exponent, define ¥ (p) = (1 — o) supg, u(-, 0) for p € [0, 1] and choose
00> X0 € Kp, such that

max = (p0) = (1 - po) uo,  ug = u(xp,0) > 1.

As in the proof of Theorem 5.7, we can let £ €0,1] obey (1 — .ff)’X = 2 to find

forr =& (1 — po)

wor* =&, sup u(-,0) < (1 — &) Fug = 2uo. (5.63)
Ky (x0)
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Let a := u(z)fp r?. By construction ug < M and by (5.62), u solves (5.29) in
Ky (x0) x [—4a,4a]. Apply (5.59)for R = r/2,t = a,s = 0and h = 2a to
get

P
c N(p=2)+p _ 1 p
sup U= u(x,0)dx +ca2rrr2
K (x0)

N
KE (x0) x[—a,a] aNp-2+p

P
_ QuorNyne-2+p

A

+ cug < cuyo, (5.64)

g P rr) N2
where we used the second inequality in (5.63) to bound the integral. Since a =

u(z)fp rP, we can apply (5.56) with k = ug in both K, /2(x0) x[—a, 0] and K, /2(x0) x
[0, a] to get

osc(u, K,(xo) x [—a,al) < Cuo (p/r)%,  p<r/2.

As u(xg, 0) = up we infer that u > uo/2 in Kj-(x0) x [—n” a, n? a] for suitable
1 €10, 1/2[, so that P; (K, (x0); u > uo/2) > 7" forall |t] < ﬁuff” rP. Apply the
expansion of positivity Lemma 5.31 at an arbitrary time ¢ such that |[t| < u(z)_p r?,

choosing the )/,-(ﬁN) so small that yl(ﬁN) + yz(ﬁN) < 1/2. Its conclusion for k =
up/2, p = 2 implies, thanks to K2(xgp) 2 K1,

=
=

)<

r)X(Z—P)—P
2

infuC. 1+ yug ') = auort, =)+ @M (1= ()
1

for all |¢t] < ﬁu(z)fp r?. The latter readily gives u(x,t) > cuog r* for x € K; and
[t] < ﬁu(z)fp rP /2. Finally, observe that since 7 < 1 and A > p/(2 — p), it holds
u(z)fp rP > (ugr*)>P, so that the first inequality in (5.63) yields u(x, 1) > ¢ €+ =:
1/C forx € Ky and |t| < 7 *C=P) /2 =: 4.

To prove the sup bound we proceed similarly. Indeed, let x,, € K be such that
U(xy, 0) = SUPg, U. Notice that Kg(xx) € K2g, hence (5.60) still implies (5.62) for
the rescaled (and translated) function. Hence, the same proof as before carries over,
giving, after rescaling back, infx, u(-, 0) > c u(x, 0). This implies Supg, u(-,0) <
C u(0, 0) and we can proceed as in (5.64) forr = 2R, xo = O and a = R? SUPg, , U
to get the final sup estimate. O
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Carlo Mantegazza, Matteo Novaga, and Alessandra Pluda

Abstract We present a collection of results on the evolution by curvature of
networks of planar curves. We discuss in particular the existence of a solution and
the analysis of singularities.

Keywords Curvature flow - Networks - Singularity formation

1 Introduction

These notes have been prepared for a course given by the second author within
the INdAM Intensive Period Contemporary Research in elliptic PDEs and related
topics, organized by Serena Dipierro at the University of Bari from April to June
2017. We warmly thank the organizer for the invitation, the INdAAM for the support,
and the Department of Mathematics of the University of Bari for the kind hospitality.

The aim of this work is to provide an overview on the motion by curvature of
a network of curves in the plane. This evolution problem attracted the attention of
several researchers in recent years, see for instance [9—12, 20, 23, 24, 29, 31, 33, 35,
37,43]. We refer to the extended survey [32] for a motivation and a detailed analysis
of this problem.

This geometric flow can be regarded as the L?-gradient flow of the length
functional, which is the sum of the lengths of all the curves of the network (see [10]).
From the energetic point of view it is then natural to expect that configurations
with multi-points of order greater than three or 3-points with angles different from

C. Mantegazza
Dipartimento di Matematica e Applicazioni, Universita di Napoli Federico II, Napoli, Italy

M. Novaga (<) - A. Pluda
Dipartimento di Matematica, Universita di Pisa, Pisa, Italy
e-mail: matteo.novaga@unipi.it

© Springer Nature Switzerland AG 2019 369
S. Dipierro (ed.), Contemporary Research in Elliptic PDEs and Related Topics,
Springer INdAM Series 33, https://doi.org/10.1007/978-3-030-18921-1_9


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-18921-1_9&domain=pdf
mailto:matteo.novaga@unipi.it
https://doi.org/10.1007/978-3-030-18921-1_9

370 C. Mantegazza et al.

120°, being unstable for the length functional, should be present only at a discrete
set of times, during the flow. Therefore, we shall restrict our analysis to networks
whose junctions are composed by exactly three curves, meeting at 120°. This is
the so-called Herring condition, and we call regular the networks satisfying this
condition at each junction.

The existence problem for the curvature flow of a regular network with only one
triple junctions was first considered by L. Bronsard and F. Reitich in [11], where
they proved the local existence of the flow, and by D. Kinderlehrer and C. Liu
in [24], who showed the global existence and convergence of a smooth solution
if the initial network is sufficiently close to a minimal configuration (Steiner tree).

We point out that the class of regular networks is not preserved by the flow, since
two (or more) triple junctions might collide during the evolution, creating a multiple
junction composed by more than three curves. It is then natural to ask what is the
subsequent evolution of the network. A possibility is restarting the evolution at the
collision time with a different set of curves, describing a non-regular network, with
multi-points of order higher than three. A suitable short time existence result has
been worked out by T. [lmanen, A. Neves and F. Schulze in [23], where it is shown
that there exists a flow of networks which becomes immediately regular for positive
times.

These notes are organizes as follows: In Sect. 2 we introduce the notion of
regular network and the geometric evolution problem we are interested in. In Sect. 3
we recall the short time existence and uniqueness result by Bronsard and Reitich,
and we sketch its proof. We also show that the embeddedness of the network is
preserved by the evolution (till the maximal time of smooth existence). In Sect. 4
we describe some special solution which evolve self-similarly. More precisely, we
discuss translating, rotating and homothetically shrinking solutions. The latter ones
are particularly important for our analysis since they describe the blow-up limit of
the flow near a singularity point. In Sect. 5 we derive the evolution equation for
the L2-norm of the curvature and of its derivatives. As a consequence, we show
that, at a singular point, either the curvature blows-up or there is a collision of triple
junctions. Finally, in Sect. 6 we recall Huisken’s Monotonicity Formula for mean
curvature flow, which holds also for the evolution of a network, and we introduce
the rescaling procedures used to get blow-up limits at the maximal time of smooth
existence, in order to describe the singularities of the flow. In particular, we show
that the limits of the rescaled networks are self-similar shrinking solutions of the
flow, possibly with multiplicity greater than one, and we identify all the possible
limits under the assumption that the length of each curve of the network is uniformly
bounded from below.
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2 Notation and Setting of the Problem

2.1 Curves and Networks

Given an interval / C R, we consider planar curves y : [ — R2.

The interval I can be both bounded and unbounded depending whether one wants
to parametrize a bounded or an unbounded curve. In the first case we restrict to
consider I = [0, 1].

By curve we mean both image of the curve in R? and parametrization of the
curve, we will be more specific only when the meaning cannot be got by the
context.

A curve is of class C¥ if it admits a parametrization y : I — R? of class C*.

+ A C! curve, is regular if it admits a regular parametrization, namely y, (x) =
‘HZ (x) # O forevery x € I.

e It is then well defined its unit tangent vector 7 = vy /|yx|.

« We define its unit normal vector as v = Rt = Ry, /|y«|, where R : R? — R?
is the anticlockwise rotation centred in the origin of R? of angle /2.

* The arclength parameter of a curve y is given by

s = s(x) Z/O lyx (€)1 d§ .

We use the letter s to indicate the arclength parameter and the letter x for any
other parameter. Notice that d; = |y, |’18x.

« If the curve y is C? and regular, we define the curvature k := |75| = |yss| and
the curvature vector k := 1, = y;,. We get:

_ 1 (Vx> =Yxx|yx|2_)/x<)/XXa)/x>
[Vxl \lvxl X |7/x|4

As we are in R? we remind that k = 7, = kv.
* The length L of a curve y is given by

L(y) :=flyx(X)IdX=f lds.
1 4

A curve is injective if for every x # y € [ we have y (x) # y ().

A curve y : [0, 1] = R? of class C¥ is closed if y(0) = y (1) and if y has a
1-periodic C¥ extension to R (Fig. 1).

In what follows we will consider time-dependent families of curves
(y(, x))ieo.T)- We let T = 7 (t,x) be the unit tangent vector to the curve,
v = v (t,x) the unit normal vector and k = k (¢, x) its curvature vector as
previously defined.
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Fig. 1 A simple closed curve

We denote with 9, f, 95 f and 9, f the derivatives of a function f along a curve
y with respect to the x variable, the arclength parameter s on such curve and the
time, respectively. Moreover 97 f, 9} f, 0;' f are the higher order partial derivatives,

possibly denoted also by fx, fyix ---» fss fsss--. and fr, frr, ...
We adopt the following convention for integrals:

ft, y, v,k,kg,...,)\,)\s...)ds=/0 Fa oyt T vk A AL ) v ldx
Vi

as the arclength measure is given by ds = |y!| dx on every curve y.
Let now Q2 be a smooth, convex, open set in R2.

Definition 2.1 A network N in Q is a connected set described by a finite family
of regular C'! curves contained in €2 such that

1. the interior of every curve is injective, a curve can self-intersect only at its end-
points;

2. two different curves can intersect each other only at their end-points;

. acurve is allowed to meet d€2 only at its end-points;

4. if an end-point of a curve coincide with P € 9€2, then no other end-point of any
curve can coincide with P.

W

The curves of a network can meet at multi-points in €2, labeled by O L o2 ...,0m
We call end-points of the network, the vertices (of order one) Pl p2 ... P ¢
092.

Condition 4 keeps things simpler implying that multi-points can be only inside
€2, not on the boundary.

We say that a network is of class Ck with k € {1, 2, ...} if all its curves are of
class Ck.

Remark 2.2 With a slightly modification of Definition 2.1 we could also consider
networks in the whole R? with unbounded curves. In this case we require that every
non compact branch of A" is asymptotic to an half line and its curvature is uniformly
bounded. We call these unbounded networks open networks.

Definition 2.3 We call a network regular if all its multi-points are triple and the
sum of unit tangent vectors of the concurring curves at each of them is zero.
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P3

P! P

Fig. 2 A triod and a spoon

Example 2.4

* A network could consists of a single closed embedded curve.

* A network could be composed of a single embedded curve with fixed end-points
on 9€2.

* There are two possible (topological) structures of networks with only one triple
junction: the triod T or the spoon S. A triod is a tree composed of three curves
that intersects each other at a 3-point and have their other end-points on the
boundary of Q. A spoon is the union of two curves: a closed one attached to
the other at a triple junction. The “open” curve of the spoon has an end-point on
a2 (Fig. 2).

2.2 The Evolution Problem

Given a network composed of n curves we define its global length as
L=L"+...4+L".

The evolution we have in mind is the L2-gradient flow of the global length L.
Therefore, geometrically speaking, this means that the normal velocity of the curves
is the curvature. In the case of the curves (curve shortening flow) this condition
fully defines the evolution, at least geometrically. In the case of networks another
condition at the junctions comes from the variational formulation of the evolution
as we will see below.

2.2.1 Formal Derivation of the Gradient Flow

We begin by considering one closed embedded C? curve, parametrized by y :
[0, 1] — R2. Then y(©0) = y(1), 7(0) = t(1) and k(0) = k(1). We want to
compute the directional derivative of the length. Given ¢ € R and ¥ : [0, 1] — R?
a smooth function satisfying ¥ (0) = (1), we take ¥ = y + e a variation of y.
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From now on we neglect the dependence on the variable x to maintain the notation
simpler. We have

1 1
0 LP))eo = 0 / |yx+evfx|dx=/ <1/’)"’“’”cbc:/ (s, T) ds
d ae Jo 0 [¥x| y

—f (¥, 75) ds + (¥ (D), (1)) = (¥(0), (0)) .
14

As y is a simple closed embedded curve, then the boundary terms are equal zero.
We get

.
96 LW lizo = /y (V, —k) ds .

Since we have written the directional derivative of L in the direction ¢ as the
scalar product of ¢ and —k, we conclude (at least formally) that —k is the gradient
of the length. Hence we can understand the curve shortening flow as the gradient
flow of the length.

We considering now a triod T in a convex, open and regular set Q@ C R?, whose
curves are parametrized by y' : [0,1] — R2 of class C? With i € {1 2,3}.
Without loss of generality we can suppose that y 10 = y20) =y (0) and
yi(l) = P € dQ with i € {1, 2, 3}. We consider again a variation 7' = y’ + g/’
of each curve with 1/;’ : [0,1] — Rz three smooth functions. We require that
vy = ¢20) = 3 (0) and ¥i(1) = 0 because we want that the set T
parametrized by 7 = (7!, 72, 73) is a triod with end point on 9 fixed at P!,
In such a way we are asking two (Dirichlet) boundary conditions. By definition of
total length L of a network, we have

L(T) = ZLW)—ZfI |dx—Zf lyi +evildx.

Repeating the previous computation and using the hypothesis on ¥/ we have

L) = Z/ ds+z(1/f (0,7 (D) - i(w’@ﬂm}

i=1

—Z/ ds+Z (v, 7).
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Imposing that the boundary term equals zero we get

3 3
0=Y"(v'©.70)= <w1<0>, Zr"<0>> = > 7(0) =0.

i=1 i=1 i=1

Hence, we have derived a further boundary condition at the junctions.

2.2.2 Geometric Problem

We define the motion by curvature of regular networks.

Problem 2.5 Given a regular network we let it evolve by the L2-gradient flow of
the (total) length functional L in a maximal time interval [0, 7'). That is:

» cach curve of the network has a normal velocity equal to its curvature at every
point and for all times ¢ € [0, T)—motion by curvature;

 the curves that meet at junctions remains attached for all times t € [0, T)—
concurrency;

 the sum of the unit tangent vectors of the three curves meeting at a junction is
zero for all times ¢ € [0, T)—angle condition.

Moreover we ask that the end-points P” € 0S2 stay fixed during the evolution—
Dirichlet boundary condition.

As a possible variant one lets the end-points free to move on the boundary
of © but asking that the curves intersect orthogonally 9 2—Neumann boundary
condition.

Although our problem is geometric (as we want to describe the flow of a set
moving in R?), to solve we will turn to a parametric approach. As a consequence
we will work often at the level of parametrization.

Definition 2.6 (Geometric Admissible Initial Data) A network A is a geomet-
rically admissible initial data for the motion by curvature if it is regular, at each
junction the sum of the curvature is zero, the curvature at each end-point on 92 is
zero and each of its curve can be parametrized by a regular curve 7/(’)' 1[0, 1] - R?
of class C%+* with « € (0, 1).

We introduce a way to label the curves: given a network composed by n
curves with [ end-points P!, P2, ..., P! € 3 (if present) and m triple points
0!, 0%, ...0m e Q, we denote with yl’i the curves of this network concurring
at the multi-point O? with p € {1,2,...,m}andi € {1, 2, 3}.

Definition 2.7 (Solution of the Motion by Curvature of Networks) Consider a
geometrically admissible initial network Ny composed of n curves parametrized by
y(; : [0, 1] — K2, with m triple points o, 0%, ...0" € Qand (if present) / end-
points P!, P2, ..., P! € 3. A time dependent family of networks (Nefo,r) is a
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solution of the motion by curvature in the maximal time interval [0, T') with initial

data A\p if it admits a time dependent family of parametrization y = (y!,..., y")
such that each curve yi e C 23&’2"’0‘([0, T) x [0, 1]) is regular and the following
system of conditions is satisfied for every x € [0, 1], € [0, T),i, j € {1,2,...,n}

(yi)f-(t, x) = K (t, x) motion by curvature,

yPi=yPi at every 3-point O” concurrency,

Z?:l =0 at every 3-point O” angle condition,

y"(t, 1) =P’ withO <r </ Dirichlet boundary condition,

2.1)

where we assumed conventionally that the end-point P" of the network is given by
y @ 1.

Remark 2.8 The boundary conditions in system (2.1) are consistent with a second
order flow of three curves. Indeed we expect three vectorial conditions at the
junctions and one for each curve at the other end points.

Remark 2.9 We have defined solutions in C *5*.24a byt the natural class seems to
be C!2. It is indeed possible to define a solution to the motion by curvature of
networks asking less regularity on the parametrization. Our choice simplify the
proof of the short time existence result. We will see in the sequel that it is based
on linearization and on a fixed point argument. The classical theory for system
of linear parabolic equations developed by Solonnikov [39] is a Holder functions
setting (see [39, Theorem 4.9]).

Remark 2.10 Suppose that (N (¢)),e[0, 7] is a solution to the motion by curvature as
defined in Definition 2.7. We will see later that at ¢+ > 0 the curvature at the end-
points and the sum of the three curvatures at every 3-point are automatically zero.
Then a necessary condition for (N (z));cj0,7] to be C 2 in space till + = 0 is that
these properties are satisfied also by the initial regular network. These conditions on
the curvatures are geometric, independent of the parametrizations of the curves, but
intrinsic to the set and they are not satisfied by a generic regular, C> network.

Remark 2.11 Notice that in the geometric problem we specify only the the normal
component of the velocity of the curves (their curvature). This does not mean that
there is not a tangential component of the velocity, rather a tangential motion is
needed to allow the junctions move in any direction.

Example 2.12

* The motion by curvature of a single closed embedded curve was widely studied
by many authors [3-5, 16—19, 28]. In particular the curve evolves smoothly,
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P2

Pl
Q

Fig. 3 Two special cases: two curves forming an angle at their junction and a single curve with
two end-points on the boundary of

becoming convex and getting rounder and rounder. In finite time it shrinks to
a point.

* The case of a curve with either an angle or a cusp can be dealt by the works of
Angenent [3-5]. Actually the curve becomes immediately smooth and then for all
positive time we come back to the evolution described in the previous example.

e The evolution of a single embedded curve with fixed end-points (Fig. 3) is
discussed in [22, 40, 41]. The curve converges to the straight segment connecting
the two fixed end-points as the time goes to infinity.

* Two curves that concur at a 2-point forming an angle (or a cusp, if they have the
same tangent) can be regarded as a single curve with a singular point, which will
vanish immediately under the flow (Fig. 3).

2.2.3 The System of Quasilinear PDEs

In this section we actually work by defining the evolution in terms of differential
equations for the parametrization of the curves. For sake of presentation we restrict
to the case of the triod. This allows us maintaining the notation simpler.

Let us start focusing on the geometric evolution equation )/,L = k, that can be
equivalently written as

Yx(t, X)

(yr(t,x), v(t,x))v(t,x) = < 5 v(t, x)> v(t,x).
|)’x(t,x)|

This equation specify the velocity of each curve only in direction of the normal v.
Curve shortening flow for closed curve is not affected by tangential velocity.
In the evolution by curvature of a smooth closed curve it is well known that any
tangential contribution to the velocity actually affects only the “inner motion” of
the “single points” (Lagrangian point of view), but it does not affect the motion of
the whole curve as a subset of R? (Eulerian point of view). Indeed the classical mean
curvature flow for hypersurfaces is invariant under tangential perturbations (see for
instance [30, Proposition 1.3.4]). In particular in the case of curves it can be shown
that a solution of the curve shortening flow satisfying the equation y; = kv + At for
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some continuous function A can be globally reparametrized (dynamically in time)
in order to satisfy y; = kv and vice versa.

As already anticipated, in the case of networks it is instead necessary to consider
an extra tangential term (as for the case of the single curve that is not closed). It
allows the motion of the 3-points. At the junctions the sum of the unit normal vectors
is zero. If the velocity would be in normal direction to the three curves concurring
at a 3-point, this latter should move in a direction which is normal to all of them,
then the only possibility would be that the junction does not move at all.

Saying that a junction cannot move is equivalent to fix it, hence to add a
condition in the system (2.1). Thus, from the PDE point of view, the system becomes
overdetermined as at the junctions we have already required the concurrency and the
angle conditions.

Therefore solving the problem of the motion by curvature of regular networks
means that we require the concurrency and the angle condition (regular networks
remain regular networks for all the times) and that the main equation for each curve
is

Yl x) = K (6, x)v' (1, x) + A (1, )T’ (1, x)

for some A continuous function not specified. To the aim of writing a non-degenerate
PDE for each curve we consider the tangential velocity

lyil?

Then the velocity of the curves is

yi(t, x) =< yx.x(t,x)z vi(t,x)>vi(t,x) +< y{x(t,x)z ti(t,x)> i (t, x)
lyi(, x)| lys(t, x)|

]
_ Yt x) (2.2)
lyie, x|
A family of networks evolving according to (2.2) will be called a special flow.
We are finally able to write explicitly the system of PDE we consider.
Without loss of generality any triod T can be parametrized by y = (!, y2, ¥3)
in such a way that the triple junction is y1(0) = 2(0) = y3(0) and that the other
end-points P’ on 3L are given by ¥/ (1) = P! withi € {1, 2, 3}.

Definition 2.13 Given an admissible initial parametrization ¢ = (¢!, 92, ) of a
geometrically admissible initial triod T¢ the family of time-dependent parametriza-
tions y = (¥, ¥2, y3) is a solution of the special flow in the time interval [0, T']

if the functions yi are of class C e ’2+0‘([0, T1 x [0, 1]) and the following system
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is satisfied forevery r € [0, T'], x € [0, 1],i € {1, 2, 3}

i _ Vi(t) -
vt x) = My motion by curvature,
y1(t,0) = y2(,0) = y3(t,0) concurrency,
21'3:1 Ti(t,0)=0 angle condition, (2.3)
yi, 1) = P! Dirichlet boundary condition
Y0, x) = ¢’ (x) initial data

Definition 2.14 (Admissible Initial Parametrization of a Triod) We say that a
parametrization ¢ = (@', 92, ¢°) is admissible for the system (2.3) if:

.U ¢/([0, 1]) is a triod;

. each curve (pi is regular and of class ce([0, 1));
. 9'(0) = ¢/ (0) forevery i, j € {1, 2, 3};

el | e | @O _ g

0] + o2 (0] + l3 ) — 0;

20 9ix(0) - :
B OP = 10 0P forevery i, j € {1,2,3};

. ¢'(1) = P foreveryi € {1,2,3};
. @t (1) =0foreveryi € {1, 2, 3}.

Remark 2.15 Notice that in the literature one refers to conditions 3. to 7. in Defini-
tion 2.14 as compatibility conditions for system (2.3). In particular conditions 5.
and 7. are called compatibility conditions of order 2.

We want to stress the fact that choosing the tangential velocity and so passing
to consider the special flow allows us to turn the geometric problem into a non
degenerate PDE’s system. The goodness of our choice will be revealed when one
verifies the well posedness of the system (2.3).

Once proved existence and uniqueness of solution for the PDE’s system, it is
then crucial to come back to the geometric problem and show that we have solved
it in a “geometrically” unique way. This can be done in two step: first one shows
that for any geometrically admissible initial data there exists an admissible initial
parametrization for system (2.3) (and consequently a unique solution related to
that parametrization). In the second step one supposes that there exist two different
solutions of the geometric problem and then proves that it is possible to pass from
one to another by time-dependent reparametrization.

However from the previous discussion we have understood that in our situation
of motion of networks the invariance under tangential terms of the curve shortening
flow is not trivially true. To prove existence and uniqueness of the motion by
curvature of networks starting from existence and uniqueness of the PDE’s system
solution a key role will be played again by our good choice of the tangential velocity.
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3 Short Time Existence and Uniqueness

We now deal with the problem of short time existence and uniqueness of the flow.

3.1 Existence and Uniqueness for the Special Flow

We restrict again to a triod in @ C R%. We consider first system (2.3). The short
time existence result is due to Bronsard and Reitich [11].

We look for classical solutions in the space C 24 ([0, T] x [0, 1)) with @ €
(0, 1). We recall the definition of this function space and of the norm it is endowed
with (see also [39, §11, §13]).

For a function u : [0, T'] x [0, 1] — R we define the semi-norms

|I/l(t, 'x) - M(Ta x)l
[t]a0 := sup w
(t,%),(z,%) [t — 7|

and
_ lut, x) — u(t, )|
[”]O,a =

(t,3),(1,7) lx — y|*

The classical parabolic Holder space C e ’2+°‘([0, T] x [0, 1]) is the space of all

functions u : [0, T] x [0, 1] — R that have continuous derivatives 8," 8){ u (where
i, j € Nare such that 2i 4+ j < 2) for which the norm

2
lull g0 200 = Y a;a,{uHOOJr 3 [a;a,{u]OaJr 3 [a’la’{”]ﬂafﬂ,o

2i4j=0 2itj=2 T 0<24a—2i—j<2

is finite.

The boundary terms are in spaces of the form C kga’kJF“([O, T1 x {0, 1}, R™)
with k € {1, 2} which we identify with C e ([0, T1, R¥™) via the isomorphism
[ (f@,0), f, D).

Calling B, the ball of radius » centred at the origin the short time existence result
reads as follows:

Theorem 3.1 (Bronsard and Reitich) For any admissible initial parametrization
there exists a positive radius M and a positive time T such that the system (2.3) has

a unique solution in nga’”“ ([0, T) x [0,1]) N By.

Remark 3.2 Actually in [11] the authors do not consider exactly system (2.3), but
the analogous Neumann problem. They require that the end-points of the three
curves intersect the boundary of Q2 with a prescribed angle (of 90°).
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Bronsard and Reitich approach, based on linearising the problem around the
initial data, nowadays is considered classical. We explain here their strategy.

Step 1: Linearization
Fix an admissible initial datum ¢ = (0!, 02, ). We linearise the system (2.3)
around o getting

T iV = 2 ) Vi = S e v - 3.1
Vi |O')’C|2yxx <|yx|2 |U)lc|2> Vxx f (yxx Vx) @3.1)

The concurrency condition and the Dirichlet boundary condition are already
linear. The angle condition instead is not linear, so one has to take into account
the linear version of it:

3 , _
_ viod) I i ol oy)
Z il |G L Z( : IG}Q|> e o> bl
i=1

[yl

The linearized system associated to (2.3) is the following: fori € {1,2,3},¢ €
[0, T]and x € [0, 1]

Vi (t,x)

yi(t, x) — 2 = fi(t,x) motion,

y1(t,0) — y*(t,0) =0 concurrency

y1(t,0) =y, 0) =0 concurrency

- Z?zl V“i((:; |O) ol ‘(:7)(‘)3“ o) b(t,0) angles condition

i, 1) = pi Dirichlet boundary condition
y'(0,x) —¢/(x) initial data

(3.2)

We remind that the initial data for the system has to satisfy some linear
compatibility conditions.

Step 2: Existence and Uniqueness of Solution for the Linearized System
We have linearized system (2.3) to obtain system (3.2). We now want to show

that this latter admits a unique solution in C " 24 ([0, T] x [0, 1]). This is due
to general results by Solonnikov [39], provided the so-called complementary
conditions hold (see [39, p. 11]). The theory of Solonnikov is a generalization to
parabolic systems of the elliptic theory by Agmon, Douglis and Nirenberg.

The complementary conditions are algebraic conditions that the matrices that
represent the boundary operator and the initial datum have to satisfy (see also [39,
p. 97]). Showing this conditions for a particular system can be heavy from the
computational point of view. For instance in [15, pp. 11-15] it is proved that the
complementary condition follows from the Lopatinskii-Shapiro condition. We
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state here the definition of Lopatinskii—Shapiro condition at the triple junction, it
is similar at the end-points on 9€2.

Definition 3.3 Let A € C with :R(L) > 0 be arbitrary. The Lopatinskii—Shapiro
condition for system (3.2) is satisfied at the triple junction if every solution
(rDi=123 € C*([0, 00). (C})) to

AT = oy Vix () =0 x €[0,00),i € {1,2,3} motion,

y'(0) —y*(0) =0 concurrency,

y2(0) —y3(0) =0 concurrency,
3w RO .0 ) _ 0 angle condition,

i=1|gi)| — loi(0)3

which satisfies lim, _, o]y (x)| = 0 is the trivial solution.

The angle condition in the previous system can be equivalently written as

3

2 laxé))iﬁ (i )0 = 0.

i=1

It can be proved that Lopatinskii—Shapiro condition for system (3.2) is sat-
isfied testing the motion equation by |o(0).|(y7(x), vi(0))v'(0) and then by
lo (0); [(yi(x), T1(0))r (0) and using the concurrency and the angle conditions.

Once it is shown that the complementary conditions are fulfilled, then [39,
Theorem 4.9] guarantees existence and uniqueness of a solution of system (3.2).

For T > 0 we define the map L7 : X7 — Yr as

S )
(V’ \0}\27/”_ ie{1,2,3)
_ 23 e 0;(1/;,(7})
=1 o] lof |
i
YV x=1
Y|t=0

L()/) = x=0

where the linear spaces X and Y7 are

24a 24a

Xr:={yeC 2" (0,T]x[0,1]; (R*?) such that for 7 € [0, T],i € {1,2, 3}
itholdsy'(r, 1) = y*(1.2) = (1, 3)} ,

Yr = {(f.b. %) € CH°([0, T] x [0, 1]; (R x € 2 ([0, T]; RY)

x C2H ([0, 1 <R2>3>

such that the linear compatibility conditions hold},
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endowed with the induced norms. Then as a consequence of the existence and
uniqueness of a solution of system (3.2) we get that L7 is a continuous isomorphism.

Remark 3.4 The linearized version of IJ):XTz (linearising around o) is
X

1 Oxx {Vxs Ox)

|Gx|2 Vxx — 2 (33)

|Ux|4

As the well posedness of system (3.2) depends only on the highest order term we
can restrict to consider (3.1) instead of (3.3).

Step 3: Fixed Point Argument
In the last step of the proof we deduce existence of a solution for system (2.3) from
the linear problem by a contraction argument.

Let us define the operator N that “contains the information” about the non-
linearity of our problem. The two components of this map are the following:

N _!X‘;*P — C27([0, T1 x [0, 1]; (R?)?),
1:
v = f),

P I4+a .
NQ;!X? — € '2°([0, T]; RY),
14 — b(y)

where X?’P = {y € Xt such that y;—o = ¢ and yi(t, 1) = Pl fori € {1,2,3}}.
Then y is a solution for system (2.3) if and only if y € X‘; and

Lr(y)=Nr(y) <  y=L;'Nr(y)=Kr(y).

Hence there exists a unique solution to system (2.3) if and only if K7 : X ?’P —

X ‘;’ P hasa unique fixed point. By the contraction mapping principle it is enough to
show that K is a contraction. This result conclude the proof of Theorem 3.1. O

The method of Bronsard and Reitich extends to the case of a networks with
several 3-points and end-points. Indeed such method relies on the uniform parabol-
icity of the system (which is the same) and on the fact that the complementary and
compatibility conditions are satisfied.

We have only to define what is an admissible initial parametrization of a network.

Definition 3.5 (Admissible Initial Parametrization of a Network) We say that a
parametrization ¢ = (¢', ..., ¢") of a geometric admissible network Ny composed
by n curves (hence such that Uf’zlgoi ([0, 1]) = Np) is an admissible initial one if
each curve q)i is regular and of class C?te([0, 1), at the end-points (pi(l) = Piit
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holds ¢! (1) = 0 and at any 3-point O” we have

eP1(0) = pP*(0P) = P (07),

ol 0n)  elion)  el’0n _

' om) e 19l o)

ohior)y  gkiory  gkior

W omPR e on)R el o)
where we abused a little the notation as in Definition 2.13.

Theorem 3.6 Given an admissible initial parametrization ¢ = (¢', ..., ¢") of a
geometric admissible network Ny, there exists a unique solution y = (y', ..., y")

in nga 2t (10, T] % [0, 1) of the following system

Vi ()
lvie.ol?

yPi (t, OP) = yP* (¢, OP) at every 3-point OP concurrency

it x) = motion by curvature

Pi
23 e 0" g at every 3-point OP angles condition

NG -
I=yaon)

y"(t,1) = P’ with0 <r <| Dirichlet boundary condition

Y (x,0) = ¢ (x) initial data
(3.4)

(where we used the notation of Definition 2.13) for every x € [0, 1], t € [0, T] and
ie{l,2,...,n}, j #ke{l,2,3}in a positive time interval [0, T].

3.2 Existence and Uniqueness

In the previous section we have explained how to obtain a unique solution for short
time to system (2.3) and more in general to system (3.4), but till now we have
not solved our original problem yet. Indeed in Definition 2.7 of solution of the
motion by curvature appears a slightly different system. Moreover Theorem 3.1 (and
Theorem 3.6) provides a solution given an admissible initial parametrization but
in Definition 2.7 we speak of geometrically admissible initial network. It is then
clear that we have to establish a relation between this two notions.
To this aim the following lemma will be useful.

Lemma 3.7 Consider a triple junction O where the curves vy, v?% and y3 concur
forming angles of 120° (that is Z?:l i = Z?Zl V' =0). Then

Kol + ale! = k202 + 2222 = 133 +A3t3,
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is satisfied if and only if
K+ K+ =0 and A +22+27=0.
Proof Suppose that fori # j € {1, 2, 3} we have
kvl At = kJvd 4 Al

Multiplying these vectorial equalities by v/ and v/ and varying i, j, I, thanks to the
conditions Y3, 77 = 3°7_ v’ =0, we get the relations

A= AT 3k 2
A=Al 4 V32
k= —kit 2 4 /3002
K =—k'"172 - /30712

with the convention that the second superscripts are to be considered “modulus 3”.
Solving this system we get

ki*l _ ki+1

V3

which implies

3 3
Zk":ZAf:o. (3.5)
i=1 i=1

O

It is also possible to prove that at each triple junction the following properties
hold

3 3 3
DU =00 and > K=o,
i=1 i=1 i=1
3 3 3 3 3
oY kP =" akP = Y AP = "o =0, Y kPP =0,
i=1 i=1 i=1 i=1 i=1
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3 3
2:(8,11&”')2 = Z({)f)&”’ﬁ foreveryl € N,
i=1 i=1

B,m(kfi + APIEPHy = Btm(kfj + APIkPIY for every pair i, j and m € N.,

3 3
D ofkP k" + AP kP =Y oA 9 (k{" + AP'kP') =0 for every [,m € N.
i=1 i=1

(3.6)

We are ready now to establish the relation between geometrically admissible
initial networks and admissible parametrizations.

Lemma 3.8 Suppose that Ty is a geometrically admissible initial triod
parametrized by y = (y', y%, y3). Then there exist three smooth functions 6 :
[0, 1] — [0, 1] such that the reparametrization ¢ = (yl 00!, 92002 y30 93) is
an admissible initial parametrization.

Proof Consider y = (y!, y?, y?) the parametrization of class C>** of Ty (that
exists as Tp is a geometrically admissible initial triod). It is not restrictive to suppose
that ' (0) = y2(0) = y3(0) is the triple junction and that y’(1) = P! € 9Q with
ief{l, 2,3}

We look for smooth maps 6! : [0, 1] — [0, 1] such that 9)’; (x) # 0 for every x €
[0, 1], #7(0) = 0 and 6 (1) = 1. Then conditions 1. 2. 3. and 6. of Definition 2.14
are satisfied.

Condition 4. at the triple junction is true for any choice of the 6’ as it involves
the unit tangent vectors that are invariant under reparametrization.

We pass now to Condition 5. namely we want that

(pix — (p)%)( — (p)?é’)( (3 7)

2 N U
We indicate with the subscript y or ¢ the geometric quantities computed for the
parametrization y or ¢, respectively. We define A/ := ((p{*(;,. ‘lflx ' Then (3.7) can be

equivalently written as
1.,1 1.1 _ 12,2 2.2 _ 13,3 3.3
kov, + A T, =kovg + A7ty = kov, + Aty (3.8)

and, as all the geometric quantities involved are invariant under reparametrization,
the equality (3.8) is nothing else than

1.1 1.1 _ ;2.2 2.2 _ .33 3.3
kyvy—i—k ty_kyvy—i-)» ry_kyvy—i-)» T,

that by Lemma 3.7 is satisfied if and only if

k;+k§+k§=o and A +a2+213=0. (3.9)
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To satisfy Condition 7. we need a similar request. Indeed ¢’ = 0 at every end-
point of the network is equivalent to the condition &, v}, + A't, = 0, that is satisfied
if and only if

k,=0 and A'=0 (3.10)

at every end-point of the network.

Hence, we only need to find C* reparametrizations ' such that at the borders
of [0, 1] the values of A are given by the relations in (3.9) and (3.10). This can
be easily done since at the borders of the interval [0, 1] we have 6'(0) = 0 and
0i(1) = 1, hence

i = Paclen) _ 1 | $ 20 729) Orx

. = — . —0 . L= . o
i |3 il Ylyio 0161 lvil3 i) |02
i eylcx

Y lodlleg)?

where A}, = %é;(\\)sf;)
Choosing any C® functions 6" with 6;(0) = 61(1) = 1, 0(1)},, = —2L |y/|10%|>

and

) kl—l _ i+l ) o
0(0)}, =( " —A’y> PAllAE

(for instance, one can use a polynomial function) the reparametrization ¢ =
(@', 9, ¢®) satisfies Conditions 1. to 7. of Definition 2.14 and the proof is
completed. O

Remark 3.9 Vice versa if ¢ is an admissible initial parametrization, then the triod
Ui3=l @' ([0, 17) is clearly a geometrically admissible initial network. Indeed one uses
Lemma 3.7 to get that the sum of the curvature at the junction is zero. The other
properties are trivially verified.

We are ready now to discuss existence and uniqueness of solution of the
geometric problem. We need to introduce the notion of geometric uniqueness
because even if the solution y of system (2.3) is unique, there are anyway several
solutions of Problem 2.5 obtained by reparametrizing y .

Definition 3.10 We say that Problem 2.5 admits a geometrically unique solution if
there exists a unique family of time-dependent networks (sets) (N; );e[o, 17 satisfying
the definition of solution 2.7.

In particular this means that all the solutions (functions) satisfying system (2.1) can
be obtained one from each other by means of time-depending reparametrization.
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Theorem 3.11 (Geometric Uniqueness) Let To be a geometrically admissible
initial triod. Then there exists a geometrically unique solution of Problem (2.3) in a
positive time interval [0, T].
Proof Let Top be a geometrically admissible initial triod parametrized by
Yo = (7/01, 7/02, y(?) admissible initial parametrization (that always exists thanks to
Lemma 3.8). Then by Theorem 3.1 there exists a unique solution y = (!, y2, y3)
to system (2.3) with initial data yy = (yol, y02, y03 ) in a positive time interval [0, T].
In particular (T;);c0,771 = (U?zlyi([O, 11D¢)tef0,77 1s a solution of the motion by
curvature. -

Suppose by contradiction that there exists another solution (T;);¢[0,77] to Prob-
lem 2.5 with the same initial To. Let this solution be parametrized by y =

(v, 7% 73) with
7e ([0, T x [0, 1) .

We want to show that the sets T and T coincide, namely that y coincides to y up
to a reparametrization of the curves y(, t) for every t € [0, min{T, T'}].

Let ¢’ : [0, min{T, T’}] x [0,1] — [0, 1] be in czﬁ"*”‘x([o, min{T, T'}] x

[0, 1]) and consider the reparametrizations y' (¢, x) = 7' (¢, ¢’ (t, x)). We have y' €
2+4a

C 2 -2 ([0, min{7, T'}] x [0, 1]) and

yix) =[P (. ¢ (1. x))]
=P/t ¢ (8, X)) + Vit @' (t, X))@} (2, x)
=K (1.0 (1, )V (1.9 (£, ) + X (1, ¢ (1. )T (1, ¢ (2. %))
+ 7t @' (1, X)) (1, x)
R (A GEY))
- <|%z’ (1, ¢ (1,0))|

Pit, ¢l (1, x))
Vi (1, ¢ (1, )

) \W’(w"(ux)>>v"<t,<p"(t,x)>

+25(t, @' (1, x)) | + Pt @' (1, )@l (2, x) .

We ask now the maps ¢’ to be solutions for some positive interval of time [0, T"]
of the following quasilinear PDE’s

1 t t

Vi, i (t, x))
TP (¢ (2, )]

|7 (1, ¢ (1, )| ‘ Vi (2. ¢t (2. x))|
A ', X)) Pl (1, %)
Vit o @ 0) |7 (e, 0t 0) | |l )
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with ¢ (t,0) = 0, ¢’ (t, 1) = 1, ¢/ (0, x) = x (hence, y' (0, x) = y' (0, x) = 0/ (x))
and ¢, (t,x) # 0. The existence of such solutions follows by standard theory of
second order quasilinear parabolic equations (see [25, 27]). Then we have

. vio(t i, . .
yitt, x) = < P (1. 'C x))2 7. (t,x))>v'(r,go’ (1, %))
[PE (1, ¢t (1, )|
N Vix (1.9 (1, 20) ‘ Pit o' (t.x) \ 7i (1,91, 0)
|77 (e, ¢ 0, )| VPR (e @t @ 0) [ [ |72 (2, 072, 0)
P, 07 (1,9 (1, %))
|71 (1. 91 0, 0) [* ol (0

N (R7AC9) Pt 07 (1, ¢ (1, X))
= i~ , 2 ~ . 2 - 2
7ot 0)" |7 e 0)] ek )]
i x)
5 (2, x)]?
By the uniqueness result of Theorem 3.6 we can then conclude that yi =yl for
every i~e {1,2,...,n}, hence y' (¢, x) = y' (¢, ¢' (¢, x)) in the time interval [0, T']
where T = min{T, T', T"}. O

3.3 Geometric Properties of the Flow

In Definition 2.1 of network we require that the curves are injective and regular.
The second assumption is needed to define the flow because |yy| appears at the
denominator. For the short time existence of the flow we did not require that the
curves are embedded. We now show that if the initial network is embedded then the
evolving networks stay embedded and intersect the boundary of €2 only at the fixed
end-points (transversally).

Proposition 3.12 Let N; be the curvature flow of a regular network in a smooth,
convex, bounded, open set 2, with fixed end-points on the boundary of 2, fort €
[0, T). Then, for every time t € [0, T), the network N intersects the boundary of Q
only at the end-points and such intersections are transversal for every positive time.
Moreover, N; remains embedded.

Proof By continuity, the 3-points cannot hit the boundary of 2 at least for some
time 7’ > 0. The convexity of € and the strong maximum principle (see [36])
imply that the network cannot intersect the boundary for the first time at an inner
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regular point. As a consequence, if 7y > 0 is the “first time” when the A; intersects
the boundary at an inner point, this latter has to be a 3-point. The minimality of #( is
then easily contradicted by the convexity of €2, the 120° condition and the nonzero
length of the curves of Nj.

Even if some of the curves of the initial network are tangent to d€2 at the end-
points, by the strong maximum principle, as 2 is convex, the intersections become
immediately transversal and stay so for every subsequent time.

Finally, if the evolution N; loses embeddedness for the first time, this cannot
happen neither at a boundary point, by the argument above, nor at a 3-point, by the
120° condition. Hence it must happen at interior regular points, but this contradicts
the strong maximum principle. O

Proposition 3.13 In the same hypotheses of the previous proposition, if the smooth,
bounded, open set Q2 is strictly convex, for every fixed end-point P" on the boundary
of Q, forr € {1,2,...,1}, there is a time t, € (0, T) and an angle o, smaller than
/2 such that the curve of the network arriving at P" form an angle less that o,
with the inner normal to the boundary of , for every time t € (¢, T).

Proof We observe that the evolving network N; is contained in the convex set ; C
2, obtained by letting 92 (which is a finite set of smooth curves with end-points
P") move by curvature keeping fixed the end-points P” (see [22, 40, 41]). By the
strict convexity of 2 and strong maximum principle, for every positive ¢ > 0, the
two curves of the boundary of € concurring at P” form an angle smaller that &
which is not increasing in time. Hence, the statement of the proposition follows. O

4 Self-similar Solutions

Once established the existence of solution for a short time, we want to analyse the
behavior of the flow in the long time. A good way to understand more about the flow
is looking for examples of solutions.

A straight line is perhaps the easiest example. It is also easy to see that an infinite
flat triod with the triple junction at the origin (called standard triod) is a solution
(Fig. 4).

In both these examples the existence is global in time and the set does not change
shape during the evolution. From this last observation one could guess that there is

Fig. 4 A straight line and a . ‘
standard triod are solutions of
the motion by curvature
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y=m/2

y=-—m/2

Fig. 5 The grim reaper relative to e;

an entire class of solutions that preserve their shape in time. We try to classify now
self-similar solution in a systematic way.

Let us start looking for self-similar translating solutions.

Suppose that we have a translating curve y solving the motion by curvature
with initial data 0. We can write y (¢, x) = n(x) 4+ w(¢). The motion by curvature
equation k(¢, x) = (y: (¢, x), v(¢t, x)) in this case reads as k(x) = (w’(t), v(x)). As
a consequence w(t) is constant, hence we are allowed to write y (¢, x) = n(x) + tv
with v € R2, and we obtain

k(x) = (v, v(x)) .

The reverse is also true: if a curve y satisfies k(x) = (v, v(x)), then y is a translating
solution of the curvature flow. By integrating this ODE (with v = e) one can see
that the only translating curve is given by the graph of the function x = —logcosy
in the interval (—g , ’2’ ). Grayson in [19] named this curve the grim reaper (Fig. 5).

Passing from a single curve to a regular network, the situation becomes more
delicate. Every curve of the translating network has to satisfies k' (x) = (v, v’ (x)).
A result for translating triods can be found in [31, Lemma 5.8]: a closed, unbounded
and embedded regular triod R? self-translating with velocity v # 0 is composed by
halflines parallel to v or translated copies of pieces of the grim reaper relative to
v, meeting at the 3-point with angles of 120°. Notice that at most one curve is a
halfline (Fig. 6).

Among curves there are also rotating solutions. Suppose indeed that y is of the
form y (¢, x) = R(¢)n(x) with R(#) a rotation. The motion equation becomes

k(x) = (R'()n(x), ROv(x)) = (R'(OR' (On(x), v(x)) .

We get that R'(¢)R’(¢) is constant. By straightforward computations one also get
that R(?) is a anticlockwise rotation by wt, where w is a given constant. Then

k(x) = (n(x), T(x)) .

A fascinating example can be found in [2]: the Yin—Yang curve.
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Fig. 6 Some examples of translating triods

We have left at last the more significant case: the self-similarly shrinking
networks.

Suppose that a solution of the motion by curvature evolves homothetically
shrinking in time with center of homothety the origin, namely y (¢, x) = a(t)n(x)
with a(t) > 0 and «’(t) < 0. Being a solution of the flow the curve y satisfies
k(t,x) = (yi(t, x), v(t, x)). Then

k(x) = a(t)a (1) (n(x), v(x)) .

We have that «(r)a’(7) is equal to some constant. Up to rescaling we can suppose
a(t)a’ (1) = —1. Then for every t € (—oo, 0] we have a(t) = 24/t — T and k(x) =
— (n(x), v(x)), or equivalently k(x) + nt(x) =0.

Definition 4.1 A regular C? open network S union of n curves parametrized by 7’
is called a regular shrinker if for every curve there holds

K+t =0.

Remark 4.2 Every curve of a regular shrinker satisfies the equation k + n+ = 0.
As a consequence it must be a piece of a line though the origin or of the so called
Abresch-Langer curves. Their classification results in [1] imply that any of these
non straight pieces is compact. Hence any unbounded curve of a shrinker must be
a line or an halfline pointing towards the origin. Moreover, it also follows that if a
curve contains the origin, then it is a straight line through the origin or a halfline
from the origin.

By the work of Abresch and Langer [1] it follows that the only regular shrinkers
without triple junctions (curves) are the lines for the origin and the unit circle. There
are two shrinkers with one triple junction [20]: the standard triod and the Brakke
spoon. The Brakke spoon is a regular shrinker composed by a halfline which
intersects a closed curve, forming angles of 120°. It was first mentioned in [10]
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O

Fig. 7 A circle and a Brakke spoon. Together with a straight line and a standard triod, they are all
possible regular shrinker with at most one triple junction

o DO

Fig. 8 The standard lens is a shrinker with two triple junctions symmetric with respect to two
perpendicular axes, composed by two halflines pointing the origin, posed on a symmetry axis and
opposite with respect to the other. Each halfline intersects two equal curves forming an angle of
120°. The fish is a shrinker with the same topology of the standard lens, but symmetric with respect
to only one axis. The two halflines, pointing the origin, intersect two different curves, forming
angles of 120°

Fig. 9 The regular shrinkers with a single bounded region

as an example of evolving network with a loop shrinking down to a point, leaving
a halfline that then, in the framework of Brakke flows, vanishes instantaneously. Up
to rotation, this particular spoon-shaped network is unique [12] (Fig. 7).

Also the classification of shrinkers with two triple junctions is complete. It is
not difficult to show [7, 8] that there are only two possible topological shapes for
a complete embedded, regular shrinker: one is the “lens/fish” shape and the other
is the shape of the Greek “Theta” letter (or “double cell”). It is well known that
there exist unique (up to a rotation) lens-shaped or fish-shaped, embedded, regular
shrinkers which are symmetric with respect to a line through the origin of R? [12,
37] (Fig. 8). Instead there are no regular ®-shaped shrinkers [6].

The classification of (embedded) regular shrinkers is completed for the shrinkers
with a single bounded region [6, 12, 13, 37], see Fig. 9.
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Several questions (also of independent interest) arise in trying to classify the
regular shrinkers. We just mention an open question: does there exist a regular
shrinker with more than five unbounded halflines?

Numerical computations, partial results and conjectures can be found in [20].

S Integral Estimates

A good way to understand what happens during the evolution of a network by
curvature is to describe the changing in time of the geometric quantities related to
the network. For instance we can write the evolution law of the length of the curves
or of area enclosed by the curves. In several situations estimating the evolution of
the curvature has revealed a winning strategy to pass from short time to long time
existence results.

Differently from the case of the curve shortening flow (and of the mean curvature
flow) here to obtain our a priori estimates we cannot use the maximum principle and
a comparison principle is not valid because of the presence of junctions. Therefore
integral estimates are computed in [31, Section 3] in [32, Section 5] in the case of
a triod and a regular network, respectively. An outline for the estimates appeared
in [23, Section 7], where the authors consider directly the evolution y; = kv + At.
We summarise here these calculations focusing on the easier cases.

Form now on we suppose that all the derivatives of the functions that appear
exist.

We start showing that if a curve moves by curvature, then its time derivative o,
and the arclength derivative d; do not commute.

We have already mentioned that the motion by curvature ytJ- = k can be written
as

yr = kv 4+ AT,

for some continuous function A.

Lemma 5.1 If y is a curve moving by y; = kv + At, then we have the following
commutation rule:

395 = 050 + (k* — A1) s . (5.1)
Proof Let f : [0, 1] x [0, T) — R be a smooth function, then

B — a0 f = I - m'y";)fx I oy g
[Vl [Vl [Vl

= — (03T + k)35 f = (k* — A)ds f

and the formula is proved. O
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In all this section we will consider a C* solution of the special flow. Hence each
curve is moving by
Vax (£, %)

Vti(tsx) = . 2
i@, %)

and 1 = e 1)
Using the rule in the previous lemma we can compute
BT =805y = 050y + (k% — Ag)dsy = d5(AT + kv) + (k% — A)T = (ks + kA)v,
v =0;(Rt) =Rt = —(ks + kM7,
drk =0, (57 | v) = (3,957 | v) = (850,T | V) 4+ (k> — As)(BsT | )
=0,( T |v) + k> — khy = By (ks +kA) + &> — kA
=kys +ksh + K,

L ely) _, (T]0sOx + k) (As — k)

=0 = =
[Vl ! |)’x|3 ! [Vl ! [Vl

=3s(hs — k%) — A(hs — k?) = Ags — Ay — 2kks + AK2.

8;)» = — 818)(

5.1 Evolution of Length and Volume

We now compute the evolution in time of the total length.

By the commutation formula (5.1) the time derivative of the measure ds on any
curve y' of the network is given by the measure (i — (k')?) ds. Then the evolution
law for the length of one curve is

dL d . . , :
®_ / lds= / L — (DY) ds=AT(1,1) =21 (0, 1) — / (k")ds.
dt dt Jyi.n ! !

We remind that by relation (3.5) the contributions of A”" at every 3-point O7
vanish. Suppose that the network has / end-points on the boundary of 2. With a
little abuse of notation we call A(¢, P") the tangential velocity at the end-point P"
forany r € {1, 2,...,1}. Since the total length is the sum of the lengths of all the
curves, we get

I
dL(t) )
=§ A, P7) — k= ds,
dt « P /N, ’

r=1
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In particular if the end-points P" of the network are fixed during the evolution all
the terms A(¢z, P") are zero and we have

dL(1) _ _/ 2 ds
dt N, ’

The total length L(¢) is decreasing in time and uniformly bounded above by the
length of the initial network.

We now discuss the behavior of the area of the regions enclosed by some curves
of the evolving regular network. Let us suppose that a region A(¢) is bounded
by m curves y!, 2, ..., ¥™ and let A(t) be its area. We call loop £ the union
of these m curves. The loop £ can be regarded as a single piecewise C? closed
curve parametrized anticlockwise (possibly after reparametrization of the curves
that composed it). Hence the curvature of £ is positive at the convexity points of the
boundary of A(¢). Then we have

m

A’(t)=—Z/_(x,|v)ds=—2/_(kv|v)ds
i=1 7 !

i=1"Y

m m
z_zf kds=—-Y a0, (5:2)
i=1 7' i=1

where A6; is the difference in the angle between the unit tangent vector t and the
unit coordinate vector e; € R? at the final and initial point of the curve y’. Indeed
supposing the unit tangent vector of the curve y’ “lives” in the second quadrant of
R2 (the other cases are analogous) there holds

950; = 05 arccos(t | e]) = — (Tlen k.,

V1= (t]e)?

SO
m m
A@t) = —Z/ 9s0; ds = —ZA@.
i=1 77 i=1

Considering that the curves y/ form angles of 120°, we have
m
mm/3 + Z AO; =2 .
i=1
We then obtain the equality (see [44])
A(t)=—-Q2—-m/3)r. (5.3)

An immediate consequence of (5.3) is that the area of every region bounded by
the curves of the network evolves linearly. More precisely it increases if the region



Lectures on Curvature Flow of Networks 397

has more than six edges, it is constant with six edges and it decreases if its edges are
less than six. This implies that if less than six curves of the initial network enclose
aregion of area Ao, then the maximal time T of existence of a smooth flow is finite
and

Ao 3Ap
T < <
T Q2Q-m/3)r T =«

5.2 Evolution of the Curvature and Its Derivatives

We want to estimate the L2 norm of the curvature and its derivatives, that will result
crucial in the analysis of the motion. The main consequence of these computation
indeed is that the flow of a regular smooth network with “controlled” end-points
exists smooth as long as the curvature stays bounded and none of the lengths of the
curves goes to zero (Theorem 5.7).

We consider a regular C*° network N; in , composed by n curves y’ with m
triple-points oL, 0% ...,0™and! end-points Pl P2 .. Pl We suppose that it
is a C solution of the system (3.4). We assume that either the end-points are fixed
(the Dirichlet boundary condition in (3.4) is satisfied) or that there exist uniform (in
time) constants C;, for every j € N, such that

10Jk(P", 1) +18{ 22, P")| < C;, (5.4)

foreveryt € [0,T) and r € 1,2,...,[. This second possibility will allow us to
localise the estimates if needed.
We are now ready to compute jt / N, k| ds. We get

d 2 2 2
|k|“ds = 2 k ok ds + lk|“(As — k") ds .
dt J, N, N

Using that 9,k = kgs + kA + k3 we get

d

/ |k|2ds=/ 2kkm+2xkks+k2xs+k4ds=f 2k kgs+ 35 (AK2)+k* ds.
dt J, N,

t

Integrating by parts and estimating the contributions given by the end-points P”
by means of assumption (5.4) we can write

d
/ |k|2ds=—2/ |kS|2ds—|—/ as(Akz)ds+/ k*ds
dr J, N N, N,

m 3 l
-2y +2) Kk
= r=1

p=li

i
kP k!
1

at the 3-point O7 at the end-point P”
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< —2/ |kS|2ds~|—/ k*ds +1CyC,
N N

m
= SN okP R AP kP

p=li=1

at the 3-point O?

Then recalling relation (3.6) at the 3-points we have
3
D Kk AP =0.
i=1

Substituting it above we lower the maximum order of the space derivatives of the
curvature in the 3-point terms

+1CyCy.
at the 3-point OP

3
d/ 2 / 2 / 4 = [ [ 12
Kds<—2[ |kPds+ | Kds+) Y arikr|
dt ) n, N N

p=1i=1

We notice that we can estimate the boundary terms at each 3-point of the form
>3 ALK 2 by Y3 Ak < [IK3]| 1 (see [31, Remark 3.9]). Hence

d

/ k*ds < —2/ ks |* ds +/ k* ds 4 |k|I3 ~ + [CoCy . (5.5)
dt Jn, N, N,

From now on we do not use any geometric property of our problem. We suppose
that the lengths of curves of the networks are equibounded from below by some
positive value. We reduce to estimate the L* and L> norm of the curvature of any
curve yi , seen as a Sobolev function defined on the interval [0, L(yi)].

Lemma 5.2 Let0 < L < +ooandu € C*°([0, L], R). Then there exists a uniform
constant C, depending on L, such that

3
el + Nl e = 2012, = € (ulZ 4+ 1)

Proof The key estimates of the proof are Gagliardo—Nirenberg interpolation
inequalities [34, Section 3, pp. 257-263] written in the form (see also [31,
Proposition 3.11])

1_1 141 B
lullpr < Cpllu'll 2 "llull "+ 7 lullg2 s
L2 »
1 1 B
whwsawﬁﬁw;+Lﬂwu-
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We first focus on the term ||u ”24' We have

lull s < € (uu’uié“uunié“ + ”””}2) ,
L2
and so
el < € (a2l + ell )
Using Young inequality
lull}s < C (euu’uiz + cellull, + ||u||iz) : (5.6)

Similarly we estimate the term ||u ||-zoo by

3 3
lul} < C (uu’uzzuuuzz + ||u||22)
= C (el I + collull§s + i) - (5.7)
Putting (5.6) and (5.7) together and choosing appropriately € we obtain

~ 3
4 3 2 ~ 6 4 3 2
el + Nl = 20125 < Gellul§s + Clulif + Cllul3 = € (NulZ, +1)

O

Applying Lemma 5.2 to the curvature k' of each curve y' of the network the
estimate (5.5) becomes

d
‘ f k*ds
dt N,

The aim now is to repeat the previous computation for st k with j € N.
Although the calculations are much harder, it is possible to conclude that for
every even j € N there holds

. ' 2j+3 2j+1
f 97 k|* ds < C/ f k* ds d&+C ([ kzds> +Ct+IC;Cj1+C.
N 0 \JNg N

Passing from integral to L™ estimates we have the following proposition.

3
<C <[ k> ds) +C +1CC; . (5.8)
N
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Proposition 5.3 If assumption (5.4) holds, the lengths of all the curves are
uniformly positively bounded from below and the L* norm of k is uniformly bounded
on [0, T), then the curvature of N; and all its space derivatives are uniformly
bounded in the same time interval by some constants depending only on the L*
integrals of the space derivatives of k on the initial network N.

We now derive a second set of estimates where everything is controlled—still
under the assumption (5.4)—only by the L> norm of the curvature and the inverses
of the lengths of the curves at time zero.

As before we consider the C* special curvature flow A; of a smooth network
N in the time interval [0, T), composed by n curves yi(-, t) : [0,1] — Q with
m triple junctions oL, 0% ...,0™ and | end-points pl. pz ... P satisfying
assumption (5.4).

As shown above, the evolution equations for the lengths of the n curves are given
by

dL (1)

= A1, 1) — A0, 1) — k*ds.
1 (L,1) 0,1 / s

yie.n

Then, proceeding as in the computations above, we get

d 1
k2 ds .
dt </M 9+;Ll>

< 2/ k2d +/ 4ds + 6m|k||3 0 +1CoC Z boaLt
— S S m e} — .
= L T @i ar
n A(1,0) — A0, 1) + 2 ds
- 2/ K2 ds + / k* ds + 6mllk||3 ~ +1CoC) —Z iy Syicak
¢ i=1
n n 2
llkll L= + Co Sy, K ds
< 2/ k2 ds—l—/ k*ds + 6m|k|3 0 +1CoCy +2 . r
N, N, L ; (L,)z ; (L’)2
<

2/ k> ds—|—/ k*ds + (6m +2n/3) k|3 % 4 1CoCy 4 2nC3 /3
N N

n 328 1
k% d: A
+3(/N, ‘) t3l iy

where we used Young inequality in the last passage. Proceeding as before, but
keeping track of the terms where the inverse of the length appear, it is possible
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to obtain

jt (/ k2ds~|—Z )<—/Mk§ds+c(/Mkzds) +CZ<ka ds)

(h#a)” o
+CZ EL1)3/2 +CZ(LI)3+C
i=1

3 n
: 1
<C k*d c .
< (/ ) + > iyt
n 1 3
§C</ k2ds+ZU+1) , (5.9)
M i=1

with a constant C depending only on the structure of the network and on the
constants Co and C; in assumption (5.4).

5.3 Consequences of the Estimates

Thanks to the just computed estimates on the curvature and on the inverse of the
length one can obtain the following result:

Proposition 5.4 For every M > 0 there exists a time Ty € (0, T), depending only
on the structure of the network and on the constants Cy and Cy in assumption (5.4),
such that if the square of the L norm of the curvature and the inverses of the lengths
of the curves of Ny are bounded by M, then the square of the L?> norm of k and the
inverses of the lengths of the curves of Ny are smaller than 2(n + 1)M + 1, for every

time t € [0, Ty].
Proof Consider the positive function f (1) = [y- k*ds + >_/_, L,(t) + 1. Then by

inequality (5.9) f satisfies the differential inequality f < Cf3. After integration it
reads as

rro £2(0)

2
FO=1 _5ci20) = 1=20im+ DM +11°

thenifr < Ty = SC[(n+31)M+1] we get f(t) <2f(0). Hence

t

"1 "1
K d <2 Krds+2 . 1<2 HM]+1.
/ S+ i S /NO s+23 gy 1 <A+ DML+
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The combination of these estimates implies estimates on all the derivatives of the
maps ', stated in the next proposition.

Proposition 5.5 If N; is a C® special evolution of the initial network Ny =
Ui_, o', satisfying assumption (5.4), such that the lengths of the n curves are
uniformly bounded away from zero and the L* norm of the curvature is uniformly
bounded by some constants in the time interval [0, T), then

* all the derivatives in space and time of k and A are uniformly bounded in [0, 1] x
[0, T),

e all the derivatives in space and time of the curves y' (t, x) are uniformly bounded
in [0, 171 x [0, T),

* the quantities |y (t, x)| are uniformly bounded from above and away from zero
in [0, 1] x [0, T).

All the bounds depend only on the uniform controls on the L?> norm of k, on
the lengths of the curves of the network from below, on the constants C; in
assumption (5.4), on the L* norms of the derivatives of the curves o' and on
the bound from above and below on |ofé (t, x)|, for the curves describing the initial
network Nj.

By means of Proposition 5.4 we can strengthen the conclusion of Proposition 5.5.

Corollary 5.6 In the hypothesis of the previous proposition, in the time interval
[0, Ty] all the bounds in Proposition 5.5 depend only on the L*> norm of k on N,
on the constants C in assumption (5.4), on the L norms of the derivatives of the
curves o', on the bound from above and below on |c!(t, x)| and on the lengths of
the curves of the initial network Nj.

By means of the a priori estimates we can work out some results about the smooth
flow of an initial regular geometrically smooth network Nj.

Theorem 5.7 If[0, T), with T < 400, is the maximal time interval of existence of
a C™ curvature flow of an initial geometrically smooth network N, then

1. cither the inferior limit of the length of at least one curve of Ny is zero, ast — T,
2. orlimy 7 [y, k*ds = +o0.

Proof We can C° reparametrize the flow N; in order that it becomes a special
smooth flow A; in [0, T). If the lengths of the curves of N; are uniformly
bounded away from zero and the L? norm of k is bounded, the same holds for the
networks AV;. Then, by Proposition 5.5 and Ascoli-Arzela Theorem, the network
j\/, converges in C* to a smooth network NT as t — T. We could hence
restart the flow obtaining a C* special curvature flow in a longer time interval.
Reparametrizing back this last flow, we get a C*° “extension” in time of the flow
N:, hence contradicting the maximality of the interval [0, T). m]

Proposition 5.8 If[0, T), with T < 400, is the maximal time interval of existence
of a C™ curvature flow of an initial geometrically smooth network Ny. If the lengths
of the n curves are uniformly positively bounded from below, then this superior limit
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is actually a limit and there exists a positive constant C such that

/ k*ds > ¢
JT —t’

foreveryt € [0, T).

Proof Considering the flow N introduced in the previous theorem. By means of
differential inequality (5.8), we have

d ~ 3 ~ 3
dl/ /<2ds<c</~ kzds> ~|—C§C(1+/~ kzds> :

which, after integration between ¢, r € [0, T') with ¢t < r, gives
1 1
~ 2 ~ 2
(14 fg Rds) (14 [y F2as)

Then, if case (1) does not hold, we can choose a sequence of times r; — T such
that | X, k2ds — 4oo0. Putting » = r; in the inequality above and passing to the

<C@r-—-1).

limit, as Jj — oo, we get

(1 +f,\7,%2ds)2 =edmn

hence, forevery ¢t € [0, T),

/kzds> ¢ 1> ¢ ,
JT -t ST —t

for some positive constant C and lim,_, 7 f N, k2ds = +oo0.
By the invariance of the curvature by reparametrization, this last estimate implies
the same estimate for the flow N;. O

This theorem obviously implies the following corollary.

Corollary 5.9 If[0, T), with T < +o00, is the maximal time interval of existence of
a C*® curvature flow of an initial geometrically smooth network Ny and the lengths
of the curves are uniformly bounded away from zero, then

c
maxk2 — 400, (5.10)

_«/T—t

ast —> T.



404 C. Mantegazza et al.

In the case of the evolution y; of a single closed curve in the plane there exists a
constant C > 0 such that if at time 7 > 0 a singularity develops, then

C
max k2 >
Vi T —1t

for every t € [0, T) (see [21]). It is unknown if this lower bound on the rate of
blow-up of the curvature holds also in the case of the evolution of a network.

Remark 5.10 Using more refine estimates it is possible to weaken the assumption of

* 24a

Theorem 5.7: one can suppose to have a C g curvature flow (see [32, p. 33]).

We conclude this section with the following estimate from below on the maximal
time of smooth existence.

Proposition 5.11 For every M > 0 there exists a positive time Ty such that if the
L? norm of the curvature and the inverses of the lengths of the geometrically smooth
network Ny are bounded by M, then the maximal time of existence T > 0 of a C®
curvature flow of Ny is larger than Tyy.

Proof As before, considering again the reparametrized special curvature flow N,
by Proposition 5.4 in the interval [0, min{T), T'}) the L2 norm of k and the inverses
of the lengths of the curves of \; are bounded by 2M? + 6M.

Then, by Theorem~5.7, the value min{Ty, T} cannot coincide with the maximal
time of existence of \V; (hence of \V;), so it mustbe T > Ty. |

6 Analysis of Singularities

6.1 Huisken’s Monotonicity Formula

We shall use the following notation for the evolution of a network in @ C R?: let
N C R? be a network homeomorphic to the all ;, we consider a map

F:(0,T) x N — R?

given by the union of the maps ¥’ : (0,T) x I; — € (with I; the intervals
[0, 11, (O, 1], [1, 0) or (O, 1)) describing the curvature flow of the network in the
time interval (0, T), thatis N; = F (¢, N).

Let us start from the easiest case in which the network is composed by a unique
closed simple smooth curve. Let 79 € (0, +00), xo € R2 and Pro.xo - 10, 20) % R2 be
the one-dimensional backward heat kernel in R? relative to (10, x0), that is

_ lx—xgl?
e 4(tg—1)

Vam(ty—1)

lot(),xo (ta -x) =
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Theorem 6.1 (Monotonicity Formula) Assume t9 > 0. For every t €
[0, min{ty, T'}) and xo € R? we have

d
t,x)ds = —
. /M Prouna (1. X) ds f t

Proof See [21]. O

2

(x —xo)*
pto,xo(ts )C) dS

k
* 2 —1)

Then one can wonder if a modified version of this formula holds for networks.
Clearly one needs a way to deal with the boundary points (the triple junctions).
In [31] the authors gave a positive answer to this question in the case of a triod.
With a slight modification of the computation in [31, Lemma 6.3] one can extend
the result to any regular network. As before, with a little abuse of notation, we will
write (¢, P") and A(¢, P") respectively for the unit tangent vector and the tangential
velocity at the end-point P" of the curve of the network getting at such point, for
anyr € {1,2,...,1}.

Proposition 6.2 (Monotonicity Formula) Assume ty > 0. For every t €
[0, min{zy, T'}) and xo € R2 the following identity holds

d
dt /M pto,xo(tax)ds = - /[ k+
I
P’ — xo
+ Z [< 2(ty— 1)
r=1
Integrating between #; and f, with 0 < #; < 1, < min{zy, T} we get

I,

2

(x —xo)*
0 lot(),xo(ta-x) dS

2(tg — 1)

T(t, P") > — A1, Pr)i| Pro.xo (&, PT) .

x —x0)t

2
2(t0 _ t) pt(),xo (ta X) det = / pto,xo (X, tl)ds_ / pt(),xo (X, tZ) dS

1 )

! L P — xq
+Z/ [<2(t0—t)

1

(t, P") >—A(r, Pr)]p,O,xO(t, P"ydr .

We need the following lemma in order to estimate the end-points contribution
(see [31, Lemma 6.5]).

Lemma 6.3 Foreveryr € {1,2,...,1} and xp € R2, the following estimate holds

[ ¢
' 2(t0 — &)

where C is a constant depending only on the constants C; in assumption (5.4).

§C’

(¢, P) > — A, P’)} Pro.xo (&, P") dé&
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Then for every point xo € R?, we have

[0 PT—x0
13“;[ |:<2(t0—$)

As a consequence, the following definition is well posed.

(€, P’)> — A, P’)} Pro.xo (€, PT)dE = 0.

Definition 6.4 (Gaussian Densities) For every #yp € (0, +00), xo € R? we define
the Gaussian density function Oy, x, : [0, min{r, T'}) — R as

®t0,x0(t) = /M Pry,xo (tv ) ds

and provided 7y < T the limit Gaussian density function 0: (0, +00) x R > R
as

Ot0, x0) = Jim Oy 1 (1).

For every (ty, xo) € (0,T] x R2, the limit ®(to, Xp) exists (by the monotonicity
of ®y,, x,) it is finite and non negative. Moreover the map ©:R? > Ris upper
semicontinuous [29, Proposition 2.12].

6.2 Dynamical Rescaling

We introduce the rescaling procedure of Huisken in [21] at the maximal time 7'.
Fixed xo € R2, let Fy, : [-1/21logT, +00) x N = R2 be the map

~ E(t, p) —xo

1
Fopr=" 0 0 (==, logT =

then, the rescaled networks are given by

N; —xo

New= e

(6.1)
and they evolve according to the equation

0 ~ ~ ~
atFX()(ta p) = v(ta p) + Fxo(ta p)

where

T(t, p) = V2T —t(1) - v(t(t), p) = kv + At and t()=T —e 2t
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W

Notice that we did not put the sign
remain the same after the rescaling.

When there is no ambiguity on the point xo, we will write pr ® = fxo , P")
for the end-points of the rescaled network N t,xg-

The rescaled curvature evolves according to the following equation,

over the unit tangent and normal, since they

Ak = kes + ksh + k> —k
which can be obtained by means of the commutation law
015 = 0 + (K* — ks — 1)ds ,

where we denoted with s the arclength parameter for N, tx0-
By straightforward computations (see [21]) we have the following rescaled
version of the Monotonicity Formula.

Proposition 6.5 (Rescaled Monotonicity Formula) Let xo € R? and set

P

plx)=e" 2
For every t € [—1/21og T, +00) the following identity holds

d/ ~
_ plx)ds= —/~
dt Nk.x ka

»X() X0

1%+ x125(x) ds + Xl: [( P (b) ‘ T(t(b), P’)>
r=1
=, P | F(P )

Dr _ P'—xo
where P" (1) = JAT—1(1)"
Integrating between t| and tp with —1/21logT <t} <t < 400 we get

t ~
/Z/N |k+xL|2,'5(x)d5dt=/~ ,a(x)ds—/~ p(x)ds (6.2)
t Nk,xo N

tl,xo kz,xo
/ t - ~ ~
+ 3 [C[(Fro]cew. )= Ta ] FE o at.
r=1"4
We have also the analog of Lemma 6.3 (see [31, Lemma 6.7 ]).
Lemma 6.6 Foreveryr € {1,2,...,1l} and xg € R2, the following estimate holds

forallte [ — }logT, +00),

§C’

/t+oo [(Fr@ [ra@), ) ~Tee, p]ae

where C is a constant depending only on the constants C; in assumption (5.4).
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As a consequence, for every point xg € R2, we have
q ry p

l

lim Z/jm (7@ ]cc®. P} -7 P)]as =0.

t—>+o00
r=1

6.3 Blow-Up Limits

We now discuss the possible blow-up limits of an evolving network at the maximal
time of existence. This analysis can be seen as a tool to exclude the possible arising
of singularity in the evolution and to obtain (if possible) global existence of the flow.

Thanks to Theorem 5.7 we know what happens when the evolution approaches
the singular time 7': either the length of at least one curve of the network goes
to zero, or the L?-norm of the curvature blows-up. When the curvature does not
remain bounded, we look at the possible limit networks after (Huisken’s dynamical)
rescaling procedure. The rescaled Monotonicity Formula 6.5 will play a crucial
role. We first suppose that the length of all the curves of the network remains
strictly positive during the evolution. In this case the classification of the limits
is complete (Proposition 6.8). Without a bound from below on the length of the
curves the situation is more involved, and we will see that in general the limit sets
are no longer regular networks. For this purpose, we shall introduce the notion of
degenerate regular network.

We now describe the blow-up limit of networks under the assumption that the
length of each curve is bounded from below by a positive constant independent of
time. We start with a lemma due to A. Stone [42].

Lemma 6.7 Let ./’\7{, xo be the family of rescaled networks obtained via Huisken’s
dynamical procedure around some xo € R? as defined in formula (6.1).

1. There exists a constant C = C(Np) such that, for every x € R? t € [ -
é logT, +c>o) and R > O there holds

H' (Ni.x, N Br(x)) < CR.

2. For any ¢ > 0 there is a uniform radius R = R(¢) such that

/N e_lxlz/zdsfe,
M,xo\BR(x)

that is, the family of measures e*‘x‘z/2 H! f\vft,xo is tight (see [14]).

Proposition 6.8 Let N; = |J!_, ¥'(¢, [0, 11) be a C'? curvature flow of regular
networks with fixed end-points in a smooth, strictly convex, bounded open set
Q C R? in the time interval [0, T). Assume that the lengths L' (t) of the curves of the
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networks are uniformly in time bounded away from zero for everyi € {1,2,...,n}.
Then for every xo € R? and for every subset T of [—1/21log T, 4+00) with infinite
Lebesgue measure, there exists a sequence of rescaled times t;j — o0, with
tj € Z, such that the sequence of rescaled networks Nt xo ( obtamed via Huisken’s

dynamical procedure) converges in Cloc N Wloc , forany o € (0, 1/2), to a (possibly
empty) limit, which is (if non-empty)

* a straight line through the origin with multiplicity m € N (in this case @(xo) =
m);

* a standard triod centered at the origin with multiplicity 1 (in this case ®(xp) =
3/2). R

* a halfline from the origin with multiplicity 1 (in this case ©(xo) = 1/2).

Moreover the L*-norm of the curvature of./f\vftj,x() goes to zero in every ball B C
R2, as j — oo.
Proof We divide the proof into three steps. We take for simplicity xo = 0.

Step 1: Convergence to /Voo
Consider the rescaled Monotonicity Formula (6.2) and let tj = —1/21logT and
t, — +o0. Then thanks to Lemma 6.6 we get

+o00
/ / |k +xt 125 do dt < 400,
—1/210gT./'\7’m0

which implies

/ / |%+xL|25dadt< +o00.
T N,

Being the last integral finite and being the integrand a non negative function on
a set of infinite Lebesgue measure, we can extract within Z a sequence of times
t; — +o00, such that

lim /|7c+xL|2;5do=0. (6.3)

Jj—>+00

Nkj.xo

It follows that for every ball Bg of radius R in RR? the networks N t;,xo have curvature
uniformly bounded in L?(Bg). Moreover, by Lemma 6.7, for every ball Bg centered
at the origin of R2 we have the uniform bound ! (M xo N Br) < CR, for some
constant C independent of j € N. Then reparametrizing the rescaled networks
by arclength, we obtain curves with uniformly bounded first derivatives and with

second derivatives uniformly bounded in LloC
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By a standard compactness argument (see [21, 26]), the sequence J\thj, xo Of
reparametrized networks admits a subsequence N"/’z* xo Which converges, weakly

1,
loc ?

multiplicity). The strong convergence in Wli’cz is implied by the weak convergence
in W22 and Eq. (6.3).

in Wli’cz and strongly in C to a (possibly empty) limit N (possibly with

Step 2: The Limit JVOO is a Regular Shrinker
We first notice that the bound from below on the lengths prevents any “collapsing”
along the rescaled sequence. Since the integral functional

N /|Tc+xL|25do
N

is lower sEmicontinuogs with respect to this convergence (see [38], for instance),
the limit Ny satisfies koo + x= = 0 in the sense of distributions.

A priori, the limit network is composed by curves in Wli’cz, but from the relation
I~coo + x1 = 0, it follows that the~curvature %oo is continuous. By a bootstrap
argument, it is then easy to see that NV is actually composed by C* curves.

Step 3: Classification of the Possible Limits ~

If the point xo € R? is distinct from all the end-points P, then Ny has no end-
points, since they go to infinity along the rescaled sequence. If xo = P” for some r,
the set N has a single end-point at the origin of R

Moreover, from the lower bound on the length of the original curves it follows
that all the curves of N have infinite length, hence, by Remark 4.2, they must be
pieces of straight lines from the origin. ~

This implies that every connected component of the graph underlying Ny
can contain at most one 3-point and in such case such component must be a
standard triod (the 120° condition must be satisfied) with multiplicity one since
the converging networks are all embedded (to get in the Clloc-limit a triod with
multiplicity higher than one it is necessary that the approximating networks have
self-intersections). Moreover, since the converging networks are embedded, if
both a triod and a straight line or another triod are present, they would intersect
transversally. Hence if a standard toroid is present, a straight line cannot be present
and conversely if a straight line is present, a triod cannot be present.

If no end-point is present, that is, we are rescaling around a point in €2 (not on its
boundary), and no 3-point is present, the only possibility is a straight line (possibly
with multiplicity) through the origin.

If an end-point is present, we are rescaling around an end-point of the evolving
network, hence, by the convexity of €2 (which contains all the networks) the limit
Noo must be contained in a halfplane with boundary a straight line H for the origin.
This exclude the presence of a standard triod since it cannot be contained in any
halfplane. Another halfline is obviously excluded, since they “come” only from end-
points and they are all distinct. In order to exclude the presence of a straight line,
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we observe that the argument of Proposition 3.13 implies that, if Q; C € is the
evolution by curvature of 92 keeping fixed the end-points P”, the blow-up of ; at
an end-point must be a cone spanning angle strictly less then 7 (here we use the fact
that three end-points are not aligned) and N is contained in such a cone. It follows
that A5, cannot contain a straight line.
In every case the curvature of Ny is zero everywhere and the last statement
follows by the Wé’f-convergence.
0

Remark 6.9 In the previous proposition the hypothesis on the length of the curve
can be replace by the weaker assumption that the lengths L (¢) of the curves satisfy

Lit
lim @) = +00,
=T JT —t
foreveryi € {1,2,...,n}.

Lemma 6.10 Under the assumptions of Proposition 6.8, there holds

1 / ~ 1 / N .
lim _ pdo = _ Pdo=0©3 =0T, x), (6.4)
J=00 2 IR 4 V27 SR Ao

where do denotes the integration with respect to the canonical measure on N,
counting multiplicities.

Proof By means of the second point of Lemma 6.7, we can pass to the limit in the
Gaussian integral and we get

1 1
lim /~ pdo = /~ pdo =05 .
j=o0 21 N Ver Ji, Nea
Recalling that

1

pdo = w(T(t)), ) ds = Oy (t(t;) — O(T, x
S /Mj,xop /mj) PT,x (T (), 7) o (t(t) (T, xo)

as j — oo, equality (6.4) follows. O

Remark 6.11 If the three end-points P*~!, P", P™+! are aligned the argument of
Proposition 3.13 does not work and we cannot conclude that the only blow-up at P”
is a halfline with multiplicity 1. It could also be possible that a straight line (possibly
with higher multiplicity) is present.
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We describe now how Proposition 6.8 allows us to obtain a (conditional) global
existence result when the lengths of all the curves of the networks are strictly
positive.

Suppose that T < +o0. Since we have assumed that the lengths of all the curves
of the network are uniformly positively bounded from below, the curvature blows-up
ast — T (Theorem 5.7 and Proposition 5.8). Performing a Huisken’s rescaling at an
interior point xg of €2, we obtain as blow-up limit (if not empty) a standard triod or
a straight line with multiplicity m € N. One can argue as in [29] to show that when
such limit is a regular triod, the curvature is locally bounded around such point x.
For the case of a straight line, if we suppose that the multiplicity m is equal to 1,
by White’s local regularity theorem [45] we conclude that the curvature is bounded
uniformly in time, in a neighborhood of the point xo. If we instead rescale at an
end-point P” we get a halfline. This case can be treated as above by means of a
reflection argument. Indeed, for the flow obtain by the union of the original network
and the reflection of this latter, the point P" is no more an end-point. A blow-up at
P" give a straight line, implying that the curvature is locally bounded also around
P’ as before by White’s theorem.

Supposing that the lengths of the curves of the network are strictly positive
and supposing also that any blow-up limit has multiplicity one, it follows that the
original network N; has bounded curvature as t — T. Hence T cannot be a singular
time, and we have therefore global existence of the flow.

In the previous reasoning a key point is the hypothesis that the blow-ups have
multiplicity one. Unfortunately, for a general regular network, this is still conjectural
and possibly the major open problem in the subject.

Multiplicity—One Conjecture (M1) Every possible Clloc-limit of rescalings of net-

works of the flow is an embedded network with multiplicity one.
However, in some special situations one can actually prove M1.

Proposition 6.12 [f Q is strictly convex and the evolving network N; has at
most two triple junctions, every Clloc-limit of rescalings of networks of the flow is

embedded and has multiplicity one.
Proof See [33, Section 4,Corollary 4.7]. O

Proposition 6.13 If during the curvature flow of a tree N; the triple junctions stay
uniformly far from each other and from the end-points, then every Clloc-limit of
rescalings of networks of the flow is embedded and has multiplicity one.

Proof See [32, Proposition 14.14]. O

We now remove the hypothesis on the lengths of the curves of the network. In
this case, nothing prevents a length to go to zero in the limit.

In order to describe the possible limits, we introduce the notion of degenerate
regular networks. First of all we define the underlying graph, which is an oriented
graph G with n edges E’, that can be bounded and unbounded. Every vertex of G
can either have order one (and in this case it is called end-points of G) or order three.
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For every edge E' we introduce an orientation preserving homeomorphisms ¢’ :
E' — I' where I' is the interval (0, 1), [0, 1), (0, 1] or [0, 1]. If E' is a segment,
then I' = [0, 1]. If it is an halfline, we choose I! = [0, 1) or I' = (0, 1]. Notice
that the interval (0, 1) can only appear if it is associated to an unbounded edge E'
without vertices, which is clearly a single connected component of G.

We then consider a family of C! parametrizations o/ : I — RZ. In the case
I' is (0, 1), [0,1) or (0, 1], the map o' is a regular C! curve with unit tangent
vector 7', If instead /' = [0, 1] the map o can be either a regular C' curve with
unit tangent vector ', or a constant map (degenerate curves) In this last case we
assign a constant unit vector t* : / I 5> R%to the curve . At the points 0 and 1 of
I' the assigned exterior unit tangents are —7’ and 7/, respectively. The exterior
unit tangent vectors (real or ass1gned) at the relative borders of the intervals I', I/,
¥ of the concurring curves o', o'/ o ¥ have zero sum (degenerate 120° condltlon)
We require that the map I : G — R? given by the union ' = Uz:l(a o¢')is well
defined and continuous.

We define a degenerate regular network A as the union of the sets o/ (I'). If
one or several edges E' of G are mapped under the map I' : G — R to a single
point p € R?, we call this sub-network given by the union G’ of such edges E’ the
core of N at p.

We call multi-points of the degenerate regular network A the images of the
vertices of multiplicity three of the graph G, by the map I' and end-point of N
the images of the vertices of multiplicity one of the graph G by the map I'.

A degenerate regular network \ with underlying graph G, seen as a subset in R?,
is a C! network, not necessarily regular, that can have end-points and/or unbounded
curves. Moreover, self-intersections and curves with integer multiplicities can be
present. Anyway, at every image of a multi-point of G the sum (possibly with
multiplicities) of the exterior unit tangents is zero.

Definition 6.14 We say that a sequence of regular networks N = Ul 1 ak (1 3

to a degenerate regular network N/ = Ul aoo(lo/o) with

converges in Cp . =1

underlying graph G = Uljzl EJ if:

* letting O', 02,..., O™ the multi-points of N, for every open set @ C R?
with compact closure in R2 \ {01, 02, ..., O™}, the networks N restricted to
Q, for k large enough, are described by families of regular curves which, after
possibly reparametrizing them, converge to the family of regular curves given by
the restriction of A/ to ;

« for every multi-point O” of N, image of one or more vertices of the graph G (if
a core is present), there is a sufficiently small R > 0 and a graph G = Ui, F",
with edges F” associated to intervals J”, such that:

— the restriction of N to Bg(OP) is a regular degenerate network described by
a family of curves 7, : J© — R? with (possibly “assigned”, if the curve is
degenerate) unit tangent 75,
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— for k sufficiently large, the restriction of N to BR(OP) is a regular network
with underlying graph G, described by the family of regular curves 5} : J" —
R?,

— for every j, possibly after reparametrization of the curves, the sequence of
maps J© 3> x (Eg(x), T/ (x)) converge in Cﬂ)c to the maps J" > x +—
(65, (x), Th (x)), forevery r € {1,2,...,s}.

We will say that Vi converges to A" in ClloC N E, where E is some function space,

if the above curves also converge in the topology of E.

Removing the hypothesis on the lengths of the curves, we get that the limit
networks are degenerate regular networks which are homothetically shrinking under
the flow.

Proposition 6.15 Let N; = |J'_, y'(t, [0, 1]) be a C"? curvature flow of regular
networks in the time interval [0, T), then, for every xo € R? and for every subset
T of [-1/2log T, +00) with infinite Lebesgue measure, there exists a sequence of
rescaled times t; — +o00, with t; € I, such that the sequence of rescaled networks

./\7{]., xo (obtained via Huisken’s dynamical procedure) converges in Cllo’g N Wl%)’cz, for
any « € (0, 1/2), 1o a (possibly empty) limit network, which is a degenerate regular
shrinker Noo (possibly with multiplicity greater than one).

Moreover, we have

1 1 —~
lim / pdo = / pdo =0z =06(T,xp).
j—00 /27 Y V2 IR Noo

where do denotes the integration with respect to the canonical measure on N,
counting multiplicities.

Remark 6.16 Notice that the blow-up limit degenerate shrinker obtained by this
proposition a priori depends on the chosen sequence of rescaled times t; — +o0.

Remark 6.17 Thanks to Proposition 6.12, if the network N has at most two triple
junctions, the degenerate regular shrinker A5, has multiplicity one.

Assuming that the length of at least one curve of N; goes to zero, as t — T,
there are two possible situations:

* the curvature stays bounded;
e the curvature is unbounded as t — T.

Suppose that the curvature remains bounded in the maximal time interval [0, T).
Ast — T the networks NV; converge in C' (up to reparametrization) to a unique
limit degenerate regular network A’r. This network can be non-regular seen as
a subset of R?: multi-points can appear, but anyway the sum of the exterior unit
tangent vectors of the concurring curves at every multi-point must be zero. Every
triple junction satisfies the angle condition. The non-degenerate curves of Nr
belong to C! N W2 and they are smooth outside the multi-points (for the proof
see [32, Proposition 10.11]).
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We have seen in Sect. 5.1 that if a region is bounded by less than six curves then
its area decreases linearly in time going to zero at 7. Not only the area goes to zero
in a finite time, but also the lengths of all the curves that bound the region. Moreover
when the lengths of all the curves of the loop go to zero, then the curvature blows
up. Let us call the loop ¢. Combing (5.2) with (5.3) there is a positive constant ¢
such that [, |k|ds > c. By Holder inequality

1/2
c =/|k|ds < (/k2ds> L)'/%,
4 4

where L () is the total length of the loop. Hence

2

Ikl > > LC(E) oo as L) — 0.
Then at time 7" we have a singularity where both the length goes to zero and the
curvature explodes.

Developing careful a priori estimates of the curvature one can show that if two
triple junctions collapse into a 4-point, then the curvature remains bounded (see
[32]). The interest of this result relies on the fact that it describes the formation of
a “type zero” singularity: a singularity due to the change of topology, not to the
blow up of the curvature. This is a new phenomenon with respect to the classical
curve shortening flow and the mean curvature flow more in general. Thanks to this
result it is possible to show that given an initial network without loops (a tree), if
Multiplicity-One Conjecture M1 is valid, then the curvature is uniformly bounded
during the flow. The only possible “singularities” are given by the collapse of a
curve with two triple junctions going to collide. Moreover in the case of a tree we
are able to show the uniqueness of the blow up limit (see Remark 6.16).

Although one can find example of global existence of the flow (consider for
instance an initial triod contained in the triangle with vertices its three end-points
and with all angles less than 120°) our analysis underlines the generic presence of
singularities. Then a natural question is if it is possible to go beyond the singularity.

There are results on the short time existence of the flow for non-regular networks,
that is, networks with multi-points (not only 3-points), or networks that do not
satisfy the 120° condition at the 3-points. Till now the most general result of this
kind is the one by Ilmanen, Neves and Schulze [23], which provides short time
existence of the flow starting from a non-regular network with bounded curvature.
Notice that the network arising after the collapse of (exactly) two triple junctions
has bounded curvature, and therefore fits with the hypotheses this result.
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An ambitious project should be constructing a bridge between the analysis of
the long time behavior of networks moving by curvature and short time existence
results for non-regular initial data: one can interpret the short time existence results
for non-regular data as a 4AIJrestartingdAl theorem for the flow after the onset of
the first singularity.
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1 Prelude: Maximum Principles at Infinity

Maximum principles at infinity are a powerful tool to investigate problems in
Geometry. They arose from the desire to generalize the statement that, on a compact
Riemannian manifold (X, (, )) of dimension m > 2, every function u € C*(X)
attains a maximum point xo and

(i) : u(xp) =supu, @) : |Vu(xg)| =0, (iii) : Vzu(xo) <0, (1)
X

where V?u is the Riemannian Hessian and the last relation is meant in the sense of
quadratic forms. If M is noncompact and given u € C?(X) bounded from above,
although one cannot ensure the existence of a maximum point, there could still exist
a sequence {xx} C X such that some of the relations in (1) hold in a limit sense as
k — oo. Informally speaking, when this happens we could think that X is “not too
far from being compact”. The first example of maximum principle at infinity is the
famous Ekeland’s principle, [23], that can be stated as follows:

Definition 1.1 A metric space (X, d) satisfies the Ekeland maximum principle if,
for each u upper semicontinuous (USC) on X and bounded from above, there exists
a sequence {xx} C X with the following properties:

1 1
u(xg) > supu — e u(y) < u(xg) + kd(xk, y) foreach y € X.
X

The full statement of Ekeland’s principle contains, indeed, a further property that
is crucial in applications, that is, the possibility to create one such {xx} suitably
close to a given maximizing sequence {Xx}. We will briefly touch on it later. By
works of Ekeland, Weston and Sullivan, cf. [23, 67, 72], the validity of Ekeland’s
principle in the form given above is in fact equivalent to X being a complete metric
space. Therefore, in the smooth setting, the (geodesic) completeness of a manifold
X enables to find {xx} approximating both (i) and (ii) in (1.1). However, condition
(iii) requires further restrictions on the geometry of X, first investigated by Omori
[55] and Yau [14, 74] (the second with Cheng). They introduced the following two
principles, respectively, in the Hessian case [55] and in the Laplacian case [14, 74]:

Definition 1.2 Let (X, (, )) be a Riemannian manifold. We say that X satisfies
the strong Hessian (respectively, Laplacian) maximum principle if, for each u €
C?(X) bounded from above, there exists a sequence {xi} C X with the following
properties:

(Hessian) u(xg) > supx u — k1, [Vu(xy)| < k71, Vdu(xy) <k, );

(Laplacian)  u(xx) > supyu — k™!, [Vu(xi)| < k=1, Au(xy) <k L

@)
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Here, the word “strong” refers to the presence of the condition on the gradient.
Historically, these principles are called the Omori-Yau maximum principles, and
proved to be remarkably effective in a wealth of different geometric problems.
Among them, we stress the striking proofs of the generalized Schwarz Lemma for
maps between Kahler manifolds in [75], and of the Bernstein theorem for maximal
hypersurfaces in Minkovski space in [15].

Geometric conditions to guarantee the Omori-Yau principles are often expressed
in terms of growths of the curvatures of X with respect to the distance o(x) from
a fixed origin o € X, but are not necessarily depending on them. The most general
known condition guaranteeing the Omori-Yau principles is given by Pigola et al.
[58] (cf. also improvements in [9, 11]): the principle holds whenever X supports a
function w with the following properties':

0O<we C2(X\K) for some compact K, w — 400 as x diverges,
V2w < G(w)(, ) for Omori’s principle, 3
[Vw| < G(w), and o
Aw < G(w) for Yau’s principle,
for some G satisfying
o0 (ds
0<GeClRrY, G >0, / = }o0. 4)
G(s)

For instance, G(t) = (1 + t) gives the sharp polynomial threshold. The criterion
is effective, since the function in (3) can be explicitly found in a number of
geometrically relevant applications: for instance, if the radial sectional curvature”
(respectively, Ricci curvature) is bounded from below as follows:

Sectyag = —Gz(g) on X, for Omori’s principle,

Ric(Vo, Vo) > —G?(0) on X\{{o} Ucut(o)} for Yau’s principle,
5

then one can choose w(x) = log(1 + o(x)) in (3) to deduce the validity of the strong
Hessian, respectively, strong Laplacian principle (technically, o is not C2, but one
can overcome the problem by using Calabi’s trick, see [58]). Note that (5) includes

Here, as usual, if we write “w(x) — o0 as x diverges” we mean that the sublevels of w have
compact closure in X, that is, that w is an exhaustion.

2The radial sectional curvature is the sectional curvature restricted to 2-planes containing Vo.
Inequality Sectraq > —G?(0) means that Sect(nx) > —G?(o(x)) for each x ¢ {o} U cut(o) and
nx < TxX 2-plane containing Vp.
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the case when G is constant, considered in [55, 74]. However, the existence of w
could be granted even without bounds like (5): for instance, in the strong Laplacian
case, this happens if X is properly immersed with bounded mean curvature in R™
(or in a Cartan-Hadamard ambient space with bounded sectional curvature), or if X
is a Ricci soliton, see [4]. The function w in (3) is an example of what we will call
a Khas’minskii potential. The reason for the name will be apparent in a moment.

1.1 An Example: Immersions into Cones

There is, by now, a wealth of applications of the Omori-Yau principles in geometry,
see for instance [4]. Here, we illustrate how the principles can be effectively used in
geometry by means of the following example in [49], that is related to the pioneering
paper by Omori [55]. Hereafter, a non-degenerate cone C, v ¢ of center o € R", axis
v € S" ! and width ¢ € (0, 7t/2) is the set of points x € R" such that

X—0

(

IX_Ol,v) > CcoseE.

Theorem 1.3 ([49, Cor. 1.18]) Let ¢ : X™ — R2™=1 pe an isometric immersion.
Denoting with p the distance from a fixed origin o, assume that the sectional
curvature of X satisfies

—C(1 + p%) < Sect <0, on M, (6)

for some constant C > 0. Then, ¢(X) cannot be contained into any non-degenerate
cone of R?™~1,

Sketch of the Proof Suppose, by contradiction, that ¢(X) C C, vy ¢ for some o, v, .
Without loss of generality, we can assume that o is the origin of R>™~!, The first
step is to construct a function that encodes the geometry of the problem at hand:
following [55], we fix xo € X\{o} and a € (0, cose), we set T = (¢(Xp), v) and we
define

4G = /T2 + 2lp(0 12 = ((x). V).

By construction, it is easy to show that u < T on X and that the non-empty upper
level set {u > 0} (that contains xg) has bounded image (p({u > 0}). In view of (6)
and the discussion above, the strong Hessian principle holds and can be applied to u.
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However, for x € {u > 0} and unit vector W € TxX, a computation shows that

5 4 2
. a2 (1 + (II(W, W), ¢) a’(W, ¢)
V2u(W, W) = oo HW W) = 2102)32
5 412
1 — |II(W, W
L (=K )||‘p|)—|H(W,W)|— . a |2‘P| i
JT2 + 22| (T2 + a?|g|?)*/
a?T?

> (T2 + a2|@|2)3/2 — [IKW, W)lg(x),

for some continuous function g on {u > 0}. Since the codimension of ¢ is strictly
less than m and the sectional curvature is non-positive, a useful algebraic lemma due
to Otsuki [20, 58] guarantees the existence of W € TxX such that II(W, W) = 0.
Having fixed such W, and taking into account that ¢({u > 0}) is bounded, there
exists a uniform constant ¢ > 0 such that

a’T?
sup  V2u(Z,Z) > Vu(W, W) >
ZeTyX, |Z|=1 (T2 + a?|¢|?)¥/

2>c>0 on {u > 0}.
However, evaluating the above inequality on a sequence {xy} realizing the strong
Hessian principle we obtain a contradiction. O

Remark 1.4 In its full strength, Ekeland’s principle also guarantees that the
sequence {xy} satisfying (1.1) can be chosen to be close to a given maximizing
sequence {Xx} with explicit bounds, a fact that is very useful in applications
to functional analysis and PDEs. On the other hand, to present no systematic
investigation of an analogous property was performed for the Omori-Yau principles.
A notable exception, motivated by a geometrical problem involving convex hulls
of isometric immersions, appeared in [25]: there, the authors proved that if X is
complete and Sect > —c for some ¢ € RT (resp. Ric > —c), any maximizing
sequence {Xx} has a good shadow, that is, a sequence {xx} satisfying Omori (resp.
Yau) principle and also d(xx, Xx) — 0 as k — oo.

The properties in (2) can be rephrased as follows, say in the Hessian case:
denoting with A1 (A) < M(A) < ... < An(A) the eigenvalues of a symmetric
matrix A, X has the strong Hessian principle if either one of the following properties
holds:

(1) it is not possible to find a function u € C2(X) bounded from above and such
that, on some non-empty upper level-set {u > v},

max{qul — 1, W (V2u) — 1} > 0. )
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(i) for every open set U C M and every u € C2(U) N C(U) bounded from above
and solving the differential inequality

max iqul — 1, An(V20) — 1} >0,

it holds supy u = sup,y u.

By rescaling, the constant 1 can be replaced by any fixed positive number. It is
evident that the strong Hessian principle is equivalent to (i), while (i)<>(2) can easily
be proved by contradiction: if we assume that (i) fails for some u, consider as U the
upper level set where (7) holds and contradict (ii), while if (ii) fails for some u, then
take any upper level set at height y € (sup,; u, supy u) to contradict (i).

Conditions (i) and (ii) are invariant by translations u — u + const. For future use
it is important to describe another characterization, not translation invariant, where
the constant 1 in (ii) is replaced by a pair of functions

:f e C(R), f(0)=0, f>0onR", fisoddand strictly increasing;

£eC(R), £0)=0, £<0, on RY, £ isodd and strictly decreasing.
(fe)

Namely, (i) and (ii) are also equivalent to

(&) for some (equivalently, any) pair (f, &) satisfying (f€), the following holds: for
every open set U C M and every u € C2(U) N C(U) bounded from above and
solving the differential inequality

max{|Vu| —£(—u), Am(V2u) —f(u)] >0 on{x:u(x) >0}#0,
(8

it holds supy u = sup,y u.

The choice of the upper level-set {u > 0} is related to the vanishing of f, € in (f§) at
zero and is, of course, just a matter of convenience. The proof of (ii)< (<) proceeds
by translation and rescaling arguments, and localizing on suitable upper level sets
of u, and is given in detail in [48, Prop. 5.1]. From the technical point of view, the
dependence of (<) on f, & just in terms of the mild properties in (f§), and especially
the possibility to check (.«7) in terms of a single pair f, £ satisfying (f€), is useful in
applications.

Characterization (2¢) is in the form of a maximum principle on sets with
boundary, for subsolutions of the fully nonlinear inequality

F(x, u(x), Vu(x), V2u(x)) = max { IVu| — £(—u), hm(V2) — f(u)} > 0.
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This point of view relates the principles to another property that can be seen as a
replacement of the compactness of X, the parabolicity of X. We recall that

Definition 1.5 A manifold X is said to be parabolic if each solution of Au > 0 on
X that is bounded from above is constant.

Indeed, Ahlfors (see [2, Thm. 6C]) observed that X is parabolic if and only
if property () holds with (8) replaced by Au > 0. The problem of deciding
whether a manifold is parabolic or not is classical, and there is by now a well
established theory, see [28] for a thorough account. For surfaces, the theory arose
in connection to the type problem for Riemann surfaces, cf. [2], and arguments
involving parabolicity are still crucial in establishing a number of powerful, recent
results in modern minimal surface theory (see for instance [16, 51, 52] for beautiful
examples).

The tight relation between parabolicity and potential theory suggests that it might
be possible to treat both Ekeland and Omori-Yau principles as well in terms of a
fully nonlinear potential theory. In recent years, there has been an increasing interest
in the theory of fully-nonlinear PDEs on manifolds, and especially Harvey and
Lawson dedicated a series of papers [29-32, 34, 35] to develop a robust geometric
approach for fully nonlinear PDEs well suited to do potential theory for those
equations. Their work fits perfectly to the kind of problems considered in the present
paper, and will be introduced later. Our major concern in the recent [47, 48, 50] is
to put the above principles, as well as other properties to be discussed in a moment,
into a unified framework where new relations, in particular an underlying duality,
could emerge between them.

1.2 Parabolicity, Capacity and Evans Potentials

There are a number of equivalent conditions characterizing the parabolicity of X,
see [28, Thm. 5.1] and [56], and we now focus on two of them.

The first one describes parabolic manifolds as those for which the 2-capacity of
every compact K vanishes. We recall that, for fixed q € (1, 00), the g-capacity of a
condenser (K, ) with K C  C X, K compact, 2 open, is the following quantity:

capy(K, €2) = inf{/Q V|9, : ¢ € Lip.(2), ¢ >1on K} . ®

If K and €2 have Lipschitz boundary, the infimum is realized by the unique solution
u of the g-Laplace equation

Aqu =div (|Vu|9>Vu) =0  on Q\K,
{ q ( ) (10)

u=1 onK, u=0 on 9%,
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called the g-capacitor of (K, €2). A manifold is called q-parabolic if cap, (K, X) = 0
for some (equivalently, every) compact set K, see [36, 69]. By extending Ahlfors
result for the Laplace-Beltrami operator [59, 62],

YU C X open, Yu € C2(U) N C(U),
X is g-parabolic = bounded above and solving Aqu > 0,

itholds  supyu = supyyu,

Y

and both are equivalent to the constancy of solutions of Aqu > 0 that are bounded
from above.

There is a further, quite useful characterization of parabolicity (in the linear
setting q = 2), expressed in terms of suitable exhaustion functions and studied
by Kuramochi and Nakai [44, 53, 54], with previous contribution by Khas’minskii
[42]. In [44, 53, 54], the authors proved that X is parabolic if and only if, for each
compact set K with smooth boundary, there exists a function w solving

w € C*(X\K), w >0 on X\K, w =0 on 0K, 12)
w(x) = +oo as x diverges, Aw =0 on X\K.

Such a w is named an Evans potential on X\K. Evans potentials proved to be useful
in investigating the topology of X by means of the beautiful Li-Tam-Wang’s theory
of harmonic functions, cf. [46, 68] (cf. also [45, 61] for comprehensive accounts),
and it is therefore of interest to see whether other Liouville type properties could
be characterized in terms of Evans potentials. One quickly realizes that, for this to
hold, the function .%# replacing A in (12) must have a very specific form, and in
fact, to present, the Laplace-Beltrami is the only operator for which solutions w
in (12) with the equality sign have been constructed. The reason is that the proof in
[44, 53, 54], see also [70], strongly uses the characterization of parabolicity in terms
of the 2-capacity and the linearity of the Laplace-Beltrami operator. Even for q # 2,
the equivalence of g-parabolicity with the existence of q-harmonic Evans potentials
is still an open problem, although results for more general operators on rotationally
symmetric manifolds (cf. the last section in [50]) indicate that it is likely to hold.

Quite differently, if we just require that w be a supersolution, that is, Aqw < 0,
things are much more flexible and are still worth interest, as we shall see later.
In [71] the author proved that the k-parabolicity is equivalent to the existence of
w satisfying (12) with the last condition weakened to Aqgw < 0. Although part
of the proof uses g-capacities and is therefore very specific to the g-Laplacian,
the underlying principle is general: the construction of w proceeds by “stacking”
solutions of suitable obstacle problems, an idea that will be described later in a
more general framework.
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It is natural to ask what is the picture for p = 400, that is, setting,
capyo (K, @) = inf [ IVolloc, : ¢ € Lipo(), ¢ > TonK],

to study oo-parabolic manifolds, defined as those for which cap, (K, X) = 0 for
every compact K. The problem has recently been addressed in [56], where the
authors proved that

X is oo-parabolic — X is (geodesically) complete

and thus, a-posteriori, co-parabolicity is equivalent to Ekeland’s principle. Below,
we shall complement these characterizations as applications of our main duality
principle. To do so, we exploit the existence of co-capacitors for (K, €2), that is,
suitable minimizers (absolutely minimizing Lipschitz extensions, cf. [17, 39]) for
cap,, (K, €2). Their existence was first considered by Aronsson [6] and proved by
Jensen [38] when X = R™: the co-capacitor turns out to be the (unique) solution of

Aootl = V2u(Vu, Vu) =0 on Q\K,
(13)

u=1 onK, u=0 on 0%,

where the equation is meant in the viscosity sense (see below). The operator A,
called the infinity Laplacian, has recently attracted a lot of attention because of its
appearance in Analysis, Game Theory and Physics, and its investigation turns out to
be challenging because of its high degeneracy (see [17, 19, 38]).

1.3 Link with Stochastic Processes

Before introducing the duality, we mention some other important function-theoretic
properties of X, coming from stochastic analysis, that fit well with our setting and
give further geometric motivation. We start recalling that parabolicity can be further
characterized in terms of the Brownian motion on X. Briefly, on each Riemannian
manifold X one can construct the heat kernel p(x, y, t) (cf. [21]), and consequently
a stochastic process %; whose infinitesimal generator is A, called the Brownian
motion, characterized by the identity

P(% e : By=x)= / p(x,y, t)dy, (14)
Q

for every open subset 2 C X (see [7] for a beautiful, self-contained introduction).
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Definition 1.6 Let %, be the Brownian motion on X.

e % on X is called recurrent if, almost surely, its trajectories visit every fixed
compact set K C X infinitely many times.

e % on X is called non-explosive if, almost surely, its trajectories do not escape
to infinity in finite time, that is, (14) with @ = X is identically 1 for some
(equivalently, every) (x, t) € X x R*.

A manifold whose Brownian motion is non-explosive is called stochastically
complete. The recurrency of % is equivalent to the parabolicity of X, cf. [28], and
can therefore be characterized in terms of a property of type (=) above. Similarly,
by [28, Thm. 6.2], X is stochastically complete if and only if there exists no open
subset U C X supporting a solution u of

Au > \u on U, forsomek € RT,
(15)
u>0 onU, u=0 on oU.

for some (equivalently, any) fixed A € R™. The last property is (<) provided that (7)
is replaced by Au — hu > 0, that is, choosing f(r) = Ar and removing the gradient
condition. Again by translation, rescaling and localizing arguments, the function Ar
can be replaced by any f satisfying (f€).

Around 15 years ago, new interest arose around the notion of stochastic com-
pleteness, after the observation in [57, 58] that the property is equivalent to a relaxed
form of the strong Laplacian principle, called the weak (Laplacian) maximum
principle. Namely, X has the weak Laplacian principle if, for each u € C?(X)
bounded above, there exists a sequence {xx} such that

u(xg) > supu — kfl, Au(xg) < kfl,
X

that is, (2) holds with no gradient condition. The weak Hessian principle can be
defined accordingly. It turns out that, in most geometric applications, the gradient
condition in (2) is unnecessary, making thus interesting to study both the possible
difference between weak and strong principles, and the geometric conditions
guaranteeing the weak principles.

Remark 1.7 (Strong Laplacian # Weak Laplacian) 1t is easy to construct incom-
plete manifolds satisfying the weak Laplacian principle but not the strong one, for
instance X = R™\{0} (cf. [48, Ex. 1.21]). A nice example of a complete, radially
symmetric surface satisfying the weak Laplacian principle but not the strong one
has recently been found in [12]. Therefore, the two principles are really different.
Also, the weak Laplacian principle is unrelated to the (geodesic) completeness of
X, and in fact, if one removes a compact subset K that is polar for the Brownian
motion on X, X\K is still stochastically complete (see Theorem 6.3 below).
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Remark 1.8 (Geometric Conditions for Weak Laplacian Principle) Conditions
involving just the volume growth of balls in X (that, by Bishop-Gromov volume
comparison, are weaker than those in (5), cf. [61]) were first considered in [40, 45],
later improved in [28, Thm. 9.1]: X is stochastically complete provided that

+00 r
dr = . 16
/ log volB; = oo (16)

As a consequence of work of Khas’minskii [42, 58], X is stochastically complete
provided that it supports an exhaustion w outside a compact set K that satisfies

0O<we CZ(X\K), w(x) = +o0o as x diverges, Aw < Aw on X\K,
(17

for some A > 0. The analogy with (3) and (12) is evident, and it is the reason why we
call w in (3) a Khas’minskii type potential. It was first observed in [50] that, in fact,
the existence of w satisfying (17) is equivalent to the stochastic completeness of X.
It is therefore natural to ask whether this is specific to the operators Au and Au—Au
or if it is a more general fact, and, in the latter case, how one can take advantage
from such an equivalence. This is the starting point of the papers [48, 50].

A further motivation to study Khas’minskii type potentials comes from the desire
to understand the link between the Hessian maximum principles and the theory of
stochastic processes. It has been suggested in [60, 62] that a good candidate to be
a probabilistic counterpart of a Hessian principle is the martingale completeness
of X. In fact, one can study the non-explosure property for a natural class of
stochastic processes that includes the Brownian motion: the class of martingales
(cf. [24, 66]).

* Xis called martingale complete if and only if each martingale on X has infinite
lifetime almost surely.

Differently from the case of stochastic completeness, there is not much literature
on the interplay between martingale completeness and geometry, with the notable
exception of [24]. The picture is still fragmentary and seems to be quite different
from the Laplacian case: for instance, a martingale complete manifold must be
(geodesically) complete [24, Prop. 5.36]. In [24, Prop. 5.37], by using probabilistic
tools Emery proved that X is martingale complete provided that there exists w €
C?(X) satisfying

0<we CZ(X), w(x) = +o0o as x diverges, (18)
[Vw| < C, Vdw < C(, ) on X,

for some C > 0. Evidently, this is again a Khas’minskii type property. Although the
gradient condition in (18) might suggest that the martingale completeness of X be
related to the strong Hessian principle, in [60, 62] the authors give some results
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to support a tight link to the weak Hessian principle. Which Hessian principle
relates to martingale completeness, and why? Is (18) equivalent to the martingale
completeness of X?

The picture described above for Omori-Yau and Ekeland principles, and for
parabolicity, stochastic and martingale completeness, suggest that there might be
a general “duality principle” relating an appropriate maximum principle in the form
of (.2/) on open sets, to the existence of suitable Khas’minskii type potentials. This is
in fact the case, and the rest of this note aims to settle the problem in the appropriate
framework, to explain our main result (the AK-duality) and describe its geometric
consequences. An important starting point is to reduce the regularity of solutions of
the relevant differential inequalities.

1.4 On Weak Formulations: The Case of Quasilinear
Operators

Formulations of maximum principles at infinity for functions with less than C?
regularity have already been studied in depth in recent years, see [4, 10, 58, 59, 62],
by using distributional solutions. Due to the appearance of quasilinear operators in
Geometric Analysis, a natural class of inequalities to investigate is the following
quasilinear one:

Aqu = div(a(|Vu|)Vu) > bx)f(w)l(|Vul), (19)

fora e CIR"),0 <b e CX),f € CR),1 e C(R(‘)"), considered in [10] in full
generality. For instance, the study of graphs with prescribed mean curvature and of
mean curvature solitons in warped product ambient space leads to inequalities like

div Vu S b(x)f(u)
Ji+1vu2)” V14 Vo

see Section 1 in [10]. The weak and strong maximum principles are stated in terms
of functions solving (19) on some upper level set, much in the spirit of (i) at
page 423, and are summarized in the next

Definition 1.9 We say that

o (b))~ A, satisfies the weak maximum principle at infinity if for each non-constant
u € Lipy,.(X) bounded above, and for each n < supx u,

inf. {(b(x)l(WuD)*lAau} <0,
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and the inequality has to be intended in the following sense: if u solves
Agu > Kb(x)I(|Vu]) weakly on {u > n}, (20)

for some K € R, then necessarily K < 0.
o (b))"'A, satisfies the strong maximum principle at infinity if for each non-
constantu € C! (X) bounded above, and for each 1 < supx u, € > 0,

Qpe={xeX :u®x) >n, |Vux)| <e¢} is non-empty, 21)

and
inf {(b(x)l(qul))ilAau} <0,

where, again, the inequality has to be intended in the way explained above.

To present, there exist sharp sufficient conditions both to guarantee the weak and
the strong principles for (bl)~!A,. These are explicit, and expressed in terms of
the growth of the Ricci curvature (of the type in (5)) or of the volume of geodesic
balls in X (resembling (16)). The conditions enable to deduce, among others, sharp
Liouville theorems for entire graphs with controlled mean curvature. The interested
reader is referred to Theorems 1.2 and 1.7 in [10] for the most up-to-date results,
and to [4, 10, 58] for applications. While working with distributional solutions is
quite effective for the weak principle, it seems not an optimal choice in the presence
of a gradient condition because Q2 ¢ in (21) needs to be open and thus forces to
restrict to C! functions u. For our purposes, we found more advantageous to work
with upper semicontinuous (USC) viscosity solutions.

2 The General Framework

We summarize the picture both for the weak and the strong principles. By property
(«7) above, they can be rephrased in terms of solutions of a fully nonlinear PDE of
the type

Z (x, u(x), Vux), V2u(x)) > 0 (22)

on an open subset U C X, where .% is continuous in its arguments, elliptic and
proper, in the following sense:

(degenerate ellipticity) .Z(x,r1,p,A) > Z(x,r,p,B) if A > B asa quadratic form,

(properness) Fx,r,p,A) < F(X,8,p,A) ifr>s.
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For instance,

F =Tr(A) — f(r) for the weak Laplacian case, or

F = max {hn(A) — (1), |p| — &(-1)} for the strong Hessian case,

for some (any) f, & satisfying (f£). Note that the 4-ple (X, r, p, A) lies in the set
PX) = {(x, LpA) - xeX, reR, peTiX, Ae Symz(TxX)},

called the 2-jet bundle of X, and in what follows, with J2, we denote the 2-jet of u
at x, i.e. the 4-ple (x, u(x), Vu(x), V2u(x)).

Remark 2.1 (Regularity of Solutions) Although in the above discussion we dealt
with C? solutions, it will be crucial for us to relax the regularity requirements and
consider viscosity solutions: an upper semicontinuous (USC) functionu : X —
[—o00, +00) solves (22) in the viscosity sense provided that, for every x and for
every test function ¢ of class C? in a neighbourhood of x and touching u from above
at x, that is, satisfying

{"’ >u  aroundx, itholds .7 (x, $(x), Vo (x), V2(x)) > 0,
¢(x) = ux),

To state the property that encompasses the maximum principles discussed above,
it is more convenient for us to exploit the geometric approach to fully-nonlinear
PDEs pioneered by Krylov [43] and systematically developed by Harvey and
Lawson Jr. in recent years [29, 30, 32]. To the differential inequality (22), we
associate the closed subset

F:{(x,r,p,A) : 9(x,r,p,A)>0}cJ2(X). (23)

The ellipticity and properness of .% imply a positivity and negativity property for
F (properties (P) and (N) in [30]). To avoid some pathological behaviour in the
existence-uniqueness theory for the Dirichlet problem for . = 0, one also needs a
mild topological requirement on F (assumption (T) in [30]). A subset F C 12(X)
satisfying (P), (N), (T) is called a subequation: it might be given in terms of a
function .# : J*(X) — R, as in (23), but not necessarily.

A function u € C2(X) is said to be F-subharmonic if J%u € F for each x € X.
If u € USC(X), as in Remark 2.1 we say that u is F-subharmonic if, for every test
function ¢ € C? at any point x, J%cb € F. Given an open subset 2 C M, we define

F(Q) = !u € USC(2) : uis F-subharmonic on Q},

while, for closed K, we set F(K) to denote the functions u € USC(K) that are F-
subharmonics on Int K.
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Examples that are relevant for us include the following subsets for f € C(R)
non-decreasing and denoting with A1 (A) < ... < Ay (A) the eigenvalues of A.

(&1

(€2)

(£73)

('4)

(Eikonal type). The eikonal E = {|p| < 1}, and its modified version E; =
{|p| < E(r)} for & satisfying (f€). In view of the properties of £, note that
Eg -subharmonics must be non-positive.

(k-subharmonics). F = {%1(A) + ...+ M (A) > f(n}, k < m. When f =0,
F-subharmonic functions are called k-plurisubharmonic; these subequations,
which naturally appear in the theory of submanifolds, have been investigated
for instance in [31, 32, 65, 73]. The class includes the subequation {Tr(A) >
f(r)}, related both to the stochastic completeness of X (if f satisfies (f€)) and
to the parabolicity of X (if f = 0).

(Prescribing eigenvalues). F = { ) (A) > f(r)}, fork € {1, ..., dim X}. For
k = m (and, as we shall see by duality, k = 1) this is related to the Hessian
principles. In particular, if f = 0, the subequations

Fy = {15(4) > 0}

describe the m-branches associated to the Monge-Ampere equation
det(V2u) = 0.

(Branches of k-Hessian subequation). For A = (\{,...,\n) € R™ and
k € {1, ..., m}, consider the elementary symmetric function

ok(h) = Z Nig Ny« N

1<y <...<ik<m

Since oy is invariant by permutation of coordinates of X\, we can define
ok(A) as ok being applied to the ordered eigenvalues {);(A)}. According to
Girding’s theory in [26], ok ()\) is a hyperbolic polynomial with respect to the
vectorv = (1, ..., 1) € R™ Denote with

k k
w0y <L <o

the ordered eigenvalues® of o. Clearly, Mj(k) is permutation invariant, thus the

expression Mj(k) (A) is meaningful. It is nontrivial to prove that
F={uPwzmml 1<k

is a subequation, see [33]. In particular, if f = 0, Fy, ..., Fx are called the
branches of the k-Hessian equation ok (V2u) = 0. The smallest branch F; can

3That is, the opposite of the roots of Z(t) = ox(h +tv) = 0.



434 L. Mari and L. F. Pessoa
be equivalently described as
Fi={o1(0) > 0. ou(A) > 0].

Many more examples of this kind arise from hyperbolic polynomials q(\), cf.
[33].

(&5) (Subequations on complex, quaternionic and Cayley manifolds). If X is
an almost complex, Hermitian manifold, the complexified Hessian matrix
A splits into pieces of type (2,0), (1, 1) and (0, 2), and it makes sense to
consider the last three examples in terms of the eigenvalues of the Hermitian
symmetric matrix A1 In particular this includes plurisubharmonic func-
tions, that is, solutions of

At hy > o).
Analogous examples can be given on quaternionic and octonionic manifolds.

(&6) (Pucci operators). For 0 < N < A, the Pucci operators (cf. [13]) are
classically defined as

P} o (V2u) = sup { Te(X - V2u) : X € Sym2(TX) with Al < AI},

X <
Py A (V2u) = inf{ Te(X - V2u) : X e SymA(TX) with Al < X < AI}.

The subequations describing solutions of ?:{’ A(V2u) > f(u) can be defined
as follows: denoting with A* > 0 and A~ < 0 the positive and negative part
of a symmetric matrix A = AT + A, we can set

B, = {XTr(A’) £ ATHAY) > f(r)],
F, = {A Tr(A™) + A Tr(AT) > f(r)}.
(&7) (Quasilinear). We can also consider viscosity solutions of
Aqu = div(a(|Vu|)Vu) > f(u), (24)
fora € C!(R") satisfying
01(t) = a(t) +ta'(t) > 0, B2(t) = a(t) > 0. (25)

Examples include

— the mean curvature operator, describing the mean curvature of the graph
hypersurface {(x, v(x)) : x € M} into the Riemannian product M x R. In
this case, a(t) = (1 + t%)~1/2;
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— the g-Laplacian Ag, g > 1, where a(t) = 92,
— the operator of exponentially harmonic functions, where a(t) = exp (tz),
considered for instance in [22];

Indeed, expanding the divergence we can set

F={p#0, Tr(T(p)A) > f)},
where

T(p) = a(lph(, ) + |(1|al|)|)p®p = 01 (IpD T, + 62 (P, 1.

and ITp, le are, respectively, the (2, 0)-versions of the orthogonal pro-

jections onto the spaces (p) and p~. Similarly, we can consider the non-
variational, normalized quasilinear operator given by

Tr (T(p)A
F={p#0, ((p) ) > f(r) .
max{61(|p]), 62(Ip])}
In the case of the mean curvature operator, the last subequation represents
viscosity solutions of

. Vu f(u)
div > ,
V1 + |Vu)? V1 +|Vul]?

that are related to prescribed mean curvature graphs and mean curvature
solitons in warped product spaces, see [10, Chapter 1].

(&8) (oco-Laplacian). The normalized oo-Laplacian F= {p;ﬁO, [pI~2A(p, p)>f(1) }

Remark 2.2 In (£7) and (&£'8), the necessity to take as F the closure of its interior is
made necessary to match property (T), due to the possible singularity of the operator
at p = 0. Indeed, (T) also appears, implicitly, in adjusting the classical definition of
subsolutions for operators .% such that {# > 0} is not the closure of {# > 0}. A
typical example is the unnormalized co-Laplacian, cf. [17].

The above examples can be defined on each Riemannian (complex, quaternionic,
octonionic) manifold, since there is no explicit dependence of F from the point
X, and are therefore called universal subequations. To include large classes of
subequations with coefficients depending on the point x, that can be seen as
“deformations” of universal ones, Harvey and Lawson in [30] introduced the
concept of local jet-equivalence between subequations. Without going into the
details here, we limit to say that, for instance, any semilinear inequality of the type

all (x)ujj + bl (x)u; > c(x)f(u)
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for smooth all, bi, ¢ with ¢ > 0 on X and [all] positive definite at every point, is
locally jet-equivalent to the universal example describing solutions of

Au > f(u).
The key fact is that local jet-equivalence allows to transfer properties holding for

the universal example to the subequations locally jet equivalent to it.
Supersolutions for ., that is, solutions of

Z (x, u(x), Vu(x), V2u(x)) <0, (26)
are taken into account starting from the observation that w = —u solves
Z (x, w(x), Vw(x), V2w(x)) > 0, (27)

with
F(x,1,p, A) = —F(x, -1, —p, —A).
This suggests to define the dual subequation
F = — ~ Int(F).
In particular, in (£'1), ... (&£8),
if F={Z(xr,p.A) >0}, then F=[F(x,r,pA) >0}

Therefore, u is F-subharmonic if —u is a supersolution in the standard, viscosity
sense, and u is F-harmonic on 2 if u € F(2) and —u € F(£2). The above operator is
in fact a duality, in particular

~

FAG=FuG, F=F (28)

for each subequations F, G, and Fisa subequation if F is so. Concerning examples
(&1) to (£8),
* In (&1), the dual of the eikonal equation is {|p| > 1}, that of E is E: = {Ipl =

£(-n}.
. In(£2),

m

F=1 ) %A >fo:

j=m—k+1
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in particular, { Tr(A) > f(r)} is self-dual: F=F.
© In(3),F = hnir1(A) > f0)}.
o In(&4),if F = {uj“‘) (A) > f(r)} then F = | M{})J LA =)
* In (£6), the dual of F , is F ;.
* Examples (£7) and (&'8) are self-dual: F = F.

Given a subequation F and for g € C(X) we shall introduce the obstacle
subequation

FE=Fn{r<gx}

that describes F-subharmonic functions lying below the obstacle g. Note that, since
the dual of {r < g(x)} is {r < —gx)}, F& describes functions u that are F-
subharmonic on the upper set {u(x) > —g(x)}. As we shall see in a moment,
functions in FO will be used to describe the property that unifies the maximum
principles at infinity described above, and it is therefore expectable, by duality, that
obstacles subequations play an important role in our main result.

Definition 2.3 LetF c J*(X) be a subequation. Given 2 € X open, g € C(2) and
¢ € C(02) with ¢ < g on 9€2, a function u € C(2) is said to solve the obstacle
problem with obstacle g and boundary value ¢ if

u is F&-harmonic on

u=¢ on 0.

3 Abhlfors, Khas’minskii Properties and the AK-Duality

The definition of the next property is inspired by the original work of Ahlfors [2],
as well as by the recent improvements in [4, 5, 37].

Definition 3.1 A subequation H C J?(X) is said to satisfy the Ahlfors property if,
having set Hp = HU {r < 0}, for each U C X open with non-empty boundary and
for each u € Hp(U) bounded from above and positive somewhere, it holds

supu’ = supu.
U U
Roughly speaking, when u is H-subharmonic on the set {u > 0}, the Ahlfors
property means that its supremum is attained on the boundary of U.
Example 3.2 We consider the following subequations:

1) If F = {Tr(A) > 0}, in view of Ahlfors’ characterization [2], the Ahlfors
property for F (= F) is a version, for viscosity solutions, of the property
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characterizing the parabolicity of X in [2]. Similarly, if F = {Tr(A) > f(r)}
for f satisfying (f€), the Ahlfors property for F can be seen as a viscosity version
of the weak Laplacian principle, that is, of the stochastic completeness of X. As
a matter of fact (cf. [48]), in both of the cases the property still characterizes the
parabolicity, respectively the stochastic completeness, of X.

2) The Ahlfors property for the dual eikonal E = {|p| > 1} can be viewed as a
viscosity version of Ekeland’s principle. Its equivalence to the original Ekeland’s
principle, hence to geodesic completeness, is one of the applications of our main
result below.

3) Consider the subequations F = {%{(A) > f(r)} and Ez = {Ip| < &(1)}, for (f, &)
satisfying (f€). Then, the Ahlfors property for the dual

FNE =FUE: = [m(A) >0} U{lpl > £(-n)
= | max {Ipl = §(=), *m(A) — (0} > 0

can be seen as a viscosity analogue of the strong Hessian principle. Analogously,
the Ahlfors property for Fu EE with F = { Tr(A) > f(r)} is a natural, viscosity
version of Yau’s strong Laplacian principle. Differently from the examples in 1),
it is not known whether these Ahlfors properties are, in fact, equivalent to the
classical strong Hessian and Laplacian principles for C> solutions.

A comment is in order: although the above viscosity versions might be strictly
stronger than the corresponding classical ones, all of the known geometric con-
ditions that guarantee the weak and strong Hessian or Laplacian principles in the
C? case also ensure their viscosity counterparts. Therefore, passing to the viscosity
realm does not prevent from geometric applications, and indeed is able to uncover
new relations. To see them, we shall introduce the Khas’minskii properties, that
generalize (3) and (17). Hereafter, a pair (K, h) consists of

— asmooth, relatively compact open set K C X;
— afunction h € C(X\K) satisfying h < 0 on X\K and h(x) — —oo as x diverges.

Definition 3.3 A subequation F C J?(X) satisfies the Khas minskii property if, for
each pair (K, h), there exists a function w satisfying:

we FX\K), h<w<0 onX\K, and w(x) > —oo asx diverges.
(29)

Such a function w is called a Khas minskii potential for (K, h).

Loosely speaking, F has the Khas’minskii property if it is possible to construct
F-subharmonic exhaustions that decay to —oo as slow as we wish. In practice,
checking the Khas’minskii property might be a hard task, and often, from the
geometric problem under investigation, one is just able to extract some of the
Khas’minskii potentials. This motivates the following definition (cf. the recent [47]).
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Definition 3.4 A subequation F C J?(X) satisfies the weak Khas’minskii property
if there exist a relatively compact, smooth open set K and a constant C € RU {400}
such that, for each x¢g ¢ K and each € > 0, there exists w satisfying

w € F(X\K), w <0 on X\K, w(Xg) = —¢, limsup w(x) < —C.
X—>0
(30)

We call such a w a weak Khas’minskii potential for the triple (¢, K, {Xo}).

Remark 3.5 When C = 400 and F is scale invariant (that is, it is fiber-wise a cone),
the condition over ¢ in (30) can be avoided by rescaling w.

Example 3.6 The existence of w in (3), for G satisfying (4), implies that a weak
Khas’minskii property holds for the subequation

{Tr(a) > G(=n} N {Ipl < G(-n}.

Indeed, the weak Khas minskii potentials can be constructed by suitably rescaling
and modifying the function —w. Up to playing with w and G, the above is equivalent
to the weak Khas’minskii property for

{Tr(A) > )} N {Ipl <&M}

for some (any) (f, §) satisfying (f&). Similarly, the existence of w in (17) implies the
weak Khas’minskii property for F = { Tr(A) > f(r)}.

We are ready to state our main result, the Ahlfors-Khas’minskii duality (shortly,
AK-duality), Theorems 4.3 and 4.10 in [48]. It applies to subequations F on X that
are locally jet-equivalent to a universal one and satisfy a few further assumptions.
Some of them are merely technical and will not be described here. Their validity
characterizes the set of admissible subequations, that is still quite general. For
instance, each of the examples in (&2), . .., (£6), and the subequations locally jet-
equivalent to them, are admissible provided that f satisfies (f€).

Theorem 3.7 Let F C J2(X) be an admissible subequation, locally jet-equivalent
to a universal one. Assume that

(1) negative constants are strictly F-subharmonic;
(22) F saiisﬁes the comparison theorem: whenever Q € X is open, u € F(Q2),
v € F(Q),
u+v<0 ondQ — u+v<0 on Q.
Then, AK-duality holds for F and for F N Eg for some (any) § satisfying (f€), i.e.,

F satisfies (K) F satisfies (Ky) F satisfies (A)
(Khas’minskii prop.) (weak Khas’minskii prop.) (Ahlfors prop.)’
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and
FNE; satisfies (K) <<= FNE; satisfies (Ky,) <= F‘UEE satisfies (A).

Seeking to clarify the role of each assumption in the AK-duality, we briefly
examine the importance of each one.

Remark 3.8 (On Assumption (7¢'1)) This property holds for each of (&2),...,
(&6) provided that f satisfies (f&), and it is Nimportant to ensure the validity of
the finite maximum principle: functions u € F(Y) cannot achieve a local positive
maximum. The latter is crucial for our proof to work.

Remark 3.9 (On Assumption (£°2)) This is delicate to check, and curiously
enough it plays a role just in the proof of (Kw) = (A). Comparison holds for
uniformly continuous subequations which are strictly increasing in the r variable,
a case that covers examples (&£2), ..., (&5) as well as (£6), see [48, Thm. 2.25]
for details.* The uniform continuity resembles the classical condition 3.14 in [18].
Regarding examples (£7) and (&£'8), the worse dependence on the gradient term
makes comparison much subtler. One can check the comparison theorem for the
universal subequation in (&’8), even with f = 0, by means of other interesting
methods, cf. [48, Thm. 2.27]. As for (£7), on Euclidean space the validity of
comparison for strictly increasing f is a direct application of the classical theorem
on sums (i.e. Ishii’s Lemma, [18] and [30, Thm. C.1]). In a Riemannian setting,
Ishii’s Lemma uses the infimal convolutions with the squared distance function
12(x,y) on X x X, and in neighbourhoods where the sectional curvature is negative
the Hessian of 12 is positive to second order on pairs of parallel vectors. The error
term produced by such positivity can be easily controlled for normalized quasilinear
operators, but in the unnormalized case one has to require the boundedness of the
eigenvalues 61, 6, in order to avoid further a-priori bounds on the subsolutions and
supersolutions (like Lipschitz continuity of either one of them). Nevertheless, we
note that the boundedness of 81, 8, notably includes the mean curvature operator.

Summarizing, we have

“In [48], the uniform continuity of the Pucci operators in (£6) is not explicitly stated but can be
easily checked. For instance, in the case of Ti A referring to Definition 2.23 in [48] and using the
min-max definition,

PIAB) = PF (A =P\ (A=B) > P ,(A) — ATr((A-B)y).

If (A — B)4+ || <8, then 9’; A(B) > 9’1', A (A) —mA3, that proves the uniform continuity of F; A
The case of F, , is analogous.
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Corollary 3.10 The AK-duality holds both for F and for F N Eg, with § satisfy-
ing (f€), in each of the following cases:

— Fis locally jet-equivalent to any of (£2), ..., (£6);

— F is the normalized quasilinear example in (&7), or F is the unnormalized
example with 01,0, € L®(R™);

— F is the universal example in (£8),

and, in each case, f satisfies (f€). Furthermore, the AK-duality holds for the eikonal
subequations in (&1).

Sketch of the Proof of the AK-Duality Since (K) = (Ky,) is obvious, we shall
prove (Ky) = (A) and (A) = (K). The proof of the first implication is inspired
by a classical approach that dates back to Phragmen-Lindeloff type theorems in
classical complex analysis, and we therefore concentrate on (A) = (K).

Fix a pair (K, h), and a smooth exhaustion {D;} of X with K C Dj. Our
desired Khas’minskii potential w will be constructed as a locally uniform limit of a
decreasing sequence of USC functions {w;}, such that wg = 0 and for eachi > 1
we have:

(@) w; € F(X\K), wi = (Wj)x =0 on 0K;

) wi>—-1 on X\K, wi = —i outside a compact set C; containing Dj;
© (1-27"2)h <wjy1 <wi <0 on X\K, Wi 1—willLe i) < 5 -
(31)

With the above properties, the sequence {w;} is locally uniformly convergent on
X\K to some function w € F(X\K) with h < w < 0 on X\K and satisfying
w(x) — —oo as x diverges, that is, to the desired Khas’minskii potential.

Fix w = wj. We build w4 inductively via a sequence of obstacle problems,
an idea inspired by [50, 70]: we fix obstacles g; = w + ), for some sequence
{%j} € C(X\K) such that

0=2%2=2-1, Nj=0o0onK, X\=-1 onX\Dji,
(32)
{%\;} is an increasing sequence, and &; 1 0 locally uniformly,
and search for solutions of the obstacle problem
u; is F&-harmonic on Dj\K,
(33)
uj=0 on JK, uyj=—-i—1 on dD;.

However, in some relevant cases we cannot fully solve (33). The first problem we
shall consider is the absence of barriers, needed to prove the existence of u; via
Perron’s method. No problem arise on dDj, since the constant function —i — 1
is Fei-subharmonic by (J#1). However, since we are working in the complement
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of a compact set K (think of K being a small geodesic ball, for instance), dK
might be concave in the outward direction, that in general prevents from having
barriers there. To overcome this problem, we modify X inside of K by gluing a
compact manifold Y that is Euclidean in a sufficiently small ball B. The gluing
only involves small annuli inside of B and K, with the new metric coinciding with
those of X and Y outside of the gluing region. In particular, the new manifold is
Euclidean in a neighbourhood of dB. In this way, replacing K by K’ = Y\B, X\K
embeds isometrically into X\K’ and the latter has a convex boundary isometric to
dB. Because of a technical assumption included in those defining the admissibility
of F, this is enough to produce barriers on dK’. Once we perform this change,
we suitably modify the subequation F preserving it outside the gluing region, and
making it, on K’, the universal Riemannian subequation to which F is locally jet
equivalent. Although these modifications change in several ways the manifold and
the subequation, they are stable to preserve the Ahlfors property for F as well
as the assumption (s7°1). The price to pay is that we may lose the comparison
property (#°2), since comparison is very sensitive to the geometry of X, at least
for some relevant operators like those in (&£2), (£3), (&4). This is the main reason
why, generally, we cannot fully solve (33). However, with barriers finally available,
Perron’s method yields an “almost solution” uj of the obstacle problem on X\K'
(see [30], [48, Thm. 3.3]), that is, u; solves

uj € FEI(Dj\K'), (—up* e IEEJ'(DJ'\K’),
uj = (uj)« =0 on 9K/, (34)

uj = (U =—i—1 on 9D;.

We extend u; outside Dj by setting u; = —i — 1, and define vj = (—uj))* —i. By
the definition of Perron’s solution, the sequence {v;} is decreasing on X\K'. Thus,
passing to the limit using that gg — w > —iasj — oo, w = —i outside of C;, we
get

—i<v<1l on X\K/,
=—-i<0 ondK,
0 on X\C;.

vi L veF(X\K), with {v
\'

WV

Here is the crucial point where the Ahlfors property enters: in fact, using Ahlfors on
X\K’ we infer that v = 0 outside of Cj, and by the USC-version of Dini’s theorem,

vid 0 locally uniformly on X\G;.
Then, the definition of v; yields

uj  —i locally uniformly on X\C;. (35)

It remains to investigate the convergence of u; on the bounded set C;\K'. Although
comparison might fail on this set, what guarantees the convergence u; 1 w is
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that each uj, being a Perron’s solution, is maximal in the set of F&i-subharmonic
functions whose boundary values do not exceed 0 (on dK') and —i — 1 (on 9Dj).
Concluding, uj 1 w locally uniformly on X\K’, hence on X\K. For j large enough,
if we set wiy1 = uj it is therefore possible to meet all of (a)—(c) in (31), as desired.
To treat the case when F is coupled to the eikonal equation Eg, the issue is again
the absence of barriers on K’ to solve the obstacle problem for F&i N Et. Indeed,
even if, after the gluing, K’ is convex in the direction pointing towards X\K/,
barriers must be Eg-subharmonic and the gradient control may prevent to build
barriers up to height —i at step i. To overcome this problem, the idea is to modify
the subequation Eg in the gluing region in a different way at each step i, weakening
the bound &(r) by means of a cut-off function ¢; supported in a neighbourhood of
0K'. The size of ¢; depends on the L norm of the gradient of the barriers on K’
joining zero to —i, and therefore it diverges as i — o0. In this way, we clearly lose
the gradient control in the limit in a neighbourhood of K, but since K’ € K, for
suitable ¢; no property of w; on X\K get lost. O

It is worth to remark that an important case was left uncover by Theorem 3.7.
For instance, when F is independent on r (examples (£2), ..., (£6) with f = 0),
assumption (2#°1) does not hold. ngever (1) is just used to ensure the strong
maximum principle for functions in FO on any manifold. Therefore, we can state the
following alternative version of our main theorem.

Theorem 3.11 Let F C J2(X) be a universal subequation satisfying (#2) and

(1) Ehas the strong maximum principle on each manifold Y where it is defined:
FO-subharmonic functions on Y are constant if they attain a local maximum.

Then, AK-duality holds for F.5

The strong maximum principle for viscosity subsolutions is a classical subject
that has been investigated by many authors, in particular we quote [8, 35, 41] (cf.
also [10, 63, 64] for the quasilinear case). Particularizing Theorems 3.7 and 3.11
to the mean curvature operator and its normalized version, for which the strong
maximum principle is proved in [41], we have the following:

Theorem 3.12 The AK-duality holds for the subequation in (&7) describing
solutions of

) Vu ) Vu f
d > f d d > ,
v <\/1 + |Vu|2> W an v <\/1 + |Vu|2> V14 |Vu?
(36)

for every non-decreasing, odd function f € C(R).
STheorem 3.11 can be stated for F locally jet-equivalent to a universal example, provided that the

strong maximum principle in (#1’) holds for each manifold Y and each F C J>(Y) constructed
by gluing as in the theorem.
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Other Quasilinear Operators

As said, the lack of a strong enough comparison theorem forces us to require, in the
unnormalized version of (&7) of Corollary 3.10, the boundedness of the eigenvalues
01,62 on Rar . We believe that the AK-duality holds for each subequation locally
jet-equivalent to (£7), both normalized and unnormalized, independently of 61, 6,.
More information can be found in Section 2.5 and Appendix A of [48], where the
authors investigate classes of quasilinear operators where comparison holds. For
inequalities of the type

dive (x, Vu) > #A(x, u),

with o7 a Caratheédory map that locally behaves like a g-Laplacian, and % non-
decreasing in u with u#(x, u) > 0, the AK-duality in a slightly less general version
was first established in [50]. The use of weak instead of viscosity solutions allows to
work with very general <7, 4, since a comparison theorem is easy to show and the
obstacle problem is solvable by classical results. Nevertheless, the method does not
allow to include a gradient dependence and thus investigate the “strong” versions of
the corresponding Ahlfors property.

Liouville Property
As the cases of parabolicity and stochastic completeness show, the Ahlfors property
is also related to the next Liouville one:

Definition 3.13 A subequation F C J?(X) has the Liouville property if any u €
F(X) bounded from above and non-negative is constant.

Indeed, in [50] the main result itself is expressed as a duality between
Khas’minskii and Liouville properties. It is not difficult to show that the Ahlfors
property implies the Liouville one, and that the two are equivalent provided that

u=0 is F-harmonic, 37
cf. [48, Prop. 4.2] and previous work in [2, 4, 5, 28]. While (37) holds in many

instances, there are notable exceptions, for example the eikonal subequation. For
such subequations, it is the Ahlfors property the one that actually realizes duality.

4 Applications

4.1 Completeness, Viscosity Ekeland Principle and
oo-Parabolicity

Let u € C'(X) be a function bounded from above and assume that there exists a
classical C!-Khas’minskii potential w, that is, satisfying only the exhaustion and
the gradient properties in (18). Up to a rescaling, w is a Khas’minskii potential for
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the eikonal subequation E = {|p| < 1}. Following the original argument that goes
back to Ahlfors [1], we consider a sequence of functions u + liw each of which
attains a maximum at some point xx € X. Up to choosing a subsequence, it is easy
to see that

1 1
u(xg) > supu — x and u(y) <u(xg) + kd(xk, y) for ynearby x.
X

Thus, recalling the AK-duality, one can see the Ahlfors property for the dual eikonal
subequation E = {lp| = 1} as a sort of viscosity version of Ekeland principle.
Clearly, the above argument does not give a formal proof of the equivalence between
the Ahlfors property for E and the Ekeland principle stated in Definition 1.1. In fact,
it follows from the next application of Theorem 3.7:

Theorem 4.1 Let X be a Riemannian manifold. Then, the following statements are
equivalent:

(1) X is complete.

(2) the dual eikonal E = {lpl = 1} has the Ahlfors property (viscosity Ekeland
principle).

(3) the infinity Laplacian Foo = {A(p, p) > 0} has the Ahlfors property.

(4) Foo has the next strengthened Liouville property:

Any Foo-subharmonic function u > 0 such that [u(x)| = O(Q(x)) as x diverges (0(x)
the distance from a fixed origin) is constant.

Sketch of the Proof The key implications are (2) = (1) and (3) = (1). Both
proceed by contradiction, so assume the existence of a unit speed geodesic y defined
on a maximal finite interval [0, T), and pick a small compact set K not intersecting
v([0, T)) (this is possible since vy is diverging).

(2) = (1): Apply the AK-duality to produce a Khas’minskii potential w € E(X\K).
By restriction, the function u = wo'y is E-subharmonic on [0, T), that is, any C2 test
¢ touching u from above shall satisfy |¢’| < 1 at touching points. However, since
u < 0and T < 400, we can choose a line with derivative strictly less than —1 lying
above the graph of u: translating the line downwards up to the first touching point
we get a contradiction. Thus, T = 400 and X is complete.

(3) = (1): Pick an exhaustion of X by smooth, relatively compact domains €2; with
K € ;. As we said before, we exploit the existence of a (unique) oco-capacitor u;
for (K, €2;) (see [17, 39]), that satisfies

u; is Foo-harmonic on ;\K,
(38)
uyj=1 on dK, uj=0 on I%Q;.

By comparison (Theorem 2.27 in [48]), and since {u;} is equi-Lipschitz because of
the minimization properties of uj, the sequence vj = 1 — u; subconverges locally
uniformly to a Foo-harmonic, Lipschitz function v, > 0. Applying the Ahlfors
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property on X\K we get that voo = 0 on X\K. Now, setting wj = vj o y, we have
w;j(0) = 0, w; = 1 after some T; < T, and by integration, 1/T < ||w]f||OQ < Con
[0, T), for each j. This is impossible, since w; — 0 locally uniformly. O

4.2 The Hessian Principle and Martingale Completeness

According to 3) in Example 3.2, we formally define the viscosity, weak and strong
Hessian principles in terms of Ahlfors properties. Let us consider the subequations
F = {N(A) > —1} and E = {|p| < 1}, whose duals are F = {Am(A) > 1} and
E = {|p| > 1}. Then, X satisfies:

— the viscosity, weak Hessian principle if the Ahlfors property holds for lEi _
— the viscosity, strong Hessian principle if the Ahlfors property holds for F U E.

The r independence on F and E in the above definition are just for convenience.
The properties could be stated as in Example 3.2 by making use of a pair of
functions (f, £) satisfying (f€). As discussed in the introduction, there are evidences
that an Hessian principle, either weak or strong, be related with the martingale
completeness. Perhaps surprisingly, exploiting the low regularity and the AK-
duality, we found that the two Hessian principles are equivalent, and that the
martingale completeness is necessary for the validity of them. Apart from a
regularity issue, this answers a question (Question 70) raised in [60] (see also [62]).

Theorem 4.2 Let X be a Riemannian manifold. Then, the following properties are
equivalent:

(1) X satisfies the viscosity, weak Hessian principle;
(2) X satisfies the viscosity, strong Hessian principle;
(3) FNE has the Khas’minskii property with C* potentials.

In particular, all the above assertions imply that X is martingale (and so, geodesi-
cally) complete.

Idea of the Proof The key implication is (1) = (3). As a consequence of AK-
duality and the flexibility in the choice of (f), (1) is equivalent to the Khas’minskii
property for F = {\1(A) > f(r)}. The sought depends on the following facts very
specific to this F.

* By exploiting Greene-Wu’s techniques in [27], we can approximate a
Khas’minskii potential for F with a smooth Khas’miskii potential, call it w.
Up to playing with f and extending w on the entire X, we can assume that w
satisfies

w<0 onX, w(x) — —oo if x diverges, VZiw > —w(,) on X
(39
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* Integrating along the flow lines of Vw and applying ODE comparison, it is
possible to prove that |[Vw| < w on X. Starting from w, it is therefore easy
to construct a weak Khas’minskii potential for F N E that is smooth. AK-duality
again and Greene-Wu approximation yield the full Khas’minskii property.

Concluding, by work of Emery [24] property (3) is known to imply the martingale
completeness of X. O

Remark 4.3 In order to check the viscosity Hessian principle, we can only consider
semiconcave® functions, which are locally Lipschitz and 2-times differentiable a.e.
Thus, regarding to regularity, the viscosity Hessian principle is very close to the
classical C? Hessian principle.

4.3 Laplacian Principles

Differently from the Hessian principle, in view of elliptic estimates for semilinear
equations, the viscosity weak Laplacian principle is equivalent to its corresponding
classical C? principle, that is, to the stochastic completeness of X. In this case,
the AK-duality improves on the original results in [42, 50]. Regarding the viscos-
ity, strong Laplacian principle, that is, the Ahlfors property for the subequation
{Tr(A) > 13U {lp| = 1} = FUE, its equivalence with the classical, C? one
(that is, Yau’s principle) seems quite delicate and is currently unknown. However,
the AK-duality in Corollary 3.10 guarantees the following:

Theorem 4.4 Let X be a Riemannian manifold. Then, the following statements are
equivalent:

(1) X satisfies the viscosity, strong Laplacian principle;
(2) FNE has the (weak) Khas minskii property.

In particular, any manifold satisfying the viscosity, strong Laplacian principle must
be (geodesically) complete.

5 Partial Trace (Grassmannian) Operators

In the context of submanifolds it is interesting to consider extrinsic conditions
instead of constrain directly the geometry of the submanifold. For instance, many
applications of the Omori-Yau maximum principles (cf. [3, 4, 9]) have been
investigated in that spirit. Specifically, when ¢ : X™ — Y" is an isometric
immersion, and F C J2 (Y) is a subequation, the pull-back ¢*F induces a subset

(’By definition, a function u is semiconcave if and only if, locally, there exists v € C2, such that
u + v is concave when restricted to geodesics.
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H = o*F, maybe only satisfying the conditions (P) and (N). In some relevant
examples, like those in (£2), (£'3) and their complex analogues in (£’5), the induced
H is nontrivial and the following question is therefore natural:

can we transplant the Ahlfors property from Fon Y to f on X?

Trying to address the problem by contradiction, that is, assuming that the Ahlfors
property does not hold for H, one would need to extend a nontrivial H-subharmonic
function on X to the entire Y. This seems a bit challenging to achieve, especially if
X is merely immersed. On the contrary, the use of AK-duality makes the problem
feasible. In particular, we can obtain the following result:

Theorem 5.1 Let 6 : X™ — Y™ be a proper isometric immersion. Assume that
either

i) Fr is the universal subequation in (82), (£5) with k < m, and o has bounded
second fundamental form 11;
ii) Fr is the universal subequation in (£3) withk < m, and

sup “ Try H(x)| :xeX, VL TX k-dimensional} < 4o00.
Then,
FrU ETE has the Ahlfors propertyon Y —» FrU ETE has the Ahlfors property on X,

for some (any) pair (f, £) satisfying (f€).

Idea of the Proof It is conceptually quite simple: in our assumptions, AK-duality
holds for each of (£2), (¢'3) and (&£'5), and therefore, Fr N E¢ has the Khas’minskii
property for some (any) such (f, £). Given an arbitrary potential w for Ff N E¢ on
Y, by the flexibility in the choice of (f, £) and the properness of o, the composition
w = w o o should correspond to a weak Khas’minskii potential for F; N E: on X,
where g just depends on (f, £). To check this claim, one uses the standard chain rule
formula

V2w(X,Y) = V2w(0.X, 6.Y) + (Vw, II(X, Y)), (40)

where V,V are the connections on X and Y, respectively. The adaptation to
viscosity solutions, however, makes the proof of the claim subtler from the technical
point of view. The arbitrariness of w and of these choices guarantees the validity of
the weak Khas’minskii property on X. Then, AK-duality again implies the desired
conclusion. O

Remark 5.2 The presence of Vw in (40) forces to include the eikonal in the Ahlfors
properties, otherwise more restrictive assumptions have to be imposed on X. In fact,
without a gradient bound, it is possible to control the last term in (40) if and only if
the second fundamental form II is trace-free on suitable subspaces V. For instance,
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if o : X™ — Y™ is a proper minimal immersion and Fs is the subequation described
in (&2) with k = m, that is, I?f = {)\n_m+1 + ...+ A > f(r)}, the validity of
the Ahlfors property for FronY implies that X is stochastically complete (i.e. X has
the viscosity, weak Laplacian principle).

Remark 5.3 A result similar to Theorem 5.1 can be stated for Riemannian submer-
sions, cf. [48, Thm. 7.8].

The class of partial trace operators, example (&£2), helps to understand the
geometry of submanifolds. Thus, having in mind Theorem 5.1, it is important to
investigate sufficient geometric conditions that imply the validity of the Ahlfors
property for this kind of operators. Inspired by the seminal papers of Omori [55]
and Yau [74] (that correspond to cases k = 1 and k = m in (&£2), respectively), we
will focus on conditions involving the k-th Ricci curvature

Definition 5.4 Let Y" be an n-dimensional manifold, and letk € {1,...,n — 1}.
The k-th Ricci curvature is the function

Ric® : TY — R

k
1
vV —> inf Z Sect(v Aej) |,
Wi <vi K i=1
dimWy =k

where {e;} is an orthonormal basis of Wk.

We recall that bounding from below the k-th Ricci curvature is an intermediate
condition between the corresponding bounding for the sectional and Ricci curvature.
In the next result,

Fr= [M(A) + ...+ g1 (A) = (D)

and the functions f and & satisfying (f, £). Having fixed an origin o, we denote with
p(x) the distance from o and with cut(o) the cut-locus of o, cf. [20].

Theorem 5.5 Let Y™ be complete, and assume that
Ric®(Vp) > —G*(p(x))  Vx ¢ cut(o), 1)
for somek € {1,...,n— 1} and some G satisfying
0<GeC'(R)), G =0, G'¢L'(+0).

Then, Y has the Ahlfors property for FrN ETE Moreover, if o : X™ — Y" is a proper
isometric immersion, K + 1 < m < n — 1 and the eigenvalues 1 < ... < Uy of
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the second fundamental form 11 satisfy

..+um|}<CG(poc) on X, (42)

max{|u1+...

for some constant C > O, then the Ahlfors property for Fr N }::Vg holds on X. In
particular, if m = k + 1 and the mean curvature satisfies

[H| < CG(po o),

then X has the viscosity, strong Laplacian principle.

6 AK-Duality and Polar Sets

With the aid of AK-duality, we can characterize polar (hence, removable) sets
for subequations in terms of preservation of the Ahlfors property. The study of
removable sets for linear and nonlinear equations is a classical subject with a long
history, and the interested reader can consult the recent [34] and the references
therein for further insight. There, the problem is set in the language of subequations,
and to introduce our application we first need to recall some terminology. We say
that a subequation F C J? X)isa

— truncated cone subequation if each fiber Fx over a point x € X is a truncated
cone, that is, it satisfies the following property:

if JeFy, then tJeFx Vte]l0,1].

— convex cone subequation if each fiber Fx over a point x € X is a convex cone.

A subequation M is called a monotonicity cone for F if M is a convex cone
subequation and F+ M C F, thatis, J; +J, € F Whenexer Ji eFandJ, € M. In
this case, we say that F is M-monotone. By duality, also F is M-monotone, that is,

F+MCF — F+McCF

In particular, since M is a convex cone subequation, M + M C M and thus M
is M-monotone and M C M. In general, M is a cone subequation much larger
than M and it is non-convex. Moreover, it is maximal among M-monotone cone
subequations: indeed, if F is a cone subequation that is M-monotone, then 0 € F
and thus M = 0 + M C F. Duality gives FCM.
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Example 6.1

1) On an almost complex, Hermitian manifold X, consider the subequations
F={nAa") >0}, 1<ji<m,

that are the branches of the complex Monge-Ampére equation det(VZu)(.D = 0.
Then, F; (the only branch that is convex) is a monotonicity cone for each F;.

2) Let Fy, ..., Fx be the branches of the k-Hessian equation ck(Vzu) = 0. Then,
the smallest branch F; is a monotonicity cone for Fj for each j.

3) Let F be a universal subequation that is pure second order (i.e. it just depends
on the Hessian of a function), and let M be the subequation in (£2) describing
k-subharmonic functions:

Mi = {M(A) +... 4+ M (A) > 0].

It is proved in [34] that My is a monotonicity cone for F if and only if the Riesz
characteristic of F, pr, satisfies pr > k. The Riesz characteristic of a universal
subequation F is an explicitably computable quantity defined as follows:

ppzsupit>0 . I—tly e F VxeX,veTwaith|V|=1},

where I, is the orthogonal projection onto the span of v. The interested reader
can consult Section 11 of [34] for further information.

Definition 6.2 Let F be a subequation. We say that a function ¢ € USC(X) is polar
foraset L if ¥ = {x : ¥(X) = —00}. A closed subset ¥ C X is called F-polar if
there exists an open neighbourhood 2 O K and { € F(2) polar for . The set X is
called C2 F-polar if, moreover, ¥ € Cz(Q\E).

Sets that are C?> M-polar are removable for subequations having M as a
monotonicity cone, cf. [34, Thm. 6.1]. The result is particularly effective when
F = M. Concerning Example 2) above, Mg-polar sets are very well understood
in the Euclidean space (and, with some technical modifications, also on manifolds).
In particular, if X has locally finite (p —?2)-dimensional Hausdorff measure for some
P < pr, then X is Mg-polar (cf. [34], Theorems 11.4, 11.5 and 11.13). Moreover, if
¥ C R™, having locally finite (pr — 2)-dimensional Hausdorff measure is enough
to guarantee the Mg-polarity, cf. [34, Thm. A].

In our setting, we consider subequations for which the AK-duality holds and thus
we restrict to assume at least (.#7°1). Consequently, since F is a closed subset, the
constant function 0 is F-subharmonic. Any monotonicity cone M for F satisfies

M={0}+MCF,

thus any M-polar subset is automatically F-polar.
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Theorem 6.3 Let F be an admissible subequation that is locally jet-equivalent to
a universal subequation and satisfies (1), (F2). Suppose that F has the Ahlfors
property on X, and let ¥ C X be a compact subset. Then, the following holds:

(1) if'Fis a truncated cone subequation, then

F has the Ahlfors
— X is F-polar;
property on X\X

(i1) if M is a monotonicity cone for F and X is M-polar, then F has the Ahlfors
property on X\ X.

Proof We first prove (i).

(=) By AK-duality, any fixed pair (K, h) with K € X\ X admits a Khas’minskii
potential . Since P(x) — —oo as x — X, extending { on X\K by setting \» =
—oo on X gives a USC and F-subharmonic function on X\K. Hence, X is F-polar.
(«<) By F-polarity, fix 2 D X open and ¢ € F(2) satisfying ¥ = {{y = —oo}. The
upper semicontinuity of {r implies that {r(x) - —oo as x — 2. By AK-duality, we
can consider a Khas’minskii potential z for a pair (2/, h) with Q € Q' € X. Then,
for 8 € (0, 1], the family of functions {w} with

U(x) if x € Q,
w(x) = 43)
z(x) if x € X\,

realizes the weak Khas’minskii property on X\ ¥. By AK-duality, F has the Ahlfors
property on X\ X, as claimed.

To show (ii), fix 2 D X open and \ € M(£2) that satisfies ¥ = {{r = —o0}. By
(1) and since F is a closed subset, the constant 0 € F(X). Therefore, being M a
monotonicity cone, 8 = 0+ 8¢ € F(€2) for each 3 € (0, 1]. Defining w as in (43),
the family {8w} give again the desired weak Khas’minskii potentials. O
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2 Preliminaries

In this section we introduce the main question of the course.
Let F : M™*" — R be a smooth, convex function satisfying

A < D*F <271

for some positive constant A < 1. Letu = !, ..., u™) e H! (B1 C R"; R™) be
the unique minimizer of the functional

E() =/ F(Du)dx, (1)
By

subject to its own boundary data. A classical example is F(p) = |p|* (the Dirichlet
energy), whose minimizers are harmonic maps.

Exercise Show the existence and uniqueness of minimizers in HY(By) of (1),
subject to the boundary condition u|3p, = ¥ € H l(Bl). Use the direct method
(take a minimizing sequence).

Hints: Use the bounds on D?F to find a subsequence that converges weakly in
H'. Use the convexity of F to show that the limit is a minimizer, and the strict
convexity to show it is unique.

For classical examples like F(p) = |p|?, minimizers are smooth. The main
question of the course is:

Are Minimizers Always Smooth?

Our approach to the regularity problem is to study the PDE that minimizers and
their derivatives solve. By minimality we have

0< | (F(Du+eDg) — F(Du))dx = e/ VF(Du) - Do dx + 0(e?)
By By

forall € and all ¢ € C3°(B1; R™). In particular, u solves the Euler-Lagrange system
div(VF (D)) = 9; (Fpe (Dw)) =0 2)

in the distributional sense.

Exercise Show thatif u € H!(B)) solves the Euler-Lagrange system (2), then it is
the unique minimizer of (1).

Remark 1 An interesting question is the uniqueness for (2) in weaker Sobolev
spaces. Examples of Sverak-Yan [13] show non-uniqueness in W'7 for p < 2.
We discuss these examples in Sect. 4.
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Equation (2) is invariant under translations, and under the Lipschitz rescalings
1
u—u = u(rx).
r

This scaling invariance plays an important role in regularity results. The classical
approach to regularity is to differentiate the Euler-Lagrange system. Formally, we
have

div(D* F(Dw)Dw) = 3;(F , s(Dwyuy;) = 0. 3)

We then treat the problem as a linear system for Du with coefficients D*F (Du).

Remark 2 For justification that Du € HZLC(Bl) and solves (3), see the exercises in
the next section.

If Du is continuous, then the coefficients D? F(Du) are continuous. By pertur-
bation theory from the constant coefficient case (see e.g. [3]), we obtain that u is
smooth. However, we have no a priori regularity for Du, so we can only assume the
coefficients are bounded and measurable. As a result, below we will consider the
linear system

div(ADV) = &; (Agﬁ(mf) -0 4)

) ij o, B=1,...m
in By, where Aaﬂli,j=1~w"

ellipticity condition

are bounded measurable coefficients satisfying the

Apl? < A (p, p) <27 pP?

forall x € Byand p € M™*" and v = (vl, R T < Hl(Bl;R’”) solves the
system in the distribution sense.

Exercise Show thatif v e H'(Bj) solves (4), then v is a minimizer of the functional
J(v) =/ AXx)(Dv, Dv)dx. (&)
B

If one can show that solutions to (4) are continuous, then minimizers of (1) are
smooth.

This course consists of two main parts. In the first part (Sect.3) we discuss
estimates for the linear system (4), and consequences for minimizers of (1). In the
second part (Sect.4) we discuss some examples that show the optimality of the
linear results, and also the optimality of their consequences for minimizers.

In Sect. 5 we discuss the parabolic case (which was not covered in the lectures).
We emphasize some striking differences with the elliptic case.
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3 Linear Estimates and Consequences

In this section we discuss the key estimates for solutions to the linear system (4),
and their consequences for minimizers of (1).

3.1 Energy Estimate

Recall that solutions to the linear system (4) minimize the energy (5). Thus, the
natural quantity controlled by the linear system (4) is the H'! norm of v. By using
minimality or the equation, we can get more precise information.

Exercise Let ¢ be a cutoff function that is 1 in By /2 and O outside B;. Use v<p2 asa
test function in (4) to derive the Caccioppoli inequality

/ |Dv[*dx < C(n) / VI3[Vl (©6)
Bi)2 B,

Exercise Derive the Caccioppoli inequality by using v(1 — e¢?) as a competitor for
v in the energy (5). This gives a perhaps more illuminating way to understand the
inequality: the energy density of v cannot concentrate near the center of Bj, since
then the energy lost by dilating v by a factor less than 1 in Bj/; is more than the
energy paid to reconnect to the same boundary data.

One consequence of the Caccioppoli inequality is the following energy loss
estimate

/ IDV|?dx < y(n, x)[ |Dv|*dx, (7
Br/2 B,

for some y < 1 and all r < 1. This inequality says that the energy density must
“spread evenly at all scales.”

Exercise Prove Inequality (7).

Hints: Reduce to the case r = 1 by scaling. Since the system (4) is invariant under
adding constant vectors, we can replace v by v — avg. g\ p, Y in Inequality (6).
(By avg.qv we mean the average of v in Q2). Finally, note that Vg is supported
in B1\By,2. The result follows by applying the Poincare inequality in the annulus
B1\Bi 2.

As a consequence of the energy loss estimate, we have that the mass of the energy
in B, decays like a power of r:

/ |Dv|*dx < C(n, A)( |v|2dx) e, (8)
B, B
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for all » < 1/2 and some « > 0. Inequality (8) is our main result for the linear
system (4).

Exercise Prove Inequality (8) by iterating Inequality (7) on dyadic scales.
Remark 3 The energy decay estimate (8) says that Dv behaves as if it were in L4
for g slightly larger than 2. It is in fact true that v.€ W' 2 for some § > 0. This

result is part of the “reverse-Holder theory” (see e.g. [3]). This stronger result will
not be required for our purposes.

The energy decay estimate is particularly powerful in the case n = 2, due to the
invariance of the H! norm under the rescaling v — v(rx). More specifically, by
standard embeddings for Morrey-Campanato spaces, if

r2

|Dv|*>dx < Cr*®
|Br| JB, (x)

forallr < 1/4andall x € By, thenv € C*(By,2). In particular, in the case n = 2,
we conclude from the energy decay (8) that v e C*.

We conclude by noting that (8) also holds for inhomogeneous systems when the
right side is sufficiently integrable.

Exercise Consider the inhomogeneous system
div(A(x)Dv) = div(g),

and assume that

/ g*dx < r?’
B,

for some 8 > 0 and all r < 1. Repeat the above line of reasoning to show that

|Dv|?dx < Cr?
B,

for some y(n, A, ) > 0and C (fBl |v|2dx, n, A).
Hint: Note that the system solved by the rescaling v(rx) has right side
div(rg(rx)).

Remark 4 The required condition for g is satisfied e.g. when g € L7 for some
q > 2. We will use this result when we discuss the parabolic case in Sect. 5.
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3.2 Consequences for Minimizers

Now we investigate the consequences (8) for minimizers of (1). Below we assume
that u is a minimizer of the regular functional (1).

Exercise Let u, w € H'(B]) solve the Euler-Lagrange equation (2). Show using
the fundamental theorem of calculus that

1
3 ((/0 Fyyt (Du + s(Dw — Du))dx) (wf — uf)) =0,

i.e. that the difference w — u solves a linear system of the type (4).

Exercise Using the previous exercise for difference quotients h=Y(u(x+he)—u(x))
and the Caccioppoli inequality, justify that u € WIZO’CZ(Bl) and that Du solves the
differentiated Euler-Lagrange equation (3).

As a consequence of the estimate (8) for linear systems, we have

/ |D%ul? dx < Cr*® )

r

forsome o > Oand all r < 1/2.

Exercise Using embedding theorems from Sobolev and Campanato-Morrey
spaces, conclude from Inequality (9) the following results:

¢ Inthe case n = 2, Du € C%, hence u is smooth.
« Inthecasesn =3 andn =4, u € CP for some g > 0.
¢ In the case n > 5, unbounded minimizers are not ruled out.

Hint: In the case n = 4, W22 embeds into W14, which nearly embeds to
continuous. Using the decay estimate one can improve. Apply the Sobolev-Poincaré
inequality to obtain f B, |Du — (Du)p, [*dx < Cr*. (Here (Du) B, is the average
in B;). Then use the Cauchy-Schwarz inequality to reduce to a Morrey-Campanato
embedding.

We will show in the next section that when m > 1, both the decay estimate (8)
and the above consequences for minimizers are optimal. We discuss examples of De
Giorgi [2], Giusti-Miranda [4], and Sverdk-Yan [12, 13].

Remark 5 The energy estimate (8) and its consequences for minimizers are due to
Morrey, in the 1930s (see e.g. [7]).
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3.3 Scalar Case

The energy decay estimate (8) came from comparison with a simple competitor
obtained by slightly deforming v. It is natural to ask whether one can improve upon
this result.

As the examples in the next section show, the answer is in general no. However,
in the scalar case m = 1, one can improve to v € C“. The key property of
solutions to (4) in the scalar case is the maximum principle: v never goes beyond its
maximum or minimum values on the boundary. Indeed, we get competitors with
smaller energy by truncating v where it goes beyond its boundary data (e.g. if
v > 0 on d By, then consider max{v, 0}). In the vectorial case, making truncations of
certain components doesn’t send the full gradient to 0, so truncations are not always
energetically favorable.

Remark 6 1t is instructive to consider a simple example. In dimensions n = m = 2
let F be the quadratic |p|> — 26(17{ p% + pé p%). It is clear that F is uniformly
convex for € small. Direct computation shows that v = (xlxz, §(|x|2 — 1)) is a
minimizer of f B, F (Du) dx. However, the second component of v vanishes on d By;
in particular, the “truncation” (x1x2, 0) has larger energy. One also checks that |v|
has a local maximum at 0.

As a consequence of the maximum principle, solutions exhibit oscillation decay
in L when we decrease scale. By quantifying the maximum principle, one can
obtain C* regularity. This breakthrough result is due to De Giorgi [1], and at the
same time Nash [8], in the late 1950s.

To illustrate the role of the maximum principle, it is instructive to consider the
two dimensional case. Assume that v € H 1(31; R), with B] C R2 and

/ Vol dx < 1.
B

Assume further that the maximum and minimum of v on B, occur on 0B, for all
r < 1. (For convenience, assume that v is continuous so that we can make sense
of these values, and derive a priori estimates). Such v share the key properties of
solutions to (4) in the scalar case. We indicate how to use the maximum principle to
find a modulus of continuity for v at 0. Let

0SCB,V = Max v — minv = max v — minv.
5 !

r r 0B, Br

Exercise Show using the fundamental theorem of calculus that

1 2 2
(oscp,v)” < [Vv|“ds.
Tr 3B,
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(This is the only place where we use that n = 2). Using the maximum principle,
show that oscp, v is increasing with r. Combine with the above inequality to obtain

log(8
(oscayw? 22D 5/ IVl dx.
27 Bi\Bs

Conclude that

27 1/2
ey = <|10g8l) ’

It is instructive to investigate why this argument doesn’t work in higher dimen-
sions. Scaling provides a useful explanation. Roughly, if a function v oscillates order
1 on S"’l, then we expect that fS'H |Vv|2 ds is order 1 (see the remark below). If
v oscillates order 1 on 0B, for all r > 0, then applying the unit-scale estimate to
v, = v(rx) we obtain that the Dirichlet energy on 8 B, is order r"~3. In the case
n > 3 this is not enough to contradict H' boundedness. De Giorgi’s argument
overcomes this difficulty by using the Caccioppoli inequality for a sequence of
truncations of v.

forall § < 1/2.

Remark 7 Even the “expectation” that if v oscillates order 1 on §"~! then
f gn-1 |Vv|2dx has order at least 1 is not quite true when n > 3 (unlike the
case n = 2). Consider for example the functions on By C R? (rather than S2, for
simplicity) equal to —logr/log R on B1\Bj g and equal to 1 in By,g. These have
small Dirichlet energy going like (log R) ™.

To conclude the section, we remark that for systems with special structure, we
can sometimes find a quantity that solves a scalar equation or inequality. In these
cases we have stronger regularity results. Here is an important example due to
Uhlenbeck [14].

Assume (like above) that F is a smooth, uniformly convex function on M™*"
with bounded second derivatives. Assume further that F has radial symmetry, i.e.
F(p) = f(Ipl),withO < A < f” < A~!. Let u be a minimizer to the corresponding
functional.

Exercise Show that VF(p) = ‘Q /I p. Conclude that the Euler-Lagrange equation is

/
i ( U uf‘) =0,
|Du|

i.e. that the components of u solve elliptic equations. Give a variational explanation
that each component satisfies the maximum principle.
Hint: If we truncate a component, then | Du| (hence F) decreases.
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As a consequence, minimizers of rotationally symmetric functionals are contin-
uous. We can in fact show that | Du|? is a subsolution to a scalar equation (it takes
its maxima on the boundary):

Exercise Show that

D2F(p)= f I—}—(f”— f)p®2p.
|pl lpl/ |pl

Conclude that

B
f/ 1 f/ u;xuj B
l<IDUIM’k+ 7"~ \puy ) |pup "t

Multiply this equation by 1}’ and sum over « and k to conclude that
div(A(x)V|Du|?) > A|D*u|?, (10)

where A(x) are uniformly elliptic coefficients.

By using De Giorgi’s results for the inequality (10), one can show that u is
smooth (see e.g. [3, Chapter 7]). Radial symmetry for F' is one of the few structure
conditions known to ensure full regularity of minimizers.

4 Singular Examples

We discuss some examples of singular minimizers. The examples show optimality
of the linear estimates, and of their consequences for minimizers of (1).

4.1 Linear Elliptic Examples

Here we describe examples of discontinuous homogeneous solutions to (4), that
show the optimality of the energy decay estimate (8) in the vectorial case. The
examples are due to De Giorgi [2] and Giusti-Miranda [4] in 1968, about 10 years
after the De Giorgi proved continuity of solutions in the scalar case.

We first establish some notation. Fora € R” andb € R" weleta® b € M™*"
act on R" by (a ® b)(x) = (b - x)a. In particular, (a ® b)¥ = a®b;. Likewise, if
A, B € M™" we let A® B be the linear map on M"*" defined by (A ® B)(p) =
(B- p)A, where the dot product on matrices is defined by B- p = tr(B” p) = B} p.

In particular, A ® B is a four-index tensor with components (A ® B)f)f;S = A? Bf .
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It is natural to start the search for singular examples by considering O-
homogeneous maps, which have a bounded discontinuity at the origin. Let [x| = r
and let v = v := r~!x be the radial unit vector. The De Giorgi construction is based
on the observation that

Dv = r_l(I —VRVv),

the matrix that projects tangent to the sphere, is non-vanishing and is perpendicular
to B := v ® v in M"", In particular, v clearly minimizes the functional
fBl A(x)(Dv, Dv)dx for A = B ® B. (Note that A is zero-homogeneous, with

a discontinuity at the origin). Since this functional is degenerate convex (indeed,

Agﬂ x)pf pf = 0 when p is perpendicular to v ® v), we need to make a small

perturbation.
We first do some simple calculations. We compute

n—1 . v n—2
av=v@an=-"""v mv@®r)=vAmgo»= Sovan

Remark 8 Note that the last expression vanishes in the plane.

Now we take coefficients
A=48lp+B+yU,—B)®(B+yU,— B)).

It is useful to think that § and y are small, so that A is a perturbation of B ® B. We
compute

ADv =8Dv+yn—1)(yDv+vv/r).
Taking the divergence and using (11), we obtain
div(ADv) =[-s(n—1D4+ymn—1)n—-2—yn — 1))]r72v.
The example follows provided

S=m—-2y—m—-1y>>0,

which is true whenn > 3 and y < Z:%
Thus, v solves a system of the type (4) in R"\{0}, for n > 3 and zero-
homogeneous coefficients that are analytic away from the origin. It remains to verify

that v solves the equation globally.
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Exercise Show that v € HZLC(R”) when n > 3, but not n = 2. Show that v
solves (4) in By in the sense of distributions when n > 3.

Hint: use that

/ A(Dv, Dp)dx = lim A(Dv, Do)dx,
By r—~0JB\B,

and integrate by parts in the expression on the right.

Remark 9 There are no discontinuous Hlloc solutions to (4) in R?, by the energy
decay estimate (8). It is interesting that the above approach doesn’t even give a
nontrivial zero-homogeneous solution to a uniformly elliptic system in R?\{0}. It is
natural to ask whether such solutions exist. In the next section we prove a rigidity
result showing that zero-homogeneous solutions to (4) in R%\{0} are constant. We

also prove a higher-dimensional analogue.

The above example shows that De Giorgi’s results for the scalar case don’t extend
to the vectorial case. However, observe that in the differentiated Euler-Lagrange
equation (3), the coefficients D2F(Du) depend smoothly on the solution Du. It is
natural to ask whether this structure improves regularity.

The above example answers this question in the negative. If we choose in
particular y = ";2 and divide the coefficients by 2 we obtain

2 2
A=In2+ In+ B)® In+ B =In2+C(V)®C(V),
n—2 n—2

where

4 vV

cC=1
"+n—21+wP

is bounded and depends analytically on v. This example shows that v = v solves a
uniformly elliptic system of the form

div(A(v)Dv) =0,
where A depend analytically on v € R". The example is due to Giusti and Miranda
[4].
We now modify the construction to get unbounded examples. (De Giorgi’s

original example was actually of this type). Let

vV=r v
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Exercise Take A of the same form as above, and compute in a similar way that the
equation div(ADv) = 0 in R\ {0} gives

—n—1—-e)(l+e)+((n—1Dy —e)n—2—m—1)y —e)=0. (12)

Hint: For the first term note that Av = V(A(rl_e))/(l — €) (at least when € #
1). For the second term, divide r~¢~! into the pieces r—¢ and r~! and use the
computation in the example above.

Exercise Using condition (12), show that r~€v solves a uniformly elliptic system
in R"\{0} for any € # "%, and any n > 2.

Exercise Show thatr—€v € H' fore < "52 , and in this case v solves div(ADv) =

0in By (in particular, across the origin). Finally, show by taking € arbitrarily close to
" 52 that the decay estimate (8) is optimal in the vectorial case, in any dimension #.

Remark 10 Observe in particular that for n = 3, 4 the examples are the gradients
of bounded non-Lipschitz functions, and for n > 5 the examples are the gradients
of unbounded functions.

Finally, to appreciate fully the vectorial nature of the above examples, it is
instructive to make similar constructions in the scalar case.

Exercise Let v(x) =r €g(v) : R" — R be a —e-homogeneous function. Let
A=av@v+{U —-v®v)
for some constant a > 0. Show that
AVv = r~ " Y(—aegv + Vg1 g),
div(AVV) = r < 2(Agi-1g —ae(n —2 — €)g).

(Here Vgu-1 and Ag—1 denote the gradient and Laplace-Beltrami operators on
Snfl ).

Thus, the equation div(AVv) = 0 becomes the eigenvalue problem
Agi-ig=ae(n—2—¢€)g

on the sphere. The maximum principle enters the picture when we consider the
solvability of this problem: we need ae(n — 2 — €) < 0 to find nonzero solutions.

Provided that either ¢ < 0 or € > n — 2, we can find many solutions g on the
sphere by choosing a > 0 appropriately. In the borderline casese =0ore =n — 2
we see that v is radial, hence v is constant resp. the fundamental solution to A.
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Finally, observe that when ¢ < 0 we have v € H!(Bj) and the equation
div(AVu) = 0 holds across the origin. These examples show the optimality of
the De Giorgi result in the scalar case.

. e ge . -2
4.2 Rigidity Result for Homogeneity —"

Above we constructed solutions to (4) in Bp in the case n = m > 2 that are
homogeneous of degree —e, for any € < "52. This showed the optimality of the
energy decay estimate (8). We also found —e-homogeneous maps that solve the
system in R"\{0} for all € # " 52. It is natural to ask whether there is some rigidity
result for this special homogeneity. In this section we verify that this is the case. The
main result is:

Theorem 1 Assume that v : R" — R™ is —"Ez-homogeneous and that A are
bounded, uniformly elliptic coefficients. If

div(ADY) = 0

in B1\{0}, then v is constant. (In particular, v.= 0 whenn > 3.)

Proof Take the dot product of the equation with v and integrate by parts in By\ Be¢
to obtain

f A(Dv, Dv)dx =/ A(DV, v ® v)ds.
B1\ B¢ d(B1\Be)

Since Dv -v is homogeneous of degree —(n — 1), the flux of the vector field ADv-v
through 9 B, is bounded independently of . Thus, the right side of the above identity
is bounded independently of €. Using the ellipticity of the coefficients, we conclude
that

/ |Dv|*dx < C.
B1\Be

However, by the homogeneity of v we have

/ |Dv|*>dx > |loge|/ |Dv|*ds.
B1\Be 9B

Taking ¢ — 0 we conclude from the previous inequalities that Dv = 0. O

Exercise Prove Theorem (1) assuming that A are zero-homogeneous, by working
only on the sphere, as follows. Write

G=ADv-v=r"""D(rowpw+101)),



470 C. Mooney

where f is a zero-homogeneous function and 7 is tangential to S"~!. Show that
the first term is divergence-free, and that the divergence of the second term is
r~"divg.—1 7. Integrate the inequality A|Dv|? < div sn—1T on the sphere to complete
the proof.

Observe that in the case n = 2, if v is zero-homogeneous then Dv has rank one.

Exercise Show in the case n = 2 that Theorem (1) holds when we replace uniform
ellipticity with the condition that A(x)(p, p) > A| p|? for rank-one matrices p.

4.3 Null Lagrangian Approach of Sverdk-Yan

In this section we discuss an approach to constructing singular minimizers due to
Sverak-Yan [12, 13]. This approach is based on the concept of null Lagrangian. We
will discuss the idea in a simple situation.

A null Lagrangian L is a function on M™*" such that

/L(Du)dx:/ L(Du + Dg) dx
Q Q

for all domains €2 and smooth deformations ¢ supported in 2. In particular, every
map solves the Euler-Lagrange system

div(VL(Du)) = 0.

Any linear function is a null Lagrangian. The most important nontrivial example
is the determinant.

Exercise Letu = (u', u?) bea map from R2 to R? and let 2 be a smooth bounded
domain. Verify using integration by parts that

/detDudx:/ ulvruzds,
Q 0

where V7 denote derivative tangential to 0<2. Conclude that det is a null Lagrangian.
Then compute directly that

div((V det)(Du)) = 9;(det Du (Du);il) =0.
More generally, sub-determinants are null Lagrangians. Some of the simplest

non-trivial null Lagrangians are the quadratic ones. There is a useful characteriza-
tion of quadratic null Lagrangians:



Singularities in the Calculus of Variations 471

Exercise Show that a quadratic form A on M"™*" is a null Lagrangian if and only
if A(p, p) = 0 for all rank-one matrices p. (Recall that p is rank-one if and only if
p=a®bforsomea e R” andb € R".)

Hints: To show the “if”” direction, use the Fourier transform, and use that A(b ®
a,c®a) = 0fora € R" and b, ¢ € R™. To show the “only if” direction, use
Lipschitz rescalings of a simple periodic test function whose gradients lie on a rank-
one convex line. More explicitly, take Q2 = Bj, take u = 0, and take ¢, (x) =
(bf(ha - x)/M)n(x), where a € R", b € R™, f is periodic, and 5 is a compactly
supported function in B; equal to 1 on Bi_. with |[Vn| < 2/e. In the definition
of null Lagrangian, take A — o0, then € to 0. (The idea is to build a map whose
gradient has size of order 1 and lies on a rank-one convex line, such that the map
is very small in L°°. We accomplish this by making many oscillations.Then we can
cut off without changing the integral much.)

Remark 11 The quadratic forms A on M”*" that are null Lagrangians are in fact
linear combinations of 2 x 2 sub-determinants. Indeed, by the previous exercise, they
vanish on rank-one matrices. In particular, they vanish on the subspaces R” ® ¢; and
S QR" (where {e;} are the coordinate directions in R” and { f*} are the coordinate
directions in R™), giving AZﬁ = Agy = 0. They also vanish on (f"‘—l—fﬁ)@(ei—l—ej),
where o # B and i # j, giving Ay + Al = Ajly + Ay, = 0. It follows that
A(p, p) is a sum of terms of the form c(p;"p’; — pl’.sp;‘).

The idea of Sverak-Yan is to find a homogeneous map u such that the image K :=
Du(B)) lies on or close to a subspace of M™*" on which a null Lagrangian L is
convex. Then one can hope to construct a smooth, convex F with the same first-order
Taylor expansion as L on Du(Bj). The Euler-Lagrange equation div(V F (Du)) =
div(VL(Du)) = 0 is then automatically satisfied.

A trivial example illustrating the ideais u = r—'v : R> — R2. Then Du(B)) lies
in the space of traceless symmetric matrices, and the null Lagrangian L = — det is
uniformly convex when restricted to this subspace. An extension of L with the same
values and gradients on the symmetric traceless matrices is F(p) = | p|?. Thus, u
is harmonic away from the origin. (Of course, this was clear from the outset since
u = Vlog). However, div(u) has a Dirac mass at the origin.

Motivated by this example, consider singular candidates of the De Giorgi type

from R? — R? with 1 < o < 2. We investigate the geometry of Du(B;) in matrix
space.

Exercise Show that the identification

(x, y, z)=<z+x Y )

y z—x
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of the symmetric 2 x 2 matrices with R3 is an isometry. Show that the surfaces of
constant trace are the horizontal planes, and the surfaces of constant determinant are
hyperboloid sheets asymptotic to the cone

2 =x*+y
Then show that Du(S') is a circle of constant positive trace and constant negative
determinant matrices centered on the z-axis, and Du(Bj) is the cone centered at

the origin going through this circle, minus the ball centered at the origin whose
boundary passes through the circle.

The above visualization of Du(B1) shows that for « > 1, the conical surface
Du(By) lies “close to” the subspace of traceless symmetric matrices, where L =
— det is convex. We can in fact construct a uniformly convex, smooth function F on
Symyxo suchthat F = L and VF = VL on Du(By).

By homogeneity, it suffices to construct a 2-homogeneous, uniformly convex F
such that F = L and VF = VL on the circle K := Du(S"). Thus, it suffices to find
a smooth, bounded, uniformly convex set ¥ C Symx2 containing the origin, such
that 02 contains K, and the outer normal to 09X is in the direction of VL on K.
Indeed, then we canlet F = L = o — 1 on d X, and then take the 2-homogeneous
extension.

As a first step to constructing X, consider the surface I' = {L = o — 1}. In the
coordinates introduced above, I" is a hyperboloid of revolution around the z axis,
asymptotic to z2> = x> + y2. Thus, there is a circular cone centered on the negative
z axis that is tangent to I on K. This cone divides Sym .7 into two components;
let ¥y be the component containing the origin. Then X is convex, and the outer
normal to 3% on K is in the direction of VL. From here, it is easy to find a smooth,
uniformly convex surface of revolution 0¥ bounding a region ¥ C ¥, such that
9% touches X on K and 0 € 2. This completes the construction.

Remark 12 To make F smooth, we need to modify it near the origin. This doesn’t
affect the equation since Du(B) stays outside a ball around the origin. To make a
uniformly convex extension G of F to all of M?*2, decompose p € M>*? into its
symmetric and anti-symmetric parts S and A and let G(p) = F(S) + |A|%.

Exercise

+ Show thatfor I < a < 2, themapu e W! 7 for p < 2 Show that u solves the
Euler-Lagrange equation div(V F (Du)) = 0 in the distribution sense.

* Show that linear maps are minimizers of (1) subject to their own boundary data.
Conclude that w = x is the unique minimizer in H L(B)) for the functional
corresponding to F.

* Conclude that there is non-uniqueness for the Euler-Lagrange equation (2) in the
spaces WP for p < 2.
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Remark 13 The quadratic analogue of — det in higher dimensions is L = —o»,
where op (M) = ; (tr(M)% —|M|?). Thus, L is a uniformly convex, radial quadratic
on the constant-trace symmetric matrices.

We can repeat the above procedure for u = !~ in higher dimensions provided
L > 0 on Du(By). This gives the condition « > 7. Again, these maps provide
counterexamples to uniqueness for (2) in W' ? when p < 2.

The above examples are due to Sverdk-Yan [13]. To find examples of singular
minimizers to smooth, uniformly convex functionals, more complicated maps are
required. In [12], Sverdk and Yan use the null Lagrangian technique to show that
the one-homogeneous map

u(x):r(v@v—;l),

viewed as a map from R to the space of symmetric traceless matrices (isomorphic
to R5), is a Lipschitz but not cl singular minimizer in the case n = 3, m = 5. We
describe the construction here.

To understand the geometry of K := Du(By), it is useful to use the symmetries
of u. Letting a;jx = du'/ and R € SO(3), we have

u(Rx) = Ru(x)RT,
aijk(Rx) = Ri1 R jm Rinaimn (x).

It is not hard to check that two invariant subspaces of {a;ix = 0, a;jx = ajix} =
M>%3 are the space of traceless tensors 70 = {aixk = 0}, and its orthogonal
complement 73. Among the traceless matrices, two invariant subspaces are the
permutation-invariant subspace 77 = {a;jr = aj;}, and its orthogonal complement
Ts5. (The subscripts represent the dimension of the subspace). The quadratic forms
invariant under the above action take the simple form «|X|? 4 8|Y|>+ y | Z|?, where
X, Y, Z are the projections to 73, T7 and T5 respectively.

Recall that the quadratic null Lagrangians correspond to quadratic forms that
vanish in the rank-one directions. By imposing the condition L(C;jjnx) = 0 for all
symmetric traceless Cj; arld n € R3 (and using explicit formulae for the projections
of a;ji to T3, T7 and T5), Sverdk-Yan compute

L=3IXP -2y + 2P,
up to multiplication by constants.

Ideally, we would be able to say that the Y projection of Du vanishes, so that
K lies in a subspace where L is convex. This is not quite the case. However, a



474 C. Mooney

computation (see [12]) shows that

|2_64

|Du |2—2
15° L=

|DllT3 5

and the remaining projection vanishes. Heuristically, the example works because
Du is closer to the T3 subspace where L is convex.

One can compute explicitly that L = 12 on K, and that L separates from its
tangent planes quadratically on K:

LY)—L(X)— VLX) - (Y = X) = —L(X - Y) > c|Y — X2

for X, Y € K and some ¢ > 0. This is enough to construct a uniformly convex,
smooth function F on M>*3 with the same first-order expansion as L on K.

Remark 14 This beautiful example was the first singular minimizer to a smooth,
uniformly convex functional in dimension n = 3. The first singular minimizer,
constructed by Necas in 1977 [9], was also one-homogeneous and worked in high
dimensions.

It is natural to ask whether the regularity results for minimizers obtained from
linear theory (Holder continuity in dimensions 3 and 4, and possible unboundedness
in dimension 5) are optimal. Sverak-Yan accomplish this in [13] using modifications
of the above example. More precisely, they consider u = r!=*(v ® v — (1/n)I) :
R — M"(+1/2=1 Tn higher dimensions one can perform the same decomposition
of M +D/2=xn " An important observation is that the coefficient of L in the
higher-dimensional version of T3 (the trace part of a;jx) is n, and the other
coefficients remain the same. As a result, the higher the dimension, the better the
convexity in the trace subspace. Furthermore, the component of Du in the direction
of this subspace grows roughly linearly with n, while the other component remains
bounded.

This allows the construction of increasingly singular examples in higher dimen-
sions. They show quadratic separation of L from its tangent planes on Du(B;) when
0 < a < C(n), where C(n) > 0 for n > 3 and increases with n. In the cases n = 3
and n = 4 this gives non-Lipschitz minimizers. Furthermore, a careful computation
shows that C(5) > 1, providing examples of unbounded singular minimizers in the
optimal dimension.

Remark 15 The most recent approach to constructing singular examples is based
on constructing a singular minimizer to a degenerate convex functional in the
scalar case, and coupling two such minimizers together in a way that removes
the degeneracy. Using this approach, Savin and the author constructed a one-
homogeneous singular minimizer in the minimal dimensions n = 3, m = 2 (see

[6]).
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5 Parabolic Case

In the final section we discuss the regularity problem for the parabolic case. To
emphasize ideas, we assume that solutions are smooth and obtain a priori estimates.

The gradient flow u : Q1 = B; x [—1, 0) C R” x R — R of the regular
functional (1) solves

du — div(VF(Du)) = 0. (13)

Differentiating (13), we see that the space and time derivatives of u solve a linear
uniformly parabolic system of the form

v, — div(A(x, £)Dv) = 0, (14)

where A(x, t) are bounded measurable, uniformly elliptic coefficients.

Remark 16 As in the elliptic case, the coefficients of the system obtained by
differentiating (13) depend smoothly on Du. By perturbation theory, a continuity
result for (14) implies smoothness for gradient flows. Around the same time that De
Giorgi proved continuity of solutions to the scalar elliptic problem, Nash showed
continuity of solutions to (14) in the scalar case. Again, the maximum principle
plays an important role. We will focus on the vectorial case.

We will discuss the key estimate for (14), its consequences for gradient flows,
and some singular examples. While much of the theory is motivated by the elliptic
case, some of the parabolic results required significant new ideas, and some have no
elliptic analogue. We emphasize these differences in the discussion.

5.1 Linear Estimates

The classical energy estimate for (14) says that the L?> norm of v is controlled
uniformly in time, and the H! norm is controlled on average in time:

sup / |v|2dx~|—// |Dv|?dx dt < C(n, A)// Ivi?dxdt. (15)
{t>=1/2} VB12 Q12 01

(Here Q, is the parabolic cylinder B, x [—r2, 0).)

Recall that in the elliptic case, linear estimates give control on the H> norms
of minimizers, and in the case n = 2 the H? norm is invariant under the natural
rescalings that preserve the Euler-Lagrange equation. In the parabolic case, the
natural scaling is

u—u = r_lu(rx, rzt).
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The quantities controlled in (15) obtained by taking v = Du are not scaling-
invariant in the case n = 2; under the above scaling, they increase by a factor of
r~2. However, for v = d:u, the quantities controlled are (15) are scaling-invariant in
the case n = 2. Roughly, one time derivative plays the role of two spatial derivatives.

This observation suggests the following approach: obtain a version of “energy
decay” for (14), and apply it to the “second-order” quantity v = u,. Necas and
Sverdk accomplished this in 1991 (see [10]). Precisely, they show for solutions v
to (14) that

sup / |v|Y dx < oo, (16)
t>—1/2J By

for some y > 2. We can then treat the parabolic system (13) as an elliptic system
for each fixed time.

Remark 17 If we could apply (16) directly to D?u, we recover the elliptic result
uniformly in time. We cannot do this, since the second derivatives don’t solve (14).
The key observation is that (16) does apply to u;, and estimates for u, are as good
as estimates for D”u by elliptic theory.

We sketch the argument here.
Exercise

* Derive the energy estimate (15) by taking the time derivative of || B, [v|2p? dx,
where ¢ is a spacetime cutoff function thatis 1 in Q;,2 and vanishes outside Q.
» Apply the Sobolev inequality to the second term in (15) and use the interpolation

. 2/2* 1/q
/ w24 gy < </ w? dx) </ w? dx)
B By B,

to conclude that v € L;/U -(Q1) for some y > 2. (Here g is the Holder conjugate
of 2*/2).
e Apply the same procedure as in the first exercise to the integral of |v|? to obtain

sup / VY dx +// vy 2 (A\Dv\z —(y—2)yA <V®2V(Dv), Dv)>> dx d
t>—1/2) By 012 vl

<C// |v|” dx dt.
03/4

Conclude that if y —2 = 6 > 0 is small, then v is bounded in Lt (B1,2)
uniformly in t > —1/4.

Remark 18 Observe that the improved parabolic energy estimate does not imply
continuity of solutions to (14) in the case n = 2, unlike in the elliptic case.
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As a consequence of the Netas-Sverak result, the regularity results for gradient
flows coming from linear theory mirror those of the elliptic case. Let u solve (13).

Exercise

* Using (15) for v = Du, show that D%*u e leoc(Ql). Conclude from the Eq. (13)
thatu, € L}, (Q1).

» Using the previous exercise, show that u, € L;’U -(Q1) for some y > 2.

» Using the previous exercise, conclude that u, is bounded in L2+‘3(Bl /2), inde-
pendently of t > —1/4.

* Conclude that Du solves at each time an inhomogeneous linear elliptic system
with right side D(g), where g is bounded in L2 (B; s2) uniformly in ¢z > —1/4.
(Here g = u;). Conclude from the elliptic theory that f B, |D*u|2dx < Cr2@ for
some o > 0 and all » < 1/2, with C independent of t > —1/4.

As a consequence, Necas-Sverdk show that u is smooth in the case n = 2, and
continuous in the case n < 4, as in the elliptic case.

5.2 Singularities from Smooth Data

The elliptic examples of De Giorgi, Giusti-Miranda, and Sverdk-Yan are of course
parabolic examples, with singularities on the cylindrical set {x = 0}. It is natural
to ask for examples that develop a singularity from smooth data. In addition, a
difference between the elliptic and parabolic theory is that the energy estimate (15)
does not imply continuity of solutions to (14) in the case n = 2. (However, a version
of it implies that there are no examples of a singularity that persists in time in the
case n = 2, unlike in higher dimensions.)

In this last section we discuss examples of finite time singularity in the case
n = m > 3 due to Stard-John-Maly [11]. We then describe a more recent example
in the case n = m = 2 [5].

To find examples of discontinuity from smooth data, it is natural to seek examples
that are invariant under parabolic rescalings that preserve zero-homogeneous maps:

V(x,t):V( * ) A(x,t):A( x ) (17)
V-t V-t

Exercise Show that imposing the self-similarity (17) reduces (14) to the elliptic
system

1
div(ADV) = DV -x. (18)

This approach reduces the problem to constructing a global, bounded solution to
the elliptic system (18). In [11] Star4d-John-Maly use a perturbation of the De Giorgi
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example of the form ¢ (r)v, with ¢ asymptotic to 1 near co. The resulting solution
v becomes the De Giorgi example at time ¢ = 0.
To simplify computations they make the useful observation that

S1at B — 38DV ® B — 5DV DV — B
n [(B—8DV)-DV]Y/2 = [(B—8DV) - DV]!/2 -
This reduces the problem further to constructing a matrix field B(x) whose
divergence is the right side of (18), such that B - DV ~ |IDV|? and |B| ~ |DV]|.
(Here ~ denotes equivalent up to multiplication by positive constants.)

Exercise

o Use the observation that B := r—! ((n — 2) ixn + v @ V) is divergence-free and
B-Dv~ |Dv|2 when n > 3, to re-derive the De Giorgi example.

» Now take V = ¢(r)v and take B = r~! f(r)v ® v + h(r) Dv. With the choice of
coefficients above, show that the system (18) becomes

I f ho 1,
- +(l’l—2)r2—(}’l—l)r2:2r(p,

(Hint: The left side is just the divergence of B.)

* If ¢ is asymptotically homogeneous of degree zero, then the left side of the
system (18) scales like r~2. It is thus natural to take ro ~ r~2. Show that for
the the choice ¢ = (1+rr2)1/2 and f = ¢, we have in dimension n > 3 that

B - DV ~ |DV/|°.

* Show that f and & depend analytically on ¢. Show similarly that the coefficients
depend analytically on V in a neighborhood of the image of V (= Bj). Conclude
that v = V(x /+/—t) solves an equation of the form 9,v — div(A(v) Dv) = 0, with
coefficients that depend smoothly on v.

» Taking V and B of the above form, show that there are smooth solutions to the
uniformly elliptic system div(ADV) = 0 that approximate r ~“v forall e < " 52.
(Hint: Take ¢ linear near the origin, and smoothly connect to r—¢ near r = 1.
Then rescale.)

This gives a parabolic analogue of the De Giorgi example in dimension
n=m>3.

It is natural to ask whether a map of the form ¢ (r)v can work in two dimensions.
The following exercise reveals an important restriction on the “shape” of possible ¢:

Exercise Observe that in the above example, | V] is radially increasing. For any such
map solving the system (18), show that

V. div(ADV) > 0
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Multiply by a cutoff ¢ that agrees with 1 in By and integrate by parts to conclude
that if V is bounded, then

/ IDV|*dx < C inf /|V1/f|2dx,
B 1//\331=1,W|33R=0

for each R > 2. Show that the quantity on the right approaches 0 as R — oo in the
case n = 2, by taking ¥ to be the harmonic function with the given boundary data.

Thus, bounded solutions to (18) with radially increasing modulus are constant in
two dimensions.

In [5] we construct a solution to (18) in the case n = m = 2, using a different
perspective. The idea is to show that for the correct choice of ¢(r), each component
of gv solves the scalar version of (18) away from an annulus where the error in each
equation is small. By introducing off-diagonal coefficients in this region, we cancel
the errors without breaking the uniform ellipticity of the coefficients.

In view of the previous exercise, the function ¢(r) is not increasing. In fact, the
equations fail to hold exactly where ¢ has a local maximum. The philosophy of the
example is to capture in an explicit way how coupling can cancel the regularizing
effect of the maximum principle.

Remark 19 In this example, the coupling coefficients are changing near the max-
imum of ¢. Thus, the coefficients can not be written as functions of the solution.
However, by considering a pair of similar maps (pv, ¢v) we obtain a solution
to (18) in the case n = 2, m = 4 that is injective into R* (see [5]). In this way
we get an example with coefficients that depend smoothly on the solution.

Remark 20 To obtain examples of L°° blowup from smooth data, look for self-
similar solutions that are invariant under parabolic rescalings that preserve —e-
homogeneous maps:

1 X
D= Cpent (J—r) ‘

This reduces the problem to finding asymptotically —e-homogeneous solutions to a
certain elliptic system. The methods described above adapt to this case.
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Comparison Among Several Planar )
Fisher-KPP Road-Field Systems e

Andrea Tellini

Abstract In this chapter we consider several reaction-diffusion systems—known
as road-field systems—which describe the effect that one (or two) line(s) with
heterogeneous diffusion has (have) on the speed of propagation in a planar domain,
where the classical Fisher-KPP equation is considered. We recall the results by
Berestycki et al. (J. Math. Biol. 66:743-766, 2013) for the case of a line in a half-
plane, and those obtained in collaboration with Rossi et al. (SIAM J. Math. Anal. 49,
4595-4624,2017) for two lines bounding a strip. The main goal is to compare the
speed of propagation in the direction of the line(s) of these situations with the cases
of a plane with one and two lines on which the diffusion is different with respect to
the rest of the planar domain.

Keywords Reaction-diffusion systems - Asymptotic speed of propagation -
Diffusion heterogeneities - KPP systems - Different spatial dimensions

1 Introduction

Road-field models are systems of reaction-diffusion equations posed in different
spatial dimensions that have been introduced in the context of mathematical biology
in [2] in order to take into account the effect that a line of fast diffusion has on the
propagation in a half-plane, where a logistic-type reaction takes place.

More precisely, in [2], the authors consider a density v(x, y, ¢) that diffuses in the
upper half-plane {(x, y) € R? : y > 0}, called the field, with diffusion coefficient
d > 0, and reproduces according to a reaction term f (v), which is assumed to be
of Fisher-KPP type. On the so-called road, i.e. the boundary of the half-plane given
by {(x,y) € R? : y = 0}, another density u(x, ¢) diffuses with a possibly different
coefficient D > 0. In addition, a symmetric exchange between the road and the field
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is considered, with a fraction vv that passes from the field to the road and a fraction
u that, vice-versa, passes from the road to the field (i, v being positive constants).
The corresponding reaction-diffusion system thus reads

v —d Av = f(v) for (x,y,1) € R x Rt x RT,
uy — Duyy =vo(x,0",0) —pu for (x, 1) € R x RT, (1)
—dvy(x,07, 1) = pu —vu(x, 07, 1) for (x,7) € R x RT,

where RT denotes the set of positive numbers, f : [0,00) — R is a Lipschitz
function which is differentiable in O and satisfies

fO)=f(1)=0, f>0in(0,1), f<0in(l,00), f(s)< £ (0)s fors e [0, 00),
(KPP)

and v(x, 0", 1) :=limy o v(x, y, 1), vy(x, 0T, 1) :=limy o vy (x, y, 7).

The study of such a system is motivated by many situations in nature in which
some species or diseases spread faster along transportation networks (roads, rivers,
railways) than in the surrounding environment. Some specific examples are the
spreading of Vespa velutina in France (see [18]) or the early spread of HIV in the
Democratic Republic of Congo (see [12]).

In [2], it has been proved that there exists a quantity, which will be denoted
by c;‘p, such that the solution of (1) starting from every continuous, compactly
supported, nonnegative pairs (ug, vg) # (0, 0) (throughout all this work we will
consider such a kind of initial data), converges to the unique positive steady-state

of the system, (Z’ 1), with an asymptotic speed of propagation in the direction of

the road equal to c;‘p (observe that the subindex refers to the domain, which is a
half-plane).

By asymptotic speed of propagation in the direction of the road, i.e. the x
direction, we mean that c;‘p satisfies the following two properties:

(i) forall ¢ > c;;p, lim; o0 SUP|x|>cr (, V) = (0, 0),
y=0
v _
(u, v) — (M 1)‘ —0.

Such properties say that, asymptotically in time, the solution of the parabolic
problem is close to the positive steady-state inside bounded rectangles expanding
in the x direction at a speed smaller than cﬁ , while it is still close to (0, 0) outside
half-strips which are unbounded in y and expand in the in the x direction at a speed
larger than cﬁp.

The main result of [2] is a precise geometrical characterization of ¢j that, in
particular, allows the authors to compare it with the speed of propagation of the
Fisher-KPP equation, i.e. the first equation in (1), which is given by ckpp :=
2\/df’(0) (see, e.g., [1, 13, 15]). The results of [2] are summarized in the following
theorem.

(ii) foralla > 0andc < c;]kp, lim; —, o0 SUP |x|<ct
0<y<a
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Theorem 1 ([2]) Problem (1) admits an asymptotic speed of propagation in the x
direction which will be denoted by c;‘p and satisfies:

(i) ¢hp = CKPP
(ii) c;ip > ckpp if and only if D > 2d;
(iii) limp_s o c;’;p(D) = 0.

In particular, these results establish that the speed of propagation can never be
smaller than the one of a homogeneous environment and that the road enhances
such a speed if and only if the diffusion D on it is larger than a certain threshold
given by 2d. Finally, this enhancement can be made arbitrarily large, by taking a
sufficiently large D.

Several works on road-field systems in a half-plane have been carried out
afterwards, with the goal of ascertaining more features of these models: in [3]
additional reaction and transport terms have been considered on the road, in [6] the
asymptotic speed of propagation in every direction has been determined, in [7] the
existence of traveling fronts has been investigated, in [4, 5] a nonlocal diffusion is
taken into account on the road, in [16, 17] nonlocal exchange terms and the relation
between such a model and (1) are considered, in [14] x« and v are allowed to depend
periodically on x. A work that treats more general fields, which nonetheless are
still unbounded in every direction, is [11], where the case of asymptotically conic
domains is studied.

Other works devoted to road-field systems are related to fields with bounded
section in the y direction: in [19] the analogue of system (1) is studied in the case of
a strip-shaped field bounded by two roads on which the diffusion is different with
respect to the one in the field. Such a situation reads

v —dAv = f(v) for (x,v,1) € R x (=R, R) x RT,
Uy — Duyy =vv(x,£RF,t) — nu for (x,1) € R x RT,
+dvy(x, £RF, 1) = pu —vv(x,£RF, 1) for (x,1) € R x RT.

(2

In addition, in [19] the corresponding higher-dimensional case is considered, while
in [20] the model with a strip bounded by only one road and homogeneous Dirichlet
boundary conditions on the other line is handled; finally, [§—10] deal with (2) in the
case of ignition-type reactions f.

The main result of [19] is the existence of an asymptotic speed of propagation,
denoted by ¢ (in order to refer to the strip-shaped field), in the x direction, which
satisfies the properties summarized in the following theorem.

Theorem 2 ([19]) Problem (2) admits an asymptotic speed of propagation c}, in
the x direction which, in addition, satisfies:

(i) limgoci(R) =0;
(ii) Tmp_soo C4(R) = cfyi
(iii) if D < 2d, the function R > c}(R) is continuous and increasing;
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(iv) if D > 2d, the function R +— c}(R) is continuous, and it is increasing for
R € (0, Ry) and decreasing for R € (Ry, 00), where Ry := DDZd
Moreover, in this case, there exist Rpp € (0, Ry) and Rk € (0, Rpp) such that

ci(R) > Chp ifand only if R > Ryp, and ¢ (R) > ckpp if and only if R > Rg.

Observe that property (i) in Theorem 2 is new with respect to problem (1), whose
speed of propagation is bounded away from 0, while (ii) can be seen as a continuous
dependence result of the speed of propagation with respect to the domain. Indeed,
one can think as one road in (2) to be fixed and, as R — o0, the other one lying
further and further; thus the latter looses its effects on the propagation, and we
recover problem (1).

Another similarity with Theorem 1 is the appearance of the same threshold 2d for
the diffusion D, but now related to the monotonicity of ¢}, with respect to the size
of the strip. As remarked in [19], the emergence of two types of monotonicity can
be explained by the lack of reaction on the road: if D < 2d it is more convenient for
the population to propagate in the interior of the strip, where both the reaction and
the diffusion are better than on the boundary; thus a larger strip makes the speed
of propagation larger. On the contrary, if D > 2d, on the one hand it is better to
have a larger field for the effect of the reaction to be greater, but, on the other hand,
the roads are now more convenient for the diffusion and, by increasing R, they
become further apart. The competition between these effects, entails the existence
of an optimal distance of the roads which maximizes the speed of propagation.

By comparing Theorems 1 and 2, it is apparent that road-field systems may
behave in an extremely different way according to whether the section of the field is
bounded or not. In this work we pursue this study by analyzing the combined effect
of a part of field with bounded width together with another one with unbounded
width, the two parts being separated by two roads where the diffusion is different
with respect to the one in the field.

With respect to (1) and (2), observe that we have to allow two-side exchanges;
for this reason, we first generalize the analysis of [2] to the system

—dAv = f(v) for (x,y,1) € R x R\ {0} x RT,
—Duxy=v [v(x,O"',t) +v(x,0_,t)] —2uu for(x,t) e R x RT,
:dey(x,Oi,t)=,uu—vv(x,0i,t) for (x,1) e R x RT,
3)

which corresponds to the case of a plane with a road of different diffusion. The
factor 2 in the second equation of (3) takes into account the fact that the density u
can pass to both sides of the surrounding field and gets positive contribution by the
density v both from the upper and the lower part. These exchanges are compensated
by the flux equations, i.e. the last relations in (3).

The main result that we provide for (3) is the following proposition, which, as it
will be apparent in the proof of Proposition 7, will essentially be based on the study
of the dependence of c;ip with respect to the exchange parameters p and v.
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Proposition 1 Problem (3) admits an asymptotic speed of propagation in the x
direction, denoted by cgl (referring to the planar field with one road), which
satisfies:

(i) cpy = ckpp;

(ii) C;;l > ckpp if and only if D > 2d. In such a case, c

pl
We observe that the section of the field in (3) is unbounded as in (1) and there
is a lower bound on the asymptotic speed of propagation in the direction of the
road, given again by the classical Fisher-KPP speed. Indeed, this is a general
result which always holds true when the field has at least one component which
is unbounded in every direction (see Lemma 1 below). Another point that (3) shares
with (1) is that, when the diffusion in the field dominates—i.e. when D < 2d—the
speed of propagation coincides with the one of the homogeneous case, while, when
the diffusion on the road dominates, enhancement of the propagation speed takes
place. Nevertheless, such an enhancement is reduced when the density is allowed
to exchange on the two sides with respect to the case of one-side exchanges given
by (1). This phenomenon is not a priori evident, since, despite the fact that in (3)
the fraction of the density that leaves the line of fast diffusion is twice as much as
in (1), also the contribution from the field doubles.
Finally, the last problem that we consider is

*
< Chp'

v —dAv = f(v) for (x, y, ) eERxR\{£R} xR,
Uur—Duyy=v [v(x, +RY ) +v(x, £R™, t)]—2p,u for (x,7) € R x RT,
:dey(x,Ri,t)z,uu—vv(x, Ri,t) for (x,1) € R x RT,
Fd vy (x, —RE, t)y=pu—vo(x, —R¥, 1) for (x,1) € R x RT,

4)

which describes a plane with two roads where the diffusion is different with respect
to the one in the field, and for which the main result is the following.

Theorem 3 Problem (4) admits an asymptotic speed of propagation in the x
direction, denoted by cgz (referring to the planar case with two roads), which
satisfies:

(i) ¢ = ckppy
(ii) C;z > ckpp if and only if D > 2d. In such a case, R CSZ(R) is continuous,
decreasing and satisfies

}%ILI(I) cgz(R) = c;;p, Ingr& C;2(R) = CSI- (5)

In particular, C;z(R) > cslfor all R;
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(iii) if D > 2d, there exists R* € (Rg, Rnp), where Rk and Ry are the ones of
Theorem 2, such that C;z(R) > ¢k (R) if and only if R < R*.

Once again, we see that an unbounded field in every direction makes the asymptotic
speed of propagation bounded from below by ckpp, with the usual threshold of
the diffusion on the road in order to have enhancement. The main novelty here
is the fact that, contrarily to the case of a strip bounded by two roads of fast
diffusion, when such enhancing roads are placed in the whole plane and the distance
between them increases, the speed of propagation always decreases. This means
that the densities take advantage of the reaction in the field, no matter how it
is distributed, and separating the roads of fast diffusion reduces their effect on
the enhancement. In addition, observe that, when the roads enhance the speed of
propagation, having two of them gives a better enhancement than in the case with
only one road, as it is natural to expect. Finally, relations (5) can be seen once more
as a continuous dependence of the speed of propagation with respect to the domain:
when the strip between the roads shrinks, the effect inside it becomes negligible,
as if the exchanges where one-sided; while, if the distance between the roads tends
to infinity, considering one of them to be fixed makes the effect of the other one
disappear.

The results of Theorems 1-3 and of Proposition 1 are summarized in Fig. 1.

This chapter is distributed as follows: in Sect.2 we recall some preliminary
results, from basic features of road-field systems up to the general way to construct
the asymptotic speed of propagation; in Sect. 3 we consider the problems with one
road, i.e. (1) and (3), we recall the proof of Theorem 1 given in [2], and we prove
Proposition 1; finally, in Sect.4, we consider the remaining problems, those with
two roads, recalling the proof of Theorem 2 given in [19] and providing the one of
Theorem 3, which is the main new result of this chapter.

| Cu(R)
Ch —

?p i L_Cn(R)
ch =Ch, =C%, (R) oot I
hp — 1= 2 I I
Ckpp L ° Ckep [ !
Cu®) o

CaseD<2d L : CaseD>2d .

R«R*Ry, Ry

Fig. 1 Graphs of the asymptotic speed of propagation in the x direction for Problems (1), (2), (3)
and (4), considered as a function of R: (left) the case D < 2d and (right) the case D > 2d
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2 Preliminary Results: Comparison Principles, Long-Time
Behavior and Existence of the Asymptotic Speed
of Propagation

In this section we recall some preliminary results that have been proved in [2] for
system (1) and in [19] for system (2), and that can be easily adapted to the cases of
systems (3) and (4). Without further mention, we stress that such results are valid for
all the aforementioned systems, with the natural modifications due to the different
domains in which they are posed. We begin with the following parabolic strong
comparison principle.

Proposition 2 ([2]) Let (u, v) and (u, v) be, respectively, a subsolution bounded
from above and a supersolution bounded from below of (1) such that (u, v) < (u, v)
at t = 0, component-wise in their respective domains. Then, (u, v) < (u, v) for all
t > 0, or there exists T > 0 such that (u,v) = (u,v) forallt <T.

Then, we recall the well-posedness of the system, starting from nonnegative,
bounded, continuous initial data (uniqueness, in particular, follows from Proposi-
tion 2).

Proposition 3 ([2]) Let (ug, vo) be nonnegative, bounded and continuous. Then,
there is a unique solution (u, v) satisfying lim; o(u, v) = (uo, vo).

The following is a comparison principle for a class of generalized subsolutions,
that will be repeatedly used for the characterization of the asymptotic speed of
propagation. Once again, we state it for system (1), although it is also valid, with
the obvious modifications, for all the other systems.

Proposition 4 ([2]) Let (u1, v1) be a subsolution of (1) bounded from above, and
such that uy and vy vanish, respectively, on the boundary of an open set E of
Rx (0, 400), and of an open set F of {y > 0} x (0, 4-00) (in the relative topologies).
Assume in addition that

v1 <0 in EN{u; >0} \ F,

u;r <0 in FN{v; >0}\E.
Then, setting

_ max{u,0} inE, v max{vy,0} inF,
0 otherwise, . 0 otherwise,
for any supersolution (u, v) of (1) bounded from below and such that (u, v) < (u, v)
att =0, we have (u,v) < (u,v) forallt > 0.

Next we present the result for the long-time behavior of the solutions. Although
it is valid for all the systems (see [2, Section 4] for systems (1) and (3), and [19,
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Section 3] for system (2)), we state it for system (4) and give a sketch of the proof,
which is slightly different from the other cases, since it requires the combination of
the pieces of field with bounded and unbounded section.

Theorem 4 Let (u, v) the solution of (4) with a nonnegative, continuous compactly
supported initial datum (ug, vo) 7% (0, 0). Then

lim (u,v)z(”,1>. ©6)
t—0o0 I[,L
Proof We proceed in several steps.

Step 1.  The pair (l‘i K,K ), where K is a sufficiently large constant, is a stationary

supersolution of (4) which lies above (g, vp). Thus, the solution of (4) with this
supersolution as an initial datum converges to a stationary solution of (4), denoted
by (U1, V1), which, thanks to Proposition 2, satisfies

limsup(u, v) < (U, V1). @)

t—0o0

In addition (Uy, V1) is x independent and symmetric with respect to reflections
about the x axis {y = 0}. Indeed, the solution of the parabolic problem and its
limit as + — 400 inherit the desired symmetries from the initial datum, from the
fact that the Cauchy problems associated to (4) have a unique solution (thanks
to Proposition 3), and that (4) is invariant by translations in x and by reflections
about {y = 0}.

Step 2. By taking, for «, B, & positive and small,

v = g cos(ax) cos (,3 (y —R—-1- ;))

forx € (—7.F)andy € (R +1,R+1+ g), together with its reflection

about {y = 0} and extending to 0 elsewhere, we obtain a stationary generalized
subsolution of (4) which lies below (u, v), the latter considered at r = 1.
Proposition 4 thus gives the existence of a stationary solution (Uz, V2) of (4)
which is symmetric about the x axis and such that

(Ua, V») < liminf(u, v). 8)
11—

Finally, a sliding argument as the one of [3, Lemma 2.3] allows us to obtain the
independence on x of (U, V»).
Step 3. We claim that the unique nonnegative, bounded stationary solution of (4)

which is x independent and symmetric about {y = 0} is (; , 1). Thus, (7) and (8)
allow us to obtain (6).
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To prove the claim, consider a stationary solution (U, V (y)) with the mentioned
symmetries. Thanks to the second equation in (4) for y = R, it satisfies

0=v(V(R")+ V(R)) —2pU 9)
and, thanks to the first one and the symmetry about {y = 0},

{ —dV"'(y)=f(V(y), ye(©,R),
V/(0) = 0.

We prove that V(0) = 1, which, thanks to (KPP), will entail that V = 1 and, as
a consequence from (9), U = ; If, by contradiction, V (0) € (0, 1), then (KPP)
implies that V is concave and decreasing in (0, R). By combining this with (9)
and with the third equations in (4), we obtain

0>dV'(R™)=puU —vV(R7)=vV(R") — uU =dV'(RT),

thus V would be decreasing and concave for all y > R, which is impossible,
since it is positive. Similarly, we can exclude that V (0) > 1, otherwise V would
be convex and increasing for all y # R, thus unbounded. 0

The following result, which relies on the comparison principles given in Propo-
sitions 2 and 4, will be used, together with the constructions performed in Sects. 3
and 4, to obtain the existence of the asymptotic speed of propagation. Once again,
we state it for system (4) even if it is valid, with the obvious due modifications, for
all the road-field systems considered in this work. Since it is one of the core results,
we also provide a sketch of the proof (for the details we refer to [3, 19]).

Proposition 5 Assume that there exists ¢* > 0 such that:

(i) for every ¢ > c* there exist supersolutions of the linearized system around
(0,0)

v —d Av = f'(O)v for (x, v, 1) eRxR\{£R} xRT,
ur—Duxx=v[v(x, £RT, )+v(x, £R™, )] -2uu for (x,1) € R x RT,
:dey(x,Ri,t)=,uu—vv(x,Ri,t) for (x,1) e R x RT,
Fd vy (x, —RE, t)y=pu—vo(x, —R¥, 1) for (x,1) e R x RT,
(10)
of the form
(u, v) = e CFN (1, g (y)), (11)

where a is a positive constant, and ¢ (y) is positive in the field;
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(ii) for all ¢ < c*, ¢ ~ c* there exist arbitrarily small, nonnegative generalized
stationary subsolutions (u, v) of

vy —d Av £ cvx = f(v) for (x, y, 1) eRxR\{£R} xR,
ur— Duy :I:cuxzv[v(x,:I:R",'t)—i—v(x,:I:R_,t)]—Z/m for (x,t) e R x RT,
Fdvy(x, RE, 1) = pu —vo(x, RE, 1) for (x,1) € R x RT,
Fdvy(x, =R, 1) = pu —vo(x, —RE, 1) for (x,1) € R x RT,
(12)

with (u, v) having compact support and being symmetric about {y = 0}.1
Then c* is the asymptotic speed of propagation of problem (4).

Proof Take k > 0 sufficiently large so that k(u, v), where (u, v) is the supersolution
given by assumption (i) for ¢ = ¢* with the “—" sign, lies above (ug, vg). Observe
that, since system (10) is linear, k(u, v) is still a supersolution of (10) and thus,
thanks to (KPP), it is a supersolution to (4).

Consider ¢ > ¢* and x > ct; then, thanks to Proposition 2,

(, v) < ke *E=ED(1 () < ke® (1, p(y)) = 0

ast — oo, proving the first part of the definition of asymptotic speed of propagation
for the propagation to the right. For the propagation to the left we reason similarly,
by taking the supersolution in (i) with the “+” sign.

On the other hand, using the subsolutions given by assumption (ii), one can
prove, following the same lines of Theorem 4, that, for ¢ < ¢*, with ¢ arbitrarily
close to c*,

lim (u(x = ct, 1), v(x £ et, y, 1) = (” , 1) ,
1—>o0 22
and then the second part of the definition of asymptotic speed of propagation follows

by applying [3, Lemma 4.1] (see also [19, Lemma 4.4] for a proof of it). O

3 Characterization of the Asymptotic Speed of Propagation
for Problems with One Road

This section is devoted to the construction and a geometric characterization of
the asymptotic speed of propagation for the road-field systems considered in the
introduction having one road of different diffusion, i.e. Problems (1) and (3).

IThis symmetry condition is not required—and even meaningless—when the domain is the upper
half-plane.
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The following lemma, whose proof is based on [2, Lemma 6.2], constructs
subsolutions with the characteristics of assumption (ii) of Proposition 5 (with (12)
adequately replaced in each case by the corresponding parabolic problem with
additional transport terms =£cuvy, £cuy), when D < 2d,0 < ¢ < ckpp, and the field
has at least one component whose section is unbounded in y, i.e. for systems (1), (3)
and (4). Proposition 5 will thus entail that the speed of propagation for these three
systems is larger than or equal to cxpp.

Lemmal Let D < 2d and 0 < ¢ < ckpp. Then, there exist arbitrarily
small, nonnegative generalized stationary subsolutions of (12) (and the analogous
versions corresponding to systems (1) and (3)) with compact support and symmetric
about {y = 0} (when the domain has this symmetry t00).

Proof We look for subsolutions of the form

v = £(x) cos <ﬂ <y—R—1— 2’;)) (13)

for B, e positive and small, y € (R +1,R+1+ g), and ¥ (x) nonnegative with
compact support to be determined. We also take the reflection of v about {y = 0}
and extend to 0 elsewhere in the field.

Observe that, if v is small enough (i.e., if ¢ is small enough), solves

—dAv + cvy = (f/(0) — §)v (14)

for 8§ € (0, f/(0)), 8 ~ 0, and its support is contained in the field, then, by taking
u = (, we obtain a subsolution to (12). For (13) to solve (14), ¥ (x) has to satisfy

dy" F ey’ + (f'(0) — 8 — dpHy =0,

thus, since 0 < ¢ < ckpp, for 6, B ~ 0 ¥ (x) is given by M, where A € C \Ris
a root of the associated characteristic polynomial. In order to obtain a real solution,
we take the real part of ¥ and, to have compact support in x, we take only one
oscillation and extend to O elsewhere. |

The following proposition, which summarizes the content of [2, Sections 5-6],
gives a geometrical characterization of ¢}, and, combined with Proposition 5, allows
us to prove Theorem 1. We recall the elements of its proof, since they will be used
also in the rest of this chapter.

Proposition 6 ([2]) Problem (1) admits an asymptotic speed of propagation c;p in
the x direction which, for D < 2d, satisfies cﬁp = ckpp, While, for D > 2d, it
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satisfies c;‘p > ckpp and is the smallest value of ¢ for which the curves

_ 22 44282 2 4 4p-Ddp
v e ) c \/c Cgpp — 4d=B ot e p) i c—l—\/c + tap
d:bpT BT 2d . 2D
(15)

have real intersections.

Proof Let us begin with the case D < 2d. Thanks to Lemma 1, in order to apply
Proposition 5, it is sufficient to construct, for every ¢ > ckpp supersolutions of the
linearization of (1) around (0, 0) of the form (11). To this end, we take ¢(y) =
ye PY, with 8 > 0, y > 0 and, by plugging into the linearized system, we obtain
that such a candidate is a solution (respectively, a supersolution) if and only if the
following algebraic system, involving the unknowns «, 8, y and the parameter c,

ca —da? — dp* = f(0) ca —da? — dp* = f'(0)
ca — Da? =vy —p < {ca—Da*= ;ﬁjg (16)
dBy = u—vy Vzvfdﬁ

is satisfied (respectively, if and only if it is satisfied with the equality signs replaced
by 4‘29’ .
The first equation in (16) describes, for ¢ > ckpp, a circle X4(c) in the (8, o)

. CZ*C2
plane with center (0, 5 d) and radius \/ 2d KP% "Observe that X;(c) degenerates to

its center as ¢ | CKpp-

When D < 2d and ¢ > ckpp, by taking (o, 8,y) = (2‘3, 0, ’lf), which amounts
to consider the center of X; in the (8, «) plane, the relations in (16) are satisfied
with “>”, and we have constructed the desired supersolution.

To treat the case D > 2d, we explicitly write the curve given by the second
relation of (16) as a function of § and the parameter c, obtaining the curve
ozg’hp(c, B) defined in (15)—we only consider the branch with the “+” in front
of the square root, since this will be enough for the construction, as it will be
apparent from the following discussion. We observe that such a curve intersects the
«-axis in the point (O, B); thus, since D > 2d, the circle X, arises, for ¢ = ckpp,
above ozz;’hp. In addition, the lower part of the circle, which is parameterized by the
function “(;,hp (c, B), introduced in (15) as well, is decreasing with respect to ¢ and

converges to 0 as ¢ — oo, while ozg’hp(c, B) is increasing in ¢ and tends to oo as
¢ — oo. Therefore, since these curves are regular, there exists a least value of c,
denoted by cgp, which is greater than cxpp and for which they intersect for the first
time, being tangent, and they intersect strictly for every greater c.

To conclude the proof, we show, thanks to Proposition 5, that cj is the
asymptotic speed of propagation. By construction, there are solutions of (16) for
every ¢ > cl’]kp, providing solutions of the linearized system.
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To construct compactly supported subsolutions for ¢ < c;p, c~ c;p, consider
the truncation of Problem (1) obtained by considering 0 < y < L and imposing
v(x, L,t) = 0. Reasoning as above, i.e. studying the corresponding system for
a, B, y, it is possible to construct solutions of the linearized truncated system with
penalization, i.e. with f'(0) replaced by f’(0)—8, of type e**+¢D (1, y sinh(B(L—
y))) for ¢ greater than or equal to a certain value c*(L, §) < c;p. Moreover, for ¢
smaller than ¢*(L, §), arbitrarily close to it, it is possible to show by using Rouché’s
theorem (see [2, Lemma 6.1]) that the system for «, 8, y has complex solutions,
giving complex solutions of the linearized truncated system. Taking the real part
of such solutions, which oscillates in x, considering only one oscillation—as in the
proof of Lemma 1—extending to 0 and taking small multiples, gives a compactly
supported subsolution to the original problem. Since lim(z, §)— (00,0y ¢*(L, ) = cl’]kp,
this procedure allows us to construct subsolutions satisfying assumption (ii) of
Proposition 5 for ¢ < cl’]kp, arbitrarily close to it, which concludes the proof. O

This geometric characterization allows us to prove almost immediately Theo-
rem 1, for which we recall once more the elements of the proof given in [2].

Proof (of Theorem 1) The existence of cl’]*p and parts (i) and (ii) are contained in
Proposition 6.

Passing to (iii), we observe that if, by contradiction, cl’:p(D) was bounded, the
second curve in (15) would converge locally uniformly to 0 as D — oo, thus it
would not have any intersection with the first one, against the characterization of
c;ip(D) given in Proposition 6. |

This completes the review of the results for the half-plane with one road and
we pass now to construct the speed of propagation for the case of a plane with one
road (3), which is the content of the following proposition. Then, we give the proof
of Proposition 1.

Proposition 7 Problem (3) admits an asymptotic speed of propagation cgl in the x
direction which, for D < 2d, satisfies CSl = ckpp, while, for D > 2d, it satisfies
c;)‘l > ckpp and is the smallest value of ¢ for which the curves

4-211-Dd,
_ = c? = cgpp — 4d>p? n ) C+\/Cz+ ulidﬂﬁ
ad,Pl(c’ ﬁ) = 2d ’ aDqu(c’ ﬁ) = 2D

a7

have real intersections.

Proof The construction follows the same lines of the one of Proposition 6 and
relies on Proposition 5. On the one hand, one looks for supersolutions of type

u = eFOOED gy = peFeCEND=By for y > 0 and v = yeT*FEDHEY for y < 0,
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and obtains the algebraic system

ca —do? — dp* = f(0) ca —da* — dp* = f'(0)
ca — Da? = vy =2u = q§ca— Dao? = _vzfdg,lgﬂ (18)
dBy =pn—vy Y= lap

which leads, when D > 2d, to the search for real intersections between the
curves (17).

On the other hand, the construction of compactly supported subsolutions for
c < C;p c ~ c’;l, follows, in the case D < 2d, from Lemma 1 and, in the
case D > 2d, by truncating in y and using Rouché’s theorem to obtain complex
solutions, exactly as indicated in the proof of Proposition 6. O

Proof (of Proposition 1) The existence of ¢, its lower bound and the threshold for
enhancement with respect to ckpp have already been proved in Proposition 7.
It only remains to show that CSl < c;‘p when D > 2d, and, for this, it is

sufficient to observe that a;pl(c, B) in (17) coincides with a;hp(c, B) in (15),
while ocJDr’pl(c, B) is obtained from az;’hp(c, B) by replacing p with 2u. As a
consequence, thanks to the geometric characterization given in Propositions 6 and 7,
if we explicitly point out the dependence of c;p and CSl with respect to the parameter
w, we have that, always for D > 2d, cl’)‘l(,u) = cl’]kp(ZM), and, in order to get
the conclusion, it is sufficient to show that u +— cﬁp(,u) is decreasing. To this

end, observe that the function u +— az; hp(c, B, ) is strictly increasing and, by
construction, the curves az;’hp(c;p(u), B, u) and a;hp(c;p (n), B) are tangent for

every u. Thus, if 1 < w2, w1 ~ u2, the curves aJDr’hp(c, B, 12) and a;hp(c, pB) are
strictly secant for ¢ = cflkp (1) and, due to the monotonicities in c, this parameter
has to be decreased in order to obtain the value for which they intersect for the first
time, which, thanks again to Proposition 6, provides us with cflkp (u2). a

4 Characterization of the Asymptotic Speed of Propagation
for Problems with Two Roads

In this section we construct the asymptotic speed of propagation for the two
remaining problems (2) and (4), those with two roads. We preliminarily observe
that such problems are symmetric with respect to reflections about {y = 0}. For this
reason, we will construct the super- and subsolutions needed to apply Proposition 5
with the same symmetry, i.e. we will look for functions defined only on {y > 0} and
satisfying vy (0™) = 0, and then will consider their even extension on {y < 0}.

We begin with problem (2) for a strip-shaped field {y € (—R, R)}. In this case,
the construction of the speed of propagation is more complicated than in the cases
presented in Sect. 3, since the eigenvalue problem —¢” (y) = A¢(y) has two types
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of positive eigenfunctions in (—R, R) which satisfy ¢’(0)=0: cos(\/ky) for A €
(0, ) R) and cosh(+/—Ay) for A < 0. This entails that we have to consider two types
of supersolutions of the form (11): the first type with v; = yeTeOED cog(By),
0 < B < %, and the second one v, = yeTeOEeD cosh(By). The geometric
characterization of the asymptotic speed of propagation that we obtain in this case
is the following one, and the proof we provide summarizes the results of [19,
Section 4].

Proposition 8 ([19]) Problem (2) admits an asymptotic speed of propagation ck in
the x direction which is the smallest value of the parameter c for which either the
curves,

) 41 DdB sin(BR)
L _°=% ¢? — cicpp + 4d? B2 " ¢ i\/ — b cos(BR)dp Sim(BR)
0lal,st,l = 2d ’ aD stl 2D ’
(19)
or
) 41 DdB sinh(BR)
= \/02 — Cipp — 4d?B? 4 ¢ "'\/ + 1 cosh(BR) LB sinh(BR)
O{d,st,Z = 2d ’ O{D st2 2D
(20

have real intersections in the first quadrant of the (B, o) plane (in (19) we consider
0 < B < B < jg, where B is the first zero of the denominator inside the square
root ofafDE’st’l).

If intersection first occurs between the curves (19), then c; is said to be of type
1, and will be denoted by cst |» otherwise, if intersection first occurs between the
curves in (20), then we say that ¢ is of type 2 and we denote it by C:t,2'

Proof The proof follows similar lines as the ones of Sect. 3: to construct the above-
mentioned supersolutions of type 1, one has to find solutions of the following system

ca —da® +dp* = £'(0) ca — da? +dﬁ2 1'(0)

D udp sin(BR)
ca — Da* = vy cos(BR) — = o o = = L cos(BR)—dpB sin(BR)
—dﬂV Sin(.BR) =M —Vy COS(ﬂR) Yy = vcos(ﬂR)fdﬂ sin(8R)

21

(observe that, for 0 < 8 < B, ¥y > 0); while for supersolutions of type 2, one
reduces to system

ca —da® —dp* = f(0) ca —do? — dp* = f'(0)

_ - D —udp sinh(BR)
ca — Da? =vycosh(BR) — = |ca o’ = =y cosh(BR)+dp sinh(BR)
dBy sinh(BR) = u — vy cosh(BR) y = vcosh(ﬂR)rdﬁ sinh(BR) -

(22)
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System (21) leads to find intersections between the curves in (19), while (22)
between those in (20).

In order to conclude, assume that c; is of type 1. Then, by using a generalized
version of Rouché’s theorem, whose proof can be found in [19], it is possible to
reason as in the proof of Proposition 6 to show that for ¢ < ¢, ¢ ~ c¥, system (21)
admits complex solutions which can be used to construct the desired compactly
supported subsolutions. The same can be done by using system (22) when c}; is of
type 2. We remark that no truncation is needed here to obtain a compact support in
y, since y is already bounded. O

Remark 1 By studying the dependence on ¢ of the curves (19) and (20), one can
observe that in both cases they have real intersections for sufficiently large c, thus
both provide us with supersolutions of the problem. As a consequence, one might
think that two different values for c; can be obtained, one for each pair of curves.
Nonetheless, the analysis of [19] (see in particular Section 4 and Proposition 4.1)
guarantees that the construction of compactly supported subsolutions only works in
one of the two cases, entailing in particular that the definition of the type of c}; given
in Proposition 8 is well posed.

Proof (of Theorem 2) The existence follows from Proposition 8. Moreover, it is
possible to show (see [19, Section 4]) that

if D<2d, cf=ch forall R >0, (23)

C;kt,l for R € (0, Ryy),

if D>2d, c=
ch,for R > Ry,

(24)

where we use the notation introduced in Proposition 8. We are now ready to prove
the qualitative properties of c.

(i) For R ~ 0, (23) and (24) give that cj; = c; ;. In addition, as R | 0, the curve
af) « | converges to the horizontal lines « = 0 and @ = ¢/D. Thus, for any
fixed c, there are always intersections between such a curve and ajst 1» Which

connects, in the first quadrant of the (8, o) plane, the points <\/ ! ’0(10) , 0) and

(00, 00). Proposition 8 therefore gives that limg o ¢ (R) = 0.

(i) We distinguish the cases D < 2d and D > 2d. In the former one, thanks

to (23), we only have to consider system (21), and we observe that, when
¢ = ckpp, if we take (o, B, y) = (%57, 0, %), the first and third relation of
such a system hold true, while the second one holds true with the “>" sign.
Thus, c%(R) < ckpp for all R and limsupg_,, ci(R) < cxpp = c;]kp.
On the other hand, observe that the construction of compactly supported
subsolutions of Lemma 1 can be carried out for sufficiently large R, entailing
that lim infr_, o ¢;(R) > ckpp, which concludes the proof in this case.
When D > 2d, according to (24), ¢ is of type 2 for sufficiently large
R. Now, the convergence of ci(R) to ¢ as R — oo follows from the
geometric characterizations given in Propositions 6 and 8, observing that
O‘J[S,st,z converges, as R — 00, to aJDr’hp locally uniformly in §.
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(iii) Once again, if D < 2d, (23) guarantees that ¢} = c:‘t’l for all R. One

then proves that the curves o%’ «,1 shrink continuously as R increases, while
the curves a;lt,st,l do not depend on R, entailing that c  is continuous and
increasing.

(iv) To prove that, if D > 2d, c}(R) is increasing for R € (0, Ry), we use (24)
and reason as in the previous point. Similarly, we use (24) and the fact that
af),st,z increases, with respect to R, to obtain that ¢}, = c;‘t’z is decreasing for
R >R M-

The continuity of the function R +— c}; is obvious for R # Ry, since the
curves in (19) and (20) depend continuously on R. For R = Ry, the conclusion
is not direct, since a transition of type occurs. Nevertheless, one proves that
a;{’sm and ozg’st’l do not play a role for R = Ry, and observes that, for 8 = 0,
the remaining curves in (19) and those in (20) match in a differentiable way,
which allows us to obtain the continuity of ¢} (R) also for R = Ry.

The existence and properties of R, and Rx now follow directly form the
continuity and monotonicity properties of cj;, together with properties (i)
and (ii) of Theorem 2 and (ii) of Theorem 1. 0

Finally, we pass to the case of the plane with two roads (4), for which, as already
remarked, Lemma 1 entails that 6*2 > CKPP-

Differently from the case of the strip, here it is enough to consider only one
type of supersolution. Indeed, the unique positive eigenfunctions of —¢”(y) =
Mp(y) for |y| > R are the ones of exponential type. The differential equation
in the field being the same for |y| < R, this forces to take v(x,y,t) =
y1eT¢0ED cosh(By) in (—R, R) (recall that, by symmetry, we consider functions
satisfying vy (x, 0T, 1) = 0), excluding in this way the cosine. Moreover, in analogy
with the constructions of Sect.3, we take u(x,t) = ™0+ and v(x,y,1) =
yzei"‘(XiC’)_ﬁ(y_R) for y > R. As usual, the constants «, 8, y1, y2 will be sought
to be positive.

After these preliminaries, we show in the following proposition that these
supersolutions suffice for the construction and characterization of the speed of
propagation for this problem.

Proposition 9 Problem (4) admits an asymptotic speed of propagation in the x

direction 6;2, which, for D < 2d, satisfies c;)‘z = ckpp, While, for D > 2d, it

satisfies cgz > ckpp and is the smallest value of ¢ for which the curves

c— \/cz — cEpp — 4d2p2

a7 (e, B) = > ,

(25)
ap dp sinh(BR)
+ °F \/62 +aunD (V+dﬂ + vcosh(ﬁR)lerﬁ sinh(ﬁR))
appa(c: B) = -

have real intersections.
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Proof By plugging the above described candidate to supersolution into the lin-
earization, the system that we obtain in this case reads

ca —da? —dp? = f/(0)

ca — Da® = v(y; cosh(BR) + 1) — 2u
dByi sinh(BR) = . — vy; cosh(BR)
dBy, = — vy

—

ca —da’* —dB* = f/(0)
ca — Da* = — v’ﬁrdg/zsﬂ - vcosh’égllse;[-lg,giﬁ)h(ﬂle) (26)
Y= vcosh(ﬂR)f:dﬂ sinh(BR)
"
2= vtape
As in Sect.3, if D < 2d, (o, B,y1,72) = (2‘3, 0, ", ’lf) provides us with
supersolutions to (26) for ¢ > ckpp. Thus, Proposition 5 and Lemma 1 allow us
to conclude that C;z = ckpp In this case. When D > 2d, instead, intersections
between the curves in (25) provide us with solutions to (26) and, as a consequence,
supersolutions to (4). Thanks to the monotonicity with respect to ¢, intersections
between such curves exist for ¢ greater than or equal to a certain value (greater than
ckpp) for which, as usual, the curves are tangent, and which will turn out to be C;2~
Indeed, in order to apply Proposition 5, we only have to obtain compactly
supported subsolutions in the case D > 2d for ¢ < cgz, c ~ C;';z- To do so, we
proceed as in the proof of Proposition 6: we consider the truncation at y = L, with
L > R, by imposing v(x, L,t) = 0, and, by using Rouché’s theorem, we prove
that, for ¢ < c*z, c~ c;';z, the associated linearized system with penalization admits
complex solutions which allow us to obtain subsolutions whose support is compact
also in the x variable. O

Proof (of Theorem 3) The existence part, (i) and the first part of (ii) are contained
in Proposition 9. In (ii), it remains to prove the behavior with respect to R in the

case D > 2d: the continuity and monotonicity follow since the map R o% 2

is continuous and increasing, while “(;pz does not depend on R. Thus, since the
curves in (25) are tangent for ¢ = c;fz(R), if R > R, R ~ R, ay 0 B) and
az; pz(c, B, R') are strictly secant for ¢ = c;fz(R), and ¢ has to be reduced in order
to obtain the tangency situation.

The curve O‘J[S,pz converges locally uniformly to aJDr’hp as R | 0, and to O‘Jﬁ,m as
R — o0. This proves the limits in (5). The fact that CSZ(R) > CSl follows from the
monotonicity of c’;z(R) and the second limit in (5).

Passing to part (iii), by the continuity of c¢};(R) and the properties of Rpp, we
have ¢} (Rnp) = c;p > c;‘z(th), where the last inequality follows from (ii) here.
On the other hand, the properties of R, together with (ii) of Proposition 1 and (ii)
here, give ¢} (Rg) = ckpp < ¢ < CSZ(R k). The existence of R* and its properties

pl
now follow by the continuity and monotonicities of ¢} (R) and c’;z(R). |
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