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Preface of Workshops

The International Conference on Database Systems for Advanced Applica-
tions DASFAA is an annual international database conference that showcases
state-of-the-art R&D activities in database systems and their applications. It provides a
forum for technical presentations and discussions among database researchers,
developers, and users from academia, business, and industry. As the 24th event in the
increasingly popular series, DASFAA 2019 was held in Chiang Mai, Thailand, during
April 22-25, and it attracted more than 300 participants from all over the world.

Along with the main conference, DASFAA workshops intend to provide an inter-
national forum for researchers to discuss and share research results. This DASFAA
2019 workshop volume contains the papers accepted for the following three workshops
that were held in conjunction with DASFAA 2019. These three workshops were
selected after a public call for proposals process, each of which focuses on a specific
area that contributes to the main themes of the DASFAA conference. The three
workshops were as follows:

— The 6th International Workshop on Big Data Management and Service BDMS 2019

— The 4th International Workshop on Big Data Quality Management BDQM 2019

— The Third International Workshop on Graph Data Management and Analy-
sis GDMA 2019

All the organizers of the previous DASFAA conferences and workshops have made
DASFAA a valuable trademark, and we are proud to continue their work. We would
like express our thanks to all the workshop organizers and Program Committee
members for their great effort in making the DASFAA 2019 workshops a success. In
total, 14 papers were accepted for into the workshops. In particular, we are grateful to
the main conference organizers for their generous support and help.

March 2019 Qun Chen
Jun Miyazaki



BDMS Workshop Organization

Program Co-chairs

Xiaoling Wang
Kai Zheng

An Liu

Program Committee

Muhammad Aamir Cheema
Cheqing Jin
Qizhi Liu

Bin Mu

Yaqgian Zhou
Xuanjing Huang
Yan Wang
Lizhen Xu
Xiaochun Yang
Kun Yue

Dell Zhang
Xiao Zhang
Bolong Zheng

East China Normal University, China

University of Electronic Science and Technology
of China, China

Soochow University, China

Monash University, Australia

East China Normal University, China

Nanjing University, China

Tongji University, China

Fudan University, China

Fudan University, China

Macquarie University, Australia

Southeast University, China

Northeastern University, China

Yunnan University, China

University of London, UK

Renmin University of China, China

Huazhong University of Science and Technology,
China



Program Co-chairs

Xin Wang
Jianxin Li

Program Committee

Zhifeng Bao

Laure Berti-Equille

Yingyi Bu
Gao Cong
Yunpeng Chai
Qun Chen
Yueguo Chen
Yongfeng Dong
Rihan Hai
Cheqing Jin
Guoliang Li
Lingli Li
Hailong Liu
Xianmin Liu
Xueli Liu
Shuai Ma
Zhijing Qin
Chuitian Rong
Nan Tang
Hongzhi Wang
Jiannan Wang
Xiaochun Yang
Yajun Yang
Rui Zhang
Wenjie Zhang

BDQM Workshop Organization

Tianjin University, China
Deakin University, Australia

RMIT, Australia

Institut de Recherche pour le Développement (IRD),

France
Couchbase, USA
Nanyang Technological University, Singapore
Renmin University of China, China
Northwestern Polytechnical University, China
Renmin University of China, China
Hebei University of Technology, China
Lehrstuhl Informatik 5, Germany
East China Normal University, China
Tsinghua University, China
Heilongjiang University, China
Northwestern Polytechnical University, China
Harbin Institute of Technology, China
Tianjin University, China
Beihang University, China
Pinterest, USA
Tianjin Polytechnic University, China
Qatar Computing Research Institute, Qatar
Harbin Institute of Technology, China
Simon Fraser University, Canada
Northeast University, China
Tianjin University, China
The University of Melbourne, Australia
University of New South Wales, Australia



GDMA Workshop Organization

Program Co-chairs

Xiaowang Zhang
Peng Peng

Program Committee

Robert Brijder
George H. L. Fletcher
Liang Hong

Egor V. Kostylev
Zechao Shang
Hongzhi Wang
Kewen Wang

Xin Wang

Guohui Xiao

Zhiwei Zhang

Tianjin University, China
Hunan University, China

Hasselt University, Belgium

Eindhoven University of Technology, The Netherlands
Wuhan University, China

University of Oxford, UK

The University of Chicago, USA

Harbin Institute of Technology, China

Griffith University, Australia

Tianjin University, China

Free University of Bozen-Bolzano, Italy

Hong Kong Baptist University, SAR China



Contents

The 6th International Workshop on Big Data Management
and Service (BDMS 2019)

A Probabilistic Approach for Inferring Latent Entity Associations
in Textual Web Contents . . . .. ... .. 3
Lei Li, Kun Yue, Binbin Zhang, and Zhengbao Sun

UHRP: Uncertainty-Based Pruning Method for Anonymized Data
Linear Regression . . . ... ... 19
Kun Liu, Wenyan Liu, Junhong Cheng, and Xingjian Lu

Meta-path Based MiRNA-Disease Association Prediction. . . ... ......... 34
Hao Lv, Jin Li, Sai Zhang, Kun Yue, and Shaoyu Wei

Medical Question Retrieval Based on Siamese Neural Network
and Transfer Learning Method . . .. ...... .. .. .. .. .. ... .. .. ...... 49
Kun Wang, Bite Yang, Guohai Xu, and Xiaofeng He

An Adaptive Kalman Filter Based Ocean Wave Prediction Model Using
Motion Reference Unit Data. . . .......... ... .. ... . ... . ...... 65
Yan Tang, Zequan Guo, and Yin Wu

ASLM: Adaptive Single Layer Model for Learned Index . . . ... ......... 80
Xin Li, Jingdong Li, and Xiaoling Wang

SparseMAAC: Sparse Attention for Multi-agent Reinforcement Learning . . . . 96
Wenhao Li, Bo Jin, and Xiangfeng Wang

The 4th International Workshop on Big Data Quality
Management (BDQM 2019)

Identifying Reference Relationship of Desktop Files Based
on Access LOogs . ..o 113
Yukun Li, Xun Zhang, Jie Li, Yuan Wang, and Degan Zhang

Visualization of Photo Album: Selecting a Representative Photo
of a Specific Event . . ... ... .. 128
Yukun Li, Ming Geng, Fenglian Liu, and Degan Zhang

Data Quality Management in Institutional Research Output Data Center. . . . . 142
Xiaohua Shi, Zhuoyuan Xing, and Hongtao Lu



X1v Contents

Generalized Bayesian Structure Learning from Noisy Datasets . .. ........ 158
Yan Tang, Yu Chen, and Gaolong Ge

The Third International Workshop on Graph Data Management
and Analysis (GDMA 2019)

ANDMC: An Algorithm for Author Name Disambiguation Based
on Molecular Cross Clustering . . . ... ... v v 173
Siyang Zhang, Xinhua E, Tao Huang, and Fan Yang

Graph Based Aspect Extraction and Rating Classification
of Customer Review Data . . ....... .. ... . ... . ... . ... ...... 186
Sung Whan Jeon, Hye Jin Lee, Hyeonguk Lee, and Sungzoon Cho

Streaming Massive Electric Power Data Analysis Based
on Spark Streaming. . . . .. .. ... 200
Xudong Zhang, Zhongwen Qian, Sigi Shen, Jia Shi, and Shujun Wang

Posters

Deletion-Robust k-Coverage Queries . . . . ... ... 215
Xingnan Huang and Jiping Zheng

Episodic Memory Network with Self-attention for Emotion Detection . . . . . . 220
Jiangping Huang, Zhong Lin, and Xin Liu

Detecting Suicidal Ideation with Data Protection in Online Communities . . . . 225
Shaoxiong Ji, Guodong Long, Shirui Pan, Tianging Zhu, Jing Jiang,
and Sen Wang

Hierarchical Conceptual Labeling . ... ......... ... .. .. .. ......... 230
Haiyun Jiang, Cengguang Zhang, Deqing Yang, Yanghua Xiao,
Jingping Liu, Jindong Chen, Chao Wang, Chenguang Li, Jiaqing Liang,
Bin Liang, and Wei Wang

Anomaly Detection in Time-Evolving Attributed Networks . ... ......... 235
Luguo Xue, Minnan Luo, Zhen Peng, Jundong Li, Yan Chen,
and Jun Liu

A Multi-task Learning Framework for Automatic Early Detection
of Alzheimer’s . . .. . ... 240
Nan Xu, Yanyan Shen, and Yanmin Zhu

Top-k Spatial Keyword Quer with Typicality and Semantics. . . . ... ...... 244
Xiangfu Meng, Xiaoyan Zhang, Lin Li, Quangui Zhang, and Pan Li



Contents

Align Reviews with Topics in Attention Network for Rating Prediction. . . . .
Yile Liang, Tieyun Qian, and Huilin Yu

PSMSP: A Parallelized Sampling-Based Approach for Mining Top-k
Sequential Patterns in Database Graphs . . .. .......................
Mingtao Lei, Xi Zhang, Jincui Yang, and Binxing Fang

Value-Oriented Ranking of Online Reviews Based
on Reviewer-Influenced Graph . . . .. ... ... . ... ... ... ... ....
Yiming Cao, Lizhen Cui, and Wei He

Ancient Chinese Landscape Painting Composition Classification by Using
Semantic Variational Autoencoder. . .. ......... ... ... ...
Bo Yao, Qianzheng Ji, Xiangdong Zhou, Yue Pang, Manliang Cao,
Yixuan Wu, and Zijing Tan

Learning Time-Aware Distributed Representations of Locations
from Spatio-Temporal Trajectories. . . . ....... ... ... ... ... ........
Huaiyu Wan, Fuchen Li, Shengnan Guo, Zhong Cao, and Youfang Lin

Hyper2vec: Biased Random Walk for Hyper-network Embedding. . . . ... ..
Jie Huang, Chuan Chen, Fanghua Ye, Jiajing Wu, Zibin Zheng,
and Guohui Ling

Privacy-Preserving and Dynamic Spatial Range Aggregation Query
Processing in Wireless Sensor Networks . . ........... ... .. .......
Lisong Wang, Zhenhai Hu, and Liang Liu

Adversarial Discriminative Denoising for Distant Supervision

Relation Extraction . . . ... ... . .. ..
Bing Liu, Huan Gao, Guilin Qi, Shangfu Duan, Tianxing Wu,
and Meng Wang

Nonnegative Spectral Clustering for Large-Scale
Semi-supervised Learning . ... ..... ... . ... ..
Weibo Hu, Chuan Chen, Fanghua Ye, Zibin Zheng, and Guohui Ling

Distributed PARAFAC Decomposition Method Based on In-memory
Big Data System. . . .. ... ... ..
Hye-Kyung Yang and Hwan-Seung Yong

GPU-Accelerated Dynamic Graph Coloring . ... ....... ... ... .......
Ying Yang, Yu Gu, Chuanwen Li, Changyi Wan, and Ge Yu

Relevance-Based Entity Embedding. . . .. ........ ... ... ... ....
Weixin Zeng, Xiang Zhao, Jiuyang Tang, Jinzhi Liao,
and Chang-Dong Wang

XV



Xvi Contents

An Iterative Map-Trajectory Co-optimisation Framework Based
on Map-Matching and Map Update. . . . ......... ... ... ... ... .... 305
Pingfu Chao, Wen Hua, and Xiaofang Zhou

Exploring Regularity in Traditional Chinese Medicine Clinical Data Using
Heterogeneous Weighted Networks Embedding . .. .................. 310
Chunyang Ruan, Ye Wang, Yanchun Zhang, and Yun Yang

AGREE: Attention-Based Tour Group Recommendation
with Multi-modal Data. . ... ... .. .. .. 314
Fang Hu, Xiugi Huang, Xiaofeng Gao, and Guihai Chen

Random Decision DAG: An Entropy Based Compression Approach
for Random Forest . .. ..... ... ... . . .. 319
Xin Liu, Xiao Liu, Yongxuan Lai, Fan Yang, and Yifeng Zeng

Generating Behavior Features for Cold-Start Spam Review Detection . . . . . . 324
Xiaoya Tang, Tieyun Qian, and Zhenni You

TCL: Tensor-CNN-LSTM for Travel Time Prediction with Sparse
Trajectory Data. . . .. ... . 329
Yibin Shen, Jiaxun Hua, Cheqing Jin, and Dingjiang Huang

A Semi-supervised Classification Approach for Multiple Time-Varying
Networks with Total Variation . .. ......... ... . ... . ... ...... 334
Yuzheng Li, Chuan Chen, Fanghua Ye, Zibin Zheng, and Guohui Ling

Multidimensional Skylines over Streaming Data . . . .................. 338
Karim Alami and Sofian Maabout

A Domain Adaptation Approach for Multistream Classification. . . .. ...... 343
Yue Xie, Jingjing Li, Mengmeng Jing, Ke Lu, and Zi Huang

Gradient Boosting Censored Regression for Winning Price Prediction
in Real-Time Bidding . . . ... ... ... .. . .. . . 348
Piyush Paliwal and Oleksii Renov

Deep Sequential Multi-task Modeling for Next Check-in Time
and Location Prediction. . ... ... ... .. .. 353
Wenwei Liang, Wei Zhang, and Xiaoling Wang

SemiSync: Semi-supervised Clustering by Synchronization. . .. .......... 358
Zhong Zhang, Didi Kang, Chongming Gao, and Junming Shao

Neural Review Rating Prediction with Hierarchical Attentions

and Latent Factors. . . ... ... .. . 363
Xianchen Wang, Hongtao Liu, Peiyi Wang, Fangzhao Wu, Hongyan Xu,
Wenjun Wang, and Xing Xie



Contents Xvii

MVS-match: An Efficient Subsequence Matching Approach Based
on the Series Synopsis. . .. ... ... .. 368
Kefeng Feng, Jiaye Wu, Peng Wang, Ningting Pan, and Wei Wang

Spatial-Temporal Recommendation for On-demand Cinemas . ........... 373
Taofeng Xue, Beihong Jin, Beibei Li, Kunchi Liu, Qi Zhang,
and Sihua Tian

Finding the Key Influences on the House Price by Finite Mixture Model

Based on the Real Estate Data in Changchun . ... ................... 378
Xin Xu, Zeyu Huang, Jingyi Wu, Yanjie Fu, Na Luo, Weitong Chen,
Jianan Wang, and Minghao Yin

Semi-supervised Clustering with Deep Metric Learning . . ... ........... 383
Xiaocui Li, Hongzhi Yin, Ke Zhou, Hongxu Chen, Shazia Sadiq,
and Xiaofang Zhou

Spatial Bottleneck Minimum Task Assignment with Time-Delay. . ... ... .. 387
Long Li, Jingzhi Fang, Bowen Du, and Weifeng Lv

A Mimic Learning Method for Disease Risk Prediction

with Incomplete Initial Data. . ... ....... .. .. ... ... .. .. ... 392
Lin Yue, Haonan Zhao, Yigin Yang, Dongyuan Tian, Xiaowei Zhao,
and Minghao Yin

Hospitalization Behavior Prediction Based on Attention and Time
Adjustment Factors in Bidirectional LSTM. . .. ... ... ... ... ... ..... 397
Lin Cheng, Yongjian Ren, Kun Zhang, Li Pan, and Yuliang Shi

Modeling Item Categories for Effective Recommendation . ............. 402
Bo Song, Yi Cao, Weike Pan, and Congfu Xu

Distributed Reachability Queries on Massive Graphs. ... ... ........... 406
Tianming Zhang, Yunjun Gao, Congzheng Li, Congcong Ge, Wei Guo,
and Qiang Zhou

Edge-Based Shortest Path Caching in Road Networks . . . .............. 411
Detian Zhang, An Liu, Gaoming Jin, and Qing Li

Extracting Definitions and Hypernyms with a Two-Phase Framework . . . . . . 415
Yifang Sun, Shifeng Liu, Yufei Wang, and Wei Wang

Tag Recommendation by Word-Level Tag Sequence Modeling. . . ........ 420
Xuewen Shi, Heyan Huang, Shuyang Zhao, Ping Jian, and Yi-Kun Tang

A New Statistics Collecting Method with Adaptive Strategy. . ........... 425
Jin-Tao Gao, Wen-Jie Liu, Zhan-Huai Li, Hong-Tao Du, and Ou-Ya Pei



Xviil Contents

Word Sense Disambiguation with Massive Contextual Texts . ...........
Ya-fei Liu and Jinmao Wei

Learning DMEs from Positive and Negative Examples . ... ............
Yeting Li, Chunmei Dong, Xinyu Chu, and Haiming Chen

Serial and Parallel Recurrent Convolutional Neural Networks
for Biomedical Named Entity Recognition . . .. .....................
Qianhui Lu, Yunlai Xu, Runqgi Yang, Ning Li, and Chongjun Wang

DRGAN: A GAN-Based Framework for Doctor Recommendation
in Chinese On-Line QA Communities . . . . ... .. ..ot en...
Bing Tian, Yong Zhang, Xinhuan Chen, Chunxiao Xing, and Chao Li

Attention-Based Abnormal-Aware Fusion Network

for Radiology Report Generation. . . .. .......... ... ...
Xiancheng Xie, Yun Xiong, Philip S. Yu, Kangan Li, Suhua Zhang,
and Yangyong Zhu

LearningTour: A Machine Learning Approach for Tour Recommendation
Based on Users’ Historical Travel Experience. . ... ..................
Zhaorui Li, Yuanning Gao, Xiaofeng Gao, and Guihai Chen

TF-Miner: Topic-Specific Facet Mining by Label Propagation . ..........
Zhaotong Guo, Bifan Wei, Jun Liu, and Bei Wu

Fast Raft Replication for Transactional Database Systems
over Unreliable Networks. . . . ... ... . . . .
Peng Cai, Jinwei Guo, Huan Zhou, Weining Qian, and Aoying Zhou

Parallelizing Big De Bruijn Graph Traversal for Genome Assembly
on GPU ClUSters. . . . ...t e e
Shuang Qiu, Zonghao Feng, and Qiong Luo

GScan: Exploiting Sequential Scans for Subgraph Matching. . .. ... ......
Zhiwei Zhang, Hao Wei, Jianliang Xu, and Byron Choi

SIMD Accelerates the Probe Phase of Star Joins in Main
Memory Databases . . . . ... ...
Zhuhe Fang, Zeyu He, Jiajia Chu, and Chuliang Weng

A Deep Recommendation Model Incorporating Adaptive
Knowledge-Based Representations .. ............................
Chenlu Shen, Deqging Yang, and Yanghua Xiao



Contents

BLOMA: Explain Collaborative Filtering via Boosted Local

Rank-One Matrix Approximation . ... ......... .. ...,

Chongming Gao, Shuai Yuan, Zhong Zhang, Hongzhi Yin,
and Junming Shao

Spatiotemporal-Aware Region Recommendation with Deep

Metric Learning . . . . ... ..o

Hengpeng Xu, Yao Zhang, Jinmao Wei, Zhenglu Yang, and Jun Wang

On the Impact of the Length of Subword Vectors on Word Embeddings . . . .

Xiangrui Cai, Yonghong Luo, Ying Zhang, and Xiaojie Yuan

Using Dilated Residual Network to Model Distantly Supervised

Relation EXtraction . . . ... ... ... i e

Lei Zhan, Yan Yang, Pinpin Zhu, Liang He, and Zhou Yu

Modeling More Globally: A Hierarchical Attention Network via Multi-Task

Learning for Aspect-Based Sentiment Analysis. .. ...................

Xiangying Ran, Yuanyuan Pan, Wei Sun, and Chongjun Wang

A Scalable Sparse Matrix-Based Join for SPARQL Query Processing . . . . ..

Xiaowang Zhang, Mingyue Zhang, Peng Peng, Jiaming Song,
Zhiyong Feng, and Lei Zou

Change Point Detection for Streaming High-Dimensional Time Series. . . . . .

Masoomeh Zameni, Zahra Ghafoori, Amin Sadri, Christopher Leckie,
and Kotagiri Ramamohanarao

Demos

Distributed Query Engine for Multiple-Query Optimization

over Data Stream . . . . . . ... ...

Junye Yang, Yong Zhang, Jin Wang, and Chunxiao Xing

Adding Value by Combining Business and Sensor Data: An Industry

QO USE Case . . v o e

Guenter Hesse, Christoph Matthies, Werner Sinzig,
and Matthias Uflacker

AgriKG: An Agricultural Knowledge Graph and Its Applications . . .. ... ..

Yuanzhe Chen, Jun Kuang, Dawei Cheng, Jianbin Zheng,
Ming Gao, and Aoying Zhou

KGVis: An Interactive Visual Query Language for Knowledge Graphs . . . . .

Xin Wang, Qiang Fu, Jiangiang Mei, Jianxin Li, and Yajun Yang

Xix

533



XX Contents

OperaMiner: Extracting Character Relations from Opera Scripts Using

Deep Neural Networks. . ... ... .. . . 542
Xujian Zhao, Xinnan Dai, Peiquan Jin, Hui Zhang, Chunming Yang,
and Bo Li

GparMiner: A System to Mine Graph Pattern Association Rules. . ..... ... 547
Xin Wang, Yang Xu, Ruocheng Zhao, Junjie Lin, and Huayi Zhan

A Data Publishing System Based on Privacy Preservation . ............. 553
Zhihui Wang, Yun Zhu, and Xuchen Zhou

Privacy as a Service: Publishing Data and Models. . ... ............... 557
Ashish Dandekar, Debabrota Basu, Thomas Kister, Geong Sen Poh,
Jia Xu, and Stéphane Bressan

Dynamic Bus Route Adjustment Based on Hot Bus Stop Pair Extraction. ... 562
Jiaye Liu, Jiali Mao, YunTao Du, Lishen Zhao, and Zhao Zhang

DHDSearch: A Framework for Batch Time Series Searching
on MapReduce . . . .. ... . 567
Zhongsheng Li, Qiuhong Li, Wei Wang, Yang Wang, and Yimin Liu

Bus Stop Refinement Based on Hot Spot Extraction . . . ............... 571
Yilian Xin, Jiali Mao, Simin Yu, Minxi Li, and Cheqing Jin

Adaptive Transaction Scheduling for Highly Contended Workloads. . . . . . .. 576
Jixin Wang, Jinwei Guo, Huan Zhou, Peng Cai, and Weining Qian

IMOptimizer: An Online Interactive Parameter Optimization System
Basedon BigData ... ... ... ... .. 581
Zhiyu Liang, Hongzhi Wang, Jianzhong Li, and Hong Gao

Tutorials

Cohesive Subgraphs with Hierarchical Decomposition on Big Graphs . . . . . . 587
Wenjie Zhang, Fan Zhang, Ying Zhang, and Lu Qin

Tracking User Behaviours: Laboratory-Based and In-The-Wild
User Studies. . . . ... . 590
Gianluca Demartini and Shazia Sadiq

Mining Knowledge Graphs for Vision Tasks .. ..................... 592
Xiaojun Chang, Fengda Zhu, Xiaoran Bi, Weili Guan, Zongyuan Ge,
and Minnan Luo

Enterprise Knowledge Graph from Specific Business Task to Enterprise
Knowledge Management . . . . ...... ... ..ttt 595
Rong Duan and Yanghua Xiao



Contents XXi

Knowledge Graph Data Management. . . . .. ...............ovuo.... 597
Xin Wang
Deep Learning for Healthcare Data Processing . . . . .................. 600

Weitong Chen and Guodong Long

Author Index . . .. .. ... ... . .. . e 603



The 6th International Workshop on Big
Data Management and Service (BDMS
2019)



q

Check for
updates

A Probabilistic Approach for Inferring Latent
Entity Associations in Textual Web Contents

Lei Li], Kun Yuel(g), Binbin Zhangl, and Zhengbao Sun?

! School of Information Science and Engineering, Yunnan University,
Kunming, China
kyue@ynu. edu. cn
2 School of Resource Environment and Earth Science, Yunnan University,
Kunming, China

Abstract. Latent entity associations (EA) represent that two entities associate
with each other indirectly through multiple intermediate entities in different
textual Web contents (TWCs) including e-mails, Web news, social network
pages, etc. In this paper, by adopting Bayesian Network as the framework to
represent and infer latent EAs as well as the probabilities of associations, we
propose the concept of entity association Bayesian Network (EABN). To con-
struct EABN efficiently, we employ self-organizing map for TWC dataset
division to make the co-occurrence-based dependence of each pair of entities
concern just a small set of documents. Using probabilistic inferences of EABN,
we evaluate and rank EAs in all possible entity pairs, by which novel latent EAs
could be found. Experimental results show the effectiveness and efficiency of
our approach.

Keywords: Entity Association *+ Bayesian Network - Self-organizing map -
Knowledge base - Probabilistic inference

1 Introduction

Including e-mails, web news, social network pages, etc., textual Web content (TWC) is
composed of words, some of which refer to entities. Figure 1 shows an example of
entity associations (EAs) in TWC documents. Rounded rectangles represent entities
and edges indicate that two entities co-occur in the same TWC document. Intuitively,
EAs among entities could be divided into two categories: direct EAs and latent EAs.
The former represents that two entities co-occur in the same TWC document, while the
latter represents that two entities associate with each other indirectly through other
intermediate entities in different TWC documents. As shown in Fig. 1, a direct EA
exists between “GitHub” and “Developer”, while a latent EA exist between “GitHub”
and “Microsoft”. Both a direct EA and a latent EA exist (through “Visual Studio”)
between “Microsoft” and “Developer”. Actually in realistic TWC documents, more
latent EAs are embodied than direct ones. Expressing latent EAs appropriately is the
basis of data acquisition [1], relationship strength estimation [2] and social network
analysis [3]. In this paper, we are to discover latent EAs from textual Web contents
while focusing on the implied dependencies upon the co-occurrence of entity pairs.

© Springer Nature Switzerland AG 2019
G. Li et al. (Eds.): DASFAA 2019, LNCS 11448, pp. 3-18, 2019.
https://doi.org/10.1007/978-3-030-18590-9_1
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From the characteristics of latent EAs in practical applications, several critical
challenges are faced taking as input TWC documents.

(1) Latent EAs are uncertain in general cases. As shown in Fig. 1, whether
“Microsoft” is associative with “GitHub” is uncertain unless all co-occurrences
are discovered already.

(2) Latent EAs are likely to exist between two arbitrary entities. It is necessary to
construct a global model that contains most entities in TWC documents while
efficiently fulfilling the evaluation of co-occurrences on exponential numbered
entities.

(3) Ranking of latent EAs is significant, since not all latent EAs are useful for sub-
sequent tasks w.r.t. the situations with massive TWC and massive entities.

It is known that Bayesian Network (BN) is a well-adopted framework for repre-
senting and inferring uncertain knowledge, as well as prediction, diagnosis, and
decision [4-6]. By using BN as the knowledge framework, we propose entity asso-
ciation Bayesian Network (EABN), in which entities are regarded as variables, edges
describe the associations between entities from the co-occurrence point of view, and
conditional probability tables (CPTs) quantify the dependencies. By EABN, the
dependence relationships among entities could be described from the co-occurrences of
pairs of entities, and latent EAs could be inferred by BN’s probabilistic inferences.

Self-organizing map (SOM) is a type of artificial neural network that is trained
using unsupervised learning to produce a low-dimensional (typically two-dimensional)
and discretized representation of the input space of training samples [7-9]. To construct
the EABN from TWC efficiently, we employ SOM to divide a TWC dataset into
several subsets. Most co-occurrences for each entity pair could be found by traversing a
TWC subset which includes much fewer documents. Thus, the execution time of
EABN construction will be not increased sharply w.r.t. the exponential increase of
costly traversal on TWC documents caused by the linear increase of entities.

To rank the entities based on latent EAs for the given specific entities, we use
probabilistic inferences [10] with an EABN to evaluate the association quantitatively. To
this end, we translate the task of latent EA discovery to conditional probability compu-
tations. For example, we regard X as “evidence variables” and Y as “query variables” to
discover the latent EA when given X, denoted as X — Y. The result of probabilistic
inferences contains the set Y of entities and corresponding probabilities as the association
degree, by which we rank the latent EAs of all possible entity pairs in descending order.
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The results on real datasets show that our approach can be used to express both
direct and latent EAs. It is consistent with practical situations that most EAs are latent
EAs, which cannot be found by the classic association rule (AR) mining algorithm [17—
19]. Experimental results show that our proposed approach for inferring EAs are
effective by comparing the results with those by AR mining. Moreover, novel latent
EAs could be discovered by our method. The execution time of EABN has been
reduced greatly by using the SOM-based TWC division, and the efficiency of our
approach is verified. The capability of inferring latent EAs with probabilistic associ-
ations and expressing latent EAs distinguish our approach compared with the classic
algorithms for entity association discovery based on Latent Dirichlet Allocation
(LDA) [11-13], relation extraction (RE) [14-16], and AR.

The rest of this paper is organized as follows. In Sect. 2, we introduce related work.
In Sect. 3, we give definitions and problem formalization. In Sect. 4, we introduce the
details of generating samples of EABN nodes. In Sect. 5, we give the algorithm for
EABN learning and EA ranking. In Sect. 6, we show experimental results. In Sect. 7,
we conclude and discuss future work.

2 Related Work

Latent Dirichlet Allocation of TWC Analysis. Zhang et al. [11] obtained the dif-
ferent topic distributions on different categories in each microblog, and calculated the
similarities between users. Wood et al. [12] translated knowledge sources into a topic
distribution and ensured that the topic inference process is consistent with existing
knowledge. Poria et al. [13] proposed a LDA method leveraged on the semantics
associated with words and multi-word expressions to improve LDA. These methods
learn BNs to express the joint probability distribution of entities in TWC documents
while our approach learns an EABN and find EAs based on probabilistic inferences of
the EABN.

Relation Extraction from TWC. Mintz et al. [14] used Freebase, a sizable semantic
database of several thousand relations, to provide distant supervision for a relation
extraction task. Surdeanu et al. [15] proposed a novel approach to multi-instance and
multi-label learning for relation extraction. Ren et al. [16] proposed a novel domain-
independent framework which jointly embeds entity mentions, relation mentions into
two low-dimensional spaces, and then estimate the similarity between a new relation
and relations in low-dimensional spaces. These methods aim to find instances for a
predefined relation type between two entities, but our approach can express latent EAs.

Association Rule Mining from TWC. Idoudi et al. [17] proposed to enrich existing
ontology base by using the discovered association rules. Ahmed et al. [18] introduced
an approach for enhanced association rule derivation, where two main categories of
knowledge are employed in the mining process. Erlandsson et al. [19] proposed
association learning to detect relationships between users in online social networks.
These methods are effective to discover direct EAs. In contrast, our approach is
designed to express both direct EAs and latent EAs.



6 L. Li et al.

3 Definitions and Problem Formalization

In this section, we give the definition of entity Bayesian Network based on the idea of a
general Bayesian network [10], and then formalize our problem to be solved.

Definition 1. An entity association Bayesian Network (EABN) is a pair B, = (G,, P,).
G, = (V, E)is a DAG. Vs the set of nodes and E is the set of edges in EABN. A node
in V represents an entity as a variable in EABN, and V’s possible values express
frequencies of entities qualitatively. Edges correspond to the dependency of one node
(an entity) on another in TWC documents. P, is specified as a set of conditional
probability tables (CPTs) associated with the nodes in G..

The problem to be solved is formalized as follows:

(1) Wikidata [20-22] and supplementary entities are integrated into a knowledge base
K to recognize entities in a TWC dataset 7. Then, frequent entities are selected to
serve as nodes of an EABN, denoted as B,. Samples of EABN nodes are gen-
erated by normalizing frequencies of frequent entities in each TWC document and
adopted as the training data for learning B,.

(2) Learning B, contains structure selection and parameter estimation. In structure
selection, SOM is employed to divide 7 into multiple subsets, which we choose to
provide samples thus the time consumption could be reduced. In parameter estima-
tion, CPTs are generated for each EABN node by maximum likelihood estimation.

(3) For each pair of nodes <X, Y>in B,, we set X = x as the “evidence” and set Y as the
“query variables”. By probabilistic inferences with an EABN, P(Y|X = x) could be
obtained, as the conditional probability over the values y of Y. The values of
y express frequencies of Y qualitatively. We then provide Wy, = >y * P(Y = y) as
the quantitative evaluation for the latent EA of y given x. Finally, we produce Wy,
for all entity pairs <X, ¥> and rank all Wy, in descending order.

4 Generating Samples of EABN Nodes

We integrate Wikidata and supplementary entities into a knowledge base K. Entity
frequencies could be sampled but vary greatly in different TWC documents. To reduce
the complexity of EABN construction, entity frequencies will be normalized into
bounded values. We check whether each word in TWC documents is an entity (whether
the word exists in K) and add it into an entity set. Then some most frequent entities
serve as the EABN nodes. Finally, we record and normalize the frequencies of most
frequent entities in each TWC document as integers. Figure 2 shows an example that
we generate 2 samples from 2 TWC documents for 3 most frequent entities.

Tfa word exists in K, it will m locuments t0 {0,1,2}
be added into the entity set. Nodes N1,N2,Ns of TWCI: E1=0,E2=2,Es=4 Samplel: Ni=0,N2=1,N5=2
Entities in TWC documents EABN represent entities [~
E1,E2,Es respectively. TWC2: E1=3,E2=3,E5=3 Sample2: Ni=2,N2=2,N5=2

Fig. 2. Generating 2 samples from 2 TWC documents for 3 most frequent entities
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The above ideas are summarized in Algorithm 1.

Algorithm 1. Generating Samples of EABN Nodes

Input:

B~=(G., P,), G=(V, E), an EABN

T={T\,..., Ty}, a TWC dataset containing M documents

K, a knowledge base consisting of Wikidata and supplementary entities
n, EAs among n entities to be evaluated and ranked

Variables:

T:.E, entity array of T;; T;.E.append(Ent), the function to append entity Ent into T,.E
H, a hash table storing frequencies of entities (default values are set to 0)
Output:

T..S, samples of Vin T;

. FOR i«—1 TO M DO // find frequent entities
FOR j«1 TO |T}| DO // T;; is the j-th word in T}
IF T;;e K THEN // words in K serve as nodes of EABN

T}.E.append(7;)
IF H[T,,] is undefined THEN H[T;;]<—0
ELSE H[T;;]«—H[T;;]+1 // frequency of T;; is increased

. Sort H by entity frequencies

. V—{top n frequent entities in H}

. FOR i«—1 TO M DO // generating samples for frequent entities

10. FOR j«1 TO |T.E| DO

11. FOR k<1TO |V| DO

12.  IF T.E[j]=V[k] THEN

13. IF T;.S[k] is undefined THEN T7..S[k]«<0

14. ELSE T,.S[k]T;.S[k]+1

15. Xy < Max{T.S[k]}

16. FOR k<1 TO |V| DO

17. T;.S[k]<Round[(T.S[k] / X)s) * (Z—1)] // normalization, each node of EABN

can be set to Z possible values
18. RETURN 7..S

0N LW

Ne)

Suppose the average of |T;| is Cy, so the number of iterations for steps 1-6 is MC;.
The number of iterations of step 7 is |H|log|H|. The number of iterations for steps 10—
13 is |T;.Eln. The number of iterations of step 16 will be executed for n times. The
number of iterations in Algorithm 1 is MC, + |H|log|H| + M * (|T.E|n + n+n), and
thus the complexity of Algorithm 1 is O(M|T;.E|n).

5 Learning an EABN and Ranking EAs

5.1 BIC Metric and Division of TWC Dataset

As a classic method for learning a BN from data, scoring & search based structure
learning defines a scoring function that measures how well the structure fits samples, and
then finds the highest-scoring structure from a hypothesis space of potential models [10].
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To exhibit the trade-off between the degree of fitting and structure complexity, the
Bayesian Information Criterion (BIC) [10] is employed as the scoring function in our
method. The stronger the dependence of an EABN node on its parents, the higher the
score will be. The BIC scoring function is given as Formula (1).

scorepic(G, : T) = M 3, Ip(Xi; Pay,) — 2™ |V| "
~ P(Pay,|X; 1
IP(XH PaXi) = ZX,',PEX/. P(Xi’PaXf)log [g(Paxl))

where G, denotes an EABN structure and |V] is the number of nodes in G,. T is a TWC
dataset and P is the empirical distribution observed in samples. X; is a node of G, and
Pay, are parents of X;.

In EABN construction, the execution time of BIC evaluation is increased expo-
nentially with the linear increase of entities. To this end, we propose a strategy called
subset BIC (SBIC) to reduce the execution time of BIC evaluation so that massive
TWC documents from various domains could be leveraged. SBIC consists of two
phases. In phase 1, SOM is employed to divide the TWC dataset into several subsets.
A unique index is assigned to each entity in the TWC dataset, and the indexes of
entities are used to build a feature vector for each TWC document. SOM will assign a
TWC document into multiple two-dimensional output vectors. Thus we treat an output
vectors as a TWC subset containing some documents. The numbers of entities in each
subset are also recorded. The above ideas are given in Algorithm 2.

Algorithm 2. TWC Division by SOM

Input:

T, a TWC dataset

N, the number of output vectors in SOM

Variables:

T,.E, the entity array of T;

F=[0,...,0], the feature vector of T}, |Fi|=|V]

Hj, a hash table storing indexes of entities

1,,, the iteration limit of SOM

Output:

S, the array containing output vectors of SOM; S[£], the k-th output vector in S
S[k].D, the array contains TWC documents assigned to S[k]

S[k].H, the hash table contains the number of entities in S[k]
Function:

Euc(Xj, X5), calculating the Euclidean distance between X and X,
S[k].D.append(doc), appending the TWC document doc into S[k].D

1. I<-0 // I records the number of SOM iterations
2. Cg«—0 // an auto-incrementing index starting
3. FOR i«~—1 TO M DO

4. FORj«<1TO|T.E|DO

5. IF H[T.E[j]] is undefined THEN

6. [<—0 // I records the number of SOM iterations
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7. 1«0 // I records the number of SOM iterations
8. Cr«—0 // an auto-incrementing index starting
9. FOR i«1 TO M DO
10. FOR <1 TO |T.E| DO
11. IF H/[T;.E[j]] is undefined THEN
12. H|[T,.E[j]] «Cr <« Cg// Cris a temporary variable of Cg
13. CE <« CE +1
14.  ELSE Cr «—H|[T.E[/]]

15.  F[Crl«1
16. WHILE /<[, DO // assign T; to an output vector of SOM
17.  I—I+1

18.  FOR k«1 TO N, DO

19. IF Dy is undefined OR Euc(F;, S[k])<Dr THEN // Dy stores the minimal Eu-
clidean distance between F; and the nearest output vector, if Dy is undefined (in
the first iteration) or we find a nearer output vector, we assign Euc(F;, S[k]) to Dr

20. Dr—Euc(F;, S[k])

21. kg < k // kg records the index of best matching output vector

22.  Slkg).D.append(T;)

23.  FOR k<1 TO N, DO // updating the output vectors

24. a<—1-1/1,, // learning rate of SOM

25. O—[(N;~0.5)/2]*a // vectors within the range 6 of S[kz] approach F;

26. IF Euc(S[k3], S[k])< 6 THEN

27. S[k] < S[k]+6a[F; —S[k]] // neighbors of S[kg] approaches F;

28. FOR i«—1 TO N, DO // recording the numbers of entities in each subset

29. FOR j«1 TO |S[i].D| DO

30. FOR k<1 TO |S[{].D[j].E| DO

31. Ent— S[i].D[j]1.E[k]

32. S[i].H[Ent]<-S[i].H[Ent]+1

33. RETURN §

Suppose the average of |T;.E| is C,, so the number of iterations of steps 4-9 is C,.
The number of iterations for WHILE loop is 1,,, and the number of iterations of steps
10-21 is 1,, * 2N,. Suppose the average of |S[i].D| is Cs and the average of |S[].D[j].E|
is Cy4, and the number of iterations of steps 22-26 is N;C3C,4. The number of iterations
in Algorithm 2 is M*(C, + I,,, ¥ 2N;) + N,C3Cy, and thus the complexity of Algorithm
2 is O(M1,,N;).

We now give an example in Fig. 3 to show the evaluation of SBIC. For demon-
stration purposes, the learning rate of SOM is assigned as 1 and output vectors are
initialized to [0.5, 0.5, 0.5, 0.5].

In phase 1 of SBIC: (1) We assign 0, 1, 2 and 3 to entities “Microsoft”, “Visual
Studio”, “Developer” and “Github” respectively. (2) Each TWC document produce a
feature vector based on corresponding entities. (3) Each feature vector of TWC doc-
ument is assigned to an output vector with the minimal Euclidean distance. TWC1 and
TWC3 are assigned to output Vector]l. TWC2 and TWC4 are assigned to output
Vector2. (4) We also record the number of entities in each output vector.
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In phase 2 of SBIC, we consider a candidate structure “Microsoft—Developer—
GitHub”, IPA1 (Developer(i); Microsoftpeyeloper(i)) and IPA2 (Github(i); Developergihub))
need to be computed where Developer(i) represents the i-th value of “Developer”. IPA1

can be computed by the samples in Vectorl since “Developer” and “Microsoft” do not
co-occur in Vector2. 50% time consumption is reduced since only two TWC docu-
ments (TWC1 and TWC3) in Vectorl are engaged in computing IPAI. In practical
situations, Vectorl is chosen to compute 113\1 since it has the maximal sum of frequency

of “Developer” and “Microsoft”. By SBIC, a subset is chosen to compute each
IPA1 (X;; Pay,) and provides an approximation of BIC by less execution time.

o B® Microsoft 1 o4 VisualStudio We assign TWCT into Vector]. Vector! approaches Featurel.
2 & Developer 3 () GitHub Vector1={0.5.0. Vectorl=[1.5

s e Vector2=[0.5.0. Vector2=[0.5
B Microsoft ©) GitHub

Euc(Vectorl, Feature2)>Euc(Vector2, Feature2) L
& Developer & Developer We assign TWC? into Vector2. Vector2 approaches Feature2.
Featurel=(1,0,1,0] Feature2=[0,0,1,1]
Vector] =[2.5,1.5,1.5.0.5):{TWC1,TWC3] Vectorl=[1.5,0.5,1.5.0.5]:{ TWC1}

TWes WG4 Vector2={0.5,0.5,1.5,1.5]:{ TWC2] Vector2=(0.5,0.5,1.5,1.5];{TWC2}
¥ icrosoft | €) GitHub )
) Visual Studio ‘

Developer Vector]=[2.5,1.5,1.5,0.5]; { TWC1, TWC3} ;Microsoft=2, VisualStudio=1,Developer=1

Feature3=[1,1,0,0] || Featurcd=[0,0.1,1] Vector2={0.5,0.5,2.5,2.5];{ TWC2, TWC4} :Github=2,Developer=2

Fig. 3. Dividing a TWC dataset into two subsets (output vectors)

5.2 Obtaining Structure and Parameters with the Highest Score

We use a heuristic search technique to find the structure of EABN with the highest
SBIC score starting from an empty structure G. By applying edge addition, deletion or
edge reversal, we could generate G’s neighbors and evaluate their SBIC score
respectively. We then apply the change that leads to the best improvement in the score.
This process will be continued until no modification improves the score. The above
idea is given in Algorithm 3.

Algorithm 3. Obtaining an EABN structure with the highest SBIC score
Input:

B~=(G,, P,), G=(V, E), an EABN

G,, the empty structure of an EABN B,

Output:

G, the highest-scoring structure of B,

1. X0 // Xg record the maximal SBIC score

2. Xz<—TRUE // X3 indicates whether we find a better structure

3. WHILE Xz = TRUE DO

4. Xz« FALSE

5. FOR EACH G. DO // G, is generated by edge addition, deletion or edge reversal
IF SBIC(G.) > Xs THEN Xs « SBIC(G,) , X3 < TRUE, G, — G,

6. RETURN G.
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EABN includes |V| nodes and |E| edges. The number of edge addition, deletion and
reversal are |V|(|V] — 1) — |E|, |E| and |E| respectively. The total number of edge
operations is V|(|V| — 1) + |E|. Thus, the complexity of Algorithm 3 is O(M|V[*).

Based on the structure G, generated by Algorithm 3, we use Maximum Likelihood
Estimation (MLE) to implement parameter estimation, which satisfies the global
decomposition property of the likelihood function [10]. Furthermore, we can decom-
pose the local likelihood function for a CPT into a product of simple likelihood
function P(X;|Pay,), calculated by Formula (2). For a node X; and the set of parent
nodes Pay,, N,, is the number of instances in the TWC dataset T that X; = p and
Pay, = r while N, is the number of instances that Pay, = r.

N,
P(Xi|Pax,) = 1\; (2)

In Fig. 4, we give an example to show the process of EABN construction. On the
generated samples, Formula (2) is employed to generate CPTs for each edge in the
DAG of EABN. For instance, we employ Entity(i) to represent that an Entity in EABN
sets to its i-th value. The numbers of instances for Developer(0) and Developer(1) are 4
and 6 respectively given Microsoft(0). The numbers of instances for Developer(0) and
Developer(1) are 3 and 7 respectively given Microsoft(1). Thus we can compute four
conditional probabilities

P(Developer(0)|Microsoft(0)) = 4/(4 + 6) = 0.4, P(Developer(1)|Microsoft(0)) = 0.6,
P(Developer(0)|Microsoft(1)) = 0.3, P(Developer(1)|Microsoft(1)) = 0.7.

These four conditional probabilities constitute the CPT for the directed edge from
Microsoft to Developer, shown as the table in Fig. 4.

parameter estimation: MLE (formula 5-2) CPTs of EABN
>
- Developer | Mirosoft
TWC documents .l>3t: of EABN / 'ﬁmc};‘u Y )
generating samples ] M'UOS??‘ _______ l" 04 03
Algorithm | < Developer II 6 T3
Samples of EABN nodes f—— ‘ Developer

tructur lection ““‘ II;(L(“;”“bk Dc‘CIlvc[

structure selection |y gy 0 NNl eveloper
Algorithm 2 & Algorithm 3 O G“Hub s : 00‘ OI’
) 3 z
GitHub Il 57153

Fig. 4. EABN construction

5.3 Ranking EAs by Probabilistic Inferences of EABN

To produce quantitative evaluations of EAs, we set X = x as the “evidence” and set Y as
the “query variables” for each pair of nodes <X, Y> in B,. By probability inferences of
EABN, we obtain P(Y|X = x) as the conditional probability over the values y of Y. The
values of y can express frequencies of Y qualitatively. We provide Wy, = >y * P
(Y = y) as the quantitative evaluation for the EA A,_.y of Y depending x. Finally, we
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produce Wy, for all entity pairs <X, Y> and rank all Wy, in descending order. Top Wy,
indicates significant EAs in TWC documents.

To rank EAs, we employ forward sampling [10] to implement efficient approximate
inference of EABN, since an exact inference algorithm will be executed in exponential
time and will not work with respect to a large number of entities in TWC documents.
M samplings of EABN nodes were generated by assigning values to non-evidence
nodes based on CPTs of EABN in the topological order which could be obtained by
employing the depth-first search (DFS). DFS find parent nodes of an input node
recursively and the node visited in this recursion will be added to the tail of a list. The
final list is the topological order of EABN nodes [23]. A random value can be gen-
erated according to the CPT of the node V; since the nodes are processed in the
topological ordering and the values of V;’s parent nodes U; are known.

For instance, P(V; = 0|U;) = 0.2 and the range O to 0.2 is assigned to V; = 0. P
(V;=1|Uy) = 0.8 and the range 0.2 to 1.0 is assigned to V;=1. A random value
between 0.0 to 1.0 is generated as 0.48 which is in the range of 0.2 to 1.0. Thus V; set to
1. We count M, by representing the number of instances for ¥ = y and we calculate P
(Y =y) = M,/M. We summarize above ideas in Algorithm 4.

Algorithm 4. Ranking EAs by probabilistic inference of EABN
Input:
B~(G,, P.), G=(V, E), an EABN; M, the number of forward samplings
Variables:
F={F[1],..., FIM]}, the set of forward samplings; Y[k], the value of ¥ in F[k]
Output:
R, A ranked list for Wy,
1. V1, ... ,Vjp<a topological ordering of V'
2. FOR p < 1 TO |V] DO
3. FOR g« 1TO |V] DO

4. IF p#q THEN
5. Y{V, }, X~{V,=v,} // set evidence and query variables
6. FOR i«—1TO MDO
7. FOR j«—1 TO |V] DO // Use forward sampling to obtain P(Y] X)
8. Find P(V;| U;) from the CPT of v;
9. vy—a random value according to P(V;| U))
10. IF j=q¢ AND v;#v, THEN
11. GOTO step 7 // v; does not match the evidence, restart forward sampling

12. il —{vi, ... v}

13, P(Y=y|X=x) — - ZH{V[k] = y}

14. Wy > y*P(Y=y)

15. R—RU {(4,_yv,Wy,)} // append the pair (4,_,y,Wy,) into R
16. Sort R by Wy,

17. RETURN R

The complexity of producing the topological order of EABN nodes is O(|V] + |E|).
The complexity of steps 5-10 is O(M|V]). We can produce L = |V]| * (|V| — 1)/2 entity
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pairs and the number of iterations of step 15 is Lclog(Le). Thus, the complexity of
Algorithm 4 is O(M|V]).

On the EABN in Fig. 4, an example is provided for ranking EAs including EA1
(AMicrosuftﬂDeveloper)v EA2 (ADevelvperHGithub) and EA3 (AMicrvsoftHGirhub)- EAT and EA2
are direct EAs while EA3 is a latent EA. In Table 1, 100 forward samplings were
generated for EA3 when Microsoft set to 1. Among 100 forward samplings, we can
obtain 32 instances that Github = 0 and 68 instances that Github = 1. Thus, we can
compute the conditional probabilities P(Github = O|Microsoft = 1) = 32/100 = 0.32
and P(Github = 1| Microsoft = 1) = 0.68. After all Wy, were computed, we can rank
EAs in descending order as [EA2(0.8), EA3(0.68), EA1(0.6)].

Table 1. Conditional probability distributions and EABN evaluations

Generating 100 forward samplings for each EA (val = value, ins = instance,
prob = probability)

EA1 (Microsoft = 1)

Developer | val ‘ 0 ‘ 1
ins | 40 |60
prob ‘ 0.4 ‘ 0.6

WDeveloper, Microsoft = 1

=0%04+1%06=0.6

EA2 (Developer = 1)

GitHub|val [0 |1
ins |20 |80
prob ‘ 0.2 ‘ 0.8

WGithub, Developer = 1

=0%02+1%*08=0.8

EA3 (Microsoft = 1)

GitHub [val [0 |1
ins |32 |68
prob | 0.32 0.68

WDeveloper, Microsoft = 1

=0%032+1*0.68=0.68

6 Experimental Results

6.1 Experiment Setup

Configuration. Python 2.7 is employed to implement all the algorithms mentioned in
this paper. All algorithms are executed by a machine with Intel Xeon CPU
(4 x 3.6 GHz) and 128 GB RAM.

Datasets. “Groceries dataset” [24] serves as the standard data, which contains 1 month
(30 days) of real-world point-of-sale transaction data from a typical local grocery
outlet, with 9835 transactions and the items are aggregated to 169 categories. The
realistic “News Popularity in Multiple Social Media Platforms Data Set” [25] which
comprises 4 topics of news headlines was adopted as our test dataset. The topic
“Microsoft” with 21858 documents is abbreviated as the “Microsoft dataset”.

Metrics. The effectiveness of our approach is tested in two aspects. First, two rankings
produced by EABN and Apriori respectively for the same EA is compared. Second, we
divide a TWC dataset equally into several subsets and propose a metric named con-
sistency of ratio (COR), shown as follows

COR(Ax_y) = STDEV(Ny/Ny) (3)

where Ny is an array of ¥’s number in each TWC subset and Ny; represent ¥’s number
in the i-th subset. STDEV is the function to compute a standard deviation.
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Section 6.3 shows the time consumption of EABN including the total time of
learning (using BIC metric and SBIC metric), the total time and average time of
probabilistic inference with respect to each EA.

6.2 Effectiveness

AR (Apriori algorithm with minSupport = 0.04 and minConfidence = 0.2) and EABN
(top 32 frequent entities in Groceries dataset as nodes) are employed to find EAs in
Groceries dataset. We summarized the results of AR and EABN in Table 2(a). AR (the
Apriori algorithm with minSupport = 0.013 and minConfidence = 0.2) and EABN (top
20 frequent entities in Microsoft dataset as nodes) are employed to find EAs in
Microsoft dataset. The results are summarized in Table 2(b).

From Table 2, we note that the order of EAs obtained by the EABN ranking is
consistent with that by the Apriori ranking. EABN could be used to infer latent EAs,
and thus more EAs could be found upon EABN than those found by Apriori (just direct
EAs). The index of a direct EA in EABN ranking is greater than that in Apriori ranking,
since latent EAs do not exist in the latter.

Table 2. EAs found by EABN and AR in Groceries dataset and Microsoft dataset

(a) Groceries dataset (b) Microsoft dataset
Ay_y EABN Apriori Ax_y EABN Apriori
X Y Ranking | ranking X Y Ranking | ranking
Root vegetables Whole milk 5 1 Google Microsoft 5 1
Root vegetables Other vegetables 7 2 Apple Microsoft 6 2
Tropical fruit Whole milk 9 3 Windows | Microsoft 13 3
Other vegetables Whole milk 14 5 Company | Microsoft 14 6
Yogurt Whole milk 15 4 Software Microsoft 16 5
Whole milk Other vegetables 30 8 Users Microsoft 17 4
Yogurt Other vegetables 33 6
Rolls/buns Whole milk 36 7

COR is used to express whether the ratio Ny /Ny ; remains consistent in different
TWC subsets. If the ratio Ny /Nx; remains consistent while Ny; and Nx; change
randomly in different TWC subsets, then the tendencies of Ny and Ny are similar and
COR metric would be relatively small. Thus, we conclude that smaller COR metrics are
more valuable for subsequent EA-based tasks.

Experiments are conducted to whether EABN could find EAs with small COR
metric. In the “Groceries dataset”, Ag3(oor vegetables)—ettwhole milky Tanks first in the
Apriori ranking and A1 (chicken)—e2(other vegerables) Tanks first in the EABN ranking. The
statistics of some entities in “Groceries dataset” are listed in Table 3. N,1/N.>, N3/N.4
and corresponding averages are shown in Fig. 5(a). We can intuitively know that the
ratio N,1/N,; is more consistent than the ratio N.3/N,4. In fact, COR(A,1(chicken)y—e2(other
vegetables)) = 0.029 is less than COR(AL’3(VOO[ vegetables)— e4(whole milk)) = 0.041. The EA
between N,; and N,, has not been found by Apriori, since N,; and N,, do not co-occur
frequently. However, N,;/N,, is more consistent than N,3/N,4 when N, and N,; change
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in different TWC subsets. Thus A.i(chicken)—e2(other vegetabiesy cOuld be found success-
fully by EABN with smaller COR values for subsequent EA-based tasks than A3,

vegetables)—ed(whole milk)-

Table 3. Statistics of some entities in Groceries dataset

Subsets of Groceries dataset

1 2 3 4 5 6 7 8 9 10

N, 32 |40 |37 |50 |42 |52 |38 |37 |48 |46

Ne» 186 | 197 | 185 | 197 | 201 | 226 | 179 | 156 | 176 | 200
N,/N, | 0.17/0.20/0.20|0.25|0.21 | 0.23 | 0.21 | 0.24 | 0.27 | 0.23
N3 110 | 117 |99 |109 |140 [ 114 |89 104 |92 |98

Ny 269 248 252 227 284 | 274 |231 |262 |235 |231
Ng3/N,y 0.4110.4710.39(0.480.490.4210.39|0.40 | 0.39 | 0.42

Nel/Ne2 _ 6.00 —a— Groceries dataset

0.70 —&—Average of Nel/Ne2 —500 | —S—Microsoft dataset
3 060 —~—Ne3/Ne4 I
é : —— Average of Ne3/Ne4 ; 400
2 0.50 S
5 er /'_\ o3
£ 040 X A 2200
2 s
2 0.30 Z 100
= 0.20 5:“
2 ‘3 0.00

0.10 T = S S P &

1 23 4 5 6 7 8 9 10 Vot \@1&%@“ \&Q’@
Indexes of subsets Range of A,y in R

(a) N.1/Ngy and N3/Noy (b) Average of 100 COR(4x_,y)

Fig. 5. COR analysis

We computed COR(Ay_.y) for each EA Ax_,y in the ranked list R produced by
Algorithm 4. Figure 5(b) shows the average of 100 COR(Ax_,y) values for ranges in
the Groceries dataset and Microsoft dataset, since the number of entity Y is usually
influenced by many entities rather than only X and COR(Ax_.y) is not strictly ordered.
It could be concluded from Fig. 5(b) that the COR value is increased generally in the
list R ranked by Wy, in descending order and the Groceries dataset has a smaller
average of COR than the Microsoft dataset in the same range of the list R.

6.3 Efficiency

The time consumption of EABN is shown in Fig. 6. In Fig. 6(a), the total time of
learning an EABN (BIC metric) is mainly determined by the number of EABN nodes
and the number of samples. The total time of learning increases exponentially while the
nodes of EABN increase linearly. In Fig. 6(b), we show the total time of learning an
EABN (SBIC metric). The time consumption of different combinations of nodes and
samples is about 30% compared with those by using the classic BIC metric.
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Fig. 6. Time consumption of EABN

Figure 6(c) shows the total time of probabilistic inferences with an EABN and
Fig. 6(d) shows the average time of probabilistic inferences per EA. The total time of
probabilistic inferences may not increase strictly since EABN with fewer nodes may
produce a more complex structure than that with more nodes.

7 Conclusions and Future Work

EABN, SBIC and COR are incorporated in this paper to discover and rank both direct
and latent EAs implied in TWC documents. A similar order in the EABN ranking and
the Apriori ranking of direct EAs could be achieved. SBIC makes the time con-
sumption of EABN construction reduced so that EABN can incorporate more entities
and EA with smaller COR values valuable for subsequent EA-based tasks. The COR
value is increased generally in the ranked list of EAs. As an initial exploration, serial
implementation is provided in algorithm implementation and experiments. In future
work, parallel and distributed implementation for our proposed algorithms will be
given to find and rank massive EAs in TWC datasets from various domains.
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Abstract. Anonymization method, as a kind of privacy protection tech-
nology for data publishing, has been heavily researched during the past
twenty years. However, fewer researches have been conducted on mak-
ing better use of the anonymized data for data mining. In this paper, we
focus on training regression model using anonymized data and predict-
ing on original samples using the trained model. Anonymized training
instances are generally considered as hyper-rectangles, which is different
from most machine learning tasks. We propose several hyper-rectangle vec-
torization methods that are compatible with both anonymized data and
original data for model training. Anonymization brings additional uncer-
tainty. To address this issue, we propose an Uncertainty-based Hyper-
Rectangle Pruning method (UHRP) to reduce the disturbance introduced
by anonymized data. In this method, we prune hyper-rectangle by its
global uncertainty which is calculated from all uncertain attributes. Exper-
iments show that a linear regressor trained on anonymized data could be
expected to do as well as the model trained with original data under spe-
cific conditions. Experimental results also prove that our pruning method
could further improve the model’s performance.

Keywords: Machine learning - Anonymization - Interval value

1 Introduction

Data is the cornerstone of data mining technology. The demand for data sharing
between different departments and systems has been upsurging. There is a trend
to publish data on open platforms, such as Kaggle [1] and Tianchi [2] whereas
raising the risk of privacy leakage. In order to publish data with higher utility
under the premise of protecting users’ privacy, the main methods adopted at
present are anonymization algorithms, such as k-anonymity [3,4], I-diversity [5],
t-closeness [6] and Anotomy [12]. Generalization-based anonymization has been
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Fig. 1. Value generalization hierarchies for education

introduced to hospitals and enterprises for privacy concern [7,8]. In addition,
we think anonymization is better than differential privacy [9] for publishing
relational data.

There is a concern that generalization-based anonymization using Value Gen-
eralization Hierarchy (as shown in Fig. 1) will heavily reduce data utility in high
dimensional spaces [12]. Non-homogeneous generalization, such as [16], takes
this issue into account and significantly improve the utility of anonymized data
while better keeping truth compared with Anotomy. Worries also exist that
the above anonymize methods may fail to guarantee perfect privacy against
all kinds of attacks when facing a sufficiently strong adversary. However, U.S.
Healthcare Insurance Portability and Accountability Act (HIPAA) thinks lim-
ited re-identification risk is bearable and allows data release so long as to extract
valuable knowledge [13].

For the time being, there are much fewer researches concentrating on how
to better utilize the anonymized data, compared with privacy-preserving data
publishing. In this paper, we focus on how to train the regression model on
anonymized training data and use the model to predict on original test data. A
similar scenario exists in real life. For example, several hospitals may collaborate
to create one large anonymized dataset which is then shared among all collab-
orating hospitals. For a researcher in a participating hospital who is interested
in using machine learning for auxiliary diagnosis that may help a lot. She/he

Table 1. Original dataset Table 2. 3-anonymous dataset

R | Degree Age R’ |Degree Age

rl | Bechelors | 20 rl’|Bechelors  |[19, 21]
r2 | Bechelors | 21 r2’|Bechelors  |[19, 21]
r3 | Bechelors | 19 r3’|Bechelors |19, 21]
r4 | Masters |23 r4’|Grad School|[22, 25]
r5 | Masters |22 r5’|Grad School|[22, 25]
r6 | Doctorate | 25 r6’|Grad School|[22, 25]
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is able to build a model using the large anonymized dataset and diagnose new
patients [21] with the model.

Compared with the original data, anonymized data is less specific. Gener-
alization of a numerical value yields a range while a set for a category value
like Table 1. Two main challenges for model training on anonymized data are as
follow:

(1) Representation of uncertain data. The lack of a unified and reliable fea-
ture vector representing method adds the difficulty for further training and
prediction.

(2) The noise brought by anonymization method. The uncertainty caused by
noise may mislead model training.

In this paper, we explore how to use anonymized data for regression. The
trained model can be used to predict on both original and anonymized data.
This paper has the following key contributions:

— We study the regression task on anonymized data. The problem is under a
practical scenario where model is trained on anonymized data while doing
prediction on original data with the trained model.

— We propose several methods to represent anonymized data and compare their
effectiveness with experiments.

— We innovate an Uncertainty-based Hyper-Rectangle Pruning (UHRP)
method, which improve regression model performance under certain condi-
tions by filtering out samples with excessive noise.

2 Related Work

The problem of Privacy-Preserving Data Publishing (PPDP) has been heavily
researched since it was first introduced in [14,15]. The main purpose of PPDP
is to improve the utility of published data while ensuring privacy security.

Methods for anonymizing sensitive data is first proposed by Sweeney [4]. After
that, [-diversity and t¢-closeness model are presented successively. To meet the
requirements of privacy protection, DataFly, p-argus [4], Incognito [10], Mon-
drian [11], non-uniform generalization [16] have been proposed in succession.
Most existing anonymize methods rely on the Value Generalization Hierarchy
(VGH) in advance. However, it increases workload of data publisher and lacks
flexibility. Some people have implemented an anonymize algorithm [17] based on
Mondrian which does not rely on VGH to solve this problem. An original dataset
like Table 1 can be transformed into Table2 in order to meet the requirements
of k-anonymity (k = 3).

Generally, the machine learning algorithms take one input sample as a
point in an m-dimensional space where m is the number of features. How-
ever, the anonymized data with ¢ quasi-identifier attributes can be regarded
as g-dimensional hyper-rectangles. This kind of hyper-rectangle is called as gen-
eralized exemplars by Salzberg [22] in his Nested Generalized Exemplar (NGE)
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theory. In NGE theory, Salzberg proposes a definition Dy to calculate the dis-
tance between an example and generalized exemplar. LeFevre et al. [10] map
the m-dimensional hyper-rectangle to a 2m-dimensional space in order to enable
machine learning algorithms to support classification learning from m-dimension
hyper-rectangle dataset.

Anonymized data has some similarities with interval-valued fuzzy sets (IVFS)
in the fuzzy system. In recent years, many studies about IVFS appeared like
[23-25]. However, due to the limitation of privacy model, we cannot obtain
anonymized data’s membership function which is vital for IVFS prediction. It
is currently hard to employ IVFS methods to solve the regression problem on
anonymized data. At the same time, the generalized samples can be regarded as
uncertain data. There are researches paying attention to the anonymized data
classification problem [18-21,26]. We refer to two basic hyper-rectangle repre-
sentation methods proposed by Inan [21] and use them for regression tasks. Man-
cuhan et al. train linear classification model upon anatomized data [26], with
a pruning method reducing the noise samples. Mancuhan et al. prune training
data based on location, which is different from our uncertainty-based pruning
method.
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Fig. 2. Example of original training data with two attributes Horsepower (horizontal
axis) and Weight (vertical axis). Points represent the position, not size.

3 Preliminaries

We restate several concepts:

(1) Original dataset. A dataset D is called a person-specific dataset for pop-
ulation P if each instance x; € D belongs to a unique individual p € P. We
call a D without anonymization as original dataset.

(2) Quasi-identifying identifier. A set of attributes are called quasi-
identifying identifier (QID) if there is background knowledge available to
the adversary that associates the quasi-identifying attributes with a unique
individual p € P.
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(3) Equivalence class. Equivalence class refer to a group of tuples. The tuples
in a equivalence class share the same quasi-identifier values.

(4) Original test dataset. An original test dataset O is a subset of D but has
no intersection with the original training dataset.

(5) Anonymized training data. A training dataset D that satisfies the fol-
lowing conditions is said to be anonymized training data Dy:
(1) The training data Dy does not contain any unique identifying attributes.
(2) Every instance x; € Dy is indistinguishable from at least other k — 1

instances in Dy with respect to its QID.

(6) Feature Representation method. Feature representation method fr is

a function to vectorize an anonymized instance or original instance.

Anonymity has a significant impact on the form of data. For the conve-
nience of understanding, a two-dimensional(horsepower and weight) dataset is
selected to illustrate. We selected 2 attributes of Auto MPG database from UCI
dataset [29]. We then randomly selected 300 records. With horsepower as the
horizontal axis and weight as the vertical axis, original data were drawn as
shown in Fig. 2. After that, original data were anonymized to different degrees
(k = 2,3,4,5). Hence we obtained the four graphs in Fig.3. Each rectangle
in Fig.3 represents an anonymized equivalence class. Each rectangle contains
at least k instances but the exact location of these instances in a rectangle is
unknown. As shown in Fig. 3, the average size of all rectangles is increasing with
k growing up.
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Fig. 3. Example of anonymized training data with two attributes: horsepower (horizon-
tal axis) and weight (vertical axis). Rectangle represents the range of possible values for
a sample point. Attribute values are processed with MinMaxScaler in Scikit-Learn [30]
for illustration.

4 Problem Definition and Solution

Most learning algorithms take the input data as points in an m-dimensional
space, where m is the number of attributes. For anonymized data instances,
attribute values are generalized into numerical value intervals or set of cate-
gory values like Tablel. An instance can be seen as a hyper-rectangle. The
main problem we address is how to utilize anonymized dataset for data-mining
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purposes, mainly for regression here. Clearly, we can represent each uncertain
hyper-rectangle with an explicit point and implement regression tasks based on
those points. That raises the problem of how to select the most appropriate
point(s) as the representative(s) of hyper-rectangles.

In this paper, we study how to use anonymized data to train a regression
model with better prediction performance on original data. We also study how
to improve the training performance by introducing Uncertainty-based Hyper-
Rectangle Pruning method (UHRP).

4.1 Feature Representation for Anonymized Data

The first problem is how to represent hyper-rectangles with numerical vectors.
At present, there is no recognized and effective method to represent anonymized
data, so we propose several heuristic methods to represent the generalized data
after anonymization. The regression model is more concerned with numerical
attributes. Three different numerical data representation methods are proposed.
For categorical data, we choose a more effective representation method accord-
ing to past experience [21]. The attributes in test dataset may be specific or
generalized. Details are as follow:

(1) Numerical Attributes: Generalization makes a specific numeric value a
range. Diverse from the classification problem, we should try to maintain the
accuracy of numerical data in the regression problem, so different numerical
intervals shall not be considered as various categories. For the released data of
most existing anonymize algorithms, the probability distribution on each value
interval is unknown. As we can see from the Fig. 4, firstly, it is easy to come up
with the idea that using the median of the interval to represent a numeric value.
Secondly, when we look through the anonymized algorithm, we can find that
the boundary value of interval is often the attribute value of some real records.
When the feature dimension of data is low, we can add hyper-rectangles’ corner
into training set which may provide more useful information. Thirdly, an interval
can be naturally expressed by a tuple with its upper and lower bound values.

Fig. 4. 3D hyper-rectangle with a central point and corner points. Black Stars repre-
sent corner points while green Circle represents a center point. (Color figure online)
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(2) Categorical Attributes: We treat each value that appears in the original
data category attribute as a class and represent it with one-hot in the fea-
ture vector. Similarly, we use multi-hot to represent the generalized value. At
the same time, considering the uncertain world hypothesis, according to prob-
ability values to deal with it. For example, for education attributes, “Masters”
can be expressed as vectors <0,0,0,1,0> and “Doctorate” can be expressed
as <0,0,0,0,1>. The generalized education attribute Graduate School can be
expressed as <0,0,0,1,1>. If the probability distribution of different genders is
unknown, it can be expressed as <0.5,0.5> according to the principle of maxi-
mum entropy [27].

From the above, we propose three Feature Representation methods as follows:

— FR1. Each data interval is represented by its average. If the numerical prob-
ability distribution on a given interval is unknown, we can choose to represent
the interval data with the midpoint of the interval. For example, for the inter-
val value of weight [2250, 2750), we can use the mid-point 2500 to express
it. For the data without generalization, such as 2250, we can directly use the
original accurate value 2250 to express it.

— FR2. A hyper-rectangle is represented by its center point in FRI. In FR2,
we add corners (the stars as shown in the Fig.4) on the basis of FRI. This
method is employed for anonymized training set.

— FR3. Each interval data is represented by the value of the upper and lower
bounds of the interval. For each numeric data type, this method can be used
regardless of generalization. For example, the above [2250,2750) generaliza-
tion data can be expressed as <2250,2750> and occupy two positions in the
eigenvector; while 2250 can also be expressed as <2250,2250> and occupy
two positions in feature vector.

4.2 Uncertainty-Based Hyper-Rectangle Pruning Method

The philosophy behind regression is that some data generating function, f(z),
exists, combined with additive noise, to produce observable target values y,

y=f(z)+e (1)

The € is termed irreducible noise or data noise. Generally the goal of regression
is to produce an estimate f(x), which allows prediction of point estimates (e is
assumed to have zero mean) [28]. However, when estimating the uncertainty of
y, additional terms must be estimated. Given that both terms of Eq. (1) have
associated sources of uncertainty, and assuming they are independent, the total
variance of observations is given by,

2 _ 2 2
Uy = Omodel + Onoise (2)

with o2, .., termed model uncertainty or epistemic uncertainty and o2 ;..

termed data uncertainty variance. Intuitively, hyper-rectangles with bigger “size”
have more “uncertainty” (aka measurement errors in linear regression). Given
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the anonymize algorithm and anonymity privacy model into account, we real-
ize that different equivalence class contains approximately the same number of
samples. Thus hyper-rectangles with larger uncertainty tend to introduce more
disturbance for model fitting. Our UHRP method filters out samples that bring
excessive noise and thus reduces the data noise and improves model performance.
How to quantify the uncertainty of hyper-rectangle still needs discussion. For
numerical attribute value, we can directly use the upper bound of the interval
minus the lower bound of the interval, and then normalmize it by dividing value
range just like Min-Max Normalization; For category attribute value, Shannon
entropy can be used to calculate uncertainty of the value according to its prob-
ability distribution. The hyper-rectangle’s uncertainty is obtained by sum the
uncertainty values of different attributes. We come up with two methods to
calculate total uncertainty of hyper-rectangle according to different attributes:

(1) Referring to the method of calculating cube volume, multiply all attributes’
uncertainty to get hyper-rectangle’s total uncertainty. For an instance z;
from anonymized dataset Dy, with |QID| = g and u,;, j = 1...q represents
the uncertainty of j;;, anonymized attribute of z;. Global uncertainty of z;
can be calculated as follows:

Ulzi) = H Ujj (3)

There are problems with this approach. On the one hand, when the sums of
all attributes’ uncertainty of two hyper-rectangles are the same, this app-
roach tends to choose “slender” hyper-rectangle. On the other hand, when
the upper and lower bounds of an interval are very close or even the same,
the uncertainty result of hyper-rectangle is near 0, which seriously reduce
the comparability.

(2) Adding up the uncertainties of different attributes. The uncertainty of x;
can be calculated as follows:

This approach still has a problem. Of the same volume, it favors more sym-
metrical hyper-rectangle when attributes’ uncertainties are nearly the same.

Considering the characteristics of anonymized data itself, problems approach
(1) is more likely to happen. Therefore, we choose the option (2). To be more
adaptable, the total uncertainty of a hyper-rectangle can be adjusted by adding
weight w; for each attribute as below:

q
Ulzi) =) wiu (5)

j=1
In UHRP, we will select and remove hyper-rectangles with too much noise as

circled in red in Fig. 3. The selection of hyper-rectangles is mainly by calculating
values’ uncertainty. Algorithm with O(n) complexity is as follows:
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Algorithm 1. Hyper-rectangle pruning algorithm

Input: Hyper-rectangles array [R;|=Ri1, Ra, ..., R, and
Remainder-Ratio 8. Each record has d uncertain attributes.
Output: Pruned hyper-rectangles
1 initialization global range and the global record uncertainty [U;] of [R;],
[U;] =0, i=1...n;

2 for k=1k<d;k+=1do

3 global_mazx=max{z[k]};

4 // x[k] is ky, uncertain attribute values of all records;
5 global_min=min{x[k]};

6 global_rangey, = global_max — global_min;

7for j=1;7<n;57+=1do

8 for k=1;k < d;k+=1do

9 sup= Upper{xz;[k]};

10 inf= Lower{z,;[k]};

11 // x;[k] is ky, uncertain attribute values of R;;
12 U, =U; + %;

13 Sort hyper-rectangles array [R;] by their uncertainty [U;] ascendingly;
14 return R[1...|B*n]];

4.3 TIllustration of Regression Models

Given training data (z;,y;),7 = 1...n, a regression model h with parameter w,
we try to solve the following optimization problem:

w,b= argmin29($i7yi7f7"» huw,b) (6)

w,b i—1

Linear Regression Model. The linear regression model is a simple and extensible
regression model, which is helpful for understanding our problems. With the
help of higher order features, nonlinear regression tasks can be achieved. We
select 1-order features and 3-order features respectively to train the model and
test on the same original test dataset. Given training data (x;,v;),i = 1l...n,
where x; € R? is a feature vector and y € R indicates the predicted value of z;,
1-order (7) and 3-order (8) linear regression model can be defined as follows:

bl () = w4 ™
h3 o(T) = wiz; + ngf + ng? +b (8)

w1,2,3,

For a regression model h, we train it with anonymized data Dy and test it on
original test dataset O. For each instance x; with label y;, we represent it with
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fr and give it to the model for training or prediction. Given a loss function L,
the cost O is as follows:

n

O(wi, iy fr H) = > L(h(fr(x:)), v:) (9)

=1
5 Experiments

5.1 Datasets and Anonymity Algorithm

We conducted experiments on Auto MPG dataset’ and Air Quality dataset?
from UCI Repository [29]. The Auto MPG dataset contains 350 records, includ-
ing the “model year of the car”, “horsepower”, “displacement”, “weight”, “num-
ber of cylinders”, and “fuel consumption of 100 km”. It has been used to explore
the relationship between vehicle fuel consumption and other parameters. We ran-
domly selected 300 records as training set and another 50 records as the test set.
Air Quality dataset contains more than 9000 pieces of data. Each piece of data
includes content information of air’s composition. Code is available on Github?.

Establishing VGH for each numerical attribute is unconvincing and signifi-
cantly increase the workload of data publisher so we chose a reformed Mondrian
algorithm [17]. It satisfies the requirement of k-anonymity without the need for
manual VGH. Reformed Mondrian makes data publishers free from designing
VGH for all attributes before releasing dataset. Reformed Mondrian makes the
generalized values difficult to know in advance. We took this into consideration
when representing category attributes.

5.2 Model Setup

Evaluation Method. In order to evaluate the prediction ability on original test
dataset, we selected the well-known Mean Absolute Error (MAE) as the measure.
Given predicting y; and target y;, ¢ = 1...n, MAE is calculated as follows:

MAE = Zi=i 9 vl (10)
n
Linear Regression Model. We chose the linear regression model provided in sk-
learn [30] tool and used the default parameters. The 3-order linear regression
models would be marked with the suffix ‘H’ following feature representation
method, just like “FRI-H”.

5.3 Analysis of Results

Evaluation of Feature Representation. In this part, we compared the per-
formance of linear regression models trained with anonymized data and original
data. At the same time, we evaluated the actual effects of three feature repre-
sentation methods (FR1, FR2, FR3).

! http://archive.ics.uci.edu/ml/datasets/ Auto+MPG.
2 http://archive.ics.uci.edu/ml/datasets/Air+Quality.
3 https://github.com/build2last/UHRP.
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(a) The degree of anonymity and feature representation. We studied the rela-
tionship between model performance and the parameter £ of k-anonymity. For
the smaller Auto MPG dataset, we set the value range of k as [1(original), 2, 3, 4,
5]. For Air Quality dataset, we set it [1(original), 8, 32, 64, 128]. In experiment,
we used three attributes of the dataset as features and a linear regression model
for prediction. Pruning mechanism was not employed here.

Table 3. Linear regression model performance (MAE) using different feature repre-
sentation methods with various privacy parameter k.

Data set k FR1 |FR1-H |FR2 |FR2-H|FR3 |FR3-H
Auto MPG (size 300+) |1(origin)| 6.54| 103.31|4.22 3.57 3.82| 3.25

2 4.82| 98.774.13 3.63 4.06| 3.55
3 7.31] 121.32/4.14 3.71 3.99 3.71
4 8.4 | 130.36 4.12 3.81 4.07| 3.42
5 4.13| 85.65|4.08 3.91 4.4 5.48
AirQuality (size 9000+) | 1(origin) [461.05| 297.22|97.22 | 99.95 | 86.93| 86.9
8 362.81| 383.17 /94 95.31 | 79.09| 85.13
32 191.17/1044.96 |192.73 | 94.72 | 79.64|117.03
64 221.5415220.48101.04|121.03 |118.2 |184.03
128 194.62|2740.58130.17|141.9 |146.41 150.76

Experimental results in Table 3 show that F'R1 is most sensitive to the change
of k. As the privacy protection parameter k growing, the performance of FR1 is
nearly always the worst. For small dataset (Auto MPGQ), the performance of the
models trained by anonymized data is of the same magnitude with the original
model. For large dataset (Air Quality), the anonymized model performance is
close to the original model when £ is less than 32. When k is greater than 32,
model train with anonymized data significantly deteriorate. That is where our
UHRP methods will play a role.

(b) Data dimension and feature representation. We have carried out experiments
on three different feature representation methods. Firstly, we conducted experi-
ments on original training dataset without anonymization. We train models on
the original training dataset and verified them on the original test dataset. Then
we conducted experiments on the anonymized dataset: for the smaller Auto MPG
dataset, we set the privacy parameter k to 2; For the larger Air Quality dataset,
we set k as 16 and 40. Then we conducted experiments respectively. In each set
of experiments, we adjusted the number of attributes involved in feature vectors
and implemented experiments on the linear regression models in Sect.4.3. The
experimental results are shown in Tables4 and 5.

FR1 is still the worst. On small datasets, FR3 performs better. FR2 per-
forms better on a larger dataset than others when anonymity is high. It can
be concluded that FR1 is a relatively poor method to represent hyper-rectangle
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Table 4. Performance of different feature representation methods on original training
data

Data set K
Auto MPG | Original

FR1 |FR2 |FR3 |FRI-H |FR2-H FR3-H
16.43| 5.91 3.89 | 171.52|4.26 3.53
12.77| 5.66| 3.81  128.28|4.48 3.34

6.54| 4.22| 3.82| 103.31]|3.57 3.25
6.53| 4.04| 3.58  101.58|3.63 3.14

119.71 4.11| 3.59 | 3283.54 | 3.45 3
97.68 | 94.88 94.54 | 271.01|94.9 94.16

44791 | 97.54 | 86.99  327.61|99.05 |87.04

461.05| 97.2286.93 | 297.22/99.95 |86.9

693.34 | 100.06 | 85.51 | 433.78 | 99.77 |85.46

513.51| 91.68 85.01 | 187.68|83.75 |84.75

Air Quality | Original

cnukww»—\cnukwwwz

Table 5. Performance of different feature representation methods on anonymized train-
ing data

Data set K
Auto MPG | 2

FR1 | FR2 |FR3 |FRI1-H | FR2-H FR3-H
16.78| 5.92 | 3.88 | 173.04| 4.33 3.62
12.96 | 591 | 3.96 | 112.67 | 4.78 3.56

4.82| 4.13 | 4.06 98.77 | 3.63 3.55
11.75| 4.06 | 3.66 89.78 | 3.71 3.19
7.76 | 4.02 | 3.66 96.7 3.52 10.17
91.01 | 91.28 | 89.26 | 452.33 | 89.18 95.79

236.28 | 92.03 | 80.87 | 631.23|90.96 87.33

239.3 |92.95 | 78.26 | 943.79 | 90.69 90.97

209.9395.64 | 79.53 | 736.45|91.73 94.49

171.89 | 89.86 | 76.87 | 549.57 | 84.18 | 100.17
86.6 |90.51 |89.84 | 623.38|92.43 95.71

164.01 | 91.38 | 140.83 | 556.53 | 95.75 | 175.87

162.88 1 91.56 | 117.32 | 169.08 | 91.46 | 175.59

163.35 | 93.65 | 133.99 | 565.79 | 93.76 | 216.69

155.65 | 88.83 | 123.8 | 3058.54 | 89.75 | 335.65

Air Quality | 16

Air Quality | 40

W%MMHU‘%O&M»—‘U‘%NN}»—‘Z

which only uses the geometric center. FR2 method added hyper-rectangle corner
data on the basis of FRI which significantly improve the model performance.
Experiments of FR3 show that the method of using the lower and upper bound
to represent the interval value can achieve much better results than FRI1. At
the same time, the experimental results show that FR2 and FR3 are feasible
methods to represent anonymized data.
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Fig. 5. Model’s performance before and after pruning for Air Quality dataset with 5
features. The horizontal axis represents the k from 20 to 100. The vertical axis is the
test results MAE on original test dataset.

Evaluation of UHRP Method. In this part, we compared model’s perfor-
mance changes before and after pruning.

It should be emphasized here that remainder-ratio () is still determined
according to experience. (3 is not fixed for different representation methods. We
choose remainder-ratio (3) from 0.5 to 1 (interval=0.1) with the average best
performance by fixing the anonymity degree (k=40 and £ =80). For FRI-H and
FR2-H we set 3 = 0.8. For FR3-H we set 3 = 0.99 with more precise parameter
tuning between 0.9 to 1 with interval 0.01 because of its curve changes gently.

As shown in Fig.5, our UHRP method can effectively reduce more than
20% MAE on average in most cases (except for FRI-H with k less than 30),
especially when k over 70. It means that our UHRP method can effectively
improve the performance of linear regression model on anonymized dataset when
data uncertainty is large.

6 Conclusions

In this paper, we do researches on how to better utilize anonymized dataset,
for regression model training and predicting original data. We propose several
feature representation methods that are compatible with anonymized data and
original data. Experiments show the regression model trained with anonymized
data can be expected to do as well as the model trained on original dataset under
certain conditions. When training set’s anonymity degree is high, the pruning
method UHRP improve linear regression model’s performance effectively. At the
same time, UHRP can reduce the number of training samples, thus improve the
efficiency of model training.

For future work, methods to filter anonymized data for model training will be
further studied. Although pruning method leads to performance improvement,
the adjustment of remainder-ratio needs more research to improve UHRP’s
applicability and interpretability in different scenarios.
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Abstract. Predicting the association of miRNA with disease is an important
research topic of bioinformatics. In this paper, a novel meta-path based approach
MPSMDA is proposed to predict the association of miRNA-disease. MPSMDA
uses experimentally validated data to build a miRNA-disease heterogeneous
information network (MDHIN). Thus, miRNA-disease association prediction is
transformed into a link prediction problem on a MDHIN. Meta-path based
similarity is used to measure the miRNA-disease associations. Since different
meta-paths between a miRNA and a disease express different latent semantic
association, MPSMDA make full use of all possible meta-paths to predict the
associations of miRNAs with diseases. Extensive experiments are conducted on
real datasets for performance comparison with existing approaches. Two case
studies on lung neoplasms and breast neoplasms are also provided to demon-
strate the effectiveness of MPSMDA.

Keywords: Heterogeneous Information Network - Meta-paths + MiRNA -
Disease * Association prediction - Link prediction

1 Introduction

With the rapid development of molecular biology and biotechnology, mounting bio-
logical observations and studies have indicated that microRNAs (miRNAs) plays a
very important role in many biological processes [1-5]. In addition, emerging evi-
dences imply the strong links between miRNAs and diseases [6—8]. Therefore, pre-
dicting the association of potential miRNAs with disease is important for understanding
the etiology and pathogenesis of the disease. Early studies on the association of miRNA
with disease were based on biological experiments, but the experimental cycle was
long and costly. Therefore, computational biology methods to predict the association of
miRNA with disease have become an important research topic of bioinformatics.
MiRNA-disease association is in fact a link prediction problem on a miRNA-
disease network [9]. At present, there are a few of methods for solving this problem.
These methods are mainly summarized as: (1) Neighbor information based predic-
tion. Xuan et al. [10] proposed HDMP which integrates the similarity between the
disease terms and diseases to infer functional similarity between miRNAs. Luo et al.
[11] proposed a prediction method based on transduction learning using local neigh-
bors of different node types. (2) Random walks based prediction. Chen et al. [12].
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presented the RWRMDA model to predict potential miRNA-disease association by
adopting random walks on the miRNA functional similarity network. Liu et al. [13] and
Liao [14] proposed a method for predicting miRNA-disease association by random
walks in a network composed of multiple data sources. (3) Machine learning based
predictions. A semi-supervised method (RLSMDA) proposed by Chen et al. [15]
which uses a regularized least squares to construct a continuous classification function
that represents the probability that each miRNA is associated with a given disease.
Chen et al. [16] also proposed an association prediction method (RBMMMDA) based
on restricted Boltzman model. (4) Path-based prediction. You [17] et al. proposed an
efficient path-based prediction in 2017, which uses a depth-first search algorithm to
integrate disease semantic similarity, miRNA functional similarity, and known human
miRNAs-association and Gaussian kernel similarity to predict potential miRNA-
disease associations. Zhang et al. [18] proposed a path-based approach based on the
Katz method to predict associations. In addition to the main types of methods, Chen
et al. proposed methods such as HGIMDA [19] and WBSMDA [20] to predict asso-
ciations based on miRNA-disease heterogeneous networks.

There have been many research results for the prediction of miRNAs with disease
association. However, existing methods still have following shortcomings. (1) The
neighbor-based predictions only consider the k neighbor nodes of a certain node when
making predictions, thus ignoring some other useful information in heterogeneous
networks. (2) The existing random walks based predictions do not adequately consider
different biological data sets. For example, the relationship between miRNA and dis-
ease, and the like. Thus, the association of new diseases not associated with any other
known miRNAs cannot be predicted. (3) Machine learning-based predictions are
generally limited by the representation of miRNA and disease features and how to deal
with model designs with positive sample data. (4) The existing path-based methods
have also certain limitations. First, in order to improve the efficiency of the method,
PBMDA [17] set the length of the path to be 3, and the edge with a weight less than 0.5
in the network is deleted. Although it saves a lot of time, it does not make full use of
the valuable path information in the constructed miRNA-disease network. In the Katz-
based prediction proposed by Zhang et al., [18] the number of paths between miRNA
nodes and disease nodes at different lengths is counted and then combined as the final
predicted score. The higher the predicted score, the more likely the association between
miRNA and disease. However, similar to PBMDA, Zhang’s method also does not fully
utilize the path information between nodes, and the prediction effect is not very
satisfactory.

To overcome the mentioned shortcomings of the existing methods, this paper
proposes a novel meta-path similarity based miRNA-disease associations prediction
approach (MPSMDA). MPSMDA uses a variety of the latest biological datasets to
construct a heterogeneous miRNA-disease network (HMDN) based on the verified
miRNA-miRNA, disease-disease, and miRNA-disease relationships. Then, a novel
meta-path based similarity proposed to measure the associations between a miRNA and
a disease. Since different meta-paths between miRNAs and diseases express different
latent semantic associations, MPSMDA makes full use of all possible meta-paths to
predict the associations of miRNAs with diseases. Finally, extensive experiments are
conducted on real datasets for performance comparison with existing approaches. Two
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case studies on lung neoplasms and breast neoplasms also provide to verify the
effectiveness of our methods.

2 Construction of MiRNAs-Diseases Heterogeneous Network

In this section, we present how to construct a miRNA-disease heterogeneous network
(HMDN). A HMDN consists of three relationships: miRNAs similarity, diseases
similarity, and miRNA-disease associations. In the follows, we describe how to
establish these relationships based on datasets.

(1) The experimentally verified miRNA-disease association datasets was down-
loaded from two popular databases, HMDD v2.0 [21] and miR2Disease [22]. A total of
6,313 associations between 577 miRNAs and 336 diseases are available after removing
duplications. The adjacency matrix Y is constructed to describe the confirmed asso-
ciation of miRNA with disease. Namely, if miRNA m is recorded to be associated with
disease d, the entry of Y(m,d) is equal to 1, otherwise 0.

(2) The experimentally valid miRNA similarity datasets have small scale and data
sparse problems, According to the method proposed by Zhang et al. [18]. miRNA-gene
data, verified miRNA-disease associations information, miRNA family data, miRNA
cluster information are combined to establish the miRNA similarity network.

RS(my,my) = o % RSG(my,my) + B« RSC(my,my) + v

* RSF(my,my) + (1 — o — B — v) * RSD(my, my) m
We consider that miRNAs sharing the same gene are more likely to be similar, so
the similarity between miRNAs can be calculated by association data between miRNA
and target genes and the similarity value is recorded as RSG. MiRNAs can influence
and regulate the occurrence and development of diseases. We believe that miRNAs
affecting the same or similar diseases are more likely to have a potential association. So
the miRNA similarity based on disease can be calculated as RSD. In order to make the
calculation of similarity between miRNAs more accurate, we consider to propose the
similarity between miRNAs from the perspective of miRNA itself. We selected family
information of miRNA and cluster information of miRNA. miRNAs belonging to the
same family and same cluster are more likely to be similar to miRNAs which belonging
to different family and clusters. We can calculate the similarity score RSF and RSC
based the family and cluster information of miRNAs. Then the final miRNA similarity
is composed of four weighted parts. We finally obtain a miRNA similarity network
which contains 71,053 associations among 577 miRNAs.
(3) The similarity between two diseases DS(d;, d,) is established by integrating the
semantic similarity (SS) and functional similarity (FS) of two diseases

DS(dl,dz) =0 * FS(dl,dz) + (1 — Ot) * SS(dl,dz) (2)

Wang et al. [23] used a the disease structure of a directed acyclic graph(DAG) to
calculate the semantic similarity (SS) of diseases. In a DAG, first, we choose two
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diseases ¢ and d, Suppose # is the ancestor node of d or 7 is the same as d, we define the
semantic contribution of ¢ to d:

l,t=d
Calt) =f(x) = {max{O.S x Cq(t")|f' € children of t}, t #d 3)

According to C,(¢) (the semantic contribution of diseases), we can calculates the
semantic contribution of any disease to other diseases. By comparing disease C;(t) of
two disease, we can calculate the semantic similarity score between each disease as
follow

B > ier(an) (@) (Ca (1) + Cay (1))
ZteT(dl) Cd1 (t) + ZtET(dz) Cdz(t)

SS(dy,d») (4)

Where T(d) is the set of diseases, which include all disease nodes in DAG.

However, if we only use the semantic information of the disease to construct a
semantically similar network, there will be data sparsity problems. Therefore,
according to the method of Zhang et al., disease function information can be consid-
ered. The disease functional similarity is measured by disease-target interactions. In the
DisGeNet database [24], which contains the probability value and log likelihood scores
(LLS) of each interaction between two genes. We calculate the similarity of diseases,
based on the similarity of genes, according to the theory that functionally similar genes
have a greater probability of regulating similar diseases, The function similarity score
between each disease as follow

des(dl) LLSN(g’ S(d2)) + des(dz) LLSN(ga S(dl))
[S(d1)| +S()]

FS(d,,d,) = (5)

where S(d,) and S(d,) represent the gene sets related to disease d; and d; respectively.
|S(dy)| and |S(d,)| are the numbers of genes in disease sets S(d;) and S(d,), respec-
tively. LLSy is a max-min normalization of the LLS value. LLSy(g,S(d)) is the
maximum LLSy value between g and genes from the set S(d).

Then, by integrating disease function similarity (FS) and disease semantic simi-
larity (SS) of diseases, we obtain a disease similarity network which contains 112896
similar associations between 336 diseases (DSN).

Finally, we combine miRNA similarity network, disease similarity network and
experimentally valid miRNA-disease interactions to get the whole miRNAs-diseases
heterogeneous information network.

3 MiRNA-Disease Association Prediction

In this section, we first introduce a novel meta-path based similarity of miRNA-disease.
Then, miRNA-disease association prediction is carried on based on this similarity
measure.
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3.1 Meta-path Similarity of MiRNA-Disease

For the convenience of description, we first introduce heterogeneous information
network and meta-path.

A heterogeneous information network (HIN) is defined as a multi-typed directed
network G(V,E, ¢,A,R), where V is a set of |V| vertices and E is a set of |E| edges
between vertices. There is a type mapping function ¢ : V — A with A as the set of
vertex types, i.e., each vertex v € V belongs to a particular vertex type in A. Analo-
gously, there is also an edge type mapping function s : E — R with R as the set of edge
types, i.e., each edge e € E belongs to a particular edge type in R.

The constructed miRNA-disease network is a typical HIN with two types of ver-
tices: miRNA vertex and disease vertex. Accordingly, edges in this network can be
defined between different types of vertices. For example, an association from a miRNA
to a disease can be represented by edge(m,d) € E, where m,d € V, ¢(m) = miRNA,
¢(d) = disease, and (m,d) = miRNA — disease; symmetrically, the edge(m,d)
represents that the disease d is associated with the miRNA m. An illustration of
miRNA-disease HIN is shown in Fig. 1.

Fig. 1. An illustration of miRNA-disease HIN

In a MDHIN, the paths connecting two vertices present different semantics. In
many cases, it is necessary to know the semantics of the paths, which may help
understand the reasons why two vertices are closely related to each other. Because of
the multiple types for vertices and edges, the paths from one vertex to another can also
be associated with multiple types. We use the concept meta-path to represent the
type/semantics of a path.
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A L-length meta-path in a MDHIN is an ordered sequence of L edge types con-
necting two vertices with type A; and type Ar.;, denoted by Py =A; —&
Ay —F ... Rt Ap | where A, € A and R; € R. An instantiation of Py, is a path in
G, denoted by p = (vi,v2,...vr41), satisfying ¢(v;) =A;,Vi=1,2,...T+1 and
l//(V,‘,V,‘.;,.]) = R,', Vi = 1,2, . T

For example, in our miRNA-disease HIN, Py, = (miRNA-disease-miRNA-disease)
represents a meta-path, where miRNA, disease € A and disease — miRNA,
miRNA — disease € R. An instantiation of this meta-path connects a miRNA and a
disease by their directly connected miRNA and disease. The two simple examples of
meta-path is shown in Fig. 2(a, left) and (b, right). Different meta-paths usually convey
different semantics. For example, “M-M-D” path shows that if a miRNA is associated
with a disease, then other miRNA similar to the miRNA will be potential associated
with the disease; “M-D-D” path shows that if a disease associated with a miRNA, then
other disease similar to the disease will be potential associated with the miRNA.

similar / t association

Fig. 2. The meta-path examples: (a) miRNA-disease-disease (M-D-D) (b) miRNA-miRNA-
disease (M-M-D)

In order to measure the association of a miRNA with a disease in a MDHIN, a
novel meta-path based similarity is proposed and defined as follows.

Definition 1. Let Py, be a meta-path in a MDHIN. The similarity based P), between a
miRNA m and a disease d is denoted by S(m, d|Py) and defined as

pathcount(m, d|Py) X (ﬁ + ﬁ)

S(m, d|Py) =
(m,d|Py) (Lm) % Zj pathcount(m, j|Py) + ﬁ x Y. pathcount(i, d|Py)

(6)

In Eq. (6), pathcount(m, d|Py;) means the number of paths connecting a miRNA m
and a disease d following the specified meta-path Py,. deg(m) and deg(d) are degrees of
m and d. 3, pathcount(m, j|Py ) is the total number of paths that satisfy the meta-path
Py with m as the source node. >, pathcount(i,d|Py) is the total number of paths
specified by the meta path P, with d as the target node.
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The idea of similarity measure defined in Eq. (6) is initiative. In real-world, two
objects are said to be highly related to each other when the strength of their relationship
is high and the number of relationships with other objects is less. i.e., two objects are
said to be highly related to when the exclusivity and the strength of their relationship
are high. To mathematically represent the idea, we take the sum of the inverse of vertex
degree of the source and target objects and multiply it by all the number of the paths
connecting the source and target object. Then for normalization, we divide it by sum of
the average the number of the paths between source object and target object.

We use an example to demonstrate our definition. Considering a meta-path
Py = “miRNA-miRNA-disease (M-M-D)” in Fig. 1, given a source miRNA m1 and a
target disease d2, we have pathcount(ml,d2|Py) =1, °(ml) =4 and °(d2) =6,
>_;pathcount(m1,jiMMD) = 3. i.e. there are a total 3 of M-M-D meta-paths with m1
as the source. We also have >, pathcount(i, d2|MMD) = 3. Thus the similarity scores
of ml and d2 with the meta-path M-M-D can be calculated as 0.333 by following
equations.

1 x (1/4+1/6)
1/4x3+1/6x3

S(m1,d2|MMD) = =0.333

3.2 Meta-path Based MiRNA-Disease Association Prediction

In a MDHIN, there are different meta-paths connect two objects. Different paths have
different semantic meanings, for examples in Fig. 2. Therefore, it is significant to
consider different paths in the procedure of similarity calculation. We then introduce a
systematic approach to measure the similarity between objects in a MDHIN.

The MPSMDA uses the meta-path based similarity defined in Eq. 6 to measure the
association between objects in MDHIN. The meta-path similarity scores of different
paths are combined with a constant that dampens contributions from longer paths.
Because of the proposed similarity is based on the meta-path-based relevance frame-
work, it can capture effectively the subtle semantics of search meta-paths. Conse-
quently, we combined the similarity score of different meta-paths with a non-negative
coefficient o to adjust the contributions of the different meta-paths with distinct path
length. The similarity score between a miRNA m and disease d is then defined as

score(m,d) Zot X Z m,d|P;)) (7)
Pico,

where L is the length of meta-path. ¢, is the set of all types of meta-paths from miRNA
m to disease d with path length L. P; is a meta-path instance of ¢;.
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All possible meta-paths with path length L = 3 are shown in Fig. 3. There are four
types of meta-paths from a miRNA node m to a disease node d, such as miRNA-
diseasemiRNA-disease (M-D-M-D), miRNA-disease-disease-disease (M-D-D-D) and
so on. Usually, a short path may contribute more than a long path. Different choices for
« lead to diverse similarity values between miRNAs and disease. Given a disease d and
a miRNA m (m isn’t associated with d), when k = 4, the similarity score is calculated
as follows

score(m,d) = o * (S(m,d|MD))
+ o*(S(m,d|MMD) + S(m,d|MDD))
+ o (S(m, d|MDDD) + S(m,d|MMDD)
+ S(m,d|MMMD) + S(m,dMDMD))
+ o*(S(m, d|MMMDD)
+ S(m,d|MMMMD) + . . .)

L=1 L=2 L=3 L=4
O—O—0O OO0 o—C—C0—0O0——0
O—O0O—C——0O
O—O0—0 O—CO—OC—C—0O
O—CO—C——0
O—O—O0——0O—-=0
O—O0—0——0
O—O—C—0—=0
() miRNA
O—CO—O0—C—0O
O Disease o—O0—0O0—0O0—0
O—O—OC—C—0O
O—O—O0—C—0O

Fig. 3. The different paths with distinct lengths

After calculating all possible miRNA-disease pairs in a MDHIN, each pair of
miRNA-disease could be obtained a final score representing the association confidence
between this miRNA and disease, i.e., the higher score they obtain, the more closely
related they should be.

4 Experiments and Results

4.1 Evaluation of Prediction Performance

We evaluate the result of our method to predict potential disease-related miRNAs by
5-fold-cross validation. For a given disease d, the associated relationships are randomly
divided into five subsets, four of which are used as known information to predict
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candidate miRNAs; the last subset is used for testing. All the unknown miRNAs are
contained in the disease-related miRNA candidate pool. The similarity scores of the
disease for each miRNA are computed using MPSMDA. We rank the candidate
miRNAs according to their relevance scores. The higher the ranking of the candidate
miRNAs, the better the prediction performance will be. For a certain threshold, a
miRNA with a relevance score higher than the threshold indicates that our method
predicts that the miRNA is associated with a disease d. Otherwise, the miRNA is
identified to be unconnected with a disease, d. The true positive rate (TPR) and the
false positive rate (FPR) are calculated by varying the threshold to obtain the receiver
operating characteristic (ROC) curves.

P

TPR = — (8)
TP + FN
FP
FPR= —— )
FP+TN

where TP and TN are the number of correctly identified positive and negative samples,
respectively. FP and FN are the number of incorrectly identified positive and negative
samples, respectively. The areas under ROC curves (AUC) were also calculated for a
numerical evaluation of model performance. AUC = 0.5 denotes a purely random
prediction while AUC = 1 denotes a perfect prediction.

4.2 Comparison with Other Existing Methods

Evaluating Global Performance

In our all experiments, when the length of meta path from 1 to 4 (k = 4) and o is 0.1,
better performance is obtained. We tested the performance of MPSMDA for all dis-
eases in 5-fold-cross-validation. We randomly divided all known verified miRNA-
disease associations into five uncrossed parts, of which one was regarded as test set and
the other four were used for training set in turns.

We selected the following four representative method with high performance to
compare with the proposed study: WBSMDA [20], RLSMDA [15], HDMP [10],
PBMDA [17]. RLSMDA is representative of machine learning methods. WBSMDA is
a method to uncover the potential miRNA-disease associations by integrating several
heterogeneous biological datasets. HDMP is a neighborhood-based method, it con-
siders similarities of k nearest neighbors. PBMDA is also a novel path-based method.
As a result, the reliable AUC = 0.929 were obtained by MPSMDA, other four meth-
ods, PBMDA, RLSDAM, HDMP, WBSMDA achieved AUCs of 0.917, 0.854, 0.835
and 0.814. Respectively, which was observed that MPSMDA obtained the best per-
formance based on 5-fold-CV. The ROC curves of MPSMDA and other methods are
shown in Fig. 4.
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Fig. 4. The comparison results between MPSBMDA and other four computational models in
terms of global 5-fold-CV

Evaluating Specific Diseases Performance

To further evaluate the ability of our method, we selected HDMP [10], RWRMDA
[12], RLSMDA [15], Katz-ML [18] with our method MPSMDA to compare their
performance in the same fifteen specific diseases by 5-fold-cross-validation.
RWRMDA is one of classical prediction methods based random walk; Katz-ML is also
a path-based method proposed by Zhang et al. Because our method MPSMDA is also
belong to a path-based type method. We can compare prediction performance with
different other path-based methods to prove the advantage of our method. For each in
these fifteen diseases, the number of associations is above 75 and maximum and
minimum are 250 (in hepatocellular carcinoma) and 76 (in acute myeloid leukemia)
respectively. The number of known associations of those 15 diseases is 243, 171, 118,
137, 157, 165, 129, 117, 134, 205, 106, 133, 93, 76, 250 in order.

We obtained superior performance with average AUC values of for MPSMDA,
respectively. The predicted results of our methods and the other methods (HDMP,
RLSMDA, RWRMDA, Katz-ML) are shown in Table 1. The average AUC values of
HDMP, RLSMDA, RWRMDA, Katz-ML are 0.815, 0.825, 0.799 and 0.919 respec-
tively. As indicated in bold font, the average AUC values of MPSMDA, is better than
the average value of these methods by 11.9%, 10.9%, 13.5%, 13.5% and 1.5%.



44 H. Lv et al.

Table 1. Prediction results of MPSBMDA and the other four methods for 15 diseases in terms
of AUC

Disease name AUC
HDMP | RLSMDA | RWRMDA | Katz-ML | MPSBMDA

Breast neoplasms 0.803 [0.831 0.785 0.944 0.983
Colorectal neoplasms 0.796 |0.832 0.793 0.892 0.934
Glioblastoma 0.702 |0.712 0.680 0.910 0.938
Heart failure 0.765 |0.740 0.722 0.920 0.937
Lung neoplasms 0.835 [0.853 0.827 0.949 0.965
Melanoma 0.795 |0.805 0.784 0.906 0.959
Ovarian neoplasms 0.883 |0.905 0.882 0.890 0.944
Pancreatic neoplasms 0.893 |0.885 0.871 0.945 0.943
Prostatic neoplasms 0.855 |0.836 0.823 0.890 0.914
Stomach neoplasms 0.778 10.795 0.779 0.925 0.912
Urinary bladder neoplasms | 0.849 | 0.848 0.821 0.898 0.903
Renal cell carcinoma 0.832 |0.842 0.815 0.882 0.875
Squamous cell carcinoma |0.822 |0.850 0.819 0.912 0.935
Acute myeloid leukemia | 0.854 |0.852 0.839 0.925 0.929
Hepatocellular carcinoma |0.762 |0.795 0.749 0.944 0.945
The Average AUC 0.815 |0.825 0.799 0.919 0.934

4.3 [Evaluating Performance on a New Disease Prediction

For a miRNA-disease association prediction method, it is important to be able to
predict unknown diseases and their association relationship. We evaluated the per-
formance of MPSMDA to predict new diseases. We deleted all known relations of the
concerned disease with miRNAs. Thus, we treat this disease as a new disease, which
has no information about related miRNAs. Then, we performed predictions for each
new disease. Then we validated the prediction result with dbDEMC [25], miRCancer
[26] and miRASNP [27]. Then we use the result on Colorectal neoplasms for
demonstration as shown in following Table 2. As a result, 48 out of top-50 predicted
miRNAs have been verified to be associated with colorectal neoplasms by three
database. Based on prediction situation, we can conclude that MPSMDA can achieve
the reliable prediction performance for a new disease. Most importantly, it also
demonstrates that our model is indeed applicable to predict association relationship of a
new disease.



Meta-path Based MiRNA-Disease Association Prediction

Table 2. The top 50 Colorectal neoplasms - related candidates.

Rank | miRNAs Evidence Rank | miRNAs Evidence
1 has-mir-425 | dbDEMC, miRCancer | 26 has-mir-452 | dbDEMC, miRCancer
2 has-mir-519e | dbDEMC 27 has-mir-513a | dbDEMC
3 has-mir-296 | dbDEMC, miRCancer | 28 has-mir-506 | miRdSNP
4 has-mir-520b | dbDEMC, miRCancer | 29 has-mir-488 | dbDEMC, miRdASNP
5 has-mir-493 | dbDEMC 30 has-mir-520c | dbDEMC
6 has-mir-365b | dbDEMC 31 has-mir-361 | dbDEMC, miRdSNP
7 has-mir-1290 | dbDEMC 32 has-mir-1249 | dbDEMC
8 has-mir-450b | miRCance 33 has-mir-204 | dbDEMC, miRCancer
9 has-mir-450a | AbDEMC 34 has-mir-302d | dbDEMC
10 has-mir-320e | dbDEMC, miRCancer | 35 has-mir-502 | dbDEMC
11 has-mir-508 | dbDEMC 36 has-mir-153 | dbDEMC
12 has-mir-526b | dbDEMC 37 has-mir-519d | dbDEMC
13 has-mir-661 | dbDEMC 38 has-mir-30d | dbDEMC
14 has-mir-650 | dbDEMC 39 has-mir-516a | dbDEMC
15 has-mir-191 | dbDEMC, miRCancer | 40 has-mir-147a | unconfirmed
16 has-mir-519¢ | dbDEMC 41 has-mir-320d | dbDEMC, miRdSNP
17 has-mir-517a | dbDEMC, miRCancer | 42 has-mir-302a | dbDEMC
18 has-mir-744 | dbDEMC 43 has-mir-515 | dbDEMC
19 has-mir-320b | dbDEMC, miRCancer | 44 has-mir-365a | dAbDEMC
20 has-mir-202 | dbDEMC, miRCancer | 45 has-mir-383 | dbDEMC
21 has-mir-302¢ | dbDEMC 46 has-mir-320c | dbDEMC, miRdSNP
22 has-mir-151b | unconfirmed 47 has-mir-32 dbDEMC, miRdSNP
23 has-mir-130b | dbDEMC, miRCancer | 48 has-mir-30c | dbDEMC
24 has-mir-374a | dbDEMC, miRCancer | 49 has-mir-516b | dbDEMC
25 has-mir-302b | dbDEMC 50 has-mir-98 dbDEMC, miRdSNP

4.4 Case Studies: Lung Neoplasm and Breast Neoplasm

45

Case studies of two diseases, lung neoplasms and breast neoplasms, are analyzed for
further evaluation of the ability of our method to predict potential miRNA-disease
associations. The top 30 predictive results are then confirmed using the following three
databases: dbDEMC [25], miRCancer [26] and miRASNP [27]. The results are shown
in Tables 3 and 4. For lung neoplasms, associations with the three miRNA candidates,
hsa-mir-199a-2, and hsa-mir-92a-2 do not appear in the above three databases. 29 out

of top-30 predicted miRNAs have been verified to be associated with Breast neoplasms

in the three databases. We conclude that these case studies demonstrate that our method
is powerful and effective for predicting miRNA-disease associations with a high level

of reliability.
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Table 3. The top 30 Lung neoplasms - related candidates.

Rank | miRNAs Evidence Rank | miRNAs Evidence
1 has-mir-1236 | dbDEMC 16 has-mir-195 dbDEMC, miRCancer
2 has-mir-218 dbDEMC, miRCancer | 17 has-mir-92a-2 | unconfirmed
3 has-mir-451a | dbDEMC 18 has-mir-141 | dbDEMC, miRCancer
4 has-mir-125b-2 | dbDEMC, miRCancer | 19 has-mir-302¢c | dbDEMC
5 has-mir-199a-2 | unconfirmed 20 has-mir-130a | dbDEMC
6 has-mir-429 dbDEMC, miRCancer | 21 has-mir-373 | dbDEMC
7 has-mir-16 miRCancer 22 has-mir-15a | dbDEMC, miRCancer
8 has-mir-16-2 miRCance 23 has-mir-708 | dbDEMC
9 has-mir-24 dbDEMC, miRCancer | 24 has-mir-99a | dbDEMC

10 | has-mir-15b dbDEMC, miRCancer | 25 has-mir-367 | dbDEMC

11 has-mir-106b | dbDEMC 26 has-mir-128-1 | dbDEMC

12 has-mir-151a | dbDEMC 27 has-mir-625 | dbDEMC

13 has-mir-193b | dbDEMC 28 has-mir-296 | dbDEMC

14 | has-mir-149 dbDEMC, miRdSNP |29 has-mir-378a | dbDEMC

15 has-mir-302b | dbDEMC, miRCancer | 30 | has-mir-367 | dbDEMC

Table 4. The top 30 Breast neoplasms - related candidates.

Rank | miRNAs Evidence Rank | miRNAs Evidence
1 has-mir-1293 | dbDEMC 16 has-mir-130b | dbDEMC, miRdSNP
2 has-mir-185 | dbDEMC, miRCancer | 17 has-mir-19b-2 | dbDEMC
3 has-mir-330 | dbDEMC, miRCancer | 18 has-mir-138-2 | unconfirmed

4 has-mir-186 | dbDEMC, miRdASNP | 19 has-mir-138 | dbDEMC, miRCancer
5 has-mir-95 dbDEMC 20 has-mir-192 | dbDEMC, miRdASNP
6 has-mir-219-2 | dbDEMC 21 has-mir-370 | dbDEMC, miRCancer
7 has-mir-449b | miRCance, miRdSNPr | 22 has-mir-92b | dbDEMC, miRdSNP r
8 has-mir-99a | dbDEMC, miRCancer |23 has-mir-542 | dbDEMC
9 has-mir-130a | dbDEMC, miRCancer | 24 has-mir-574 | miRCancer

10 has-mir-32 dbDEMC, miRCancer |25 has-mir-212 | dbDEMC, miRCancer

11 has-mir-372 | dbDEMC, miRdSNP |26 has-mir-517a | dbDEMC

12 has-mir-449a | dbDEMC, miRCancer |27 has-mir-15b | dbDEMC

13 has-mir-153 | dbDEMC, miRCancer |28 has-mir-378a | dbDEMC

14 has-mir-142 | miRCancer 29 has-mir-494 | dbDEMC

15 has-mir-106a | dbDEMC, miRdSNP | 30 has-mir-503 | dbDEMC

5 Conclusion

With the rapid development of biotechnology, many studies have shown that miRNAs
play a critical role in multiple biological processes as well as the developments and
progressions of various human diseases. We proposed a novel approach based on a
meta-path similarity to predict potential disease-related miRNAs. We constructed
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miRNA-disease heterogeneous network by three kinds of experimental validated
datasets, miRNA-miRNA similarity network, disease-disease similarity network,
miRNA-disease association network. The comprehensive data are beneficial in
enhancing performance. We proposed MPSMDA by considering network topological
information and meta-paths semantic information. The results of experiments by
comparing with other methods confirms MPSMDA’s superior performance. MPSMDA
is also successfully applied to diseases without any known miRNAs. The case studies
on two diseases further show that MPSMDA has a strong ability to discover candidate
disease miRNAs.

There are still some potentials to further improve the performance of MPSMDA.
First, with the update of biological datasets, more and more miRNA-disease relation-
ships have been verified, and the latest biological data can influence the performance of
MPSMDA. Second, the constant o we use to combine the similarity score of different
paths is fixed, and it limit the improvement of our method. In the future, we can learn
the parameters via a machine learning approach to further improve prediction
performance.
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Abstract. The online medical community websites have attracted an
increase number of users in China. Patients post their questions on
these sites and wait for professional answers from registered doctors.
Most of these websites provide medical QA information related to the
newly posted question by retrieval system. Previous researches regard
such problem as question matching task: given a pair of questions, the
supervised models learn question representation and predict it similar or
not. In addition, there does not exist a finely annotated question pairs
dataset in Chinese medical domain. In this paper, we declare two gen-
eration approaches to build large similar question datasets in Chinese
health care domain. We propose a novel deep learning based architec-
ture Siamese Text Matching Transformer model (STMT) to predict the
similarity of two medical questions. It utilizes modified Transformer as
encoder to learn question representation and interaction without extra
manual lexical and syntactic resource. We design a data-driven transfer
strategy to pre-train encoders and fine-tune models on different datasets.
The experimental results show that the proposed model is capable of
question matching task on both classification and ranking metrics.

Keywords: Health care + Question matching - Transfer learning

1 Introduction

With the great improvement of public health consciousness, it is hard for tradi-
tional offline medical services to meet the rapidly increasing demands. To satisfy
public health care demands, some medical communities, such as xywy.com and
www.dxy.com, offer abundant medical knowledge, question answering and other
online services. As shown that the number of users in online medical communities
has increased to 192 million at the end of 2017'.
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Usually, users can not get a timely answer from online doctors, and instead,
they have to wait hours even days for response from online doctors. Actually,
the medical communities have a large number of solved medical QA pairs in
database. Most of these websites exploit retrieval systems to search related ques-
tions for new posted queries, and return topK QA results by computing the word
correlation scores. The major challenge of this kind of retrieval system is lexical
gap between different expressions of patients. For instance, for the query “Do
hypertension patients require long-term medication?”, similar question would be
“When can hypertension patients stop taking medicine?”, however, they have
very low similarity score because they have few overlap words. On the other hand,
the dissimilar question “Do hyperlipidemia patients require long-term medica-
tion?” has a high word overlap with the query. Patients may have different
ways to express the same medical contents, which is observed from the collected
question corpus. For example, users with medical background may take the pro-
fessional word “hypoimmunity (%)% 1Ml ~)” as a query, while most patients
would use “poor immunity (5% /%),

In previous works, researchers have proposed many methods to relieve seman-
tic gap of sentence similarity problem, like translation models [9,25], topic model
[10,26] and supervised neural networks [21,27]. The above methods have already
been applied in general domain, while there are still several challenges when
import these approaches into public health domain. Firstly, there is no open
source collection of similar question pairs for model training in Chinese health
care domain. The sample generation method of question pairs has great influence
on the generalization performance of models. Secondly, linguistic resources for
Chinese medical NLP tasks are scarce, such as medical encyclopedia and taxon-
omy, far from complete. Thirdly, patients have different expression ways, which
is difficult to be learned only based on a small volume of training data. In addi-
tion, typical Siamese neural networks have two encoders with shared weights to
process questions separately, without considering the interaction and alignment
of information in both questions.

In this paper, we design a Siamese Text Matching Transformer (STMT) neu-
ral network to learn question representation and interaction in Chinese health
care domain, which fully utilizes the context information and interactive infor-
mation of question pairs. Specially, the key contributions of this paper are as
follow:

— We propose a modified Transformer neural network namely STMT to incor-
porate context information and interactive information of question pairs to
alleviate the problem of ignoring interaction information of typical Siamese
neural network. The results on a large Chinese question pairs dataset demon-
strate the effectiveness of the proposed model.

— For the lack of linguistic resource in Chinese health care domain, we build
a large QA corpus and a huge health care terminology crawled from sev-
eral well-known Chinese medical websites. We take two different approaches
for training dataset annotation. The semantic relatedness between words in
medical questions is captured by the pre-trained word embedding.
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— A multi-class classification task is applied as a transfer strategy to pre-train
encoders of Siamese neural networks, which helps the encoders to learn more
general representation of similar questions and distinguish different concepts
in medical semantic spaces. The experimental results show the advantages of
transfer strategy than random initialization.

The rest of this paper is organized as follows: Sect.2 discuss related research.
Section 3 declares the details of proposed method. Section 4 describes the dataset
and experiments. We analyze the results in Sect.5 and conclude our work in
Sect. 6.

2 Related Work

The task of question matching (QM) in community question answering (CQA)
systems, has attracted increasing attention in recent years. This task is closely
related to paraphrase identification (PI) problem [11]. The goal of PI task is to
determine whether or not two sentences have the same meaning, but sentences
that are non-paraphrase can still be semantic similar. Nevertheless, the methods
share commonness. In addition, methods in QA and natural language inference
(NLI) can also be lead into dealing with this problem.

At the early stage, retrieval based methods are widely used to find similar
questions [14,16]. However, such approaches only consider lexical keywords, the
detailed semantic information in the questions can not be captured. Another
unsupervised methods is to train a topic model with unlabeled text corpus,
and medical questions can be represented as vectors in latent topic space, and
then, the similarity of questions is measured by the similarity of these mapped
questions’ vectors [10,26]. Some researchers regard this problem as a translation
task [5,9,25], which incorporates lexical similarity and semantic similarity into a
unified structure. The traditional translation models focus on translation prob-
ability of words or phrases among questions. The similarity of questions is the
probability of translating one question to another [4]. [3] proposes an end-to-end
neural network for question similarity learning, which utilizes RNN as encoder
and decoder. The feature engineering based studies utilizes word overlap [8], lin-
guistic features [20] and other hand-crafted statistic information to measure the
lexical and phrase level similarity.

More recently, deep learning based methods are widely used to solve this
problem [21,27]. Convolutional neural networks (CNN) are applied to extract
multiple granularity features for similarity comparison [15,24]. [1,2] use two
LSTM to compose two sentences and calculate the similarities between the
encoded sentence vectors. These neural networks are called Siamese neural net-
work [7], which process two sentences in parallel. In medical QA domain, [18§]
proposes an interactive attention based LSTM model to evaluate the similar-
ity of question pairs, which also takes LSTM as question encoder and only
focuses on unidirectional attention interactivity. [4] combines translation model
and Siamese CNN model to learning question-question similarity and question-
answer relations, which is better than traditional retrieval algorithms, like BM25
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[16]. BIMPM is design to learning sentence matching from multiple perspectives
[23]. [6] propose ESIM model to solve NLI task, which utilize stacked LSTMs
and attention mechanism to capture interactive similarity information of sen-
tence pairs. The above two models are the state-of-art method and achieve good
performance on different datasets [11,23].

3 Methodology

In this section, we first define the question matching task in Chinese health care
domain. Then, we introduce sentence encoders for learning question represen-
tations, which are the core component of Siamese neural networks. Next, we
describe the similarity measurements and architecture of our proposed model.
Further, we explain how we address the problem of dataset generation in Chi-
nese medical domain. Finally, we discuss about a transfer strategy to pre-train
encoders to improve the performance of question matching models.

3.1 Task Definition

We first define the task formally and declare some notations that we used in
this paper. Given an unsolved medical question @ = [wy,wa, ..., w,] contain-
ing n words. We embed each word of question as distributed word vector, then
Q =[q1,q2,-..,qn], where g; € R% is the word embedding of the i-th word in
this question. Define a set of relevant candidate questions C' = {Cy,Cs, ..., Cp, },
retrieved from large solved medical question corpus. We need to determine
whether or not each candidate C; is similar to ) and rank them by similarity
scores to query Q). We describe the workflow of finding similar medical question
in Fig. 1.

3.2 Encoder

In previous research, Siamese RNN structure consists of two share-weights
encoders, such as LSTM or GRU. Each encoder process one question in the
given question pair [1,2]. We first introduce bidirectional LSTM encoder that
we used in baseline and then present the modified Transformer encoder designed
in this section.

BiLSTM. We take bidirectional LSTM encoder to learn sentence level repre-
sentation of medical questions. The unidirectional LSTM model process word
sequence from left to right, when LSTM cell goes through the whole question,
the information of previous words can be transmitted and accumulated into its
memory cell, and the output of last hidden state is used as vector representation
of question. The bidirectional LSTM consists of a forward LSTM and a backward
LSTM, at each time step t, forward LSTM computes a representation E} with
the left context of word z;, and the backward LSTM computes a representation
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Fig. 1. The workflow of similar medical question retrieval.

E of the same sequence in reverse order. Then the representation of word x;
is obtained by concatenating its left and right context representations, namely
hy = [E), <h—t] Thus, the output of BILSTM would capture the abundant context
information of medical questions at sentence level. The concatenated final hid-
den state h,, = [h_n> , h(—n] of BiLSTM is used as the semantic vector representation
of questions, thus, we take v, to represent the question vector, then vy = hy,

TM-Transformer. Transformer is a neural network architecture proposed by
Google for machine translation [19], which adopts multi-head attention to encode
sentence instead of RNN models. The basic attention mechanism in Transformer
model is scaled dot-product attention, which is described formally as follow,

T

. Q
Attention(Q, K, V) = softmaz(
vV dk

Where Q € R™*% K € R™ % and V € R™*% are sentence embedding
matrices. In translation task of [19], the K and V are the same representations
of a sentence and @ is the other one of an aligned bilingual sentence pair. The
output of such attention is called aligned embeddings.

To enhance the efficiency and effectiveness, instead of taking d.-dimensional
@, K,V to perform a single attention function, the multi-head attention linearly
projects the @, K and V matrices h times to dy, di and d, dimensions, respec-
tively. The scaled dot-product attention is performed on each of these projected

WV (1)
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queries, keys and values in parallel. The results of h times attention functions
are concatenated and linearly projected, resulting in final aligned sentence rep-
resentations.

MultiHead(Q, K, V) = Concat(heady, . .., headp)W, (2)
head; = Attention(QW/, KWik, VW) (3)

Where the projections of i-th head are parameter matrices W, € Rdexdk
Wy, € Rxde T/, € Rd*d and W, € RMv*de Since that the input is d.-
dimensional question embeddings in this paper, then we set dy, = d,, = d./h.

Multi-head attention allows the model to jointly process information from
different representation subspaces at different time step. Inspire of the encoder
and decoder of Transformer in [19], we proposed a multi-head attention based
encoder namely TM-Transformer for question matching problem, as show in
Fig. 2. In this work, the TM-Transformer model consists of three sub-layers.

(1) The first sub-layer is Self-Attention encoder, which means the input of
Q, K,V are the same questions, as shown in Fig. 3. This sub-layer is used
to reformulate words by capturing context information in sentences.

(2) The second sub-layer is Inter-Attention encoder, which has the same
structure as the first sub-layer. However, the input of this sub-layer is differ-
ent that @ is different from K and V. If Q) is the embedding of an unsolved
medical question, the K and V represent the same candidate questions, or
vice versa. In this sub-layer, the inter-attention is used to encode question
with the aligned context information from the other question in question
pair.

(3) The third sub-layer is Feed-Forward layer, which consists of two convo-
lutions with kernel size 1 as linear transformations. The first convolution
has dimensionality d; = 2 * d. and the dimensionality of the second one is
d. = 100.

A global max pooling layer is used to retain important information of the new
representation of questions along the words dimension. At last, questions can be
represented as final semantic vectors. The number of the TM-Transformer layer
is set as N = 6 in this paper, which is as same as [19].

Similarity Calculation. For a given question pair <@, C;>, with the pre-
trained encoder model, we map @ and C; into semantic vectors v, and v,
respectively. In most neural network architectures [6,18,23], a multilayer percep-
tron (MLP) layer is used for label prediction. We put the concatenated vector
v = [vg, V¢, into a final MLP classifier in our experiments. The MLP has a hid-
den layer with relu activation and a softmaz output layer. The final score range
in [0, 1], where 1 represents similar and 0 is dissimilar. In this work, we take
binary-class entropy loss for training and the entire model is trained end-to-end.
Figure 2 shows the proposed neural network architecture.
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3.3 Data Generation

In this section, we first introduce the acquisition of the medical QA corpus, and
how we build a large medical terminology. Then, we declare how we generate
the training and test dataset with two different automated ways.

Medical QA Corpus. In order to satisfy the demands of generating the word
embedding and the training datasets, we require a large medical QA corpus that
covers most of the medical questions and terms. We have crawled 4 online medical
QA websites and acquired privacy-free QA data from cooperative company www.
dxy.com. The statistics of obtained QA pairs is shown in Table 1.

Classification
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Fig. 2. The framework of Siamese TM-Transformer neural network.

Medical Terminology. According to the analysis of questions in medical QA
corpus, we have found that the medical terms in patients queries are usually not
exactly equivalent to professional terminology used by medical experts. So in
our work, we have collected the medical terms from these sources: (1) the Chi-
nese medical terms of www.dxy.com, which is compiled by professional medical
editors, referring to a large number of medical encyclopedia entries and general
expressions of users. (2) the common disease names and drug names crawled
from China Public Health Website?, and the drug names from China Food and

2 http://www.chealth.org.cn/.
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Drug Administration®. (3) the disease names, symptom names, and their com-
mon aliases and other entities on the medical community websites. Finally, we
have built a medical terminology that contains 26,619 diseases, 9,904 symptoms,
1,735 medicines, 8,734 examinations, 7,395 operations, 5,472 body parts and
other medical entities.

Training Datasets. In previous research [12], the dataset is generated by sam-
pling approach. The negative samples are generated by randomly sampling medi-
cal question pairs that share no common medical entities, which directly neglects
dissimilar question pairs with common entities. They randomly replace and
drop words in medical questions to generate positive samples. In fact, this sam-
pling approach doesn’t consider that the replacing and dropping of words may
break the semantic characteristics and syntactic structure of the new generated
questions.

Table 1. Statistics of the QA pairs Table 2. Brief description of the generated

datasets
Websites # of QA pairs
www.dxy.com 623,395 Dataset1 Dataset2
WWW.Xywy.com 1,357,507 Train |Test |Train |Test
www.39health.com 997,717 # of Q 28,04514,269/165,103|36,094
www.muzhi.com 6,442 # of Q&C |- - 264,685/46,300
www.120ask.com 68,045 # of Group|5,000 3,317 |- -
Total 3,053,106

In our work, we adopt two different generation approaches, which are adapt
to different training scenarios. We find that there are some similar questions on
each QA web page edited by medical websites, such as xywy.com. In the first gen-
eration method, we randomly sample 10,000 different medical questions from the
QA corpus as question seeds, and crawl their web pages to acquire their similar
questions provided by websites. We remove probably dissimilar questions that
have different disease categories with the seed. Finally, about 60,000 questions
are automated categorized into 8,317 synonymous sentence groups after filtering
out the seeds without similar questions. Several generated question groups are
shown in Table 3. In our work, this dataset namly Dataset1 is used for transfer
strategy introduced in Sect. 3.4.

Another method generates question pairs with the help of opensource
retrieval system. We randomly sample 80 thousand different questions as queries
and search their related questions from the medical QA corpus with Solr*. The

3 http://eng.sfda.gov.cn/WS03/CLOT55/.
4 http://lucene.apache.org/solr/.
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Table 3. Synonymy question group sample of Dataset1

Group Medical Questions
0 15 SRR B4 78)7 7 (How to treat chronic urticaria?)
TP S FRZ WA 3 ? (How to regulate chronic urticaria?)
TEFEA REMVATEESEFRZ?(How can [ cure chronic urticaria?)
5 T8 YESRZ E 4707 (1 have chronic urticaria. What should I do? )
S IMERE R HIREIR. (Symptoms associated with hypertension.)
=5 IR G 5 DU A L ? (What are the common symptoms of hypertension?)
SIER IR R FEIA 1+ 47(What are the clinical features of hypertension?)

=== OO

BM25 algorithm built in Solr rank the candidate questions by their relevance
scores with query. We select the top 20 candidates of each query to form ques-
tion pairs and represent each question as a mean vector with word embeddings
of all words in question. We then calculate cosine score between mean vectors of
each query and candidate pair. The average of cosine score of mean vectors and
relevance score of BM25 is treated as the final similarity score of each question
pair, which ranges from 0 to 1. We assume that question pairs with similarity
score in a high threshold interval [0.9,1) are the positive samples and those in
a low threshold interval [0,0.6] as negative samples. Then we randomly sample
the positive and negative samples with an approximate ratio of 1:3. Finally, we
invite five domain experts of dzry.com to validate and remark the auto-tagged
labels of samples. We name this dataset as Dataset2.

3.4 Pre-training

Word Embedding. Word Embedding is popular in almost NLP tasks since
the Word2vec® has been proposed by Google. The distributed representation of
words learned by the neural networks would capture the semantic and syntactic
information from unlabeled corpus. So that we preprocess the crawled medical
QA data as training corpus and take CBOW model in Word2vec to train word
embedding, and the dimensionality of word vectors is set to d. = 100.

Transfer Learning Method. The pre-trained word vectors are usually used
as the initialized weights of embedding layer in neural networks. It is com-
monly regarded as a transfer learning approach, which performs better than
randomly initialization. Besides to the pre-trained word vectors, we can also
transfer weights from pre-trained question encoders of other models to initialize
corresponding layers in Siamese neural networks.

Since the process of face feature extraction and comparison of face recog-
nization problem is similar to sentence matching task, in this paper, we adopt
a multi-class classification neural network to pre-train encoders mentioned in
Sect. 3.2. The encoder of multi-class classification model would help to learn

5 https://code.google.archive/p/word2vec/.
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more generalized representation among different expressions of similar questions.
We take Datasetl that medical questions are categorized into different groups
as training corpus for multi-class question classification, which is as same as the
process in face recognition models [17]. The extracted features of pre-trained
encoder will be used as question representations for similarity measurement.
The classification models would capture reasonable features of most sam-
ples, but usually confuse samples near group margins. The reason is that the
classification constraint is not able to distinguish the close samples in different
categories. The loss function of most multi-class classification tasks is softmax
categorical cross entropy. If we set () as input of encoder, and the cross-entropy
loss of general multi-class classification can be described formally as follow,

z = Encoder(Q) (4)
f = softmax(zW)
= softmaa:((z~w1) (z-wa),, (2 wy)) (5)
(z-wy)
softmaz = Z lOg o(zwi) (6)

where, W is the weight of final linear layer, W = (w1, ws, ... w,), (z - w;) is the
dot product between z and w;, f is the target probability distribution of @) and
t is the label of Q.

The margin softmax function perform better than softmax function for fea-
ture ranking problem. It has beed proved more effective in field of face recogniza-
tion. There are many angular margin softmax functions, like A-softmax [13] and
AM-softmax [22]. We take AM-softmax to improve classification performance in
our work. [22] proposes the AM-softmax for learning large-margin features with
small intra-class variation and large inter-class difference. In the design of this
function, z and w; are normalized with [2 normalization, and the dot product in
Eq. 5 is transformed to cosine function. Then a positive number m is used as a
margin to tighten the cosine score of f; and a positive number s is taken as scale
rate to the tightened score. Formally, the AM-softmax loss function is shown as

follow,
es (cosfy—m)

Lams = Zl gea -(cosO—m) + Z it es(cost;) (7)

where cosf); is the cosine score of z and w;. In this paper, we choose the best
hyper-parameters m = 0.35 and s = 20 in experiments. We attempt the Bi-
LSTM and the Self-Attention encoder of TM-Transformer as the basic encoder
in multi-class classification model respectively. Figure 3 is the pre-training model
with Self-Attention encoder.
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Fig. 3. The architecture of pre-training model with Self-Attention Encoder.

4 Experiments

In this section, we evaluate the proposed model architecture and the transfer
learning strategy on large scale QA dataset in the following aspects: (1) We
compare the results of Siamese Bi-LSTM and STMT model on the Dataset2
to validate the effectiveness of our proposed architecture. (2) We pre-train the
encoders with the transfer method declared in Sect. 3.4. Then we use pre-trained
encoders to initialize corresponding layers of Siamese Bi-LSTM and STMT mod-
els and fine-tune model weights on finely labeled dataset.

4.1 Dataset

As mentioned in Sect. 3.3, the Dataset! which contains 8,317 similar question
groups is used for pre-training encoders. The Dataset2 that consists of about
300 thousand question pairs is applied to train and fine-tune the Bi-LSTM and
TM-Transformer models. Table 2 lists the statistics of the datasets that we used
in our experiments.

4.2 Experiment Setup

We randomly choose 5000 question groups from the Dataset! as training data
for pre-training. In other words, we pre-train a classifier with 5000 target classes.
We split the Dataset2 into two subsets, we randomly select 60% question pairs as
train set, 20% as dev set and the rest as test set. For all the experiments, we train
the model on train set and tune parameters on dev set and pick the parameters
which works the best on dev set. Finally, we train models with all the data in train
set and dev set by fixing the best hyper-parameters. We calculate the Precision,
Recall and F1 score for evaluating similarity prediction ability and normalized
discounted cumulative gain (NDCG@3) as ranking score of these models.

We set the hidden size as 100 in Bi-LSTM architecture. We set head h = 10
of the multi-head attention in all the sub-layers of TM-Transformer. In the pre-
training stage, we use the same hyper-parameters for above encoders in multi-
class classification models. We initialize the embedding layer of all the neural
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networks with the pre-trained word embedding, and the other parameters are
initialized with Xavier initialization. Once the encoders have been pre-trained,
we take weights of encoders to initialize corresponding layers in Siamese neural
networks. We take ADAM as optimizer for all neural networks and the initial
learning rate is 0.01, which decay along with the training epochs. We train the
models for 100 epochs on a batch size of 64.

5 Discussion

5.1 The Effectiveness of TM-Transformer

In this part, we discuss about the effectiveness of our proposed architecture
on medical question matching task. For comparison, we use the following four
methods as baselines: (1) The logistic regression (LR) model takes the average
of all the word vectors of a question as its representation, namely LR-vec. (2)
The logistic regression model takes the TFIDF based bag-of-words as question
representation, namely LR-tfidf. (3) The Siamese Bi-LSTM model utilize Bi-
LSTM as sentence encoder. (4) The traditional Transformer model (N = 6
layers) for translation task declared in [19].

The results of these models are shown in Table4. From the results, we can
find that Siamese TM-Transformer model performs better on both classification
and ranking metrics than all baseline models. We observe that the F1 score of
STMT model exceeds about 2.61% than traditional Transformer, while NDCG
score gets 0.89% improvement. It means that the proposed architecture can
capture more semantical similarity information between question pairs. Since
two attention based sub-layers of TM-Transformer focus on learning question
representation and question interaction respectively. The simple sentence repre-
sentation methods in SVM-vec and SVM-tfidf can not capture question context
information and the interactive information between question pairs.

To validate the effect of these sub-layers, we train the TM-Transformer by
removing the first sub-layer or the second one and the number of TM-Transformer
layers N = 6. As shown in Table 4, either of two sub-layers has good performance,
and the combination of them achieve a great improvement. In other words, stacked

Table 4. Performance of Siamese neural networks on Dataset2

Model Accuracy | Precision | Recall | F'1 NDCG@3
LR-tfidf 78.02 61.68 36.14 |45.58 |93.13
LR-vec 74.68 62.92 55.62 |59.05 |93.43
Siamese Bi-LSTM 80.98 60.55 73.57 |65.05 |96.64
Transformer [19] 85.64 65.92 90.25 | 75.19 |97.07

STMT (only Self-Attention Encoder) |82.27 60.91 85.63 |70.00 |97.33
STMT (only Inter-Attention Encoder) |84.88 70.22 73.46 |71.80 |97.20
STMT 88.93 76.77 81.36 |77.80|/97.96
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multi-head attention layers would help us to capture more semantic information
and enhance the fitting and generalization ability of model.

5.2 The Effectiveness of Transfer Learning Method

In this part, we verify the effectiveness of transfer learning method we declared
for model pre-training. The baseline are Siamese Bi-LSTM and STMT models,
which we initialize model weights with Xavier initialization method in above
experiments. We share the same encoder layers between baseline models with
the multi-class classification model. And then we take weights of the pre-trained
encoders as initialization of baseline models and fine-tune model weights on
Dataset2. The result is shown in Table5. There are great improvements of all
the basic models with the transfer strategy. We can observe that the F1 score
of STMT has a 2.81% increase while Bi-LSTM gets a improvement of 6.41%.
For the ranking metrics, the transfer learning approach gives a little bit improve-
ment over baseline, even though the baseline models have achieved good ranking
scores already. The NDCG score of Bi-LSTM has a raise of 0.43%, as for TM-
Transformer, the improvement is 0.35%. To further verify the effect of transfer
strategy, we compare the training loss of TM-Transformer and TM-Transformer
with transfer strategy. As shown in Fig.4(b), the transfer strategy accelerates
the model training and achieves better convergence. From the results in Fig. 4(a),
it shows that the transfer learning method would increase the performance of
different models more or less on question matching task.
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Fig. 4. Comparison between plain Siamese neural network and Siamese neural network
with transfer strategy.

We also compare the performance of our proposed method with other existing
method on our datasets, such as ESIM in [6,11] and BIMPM model in [23]. As
shown in Table5, we find that our STMT model with transfer strategy gets
a 6.55% F1 score higher than BiMPM model and 8.85% higher than ESIM
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model. We can conclude that our proposed method can relieve question matching
problem in medical domain, which perform better than the state-of-art model
on other datasets. In the process of generating Dataset2 based on the crawled
medical QA corpus, we can find similar candidates for almost all queries. We
also restrict the ratio of randomly selected negative samples. That is why the
ranking scores of each model are relatively higher than classification metrics.
At the pre-training stage, the feature extraction of multi-class classification is
related to the feature ranking of sentence matching but they are not equivalent
to each other. In other words, the features extracted by classifier may not work
well at similarity ranking stage. So good loss functions, like AM-softmax or even
better ones, are really helpful to relieve the gap between feature extraction and
feature ranking.

Table 5. Performance of transfer learning method and other existing models

Model Transfer | Accuracy | Precision | Recall | F1 NDCGa@3
Siamese Bi-LSTM | No 80.98 60.55 73.57 |65.05 |96.64

Yes 85.20 70.22 72.75 | 71.46 | 97.07
STMT No 88.93 76.77 81.36 | 77.80 | 97.96

Yes 89.30 74.91 87.25 | 80.61 | 98.31
ESIM [6] No 85.88 73.13 70.45 | 71.76 | 97.18
BiMPM [23] No 83.70 61.49 96.33 | 74.06 |98.09

6 Conclusion

In this study, we investigate a novel Siamese TM-Transformer Neural Network
(STMT) for similar health question retrieval in Chinese. Our method improves
internal structure of Transformer for question matching task, which overcomes
the lack of interactivity of Siamese neural network and the issue of diversity of
medical expressions. Besides, we explore to use a transfer strategy to further
enhance model performance. For the lack of medical QA datasets in Chinese, we
declare two different data generation methods. Experiment results on large scale
real world datasets have validates the performance of our method. In general,
the proposed model and transfer strategy can also be used to solve text matching
tasks in other domain.
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Abstract. Fleets like the ocean drilling platforms need to remain sta-
tionary relative to the bottom of the ocean, therefore the ship or plat-
form need to pay close attention to the fluctuation of ocean currents.
The analysis of the ocean waves is of great significance to the stability
of the ocean operation platforms and the safety of the staffs onboard.
An effective ocean current prediction model is helpful both economically
and ecologically. The fluctuations in the ocean waves can be seen as a
series of sinusoidal time series data with different frequencies and is usu-
ally captured by the sensors known as MRU (Motion Reference Unit).
The study aims to analyze and accurately predict the movement of the
ocean in the future time based on the historical movement of the ocean
currents collected by MRU. All of these data have a fixed high resolu-
tion acquisition frequency. This research focuses on how to effectively fill
in the missing values in the time series of MRU data. We also aim to
accurately predict the future ocean wave. Therefore, an novel ARIMA
(Autoregressive Integrated Moving Average) Model based missing data
completion method is proposed to fill the data by artificial approxima-
tion of missing data. More importantly, an novel adaptive Kalman filter
based Ocean Wave Prediction model is proposed to predict the ocean
current in the near future by leveraging dynamic wave length. Experi-
ment results validates the correctness of the ARIMA model based missing
data completion method. The adaptive Kalman filter based Ocean Wave
Prediction model is also shown to be effective by outperforming three
base line prediction models.

Keywords: ARIMA model - Missing data completion model -
Kalman filter - Dynamic wave length - Ocean wave prediction model

1 Introduction

Fleets like the ocean drilling platforms need to remain stationary relative to the
bottom of the ocean. Take oil rig for example, the riser of the drilling platform
is connected to the oil well at the bottom of the ocean. The abrupt movement
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of the drilling platform brings immediate damage to the riser. When the ocean
wave abruptly pushes the platform vertically, it is sometimes necessary to dis-
connect the riser and the Blow-Out Preventer (BOP) in time to prevent disasters
like the leakage of oil and gas resources. If the riser is damaged, the drilling and
oil company will suffer losses of 1 to 2 million dollars per day and the ecological
environment near the drilling platform will be destroyed, and the life safety of
the staff on the platform is also at a high risk. Therefore, it is mission criti-
cal to predict the ocean wave in advance, and to give a warning signal for the
oceanic platforms/fleets to act in advance before the future ocean wave becomes
a threat. To solve this challenging problem, in this paper, we propose an ARIMA
(AutoRegressive Integrated Moving Average) model based missing data comple-
tion model and an adaptive Kalman filter based ocean wave prediction model.
These two novel models work together to accurately predict future ocean wave
and raise warning signals to prevent damage and disaster in the future.

The existing ocean wave prediction methods are not accurate enough [1,2].
In recent year, with the fast development of Industrial Internet of Things (IOT)
technology, sensor units like Motion Reference Unit (MRU) are being widely
deployed to measure ocean wave and platform moments. This gives opportunity
to capture ocean wave at high resolution and design new big data driven ocean
wave prediction methods and models. The MRU is a part of Dynamic Position
System Logger. The MRU device collects the real-time working state of the
drilling platform. The data set used in this study is collected from the MRU
devices on deep ocean oil rigs.

This paper mainly aims to solve the following problems using the MRU ocean
wave datasets:

— How to fill the missing values in the data set?
— How to accurately predict the ocean wave form in the future by analyzing
the current and previous ocean wave time series data?

For addressing the above problems, this paper proposes two novel models: an
ARIMA based missing data completion model that leverages Kalman filter
to complete missing values after the transformation of the state space in the
ARIMA process and an Kalman filter based prediction model based on adaptive
calculation of the Dynamic Wave Length (DWL) to accomplish the prediction
of future wave form. Dynamic Wave Length is the duration of the next ocean
wave cycle from peak to peak.

Four different data sets are used in this paper. Each data set is the ocean
wave data at different time. Datasets are used to verify the validate the proposed
models and methods. In summary, the contributions of this paper are as follows:

— A novel ARIMA Model based Missing Data Completion model is designed to
effectively complete missing values in the original data set.

— An adaptive Kalman filter based Ocean Wave Prediction Model is proposed
to predict the future ocean wave by leveraging the Dynamic Wave Length and
adjusting the coefficients of the time and measurement update equations.
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— Extensive experiment are carried out to validate the proposed models, our
Ocean Wave Prediction model outperforms three baseline prediction models
by up to 60% in prediction accuracy.

The remainder of the paper is organized as follows. Section 2 presents related
works. Section 3 gives the overview of the ocean wave prediction process. Sec-
tions 4 and 5 describes our models in detail. Section 6 shows experiment results
and discusses findings. Lastly, the paper is concluded in Sect. 7.

2 Background and Related Works

In this paper, key attributes in data from the Motion Reference Unit (MRU) are
selected as features. The main output of MRU is roll, pitch and yaw, and mag-
netic northward looking, as well as relative dynamic wave fluctuations, undulat-
ing and rocking measurements [3]. Figure 1 is the work model diagram of MRU.
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Fig.1. MRU workflow diagram

The lack of data, especially time-based data, often lead to unreliable data
results in the analysis of data. Many methods have been put forward to deal
with missing values in data. Weerasinghe [4] claims that the minimum mean
square error (MMSE) prediction and MMSE reverse prediction are useful in the
time series for improving ocean waves analysis and forecasting. Others, such as
Stefanakos and Athanassoulis, have proposed using simulated values to complete
the missing values [5].

In this article, we assume that the data is Missing completely at random
(MCAR). ARIMA Based Missing Data Completion Model is based on the trans-
formation of state space, the missing data values are estimates using Kalman
filter after the ARIMA state space transformation.

In the prediction of waves, scientists have proposed many methods. In 1999,
scientists proposed a SWAN model [6] to monitor the sea conditions of the
Western Iberian Peninsula. In recent years, many methods are proposed for
predicting ocean current. James et al. realized the prediction of ocean currents



68 Y. Tang et al.

through deep learning [7]. Shi et al. use heave prediction model based on support
vector machine for regression (SVR) to reduce the wind and wave impact [8].
However, these models lack clarity and visibility in the prediction process. It is
difficult to explain the prediction process in a reliable way.

The WAM model [9] is the third generation of operational wind forecasting
systems that operate on grid nodes with interlaced longitude and latitude. It
integrated the law of conservation of energy to obtain the two-dimensional wave
spectrum. The model is mainly for the near shore ocean. The SWAN model [10]
is a prediction system for predicting the coastal currents combining with the
WAM model. It is also a third-generation forecasting system that combines the
generation of random winds. This system is designed to predict coastal and wave
frequencies in shallow water too. Both WAM and SWAN models are not very
effective for deep ocean wave prediction.

3 Approach Overview

The flow chart in Fig.2 is the overview of the proposed ocean wave prediction
process. The process begins by using the observed ocean wave data as input. If
there is missing ocean wave data, the ARIMA based model will fill the missing
ocean wave data. Then the adaptive Kalman filter based Ocean Wave Prediction
model will use current ocean wave data to predict wave heights and wave forms

in the near future.
Data Completion
using the Predict the ocean
vES* proposed ARIMA | wave using
model Adaptive KF model

Fig.2. The flow chart of the proposed approach and ARIMA based missing data
completion model

missing
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4 ARIMA Model Based Missing Data Completion
Method

The model uses Kalman filter to check the effect of filling missing data by
ARIMA. It is worth mentioning that during the process of handling the wave
data, it is necessary to select a set of suitable ARIMA model parameters to
obtain accurate results. Then, the time update equation of Kalman filter calcu-
lates the values for the missing data. Finally, the Kalman gain is used to obtain
the confidence interval of data completion.
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4.1 Theoretical Basis

In many time series, data are often measured in an irregular manner and always
missing. This situation will make it difficult to analyze this data sequence. Here,
the state space model needs to be introduced to deal with data missing problem.

Suppose t is a given time, if y; is the ¢ x 1 observation vector, X; is a
p x 1 state vector and V; is the observation noise at time ¢. Then a partition
Y = (y(l)',y(z)')l is defined, where y(*) is ¢;; x 1 vector, value, and y? is
g2, X 1 vector and unobserved value [11]. By the above formula, we can obtain
q1,+ + @2+ = q. This partition extends naturally to A; and V;. The partition
observation equation is Eq. 1.

(1) AL V(l)
) t t
= X+ 1
(y(2>> ( A2 | Xty (1)
It can be seen that Agl) is q1,+ x P matrix corresponding to the observation value.

2) . . .
AE ) s g2,+ X P matrix corresponds to the unobserved value. The covariance
matrix of the measurement errors equation is Eq. 2.

Vt(l) R Runy

cov (Vt(z)> B {321,75 R22,J 2)
In time-domain analysis, the random process of generating time series data is
divided into two classes according to whether the characteristics of the statistical
laws change over time. If the characteristics of the random process change over
time, the process is unstable. On the contrary, if the characteristics of the random
process do not change over time, the time series of temperature components are
similar and this process is stable. The stability of stochastic process determines
the basic form of the model to be selected. The ocean wave is an unstable system,
so the ARIMA model is chosen to deal with it [12].

The ARIMA model mainly uses P, D and @ to decide the state space char-
acteristics. P represents the lag of the time series data in the prediction model.
D represents time series data, which needs to be differentiated by several orders.
Q represents the lag of the prediction error used in the prediction model. In the
ARIMA model, X; is represented as a function of X past values or past errors.
When we predict a value over the end of the series, on the right side of the
equation, we may need values from the observed sequence.

In the model, X; = § + 1 X1 + P2 Xi_o + Wy, X is a linear function of
the previous two X. W; is the noise. Suppose we have observed n data values
and want to use observation data and the estimated model to predict the value
of X,,+1 and X, 4+2. The equations for the two values are as follows:

Xny1 =04+ D1 X + P2 X1 + Wi (3)
Xn+2 =9 + ¢1Xn+1 + (ZSQXn + Wn+2 (4)

In order to use the first equation, The observations of X,, and X,,_; is required
and W, 41 is replaced with the expected value of 0 (the assumed mean value of
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error). There are problems in the second equations of time n + 2 for predicting
value. It requires the unobserved values of 1. The solution is to use a predicted
value to approximate x,1.

4.2 Detailed Description of the Model

When dealing with ocean wave data in ARIMA, The appropriate model param-
eters need to be selected to describe the characteristics of the model. We will
add noise to ARIMA model to fit the Kalman filter equation. In simulation, as
in the previous hypothesis, the wave data contain a random measurement error
of Vi, which satisfies the characteristics of white Gaussian noise. At the same
time, we also need to select the order and parameters of ARIMA.

The construction of the whole model is used to analyze the time prediction
values of the missing fragments, the standard deviation between the prediction
and the observed data and the 95% confidence interval that can be obtained by
the standard deviation.

The detailed missing data completion process is as follows in four steps:

— Step 1: Select a suitable ARIMA model. The ARIMA model is related to the
historical data of the previous time and the prediction data error of the next
time. It is AR and MA. This paper gives a assumed coefficient to describe the
model. It is known that the two coefficients are used to describe the coefficient
of error covariance for P and Q.

— Step 2: According to the model parameters set up above, create the normal
state spatial model and transform the data for processing in the state space.

— Step 3: The Kalman filter time update equation is applied to the transformed
data that satisfies the spatial condition. The core formula is the update equa-
tion of the provisional measurement mentioned in Eq. 7. Since the error covari-
ance of Kalman gain has also changed. The core equation is transformed into
a vector form (Egs. 1 and 2).

— Step 4: Estimation of parameters: Use maximum likelihood estimation
method to estimate parameters. From the formula, X; = AX, | + ¢;, Maxi-
mum likelihood estimation can be applied to process error €; in Eq. 5.

Y@+ aY© e 6

t
In the Eq.5, it can be seen that 37,(0) is the P, in the Eq.8. In order to
solve the equation and achieve the minimum sum of ©, the data that has not
been known is assigned to 0. The parameters which is related to the equation
in the latter half of the prediction model is assigned to 0. Then the equation
can be simplified to Eq. 6:

(1) A(l) Rii: O
Yy = (y’a ) Ay = [ g } Ry = [ 0" RQQJ (6)

1 n
—logLy (©) = 3 Z log
t=1
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5 The Proposed Approach

In this chapter, a novel Adaptive Kalman Filter and Dynamic Wave Length
(DW L) based Ocean Wave Prediction model will be introduced. The key novelty
is in the concept of Dynamic Wave Length, since the ocean wave length is not a
fixed value, we need to estimate the duration of the future wave cycle denoted
as DWL based on the duration of the current wave cycle. Then, the prediction
model will uses the time series data until time T to predict the future wave form
in time [T, T + DWL].

Definition 1: Dynamic Wave Length

Dynamic Wave Length is the duration of the future ocean wave cycle from
peak to peak.

This model is concerned with attributes related to wave height. From 982
different attributes of MRU records, three wave attributes containing heave key-
words are extracted and analyzed. The vale of these attributes form three time
series. The input is the wave height Z; of the preceding DW L seconds, and the
wave height Z;, pw of the next DWL seconds is obtained by using adaptive
Kalman filter measurement update equation and time update equation.

5.1 Theoretical Basis

Kalman filter is a recursive algorithm for linearly filtering discrete data by min-
imizing the covariance of error. Its purpose is to track the moving target and to
predict the next state through the measurement state at the moment. Kalman
filter contains a series of equations which can be used as predictors and error
correctors.

The Kalman filter consists of two main steps: time update and measurement
update [13]. In the following equations, A is a matrix of n x n to preserve the
previous state of the system, while B is the effect of the input data on the output
of the result. The variables Q and R are random variables, representing the errors
in the process and measurement. These two errors, Q and R, are not related to
each other, but satisfy Gaussian white noise. In essence, Gaussian white noise
is a random noise. Its probability density function is Gaussian distribution and
directly superimposed on the original signal, which can be interpreted as a fixed,
random noise layer on the spectrum. X ,; and X, are predicted values at time k.
P,; and Py are both covariance matrix. K represents Kalman gain. H converts
sensor data to the data we need.

The time update equation contains the computation, the current state of the
transmission system and the covariance of the error. These values are used to
estimate the next time segment. The following two equations can be regarded
as predictive equations. The most important equation is [14]:

X, = AX, | + Buy (7)
P, = AP, AT +Q (8)



72 Y. Tang et al.

The measurement update equation is used to add a new measurement value,
which is obtained from the feedback mechanism, to the value obtained in the
last step to get a more accurate result. The following is the error correction
equation. The main equation is:

Xy = X, + Ky(Zy — HX),) 9)
P, = (1 - K,H)P, (10)
K, =P.HT(HP,H” + R)™! (11)

5.2 An Adaptive Kalman Filter Based Ocean Wave Prediction
Model

There are a large number of models for data prediction, which are based on
Kalman filter. Because the essence of Kalman filter is to divide a time series
into two parts. One part is signal and the other is noise [15]. Therefore, Kalman
filter is often applied to deal with long waves with white Gaussian noise, such
as the tracking of submarine missiles. In the application of Kalman filter, the
model must be able to calculate the correct data and the data can affect the
subsequent data. In the use of Kalman filter we have to have an estimate of the
impact of its input on the output. When the model uses this method, the model
needs to satisfy another premise that the original time series is a smooth curve
after eliminating the noise.

This model attempts to use the observed data to predict the wave data of
the next DW L seconds. We design the following algorithm to calculate DW L.

Algorithm 1. Dynamic Wave Length Calculation
Input:
D: Ocean Wave Data until time T'
K: number of complete wave cycles;
Output:
DW L: Dynamic Wave Length;
1: The start point is selected as the minimum point of wave data D from T back to
K wave cycles, recorded as Dstart;
2: The Kth minimum point after Dstqrt is chosen as the end point, denoted as Deng;
3: Obtain K complete wave cycles from Dgiqrt t0 Dend, obtain the wave length W Ly
of each complete wave as an vector denoted as WL = [W Ly, WLg, ..., W L]
4: Apply linear regression model to estimate the next wave length WLy
5: return DWL as W iLg41

When dealing with the DW L seconds ocean wave data in this paper, it can
be assumed that the impact of the wave in a short period of time is to satisfy
the white noise. Regardless of the influence of the other extended disturbance,
the wave in different sea areas have their own inherent wave characteristics and
meet the smoothness characteristics.
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Although the model has a high accuracy in predicting the smooth data, it
can not cope with the sudden change in direction. It is because the discrete
Kalman filter model is the prediction model that maintains a smooth trend and
can only predict the sudden change of the future data. For the sea wave data, it
is impossible to predict a sudden change of sea wave height.

This model uses the time update equation and the measurement update equa-
tion of Kalman filter to complete the estimation of the next DW L seconds data.
The time update equations and the measurement error equation are mentioned
in Sect. 5.1. According to the above five core equations, we can see that the core
of Kalman filter prediction is recursive. The wave height at the next segment is
derived from the value of the wave height at the previous moment. Prediction
can be divided into different step lengths, depending on the time interval unit of
the predicted signal data. The core flow of the whole model is iterative between
the time renewal equation and the measurement error estimation. Algorithm 2
describes the prediction process in detail.

Algorithm 2. An Adaptive Kalman filter based Ocean Wave Prediction Model
Input:

Z1: DW'L seconds observed ocean wave data by Algorithm 1;
Output:

X predicted ocean wave data by Kalman filter;

1: According to the data of Z1, the mean and the mean square deviation are calculated
and stored in X3 and P; respectively;

2: Choose suitable coefficients A, B;

3: According to the previous prediction value X;_1, Z1x and Z1j_1, X,; is calculated.
The equation used is Equation 7;

4: Update the Kalman gain K} by updating the Kalman gain Kj;_; at the previous
moment. It converges to a fixed value after a certain step. The equation used is
Equation 11;

5: The covariance Py of the update error is calculated by the Kalman gain and the
last Pr_1. The equation used is Equation 10;

6: The final measured value X is obtained through the temporary prediction value
X ,; and the Kalman gain K} calculated in the previous step. The equation used is
Equation 9;

7: return X

5.3 Triple Exponential Smoothing (Holt — Winters)

The essence of Triple Exponential Smoothing (Holt — Winters) [16] is the expo-
nential smoothing method. A new parameter p is added to indicate the trend
of smoothing. Triple exponential smoothing retains seasonal information on the
basis of double exponential smoothing, so that it can predict time series with sea-
sonality. The triple exponential smoothing adds a new parameter p to indicate
the trend after smoothing. The triple exponential smoothing has two methods:
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accumulation and multiplication. what follows is the cumulative triple exponen-
tial smoothing core Equations [16]. L is DW L, which represents the length of
wave data we selected.

S; = Oé(l’i —pi,L) + (1 — Oé)(Sifl + tifl) (12)
ti = B(si — si—1) + (1 = B)ti—q (13)
pi =@ —si) + (1 —7)pi-L (14)

The prediction Equation of triple exponential smoothing [16]. m is the prediction
step.
Titm = Si + M + PiL+1+(m—1) mod L (15)

s1 and t; is calculated in Eq. 16

L
1 Z1L+1_le Z1L+2—Zlg Z1L+L_Z1L
51 ; 1= T - T +..+ 7 )
(16)
p; is calculated by Eq.17. N is the number of complete cycles present in our
data

1 ZN TL(j—1)4i > TL(G-1)+i
Jj— 7 . =1 J— ? .
P = — _— :1727...L A:— :1727~'7N
p Aj ! J L J

(17)
Algorithm 3 describes the prediction process in detail.

Algorithm 3. Triple Exponential Smoothing(Holt — Winters)

Input:
Z1: N x L seconds observed ocean wave data;
Output:
Xitm: predicted ocean wave heights in time series;
1: According to the data of Z1, s1 and t; are calculated in Equation 16 respectively,
pi is calculated by Equation 17;
: Choose suitable coefficients a=0.2, 6=0.3, v=0.6 ;
Smoothness index s(i) is calculated in Equation 12;
: Trend index t(i) is calculated in Equation 13;
: Seasonal index p(i) is calculated in Equation 17;
: The final predicted value of X, is calculated in Equation 15;
: return X4,

N TR W

5.4 Moving Average and Double Moving Average Model

In this paper, the moving average (MA) and the double moving average (DMA)
model proposed here are for comparison with Kalman filter. In time series anal-
ysis, the moving average model is a common approach for modeling univariate
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time series. The moving average model specifies that the output variable depends
linearly on the current and various past values of a stochastic term. DMA is based
on MA. The core of MA and DMA is using different window size K to calculate
different ocean wave fragments.

6 Experiment and Data Analysis

In this chapter, In order to analyze the effectiveness of the these models and
methods, different data are used. Because there is no obvious missing data in
the MRU data, the validity of the model is verified by generating similar data
and the accuracy of the ocean wave height prediction model is verified by the
ocean wave data of the 2015-04-27 based on the MRU record.

This paper selects 3 attributes (heavel, heave2, heave3) with the keyword
Heave and 14400 rows of data during 6:00-9:00 at night. The time of a complete
wavelength of ocean wave (W L) from a 10s in the past reduces to 7-8s. But the
wave length of each wave is dynamic. The adaptive Kalman filter based Ocean
Wave Prediction Model will select three complete dynamic wave length (DW L)
for analysis according to Algorithm 1.

6.1 Evaluation Criteria for Wave Prediction Value

In this paper, RMSE is used as an evaluation criterion for ocean wave prediction
and to express the accuracy of prediction. The RMSE of predicted values g; for
times t of a regression’s dependent variable y;, with variables observed over T
times, is computed for T different predictions as the square root of the mean of
the squares of the deviations:

T (o, 0.)2
RMSE = M (18)

6.2 Experiment of Continuous Missing Data Completion

In order to generate data similar to MRU, ARIMA (2, 1, 2) is selected for analysis
and simulation. As mentioned in the previous content, the simulated ocean wave
data are consistent with the first order difference and are related to the historical
data at the previous moment and the prediction data error at the next moment.
Therefore, the measurement error () = 1 and the system error R = 1 need to be
selected for the whole simulation system.

This paper will simulate the time length of n =100, while the missing data
is in the selected interval and the selected data are independent of the other
values in the time series. Try to select 5, 30 consecutive missing values. Four
consecutive missing fragments are randomly selected to simulate the data. The
black ring represents observed data, while the green ring represents the missing
data points. The red line represent the complete line. The black line represents
the confidence interval. Figure 3(a) and (b) represents the missing data state of
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continuous missing values K =5, 30, respectively. The completion of the missing
data points and the 95% confidence interval for completion are shown in the
figure. The horizontal axis in the picture is second. While the longitudinal axis
in following figures is the wave height data magnified 100 times. The unit is cm.
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Fig. 3. Continuous missing data filling experiment (Color figure online)

By comparing the Fig.3(a) and (b), it can be seen that as the number of
continuous missing data increases and the confidence interval increases, the effect
of Kalman filter prediction is gradually getting worse. It can be seen that the
effect of Kalman filter depends on the number of missing data. This method is
more suitable for filling on missing fragments of short time fragments

6.3 Experiment on Ocean Wave Prediction

In this experiment, The data set recorded by MRU will be used. This data
set is a wave data that records in 2015-4-27 by MRU, with 982 attributes and
170 thousand rows of data. The starting time node chosen in the Fig.4(a) and
(c) is 1600s and in the Fig.4(b) and (d) is 4197s. The DWL are 25 and 265
respectively. The two nodes were chosen because the wave had larger fluctuations
during these two periods. This section attempts to modify the value of A, B to
reduce the dependence of the model on historical data. But this experiment is
mostly done by using error corrector to predict the value. This chapter gives the
comparison between A=0.7, B=3.1 and A =0.85, B=0.75. The decrease of B
can reduce the dependence of the model on historical data.

In Fig.4(a) and (b), A=0.7, B=3.1 is chosen. It can predict the trend of
the model well, but it has the disadvantage of low accuracy. In Fig. 4(c) and (d),
it can be seen that the degree of dependence on historical data has changed by
changing A to 0.85 and B to 0.75, the accuracy of the model has been improved.

In the comparison with three baseline models, from Fig. 5, the Double Mov-
ing Average model is more stable in subsequent prediction. Because the Double
Moving Average model asks for a single average through the temporary predic-
tion value of the preorder sequence. So it will become stable during the second
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Table 1. Comparing the results of the ocean current data prediction methods using
RMSE

AKF |HW |MA DMA
RMSE(1230) | 1.0005 | 1.6931 | 1.5932 | 2.2035
RMSE(1600) | 0.6133 | 0.7269 | 0.7491 | 1.1259
RMSE(4197) | 0.6446 | 1.3001 | 1.1259 | 1.7415

forecast. Double Moving Average model can not effectively respond to the sub-
sequent state of the waves. In contrast, the Adaptive Kalman filter based Ocean
Wave Prediction Model can reflect the trend of wave in the future better. Sim-
ilarly, the triple exponential smoothing (Holt — Winters) can also reflect the
trend of ocean waves in the early prediction. But in the later period, the pre-
diction effect is very poor. Table 1 provides the results of comparing the ocean
current data prediction methods using RMSE at the starting time node 1230s,
1600s and 4197 s.

7 Conclusion

The prediction of ocean currents is particularly important for ocean platforms
like fleets and oil rigs. It not only guarantees the economic benefits of the com-
pany, but also protects the ecological environment and the life safety of the
staff. In this paper, two models are proposed for accurate ocean wave predic-
tion. The first one is the ARIMA Based Missing Data Completion model. In
this model, Kalman filter is used to complete the filling of missing data after
the transformation of the state space in the ARIMA process. The second model
is an adaptive Kalman Filter based Ocean Wave Prediction model based on a
new concept called Dynamic Wave Length. The adaptive Kalman Filter based
Ocean Wave Prediction model outperforms three base line prediction models,
namely, moving average method (MA), double moving average method (DM)
and triple exponential smoothing (Holt — Winters) method in predicting ocean
wave form. The future work will involve making further effort to improve the
prediction accuracy of the model and apply it on data sets collected from more
platforms.
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Abstract. Index structures such as B-trees are important tools that
DBASs use to enhance the performance of data access. However, with the
approaching of the big data era, the amount of data generated in dif-
ferent domains have exploded. A recent study has shown that indexes
consume about 55% of total memory in a state-of-the-art in-memory
DBMS. Building indexes in traditional ways have encountered a bot-
tleneck. Recent work proposes to use neural network models to replace
B-tree and many other indexes. However, the proposed model is heavy,
inaccuracy, and has failed to consider model updating. In this paper, a
novel, simple learned index called adaptive single layer model is proposed
to replace the B-tree index. The proposed model, using two data par-
tition methods, is well-organized and can be applied to different work-
loads. Updating is also taken into consideration. The proposed model
incorporates two data partition methods is evaluated in two datasets.
The results show that the prediction error is reduced by around 50%
and demonstrate that the proposed model is more accurate, stable and
effective than the currently existing model.

Keywords: B-tree - Neural networks - Model - Updating

1 Introduction

When talking about efficient data access, we are talking about data access
through indexes. Indexes have been through thorough development during the
past decades due to their importance for different applications [6-9]. Among all
kinds of indexes, B-tree is the one most used and supported by different kinds of
database systems. In the big data era, however, a large amount of main memory
is consumed by B-Tree or its different variants. This would reduce the amount
of valuable space, which ought to be used to store some important intermediates
and to process existing data. Meanwhile, with the increase of tree structure,
a large part of it would be held up in disks. For online transaction processing
intensive workloads, frequently I/Os are unavoidable, and the cost is completely
unacceptable. To summarize, traditional indexes have encountered bottlenecks
in both space and time when storing and processing large-scale data.
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To reduce the storage overhead of B-trees, various compression techniques
[6,10,18,22,23] have been introduced to remove the redundancy between keys
or the size of keys. These techniques would cause a higher runtime cost for that
decompressing must be done to search for a data point. These compressed indexes
still need a significant amount of memory if they are many distinct keys for that
one entry (key and pointer) ought to be contained for each different value. Based
on this observation, A-Tree [4] proposed to index a fraction of keys and to use
interpolation search between keys. Linear functions are used to approximate the
data in leaf nodes. However, linear functions would fail to approximate other
data distribution patterns other than linear distribution.

Trying to solve the current problems, former work [1] inspired by the mixture
of experts work [2] proposes a kind of recursive regression model to implement
B-tree. The main idea of this staged model is to use neural networks (or other
machine learning models) to learn the distribution of data and give predictions
based on it. In this work, each stage of the staged model can be seen as one
layer of B-tree, and the selection of the next stage model depends on the output
of the previous stage. However, the staged model is heavy, and the segmenting
method adopted by this model has not considered the correlation between data,
which would cause an increase in prediction error. The model cannot deal with
updating also, which is impractical.

In this paper, we propose an adaptive single layer model (ASLM). Compared
with the state-of-the-art work, the proposed model is light-weighted and more
intelligent in partitioning workloads. The design of ASLM improves the querying
time and prediction accuracy effectively. At the same time, we also propose
updating strategies based on ASLM, both insertion and deletion are considered.

The main contributions of this work can be summarized as follows:

(1) We propose ASLM, and the memory occupation and querying time of the
proposed model is much smaller than existing learned index structure.

(2) Compared with the previous model, we propose better data partitioning
strategies, which significantly reduce the prediction error by around 50%.

(3) We propose update strategies, including insert and delete, which were not
found in previous works.

(4) We perform experiments on two existing datasets. Results show that our
model is more accurate than the current model and remains stable, effective
during the process of updating.

The remainder of the paper is organized as follows. The next section intro-
duces existing work related to this topic and its main drawbacks. In Sect. 3, we
present an overview of ASLM with two workload partitioning strategies in detail.
In Sect.4, model updating is introduced (insertion and deletion are included).
In Sect. 5 we introduce experiment settings and two datasets used in our exper-
iment. Afterward, we discuss the experiment results and give brief explanations
of the results in this section. In Sect. 6 we conclude this paper.
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2 Related Work

2.1 B-Trees and Variants

B-tree has experienced great development, and to reduce the cost of storage,
many of its variants have been proposed. B+-Trees [3] were proposed for disk-
based systems and several caches conscious B+-tree variants were proposed, such
as CSB+-tree [11]. T-trees [12] or balanced/red-black trees [13,14] were proposed
for in-memory systems. For read-heavy workloads, some tree structures such as
FAST [15] proposed to make use of hardware features (e.g., SIMD) or even GPUs
[15-17].

However, with the rapid expansion of data volume, the space occupied by
indexes increases, and the capacity of the memory is limited. As a result, most of
the index will be held up on disk, and for online transaction processing intensive
workloads, frequently I/O operations are required, resulting in inefficient data
access.

A-trees [4], BF-trees [18] and B-tree interpolation search [19] are the ones
closely related to our work. A-trees use linear functions, which is piece-wise to
reduce the number of leaf nodes in traditional B-trees. Similar to A-tree, BF-
tree uses a B+-tree to store information about a region of the dataset. However,
BF-tree uses bloom filters as leaf nodes instead of linear functions. BF-tree does
not consider the distribution of data either when segmenting workloads. Work
[19] proposed to use interpolation search within a B-tree page.

2.2 Learned Index Structure

In work [1], the author suggests that almost all indexes used by database sys-
tems can be highly optimized as long as the exact data distribution is known.
Machine learning, NN especially, can learn the patterns and correlations in data
and thus enable the automatic synthesis of specialized index structures, termed
learned indexes, with lower engineering cost. Taking B-tree as an example, a
hierarchical structure model called recursive model index (RMI) is proposed
(See Figs. 1 and 2). The division of data for the second stage of models depends

Kriy Key l Key
l gp Model 1.1
B-Tree Staged Model & — —
N
Pos Pos gﬂ Model 2.1 Model 2.2 Model 2.3
[T, IO, o = s
% Model 3.1 Model 3.2 Model 33 Model 3.4
Pos-0  Pos + pagesize Pos - min_error  Pos + max_error @ Poett
(a) B-Tree (b) Learned Index l o

Fig. 1. B-tree index is a model Fig. 2. Staged model [1]
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on the prediction from the previous stage. The first stage gives a prediction in
the range from 0 to N. If the RMI has K models in the second stage, then any
points with a prediction in the range [0, N/K] go to model 1, points with pre-
dictions in the range [N/K+ 1, 2*N/K] go to model 2, etc. Similar to B-tree,
each stage of this staged model further narrows the search region. The selected
model at each stage takes the same key as an input and selects another model
in the next stage based on the output of this model until the final stage gives
the position prediction.

3 Proposed Model

3.1 Motivation

The partitioning strategy adopted by RMI does not adequately consider the
similarity between data separated in the same model. As can be seen from Fig. 3,
two data points are far apart and are divided into the same model, however. It
will be easier for NN to fit similar data rather than disordered data. Meanwhile,
the proposed RMI cannot deal with updating properly. Taking insertion as an
example. When new data is inserted into RMI, retraining is needed to fit these
newly inserted data. Not only should the model in the last stage that the data
finally inserted in be retrained, but those models above the last stage concerning
the inserted data should also be retrained. It is a recursive retraining process
that cannot be avoided, and the cost of such updating strategy is unacceptable.

Key Model3 key

Model Selctor

l

3
[Model 1] {Model 2} {Model 3 Model 4 | ..
)

N/K N/K N/K l Position

Position

Fig. 3. Partition method of RMI Fig. 4. Single layer model (SLM)

3.2 Initial Solution

Based on the above observations, we propose a better data partitioning algorithm
and a single layer model (See Fig. 4).
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3.2.1 Data Partition Method

The partition method adopted by RMI would eventually result in the inaccuracy
of the whole model. Two factors have impacts on the accuracy of the model:
volume and distribution of data. Based on the greedy strategy, data partition
method tries to achieve a balance between these two factors. If the data trained
in the same model is in great volume, then they should be well distributed,
which means the distance between two adjacent data points should be as small
as possible. If the data trained in the same model is in chaos, then the data
volume should be low.

Algorithm 1. Data Partition Algorithm

Input: workload, K

Output: split_index

1: SUM = 0, split-index = [J;

: for ¢ = 0; i < workload.length; i + + do
SUM = SUM + (workload[i+1]- workload|[i]);

end for

V = SUM/K;

temp_Sum = 0

for i = 0; i < workload.length; i + + do
temp_Sum = temp_Sum + (workload[i+1]- workload[i]);

9: if temp_Sum >V then

10: split_index.append (i)

11: temp_Sum = 0

12: end if

13: end for

14: return split_index;

Data partition method is summarized in Algorithm 1. In the beginning, we
have to specify how many sub-models the SLM has (Value of K). Then all the dis-
tance between two adjacent keys is summed up as SUM (Line 3). Each sub-model
would have a data volume of V=SUM/K (Line 5). Then, from the beginning
of the workload, the distance between every two adjacent keys is summed up
until the value is greater than V, break at that point (Line 7-13). After all this,
we finally have K pieces of data. Such a division method guarantees that data
points are separated into the same part if their keys are similar to each other
and data points are split into different pieces if their keys are different. Models
can achieve better accuracy if all the data points are close to each other even
if the data volume is great, and if the data in the same model is different from
each other, the model’s accuracy can also be ensured due to the small volume
of data. This method is an improved version of the method of equal separation,
and it works better than the method taken by RMI.
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3.2.2 Single Layer Model (SLM)

Based on the data partition method, we proposed a single layer model (See
Fig.4). It is a simple model which only has one layer of K sub-models. This
SLM can deal with updating well for that insertion (or deletion) only happens
in one layer, and only one or two sub-models are involved in this layer.

3.3 Optimized Solution

The method introduced above only considers the distance between keys and
leaves positions aside. We also find that the setting of K is a problem when
partitioning an unknown workload.

e : i Model3 !
H ' workload key

v

Automatic
+_ Partition Method .
,,,,,,, on Yethod

Model Selctor J

| Vodel 1J | Nodel 2 (nodel 3} | Nodel 4J [wo;iel |

Position l Position

Fig. 5. Partition method of RMI Fig. 6. Adaptive Single Layer Model
(ASLM)

3.3.1 Automatic Data Partition Method

To solve the problem of the setting of K, in this method, the distance (Both
keys and positions are considered) between data points is calculated and used
as a feature to partition workloads automatically. One heuristic idea is that the
area of the triangle (See Fig. 5) between two adjacent data points can reflect the
similarity between data points.

Automatic data partition method is summarized in Algorithm 2. First, the
areas of all triangles are calculated and sorted in descending order (Line 1-5).
Second, the top k (different from K in method 1) areas in that descending order
are selected as the splitting points (Line 6). The selected split indexes should be
through the boundary check process (Line 7). Boundary setting is used to put
a constraint on the data volume of the sub-model. Training too much data in
one sub-model would cause a long training time and inaccuracy of the model.
Training fewer data in one sub-model would cause an increase in the total sub-
model number and the storage cost. Thus, for each sub-model, the upper bound
and lower bound are set. After many experiments, we find that when the upper
bound is set to 10k, the results would be better. Due to space limitations, it will
not be described in detail here. The setting of k depends on the requirement for
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Algorithm 2. Automatic data partition method

Input: workload

Output: split_index

1: area = [];

: for i = 0; i < workload.length; i + + do
area.append(Area_of_Triangle(workload]i], workload[i+1]));

end for

: area.sort();

. split_index < top k of area;

: Boundary Check;

: return split_index;

0 DU WD

accuracy and efficiency. Setting a large number to k would cause wasting of time
during the boundary check process. Setting a small number to k would result in
inaccuracy of the model for that the workload is not well divided.

The method introduced above is a heuristic idea after all, and we have to give
a normalized definition of how to measure the similarity between data points.
Euclidean distance is usually used to define the similarity between data. There-
fore, we propose to replace the areas of triangles with Euclidean distance, and
the rest operations remain the same as the heuristic method for that there is a
proportional relationship between them. One most significant advantage of this
method is that this method helps to decide how many sub-models (Value of K)
the SLM should have for different workloads and the decision is far smarter than
our intuitive experience. Using automatic data partition method along with the
SLM, the final model: Adaptive Single Layer Model is proposed next.

3.3.2 Adaptive Single Layer Model (ASLM)

As can be seen from Fig. 6, first to do is workload distribution analysis. Choosing
the area of the triangle or the Euclidean distance as the feature to divide the
workload in this step, and after automatic data partition method, the workload
is partitioned into K pieces and K sub-models are created accordingly. The same
network structure can be applied to all the sub-models or different structures for
different sub-models. We finally use the same structure for two reasons. For one
thing, the data is sorted according to the key, and there is not much difference
between different pieces of data, the same structure will be fine for all sub-
models. For another, when the training of one sub-model is finished, its weights
could be used to initialize the sub-models next. The training process would be
faster than starting training from zero.

The K pieces of data are distributed to K sub-models, and the next step
is model training. As all the data have been sorted and the model does not
need to be trained from zero except for the first one, the training process would
be quick. At the same time, the min-error and max-error of each sub-model
are remembered during training to provide the same semantic guarantees that
B-tree provides.
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The model is designed to be adaptive, and it has to support model updating.
However, the model cannot be updated every time one data point is inserted into
it, which means the model retraining. The cost is unacceptable, especially when
there is a vast amount of data to be inserted. Considering all these, a buffer is
maintained for each sub-model. The buffer in each sub-model is organized like a
hash table in order to answer related queries quickly, which means if some data
is inserted into the buffer but has yet to be updated into the model, queries
about these data can be answered promptly and precisely.

Supposing that the proposed ASLM has been well trained and has experi-
enced so many operations like queries, inserts, etc. For the most general circum-
stances, model querying should follow the following steps: model selector takes
the query key as an input and decides which sub-model should be selected below;
once the sub-model is selected, first thing of all is to check whether the query
key is in this sub-model’s buffer, and if so return the position immediately; if the
key is not in the sub-model’s buffer, the model should take this key as an input
and output the position prediction. To find the precise position of the query
key, binary search around the predicted position in the range from min-error to
max-error will do. The query speed is rapid, for there is no I/O cost and only a
few mathematical multiplications and additions operations are needed compared
with traditional B-tree.

The first data partition method can divide the workload in linear time and
achieve better results, however, some problems exist in this method. The time
complexity of the optimized method is O(nlogn). Compared with the first data
partition method, the partitioning precision is further improved at the cost of
the slightly increased of partitioning time. In actual scenario, data segmentation
occurs in the data storage phase, and the efficiency of querying and updating
would not be affected. The second partition method also enables the model to
be adaptive to any workloads without specifying the exact sub-model number.
Thus, the model in the following of this paper refers to ASLM.

4 Model Maintenance

4.1 Data Insertion

Concerning inserting, two circumstances should be taken into consideration:
general inserting in the middle and appending to the end. Appending to the
end is easier for ASLM, a new sub-model is created directly at the end. The
new sub-model created for appending is like any other sub-models, a buffer is
maintained to avoid being frequently retrained. At the beginning of appending,
records should all be inserted in the buffer and no training is involved until the
buffer is full. The weights of the last sub-model can be used to initialize the
new sub-model. When model training is finished, the buffered should be cleared
for new inserts. The appending process is terminated if the data volume of this
sub-model exceeds the upper bound and a new sub-model is created.

Inserting in the middle is more complicated than appending to the end. The
algorithm of inserting in the middle is summarized in Algorithm 3. At line 1, the
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ASLM selects a sub-model according to the given key and gets the average error
and the buffer of the selected sub-model at lines 2 and 3. Then the sub-model
gives a position prediction according to the given key, and thus the prediction
error of the model can be calculated for the key. If | Position — predict_pos| <=
average_error, this data record can be inserted directly into the selected sub-
model without training (Line 5-6) for that the inserted record will not decrease
the accuracy of the sub-model. Once some data is inserted into one of the sub-
models, whether the amount of this sub-model’s data exceeds the data upper
bound should be checked (Line 7). The model splitting process is meant to be
triggered if the condition is satisfied. Before model splitting, however, we have
to check whether the buffer of the sub-model is empty, if some data is inside
then we have to update these into the sub-model (Line 8-11).

Algorithm 3. Insertion of ASLM

Input: (Key, Position)

1: model < model_selector(Key);

: average_error <— model.average_err;

: Buffer «<— model. Buffer,

: predict_pos < model.predict(Key);

if abs(Position — predict_pos) <= average_error then
insert into model.data directly
if Size(model.data) > Upper_bound then

if Size(Buffer) > 0 then

9: Update Buffer.data into model.data

10: end if

11: model.split()

12: end if

13: else

14: Buffer.insert(Key, Position)

15: if Size(Buf fer) > Threshold then

P I A ol

16: Update Buffer.data into model.data

17: Buffer.clear()

18: if Size(model.data) > Upperyound then
19: model.split()

20: end if

21: end if

22: end if

If |Position — predict_pos| > average_error, this record should be inserted
into the buffer (Line 14) for that inserting this record into this sub-model would
reduce the model’s accuracy. The buffer also has a threshold, and if the size of the
current sub-model’s buffer exceeds the threshold, the data in the buffer should
be updated into the sub-model, which means the sub-model should be retrained
(Line 15-16). In the retraining process, the sub-model’s average error, min-error
and max-error should be updated accordingly, and the buffer of this sub-model
should be cleared after this procedure (Line 17). Each sub-model has a data
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volume upper bound, and when the data covered by this sub-model exceeds its
upper bound, the model split process is meant to be triggered (Line 18-19).
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Fig. 7. Model insertion

Model splitting is like node splitting in B-tree index; however, the model split-
ting is much easier. Compared to the complex splitting strategy of B-tree, the
splitting of our model only involves the current sub-model. As is shown in Fig. 7,
after so many inserts, data volume is likely to exceed the sub-model’s upper
bound, and if so a new sub-model should be created and can be initialized with
the previous sub-model’s weights. The breakpoint can be found using the auto-
matic data partition method. The two sub-models should be trained separately
based on the data they cover. This process is quick, for all the data originally
belongs to one sub-model, and that sub-model has already been trained to fit
these data. The weights of the original sub-model can be used to train the new
model in order to reduce the training time.

4.2 Data Deletion

The first thing to do is querying when deleting a data point. Querying is to ensure
that the record does exist in the model and to make sure which sub-model it lies
in. The algorithm of deletion is summarized in Algorithm 4.

After a bulk of insertions, there must be some data in the buffer of each
sub-model. If the record to be deleted lies in one sub-model’s buffer, then we
can remove it directly from the buffer without any impacts on the sub-model’s
error (Line 7-8).

If the record to be deleted lies in one of the sub-models, removing it directly
from the model does not affect the model accuracy actually for the model itself
has not changed. At the same time, the counter, used to count how many records
have been deleted from this sub-model, should be auto incremented (Line 10—
11). The amount of the remaining data should be calculated to check whether
it is less than lower bound (Line 12). When the data volume is smaller than the
lower bound (Line 13), merging sub-models should be considered. The merging
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Algorithm 4. Deletion of ASLM
Input: Key
1: model < model_selector(Key);

2: counter < model.counter;

3: Buffer <« model. Buffer,

4: if Key not in model then

5: return

6: else

T if Key in Buf fer then

8: delete from Buffer directly

9: else

10: delete from model.data

11: counter+-+

12: residual < Upper_bound-counter;

13: if residual < Lower_bound then

14: if Size(Buffer) >0 then

15: continue

16: end if

17: left_data_len = Len(model_left.data)
18: right_data_len = Len(model._right.data)
19: if residual + left.datallen < Upper-bound or residual +

right_data_len < Upper_bound then

20: model_converge()
21: end if
22: end if
23: end if
24: end if

of models is not necessary. Actually, data can always be deleted from one sub-
model until there is no data left and the sub-model is removed. However, there
is no need to maintain a sub-model if the data volume left is too small. The
merging of sub-models may bring up additional overhead, but to free up some
of the memory, the merging is worth consideration. Before merging, whether
the buffer of this sub-model contains data points should be considered. If there
exists some data in the buffer (Line 14), updating these data into this sub-model
must trigger the model retraining process and bring up additional cost. In this
case, merging between two sub-models may not happen in order to be efficient at
the expense of additional memory occupation (Line 15). The merging of models
involves two sub-models next to this sub-model, which means this sub-model
may be merged into its left sub-model or its right one. Into which sub-model
should the current sub-model be merged depends on the amount of data of its
two adjacent sub-models (Line 17-20). If sub-models on both sides do not meet
the data volume requirements, no merging would happen and leave it be. All the
above is the whole implementation of model deletion.
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5 Experiment

5.1 Experiment Setup

Dataset: Two datasets are used in our experiments: Map_Data and TPC-H.
Map_Data is a small part of our extraction from the OpenStreetMap [20]. It has
approximately 2 million records. TPC-H is extracted from TPC-H [21] bench-
mark and it has approximately 14 million records. It is divided into two datasets
equally (TPC-H1 and TPC-H2), one for model training and the other for model
update experiments (insertion data). Each of these two datasets has approxi-
mately 7 million records.

Settings: To be fair, in the model comparison experiment, the original model
design in work [1] is followed. For RMI, a two-layer fully-connected neural net-
work with 32 neurons per model is trained using ReLU activation function. The
same settings are used in ASLM, which means each sub-model has 32 neurons
and uses ReLU activation function. Due to the adaptability of the proposed
model, experiment on the proposed ASLM is carried out first and gets the final
model number. Then the number of models is assigned to K, which is the number
of models in RMTI’s second layer and the number of sub-models in SLM with the
first proposed data partition method.

Environment: All experiments are conducted on Windows 10 platform with
Intel(R) Core(TM) i5 CPU @3.2 GHz and 16 GB RAM. All models are imple-
mented under Keras framework using TensorFlow [5] as the backend and Python
as the front-end, and all the other experimental environments are the same.

5.2 Model Comparison

We evaluate the performance of our model versus RMI from the perspective of
prediction accuracy and time consumption. The predicting and time consump-
tion results are shown in Table1 and Fig. 8.

In the table, the third column represents the average error of prediction
and the fourth, fifth and sixth columns indicate the proportion of the error less
than five, ten and fifty respectively. It can be seen from the results that our
model achieves better accuracy with the three dataset partitioning methods we
propose. There are only subtle differences between the results using the area
of the triangle and Euclidean distance, which may be caused by the training
process or some other tinny factors.

As is shown in Fig.8, we have done querying 100 times on different sub-
models, and the results show that the average time consumed by RMI is almost
two times than that of SLM. The proposed model performs better than RMI for
that the proposed ASLM only has one layer and RMI has at least two layers,
which means that the consumption of time will at least be doubled.

The time consumption between B-tree and ASLM is not compared for spe-
cific reasons. RMI in work [1] is implemented under the learning index frame-
work (LIF). It is a framework designed for index configuration and optimization
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Table 1. Prediction error of the proposed model and RMI

Map_Data | Model Average error | Error < 5| Error < 10 | Error < 50
RMI 6.07 74.4% 83.5% 97.9%
SLM (data partition method) |2.06 87.94% 195.90% 99.99%
ASLM (area of triangle) 1.74 91.71% |97.94% 99.99%
ASLM (Euclidean distance) |1.60 92.99% |97.94%  |99.99%

TPC-H1 |Model Average error | Error < 5| Error < 10 | Error < 50
RMI 51.58 17.57% |36.37% 94.92%
SLM (data partition method) |16.79 18.08% |36.75% 97.56%
ASLM (area of triangle) 13.93 19.37% |39.40% 99.71%
ASLM (Euclidean distance) |15.16 18.41% | 37.50% 98.49%
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Fig. 8. Query time comparison

and can be seen as an acceleration framework that optimizes some unnecessary
overhead and simplifies the implementation of the model. Unfortunately, the
framework is currently not open-sourced, and thus we cannot implement ASLM
under LIF. However, as is stated in [1], the querying of RMI implemented under
LIF is faster than traditional B-tree. We argue that our model is faster than
the stage model both in training time and in giving prediction time (See Fig. 8).
The proposed model’s time consumption will be much less than B-tree if it is
implemented under LIF.

5.3 Model Updating

To test the performance of ASLM during insertion, we trained ASLM using TPC-
H1 and TPC-H2 is used as external data for insertion. The first 1 million records
in TPC-H1 are used as model training data in our experiment. 300,000 pieces of
data are randomly selected from the first 1 million pieces of data in TPC-H2 as
insertion data. The sub-models being inserted are evaluated from the perspective
of the average error, which represents the accuracy of the model prediction. The
original ASLM has 155 sub-models after training, and after insertion, it has
178 sub-models. The additional 23 sub-models are caused by model splitting or
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model creating during the process of insertion. The average error before and
after insertion of the original 155 sub-model is shown in Fig.9(a). The average
error of the additional 23 sub-models is at the same level as the original 155
sub-models.

— original average error
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(a) Model average error before and after (b) Model average error before and after
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Fig. 9. Model average error

If the proposed model is stable and effective, the model accuracy should
remain unchanged or at the same level in the process of or after inserting data.
As can be seen from Fig. 9(a), the model average error remains at the same level
or reduces a lot after insertion, compared with the original model average error,
which means the stability and effectiveness of our model are ensured.

To test the performance of the proposed model during deletion, the first 1
million records of TPC-H1 are used to train ASLM and 50,000 records of the
training data are randomly selected as the data to be deleted from the model.
The original ASLM has 155 models after training, and after deletion, it has 148
models. The merging of models causes the missing 7 models during deletion. The
average errors before and after deletion of the remaining 148 models are shown
in Fig. 9(b).

As can be seen from Fig.9(b), the average error of most models remains
unchanged, this is because the data been deleted is limited and is not sufficient to
cause so many merges. However, there are still some merging operations around
the model 10, 35, 78 and 110. We can see that the average error before and after
deletion remains at the same level as the original error. Some model’s average
error is slightly higher than before, but it remains at the same level as its original
average error.

6 Conclusion

In this paper, we present ASLM a new learned index structure that incorporates
two workloads partition strategies to replace B-tree. The adaptiveness of the
model is reflected in the ability to be adapted to different workloads and to
support model updates well. We evaluate ASLM using two datasets and show
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that it can achieve better accuracy than the state-of-the-art learned index RMI.
Meanwhile, experiment results show that the proposed model is relatively stable
when updating, and the accuracy of the model does not change too much during
the progress of updating.

Acknowledgement. This work is supported by National Key R&D Program of China
(No. 2017YFC0803700), NSFC grants (No. 61532021), Shanghai Knowledge Service
Platform Project (No. ZF1213) and SHEITC.

References

10.

11.

12.

13.

14.

15.

. Kraska, T., Beutel, A., Chi, E.H., et al.: The case for learned index structures.

In: Proceedings of the 2018 International Conference on Management of Data, pp.
489-504. ACM (2018)

Shazeer, N., Mirhoseini, A., Maziarz, K., et al. Outrageously large neural networks:
the sparsely-gated mixture-of-experts layer. arXiv preprint arXiv:1701.06538
(2017)

Bayer, R., McCreight, E.: Organization and maintenance of large ordered indexes.
In: Broy, M., Denert, E. (eds.) Software Pioneers, pp. 245-262. Springer, Heidelberg
(2002). https://doi.org/10.1007/978-3-642-59412-0_15

. Galakatos, A, Markovitch, M, Binnig, C, et al.: A-tree: a bounded approximate

index structure. arXiv preprint arXiv:1801.10207 (2018)

Abadi, M., Barham, P., Chen, J., et al.: TensorFlow: a system for large-scale
machine learning. In: OSDI 2016, pp. 265-283 (2016)

Graefe, G., Larson, P.A.: B-tree indexes and CPU caches. In: 2001 Proceedings of
the 17th International Conference on Data Engineering, pp. 349-358. IEEE (2001)
Richter, S., Alvarez, V., Dittrich, J.: A seven-dimensional analysis of hashing meth-
ods and its implications on query processing. Proc. VLDB Endow. 9(3), 96-107
(2015)

Fan, B., Andersen, D.G., Kaminsky, M., et al.: Cuckoo filter: practically better
than bloom. In: Proceedings of the 10th ACM International on Conference on
Emerging Networking Experiments and Technologies, pp. 75-88. ACM (2014)
Alexiou, K., Kossmann, D., Larson, P.A.: Adaptive range filters for cold data:
avoiding trips to Siberia. Proc. VLDB Endow. 6(14), 1714-1725 (2013)

Zhang, H., Andersen, D.G., Pavlo, A., et al.: Reducing the storage overhead of
main-memory OLTP databases with hybrid indexes. In: Proceedings of the 2016
International Conference on Management of Data, pp. 1567-1581. ACM (2016)
Rao, J., Ross, K.A.: Making B*-trees cache conscious in main memory. In: ACM
SIGMOD Record, vol. 29, no. 2, pp. 475-486. ACM (2000)

Lehman, T.J., Carey, M.J.: A study of index structures for main memory database
management systems. In: Proceedings of the VLDB, p. 1 (1986)

Bayer, R.: Symmetric binary B-trees: data structure and maintenance algorithms.
Acta Inform. 1(4), 290-306 (1972)

Boyar, J., Larsen, K.S.: Efficient rebalancing of chromatic search trees. J. Comput.
Syst. Sci. 49(3), 667-682 (1994)

Kim, C., Chhugani, J., Satish, N., et al.: FAST: fast architecture sensitive tree
search on modern CPUs and GPUs. In: Proceedings of the 2010 ACM SIGMOD
International Conference on Management of Data, pp. 339-350. ACM (2010)


http://arxiv.org/abs/1701.06538
https://doi.org/10.1007/978-3-642-59412-0_15
http://arxiv.org/abs/1801.10207

16.

17.

18.

19.

20.

21.

22.

23.

ASLM: Adaptive Single Layer Model for Learned Index 95

Shahvarani, A., Jacobsen, H.A.: A hybrid B*-tree as solution for in-memory index-
ing on CPU-GPU heterogeneous computing platforms. In: Proceedings of the 2016
International Conference on Management of Data, pp. 1523-1538. ACM (2016)
Kaczmarski, K.: Bt-tree optimized for GPGPU. In: Meersman, R., et al. (eds.)
OTM 2012. LNCS, vol. 7566, pp. 843-854. Springer, Heidelberg (2012). https://
doi.org/10.1007/978-3-642-33615-7_27

Athanassoulis, M., Ailamaki, A.: BF-tree: approximate tree indexing. Proc. VLDB
Endow. 7(14), 1881-1892 (2014)

Graefe, G.: B-tree indexes, interpolation search, and skew. In: Proceedings of the
2nd International Workshop on Data Management on New Hardware, p. 5. ACM
(2006)

OpenStreetMap. https://www.openstreetmap.org

Transaction Processing Performance Council. http://www.tpc.org/tpch/

Bayer, R., Unterauer, K.: Prefix B-trees. ACM Trans. Database Syst. (TODS)
2(1), 11-26 (1977)

Zukowski, M., Heman, S., Nes, N., et al.: Super-scalar RAM-CPU cache compres-
sion. In: 2006 Proceedings of the 22nd International Conference on Data Engineer-
ing, ICDE 2006, p. 59. IEEE (2006)


https://doi.org/10.1007/978-3-642-33615-7_27
https://doi.org/10.1007/978-3-642-33615-7_27
https://www.openstreetmap.org
http://www.tpc.org/tpch/

q

Check for
updates

SparseM AAC: Sparse Attention for
Multi-agent Reinforcement Learning

Wenhao Li, Bo Jin®?, and Xiangfeng Wang

Shanghai Key Lab for Trustworthy Computing,
School of Computer Science and Software Engineering,
East China Normal University, Shanghai, China
{bjin,xfwang}@sei.ecnu.edu.cn

Abstract. In multi-agent scenario, each agent needs to aware other
agents’ information as well as the environment to improve the perfor-
mance of reinforcement learning methods. However, as the increasing
of the agent number, this procedure becomes significantly complicated
and ambitious in order to prominently improve efficiency. We introduce
the sparse attention mechanism into multi-agent reinforcement learn-
ing framework and propose a novel Multi-Agent Sparse Attention Actor
Critic (SparseMAAC) algorithm. Our algorithm framework enables the
ability to efficiently select and focus on those critical impact agents in
early training stages, while eliminates data noise simultaneously. The
experimental results show that the proposed SparseMAAC algorithm
not only exceeds those baseline algorithms in the reward performance,
but also is superior to them significantly in the convergence speed.

Keywords: Multi-agent deep reinforcement learning -
Sparse attention mechanism - Actor-attention-critic

1 Introduction

1.1 Multi-agent Deep Reinforcement Learning

Reinforcement learning is one of the most popular research area in academia
and industry. Its goal is to maximize the cumulative feedback while the agent
interacts with the environment, as a result the agent can guarantee an opti-
mal strategy. The biggest limitation of traditional reinforcement learning is the
demand to manually design features to model the state of environment, which
significantly increases the difficulty of extending to sophisticated task. With
the development of deep learning, representational learning in complex tasks
has become achievable, and deep reinforcement learning has recently achieved
remarkable results in games [19], robotics [5], and autonomous driving [2].

Our work focuses on the multi-agent reinforcement learning (MARL) [1].
Actually in many practical problems, there are multiple agents that need to
controlled more intelligently, e.g., multi-robot control [13], multiplayer games
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[20] and etc. These agents always affect each other while completing their own
targets at the same time, so that the single agent reinforcement learning algo-
rithms can not be directly applied to multi-agent scenario [22]. The process of
state transition in multi-agent system can be principally described as: At a cer-
tain time step, the environment receives the joint actions of all agents, further
moves to the next state with reward returned from each agent. Multi-agent prob-
lems can be divided into two categories according to the relationship between
agents, i.e., collaboration problem and competition problem [1]. In the competi-
tion problem, the agents of different teams are independent of each other, that is,
they have their own reward functions. The goal of each team is to only maximize
the cumulative rewards belong to themselves. On the contrary, in collaboration
problem, the goal of all agents is no longer to maximize the cumulative rewards
they receive individually, but to maximize whole return of all agents in groups.
Furthermore in general, all agents share the same value function (objective) in
the collaboration problem.

1.2 Attention Mechanism in Multi-agent Reinforcement Learning

The attention mechanism automatically extract the semantic information with
respect to each task prior information through an end-to-end manner. This
prominent advantage of attention mechanism has been greatly extracted in
recent years and it has many successful applications in the field of computer
vision [27], natural language processing [11,25] and even reinforcement learning
[6,7,18].

The Multiple Actor-Attention-Critic algorithm (MAAC) [6] is a typical atten-
tion mechanism based multi-agent reinforcement learning method. MAAC learns
the multi-agent system through one centralized critic and many separated decen-
tralized actors. With the purpose to solve the limitations of both traditional
value function method and strategy gradient method on multi-agent problems,
MAAC borrowed the basic idea of Multi-Agent Deep Deterministic Policy Gra-
dient method (MADDPG) [10], which allows introducing extra agent informa-
tion in the training process. Further in details, the critic is augmented with
extra information about the policies of other agents. As the increasing of agents
number, the information of each agent which needs to process or communicate
in order to make decision is significantly growing. If each agent considers the
behaviors of all other agents, the decision-making learning procedure becomes
extremely more difficult. For a large-scale multi-agent system, each agent’s deci-
sion is not affected by all other agents. Furthermore, it will inevitably make the
useful signal submerged in the background noise once all other agents are equally
taken into account. The MAAC algorithm introduced the attention mechanism
to address this problem, by sharing an attention mechanism which selects rele-
vant information for each agent at every timestep.

However, MAAC still take advantages of all the agents although the utiliza-
tion level is considered to increase accuracy and efficiency. In practical applica-
tions, the tasks performed by different agents maybe quite different. Therefore,
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in the process of learning, each agent needs to select the related agents while fil-
ter out the independent ones. This selection scheme should not only focus on the
degree judgement but more importantly on agent picking. In order to solve this
problem, we combine the sparse selection technique with classical MAAC algo-
rithm and propose a multi-agent sparse attention actor critic algorithm (Sparse-
MAAC) for multi-agent reinforcement learning problem. Our main contributions
are summarized as follows:

1. We introduce the sparse attention mechanism into the multi-agent reinforce-
ment learning combined with MAAC algorithm, which enables our algorithm
to quickly filter out the useful parts from the received information in the
complex environment and eliminate the noise data. This allows the algorithm
to have a faster convergence or the ability to jump out of a local optimal
solution. Through the guaranteed sparse attention weights, the established
system can be more interpretable.

2. Based on the related work [16], we introduce the hyperparameters of the
control algorithm sparsity of sparsemax [12], as a result prior environment
information can be easily introduced to our algorithm framework in order to
acclimate varied complexity environments.

3. To better verify the effects of sparse attention, we design a more complex
collaborative environment called Grouped Cooperative Treasure Collection
(GCTC), and conduct related and significative experiments performance.

The rest of the paper is organized as follows. In Sects.2 and 3, we discuss
related work and backgrounds, followed by a detailed description of our approach
in Sect. 4. We report experimental results in Sect.5 and conclude our paper in
Sect. 6.

2 Related Work

2.1 Sparse Attention Mechanism

The attention mechanism has been widely applied in deep learning in recent years
because of its automatically output driven learning performance. The attention
mechanism was first successfully applied in [27] which automatically generates a
description that matches the content of the pictures. The images are extracted
by convolutional neural network (CNN) and further combined with the implicit
state of long short-term memory (LSTM). A multi-layer perceptron is introduced
to calculate the similarity, and the softmax function is used to compute the
attention weights. The authors also put forward the concept of hard attention
and soft attention which are significantly different.

Then [11] extended the attention mechanism into the machine translation
application. By considering the partial relationship between output word and
input words, they proposed both global attention and local attention schemes.
The attention mechanism is regularly and prosperously combined with recurrent
neural networks (RNN). However because of the recurrent nature of RNN;, it
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is not conducive to parallel computing, so that usually the training procedure
always be time-consuming. [25] uses a self-attention mechanism instead of a
circular neural network, while both scaled dot-product attention and multi-head
attention scchemes are introduced.

The softmax function are usually introduced to calculate the attention
weights, which is dense without any possibility to select agents. Although both
[27] and [11] attempt to introduce sparsity by adding special structures, like
hard attention or local attention, they ignore introducing sparse constraints on
activation function. Reference [12] introduced sparsity into the attention mecha-
nism by seeking a sparse activation function for the first time. The core idea is to
take advantage of the fact that the Euclidean projection of any input vector to a
simplex is sparse. Reference [16] found that it also falls into the above situation
by calculating the max function subgradient. By considering the discontinuity of
this projection, the authors introduced a strongly convex regularizer on the dual
problem of the max operator with the purpose to guarantee efficient training.
The sparsemax algorithm in [12] can be included into the algorithm framework
of [16] In our paper, we will utilize the generalized y-sparsemax algorithm in [16].

2.2 Attention Mechanism in Reinforcement Learning

Attention mechanism is also popularly applied to reinforcement learning meth-
ods. Reference [17] used reinforcement learning to conduct brain activity research
and introduced attention mechanism to screen input signals in order to accel-
erate the training process. Reference [18] considered the memory structure in
the reinforcement learning algorithm to preserve the knowledge learned by the
agent. In decision-making procedure, the attention mechanism is introduced to
select relevant information from the memory with the purepose to assist decision-
making. A soft attention mechanism combined with the Deep Q-Network (DQN)
[14] model is proposed in [15] to highlight task-relevant locations of input frames.

In the field of multi-agent reinforcement learning, [6] combines the atten-
tion mechanism with the actor-critic algorithm to train a centralized critic that
automatically selects relevant information. [7] also proposed an attention-based
actor-critic algorithm. Their main concerns are on learning attention models for
sharing information between policies. Our work in this paper is basiclly based on
[6], but firstly and originally designs a sparse attentional mechanism for multi-
agent reinforcement learning, which strengthens the algorithm stability for com-
plicated and noisy environments and guarantee better interpretability.

3 Preliminaries and Backgrounds

3.1 Markov Decision Process and Markov Game

Reinforcement learning models the process in which an agent learns in constant
interaction with the environment as a Markov decision process (MDP) [21].
An MDP is defined by a quintuple (S, A, R,P,7) where S and A represent



100 W. Li et al.

a limited state space and a limited action space respectively. The probability
transfer matrix P is a three-dimensional tensor, where each element represents
the probability that the agent will move to the next state s’ after executing
action a in state s. The reward function R : § x A — R defines the instant
feedback made by the environment after the agent executes the action a in the
state s and this feedback can be stochastic. Finally, v € [0,1] represents the
discount factor that defines the trade-off between the immediate feedback and
the accumulated future feedbacks during the agent learning process

Since our work focuses on multi-agent situation, at the beginning we present
a formal definition of this problem. A Markov game (S, N, A, R s, P,7) denotes
an extension of the Markov decision process in multiple agent scenarios [9], while
N represents the number of agents. The key differences with traditional MDP
exist on the reward functions, i.e., Rar, while the probability transition matrix
P and the policy m both depend on the actions of all agents in the environment.

3.2 Deep Q-Network

DQN is the most famous deep reinforcement learning method in recent years,
which learns the optimal action value function corresponding to the optimal
policy by minimizing the mean square bellman error (MSBE):

£<¢97 D) = E(s,a,r,s’)N’D [Q(57 as; 9) - Qtarg]2 3 (1)

where s,s’ € S, a € A and r € R denote the state, action and reward respec-
tively. Q(s, a;8) denotes the action value function which is parameterized with
0. Qtarg = (8, a) +ymax, Q(s',a’). Since DQN approximates the action value
function @ with neural network, its convergence can not be guaranteed theo-
retically until now. In order to ensure the stability of the training procedure,
traditionally the target function @ and the experience replay buffer D are intro-
duced, where the parameters of @ are periodically updated with the behavior
function )’s parameters.

3.3 Vanilla Policy Gradient and Actor Critic

The policy gradient-type method is another typical reinforcement learning algo-
rithm framework. Its core idea is to learn policy directly rather than indirectly
establish through learning value functions. More specifically, policy gradient
method directly adjust parameters 6 of the policy in order to maximize the
objective function J(f) = E, [R.] by gradient ascent scheme with VyJ(6). In
details the gradient takes the follow formulation [24]:

T
Vo J(0) = Es,pm a,~my | Vologmo(arlse) Zr St,ap)| - (2)

t

where s; € S, a; € A denote the state and action at time ¢, p™ =
P(st’st_l,at_l) X ﬂ(at_l}st_l) and g = W(at’st). The resulting method with
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the above formula is called vanilla policy gradient method (or REINFORCE
method [26]). However, this method used a real reward in order to directly esti-
mate the gradient, as a result the variance would be very large because of error
accumulation. Lots of variant algorithms are proposed with the purpose to solve
this shortcoming. Their core idea is to estimate the cumulative rewards with
another function. This function is usually called critic, while the resulting algo-
rithm framework is called actor-critic algorithm [23]. The advantage function
A(s,a) = Q(s,a) — V(s) (V(s) denotes the value function at state s) is a popu-
larly used critic function, which measures the pros and cons of one action relative
to the average performance.

3.4 Soft Actor Critic

Soft Actor Critic (SAC) [4] is an algorithm of training stochastic policy through
off-policy way. The entropy regularization plays an important role in the algo-
rithm framework. The objective of SAC is to maximize a tradeoff between cumu-
lative rewards together with the entropy of the policy distribution. Each agent
is encouraged to pay more attention to exploration in the early stage of train-
ing while also avoids converging to a local optimal solution. In SAC algorithm
framework, the goal becomes to maximize the following objective function, i.e.,

oo

Z r(st,ar) + oH(w ’st ], (3)

t=0

7 =argmax E,
™

where s; € S, a; € A denote the state and action at time ¢, v € (0, 1] denote the
discount factor and « > 0 is the trade-off coefficient. Then state value function
and action value function are calculated as

Vi(s) =E;n

> A r(se, ar) + aH(x(-]s)))|so = 317 (4)
t=0

Zv r(st, az —1—0427 7(-|s¢) |so—s ao—a]. (5)
t=0

With these definitions, the corresponding MSBE’s target term and policy gra-
dient respectively become

Qﬂ' (37 a) = ET~7r

Qtarg(5t7 at) = 7n(sta at)+E5t+le7r7at+1N7T9 [Q(st-‘rla at-‘rl) —« log(ﬁe(at+1|8t+1))} )

Vo J(0) = Eg,pm ammy [V log ma(as|st)(alog mo(as|s:) — Q(st,at) + b(se))],

where b(s) is a state-dependent baseline for variance reduction [3]. Under the
giving two formulations, the SAC algorithm alternately iteratively updates the
actor and critic like the traditional actor-critic algorithm.
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4 Algorithm Framework: SparseMAAC

In this section, we introduce our proposed Multi-Agent Sparse Attention
Actor Critic (SparseMAAC) algorithm. As discussed above, the main moti-
vation for our algorithm is the partial relationship between agents in a prac-
tical multi-agent system. Especially only a limited number of other agents
have impacts on each agent’s own decisions. Excessive consideration of other
agents that have less influence will not only reduce the sampling efficiency,
but also cause the convergence to a “worse” local optimal solution. The sparse
attention mechanism introduced to solve these problems also leads to strong
interpretability.

In the following, we introduce our sparse attention mechanism together with
its variants, and then discuss our proposed SparseMAAC algorithm in details.

4.1 Sparsemax

The softmax function is commonly used for attention mechanism designing. Sup-
pose the input of the softmax function is a K-dimensional vector z € R¥, we can
guarantee the K-dimensional output vector p € R¥ which satisfies ||p|; = 1.
It is obviously that p belongs to a K — 1 dimension simplex set AX~1. The
function f: RX — AK~! denotes the mapping to calculate attention weights.

Further in order to guarantee sparse attention weights, [12] proposed the
sparsemax attention mechanism by introducing the projection operation to the
target simplex set, i.e.,

. 2
sparsemax(z) = arg min lp — z|[3. (6)

The optimal solution of problem (6) can be calculated in closed form [12], which
greatly simplifies the process of extending sparsemax attention mechanism to
multi-agent reinforcement learning algorithms.

4.2 ~-Sparsemax

Although sparse attention weights are obtained through the sparsemax mecha-
nism, but it cannot handle the degree of sparseness. For multi-agent reinforce-
ment learning algorithms, we can properly take advantages of the prior informa-
tion on the degree of mutual influence between the agents, which can significantly
accelerate the training process.

We introduce the general y-sparsemax attention mechanism proposed in [16]
to our multi-agent sparse attention actor critic algorithm framework. The cor-
responding optimization problem is defined as

max(z) = z‘e{lrg%-)-(,l(}(zi) = pesil}()il(pTz), (7)

where the subgradient 9 max(z) = {e,e; = 1l,e_; = O‘i € argmax;c(1,2,...,K} Zi}-
The subgradient d max(z) maps z to the K —1 dimension simplex set. However
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this mapping can not be directly used due to its discontinuity, so that a strongly
convex regularizer can be introduced. We can define the new mapping I, :
RE — AK-1I by solving the following optimization problem:

Mo(z) = Tz —q0 8
n(z) =arg max pz—70(p), (8)

where (2(p) denotes a strongly convex function. When 2(p) = 1||p|3, the
y-sparsemax attention mechanism can be calculated by

2
z

5 9)

-sparsemax(z) = Ilp(z) = arg max
7-Sp (2) = Io(z) = arg max

2
The coefficient 7 can be considered as the sparsity control hyperparameter.
Smaller v leads to more sparsity attention weights. This should be the first
work to introduce self-adjusted sparsity machanism into multi-agent reinforce-

ment learning algorithm, while a priori information about the degree of influence
between agents can be introduced to guidance adjusting ~.

4.3 Multi-agent Sparse Attention Actor Critic

The MAAC algorithm modifies the framework of MADDPG [10] by replacing
the deep deterministic policy gradient (DDPG) [8] with the soft actor critic
(SAC). The Q-value function of each agent not only depends on its own state
and actions, but also the strategies of all other agents which are utilized as
additional information, i.e.,

Q?(Sva) = Qi(37a17"' van)|aq,:ﬂ'7‘,(51:)' (10)
For the agent i, all other agents have the same influence on each agent’s decision-
making procedure. The attention mechanism for constructing special structured
@-valued function plays the main role in MAAC, which indicates that different
weights are used for different agents in the training procedure.

The attention distribution are usually continuous in MAAC, which means
that every agent keeps attention on all other agents. However, in many practical
applications, the agent’s attention has some selective manner. For example, in
soccer game, the striker doesn’t need to pay attention to his own goal keeper
while attacking. Therefore, the attention mechanism needs to extended with
sparsity. In this paper, to introduce the sparse attention tactics, we propose the
multi-agent sparse attention actor critic (SparseMAAC) algorithm. The main
procedure is presented in Algorithm 1, and the key idea of SparseMAAC is shown
in Fig. 1(a).

To calculate the attention weight of the remaining agents to the agent 4,
the attention module receives the observations s = {s1, $2,-- , S, } and actions
a = {ay,a9, - ,a,} for all agent. Then all the data is divided into two parts,
which belong to the agent ¢ and not belong to the agent i, and the latter is
denoted as —i, and j is used to index in —i.
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Since the observation of the agent in reinforcement learning often contains a
lot of noise, we, like the MAAC algorithm, first encode the agent’s observation-
action pair, then pass a bilinear mapping, and the final scaled output is used as
input of the ~y-sparsemax algorithm:

(WkEl)T<qul)) ’ (11)

Q; = 7y-sparsemax
’ ( Vd

where d is the dimension of the encoding of tuple (s,a), Wi, W, € R™*4 E_; €
R¥*(=1) The j-th column e; € R¥*! of E_; is the encoding of tuple (s;,a;)
and e; € R¥! is the encoding of tuple (s;,a;). We also have used the multiple
attention heads to explicitly cluster the coding on the semantic level, so that the
learned attention weight is more representative.

alpha_1, =, alpha_n

1
Gamma-Sparsemax .

Scaled Dot Product

i

Encoding
w
(a)

Fig. 1. (a) Multiple sparse attention head in SparseMAAC. (b) Grouped Cooperative
Treasure Collection. The number in the circle represents group.

5 Experiments

5.1 Environments

We evaluation the performance of the proposed algorithm for two aspects.
Firstly, we demonstrate the sparse attention can improve the final performance
of the algorithm and make the results more interpretable in a multi-agent envi-
ronment. Second, the affects of different attention sparsity are analyzed.

In the multi-agent literature, Cooperative Treasure Collection and Rover-
Tower are usually used for evaluation But, only the latter one is specifically
designed to verify the effectiveness of the attention mechanism. Therefore, we
choose two environment in our experiments, i.e. Rover-Tower and a modified
Cooperative Treasure Collection.
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Algorithm 1. SparseMAAC

1: Input: initialize policy parameters 6;, target policy parameters §; centralized Q-
function paramaters ¢ and centralized target Q-function paramaters ¢ for every
agent, initialize replay buffer D and E parallel environments

2: for m = 1 t0 nepisodes dO

3: Reset all environments and get s; for each agent i in each environment
4: for ¢t =1 to min(Tdone, Tmax_per_episode) dO

¥ Select action ajy ~ o, (-|s;) for each agent ¢ in each environment
6: Each agent i excutes action a;7; in each environment

7 Each agent ¢ observes s;;;1 and get r;;; in each environment

8: Store transition (si*, ai*, r{}1, st41) for all environments in D

9: Randomly sample a batch of transion (s, a¢, 41, S¢4+1) from D

10: for each agent i do

11: Calculate Qéarg by 3.4

12: Calculate critic loss £i(¢) = Z;’;l(Qéarg —Qi(sj,a},--- ,aM))?
13: Calculate overall critic loss £(¢) = + Zivzl Li(¢) and update critic
14: for each agent ¢ do

15: Update actor using sampled policy gradient 3.4

16: Update target critic network parameters ¢

17: Update target policy network parameters §; and for each agent 4

18: Output: Trained policy parameters 6; for each agent ¢

Rover-Tower. The configuration is the same as the experiment in MAAC [6],
where each two agents are teamed up and only one agent in each team can move
For the agent which can move, the immovable agent in other teams has little
influence on its policy. Therefore, this environment can also be used to verify
the effectiveness of sparse attention.

Grouped Cooperative Treasure Collection. We design a new collaborative envi-
ronment show as Fig. 1(b), which consists of two four-agent groups. For each
group (1 or 2), there are two deposits (biggest circles), two collectors (gray
circles) and two treasures (smallest circles). Each group can be seen as a mini
version of the original environment. All entities are moveable except for the trea-
sures. The collectors’ task is to collect the treasure and place it in the deposit
of the same color. And the task of deposits is to store as many treasures as pos-
sible. The agent can not only observe the agent from the same group, but also
see different groups. To verify the effectiveness of sparse attention, the tasks of
different groups are independent. Therefore, the optimal strategy should be with
sparse attention. The complexity of the environment is the same as the original
environment,.

5.2 Settings

To verify the effectiveness of sparse attention, we compare the proposed Sparse-
MAAC algorithm with the MAAC. For fairness, we keep all the hyperparameters
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in the original paper to obtain its best performance. Besides, in order to demon-
strate the influence of different sparsity, we further compare the sparsemax with
different sparsity (y = 1,0.1,0.01) in our SparseMAAC, as well as the softmax
in MAAC.

5.3 Results and Analysis

Firstly, we demonstrate that the proposed v-sparsemax function can produce
the sparse attention weight. Figure2 shows the attention weight of agent-0 in
Rover-Tower and Grouped Cooperative Treasure Collection by MAAC (softmax)
and SparseMAAC (sparsemax, 7 = 0.01,0.1,1). The x axis (0-1) stands for the
value of attention, the y axis (0-120000) stands for the iteration number, and
the height stands for the attention of agent-0 on other agents. It can be seen
that, the output of MAAC (softmax) is all greater than 0 and is concentrated
around a certain value (about 0.15 in Fig. 2(a)). So, the agents in MAAC have
similar attention for every other agents. But, the attention value of SparseMAAC
(sparsemax) are partially 0. The smaller v is, the more sparse the attention
distribution is. Therefore, the agents can learn a sparse policy via SparseMAAC,
and treat other agents selectively.

Impact of Sparse Attention. Figure3(a) shows the performance of the pro-
posed SparseMAAC algorithm with MAAC in the Rover-Tower environment by
the mean episode rewards. Obviously, the proposed SparseMAAC algorithm is
significantly superior to MAAC, not only in terms of mean rewards, but also
the convergence speed. The phenomenon proofs that the introduced attention
sparsity can help the agent quickly filter out useful information in the early stage
of training. Thus, it speeds up the training process with a better results.

Figure 3(b) shows the performance of the proposed SparseMAAC algorithm
with MAAC in the Grouped Cooperative Treasure environment by the mean
episode rewards. Because each agent can observe all other agents, the perfor-
mances of compared algorithms are nearly the same. But the convergence speed
of the proposed SparseMAAC is still faster than the MAAC algorithm. Sparse-
MAAC can select useful agents with the sparse attention, so it achieve similar
mean episode reward with shorter training time and fewer computations.

Impact of the Sparsity. In this part, we delve into the effectiveness of dif-
ferent sparsity on the performance of the proposed algorithm. We choose the
Rover-Tower environment for discussion, where the agents are paired in pairs.
For an agent, there is only one agent which has the greatest impact on it.
Figure4 visualizes the attention results of the paired relationship in Rover-
Tower. We first train all the algorithms for 50k epochs, and then let each
agent randomly sample an observation from the environment and calculate
the corresponding attention weight. MAAC and SparseMAAC both adopt the
multi-head attention mechanism, and 4 attention heads are totally used in our
experiments. The first column in Fig.4 stands for the ground truth, the 2-5
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Fig. 2. (a) The distribution of the attention weights of the 7(=8—1) agents outputted in
the Grouped Cooperative Treasure Collection environment with the number of train-
ing iterations. (b) The distribution of the attention weights of the 7(=8—1) agents
outputted in the Rover-Tower environment with the number of training iterations.
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Fig. 3. In the legend, softmax represents the MAAC algorithm, and ~-sparsemax rep-
resents the SparseMAAC algorithm with different v values. (a) Mean episode rewards
(of 5 runs) of each agent on Grouped Cooperative Treasure Collection environment.
(b) Mean episode rewards (of 3 runs) of each agent on Rover-Tower environment. The
shaded part represents the standard deviation.

Fig. 4. Attention thermodynamic map in Rover-Tower environment. Attention weight
is calculated by randomly sampling an observation. The darker the color, the greater
the attention weight. Since each agent does not calculate the attention with itself, the
main diagonal of the squares in color columns is filled with twill. (Color figure online)
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columns stand for different head attention, and the 1-4 row stand for MAAC
(softmax), SparseMAAC(y = 0.01,0.1,1).

From Fig. 4, it can be seen that the smaller the vy value, the more the number
of white grids. That that the obtained attention weight is more sparse. This
also coincides with the results from Fig.2. We can see that our SparseMAAC
algorithm has the trend to concentrate the true diagonal elements. It is most
noticeable when the 7y is 1. It is worth noting that the third attention head differs
greatly from the other three modes in the fourth column. This is because different
attention heads learn different level of environment, due to the advantages of the
multi-head attention mechanism. In our experiments, the third attention head
represents the overall information more than other heads.

6 Conclusion

In order to adjust the agent’s selective attention and reduce the complexity of
relationship between agents, we introduce the sparse attention mechanism into
multi-agent reinforcement learning via a sparsemax function, and propose the
Sparse Multiple Attention Actor Critic (SparseMAAC) algorithm. The proposed
SparseMAAC can learn a selective policy with sparse attention, and detect help-
ful agent on the early stage of training procedure. This guarantees our Sparse-
MAAC with a better optimization routine and lower complexity. We also intro-
duce an adjustable scheme via a hyperparameter to control the sparseness of
attention. The proposed algorithm under different sparsity level is evaluated in
two different environments with MAAC. The results demonstrate that Sparse-
MAAC can achieve sparse attention distribution effectively. The experiment also
show that our SparseMAAC can not only exceed or be equal to the MAAC algo-
rithm, but also converge significantly faster than MAAC.
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Abstract. When writing a document, people sometimes refer to other
files’ information such as a picture, a phone number, an email address,
a table, a document and so on, therefore reference becomes a natural
relationship among desktop files which can be utilized to help people re-
finding personal information or identifying information linage. Therefore
how to identify reference relationship is an interesting and valuable topic.
In this paper, we propose an access log-based method to identify the
relationship. Firstly we propose a method to generate access logs by
monitoring user desktop operations, and implement a prototype based
on the method, and collect several persons’ access logs by running it in
personal computers. Then we propose an access logs-based method to
identify reference relationship of desktop files. The experimental results
verify the effectiveness and efficiency of our methods.

Keywords: Reference relationship - Desktop files - Access logs

1 Introduction

Studies show that most accesses to desktop information are re-accesses [1], so
re-finding is a popular desktop operation. With increment of personal desktop
files, people have to pay much time for re-finding. The popularly-used desktop
search tools are based on keyword search technology, whose assumption is that
people can remember some words included in the expected files. Because of the
limitation of human memory and the difference of individuals, the keyword-
based method cannot work well in all situations. Users sometimes meet the
following situations: (1) When searching an Excel Stylesheet document which
stores the experimental data and is referenced by a paper draft, and she/he can
only remember the filename of the draft instead of the filename of the Excel
stylesheet document; (2) When a person wants to re-find a picture made before
and she/he cannot remember the filename, but she/he remembers the picture
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has been inserted into a document that she/he can remember. In these scenarios
the reference relationship can help people to re-find the expected files efficiently.
To the best of our knowledge, there are few works about identifying reference
relationship of desktop files.

1.1 Related Work

Desktop search tools are popularly utilized for desktop re-findings, but they fail
to work well when people cannot recall proper keywords. Chirita and Nejdl [2]
proposed to connect semantically related desktop items by exploiting usage
analysis information about sequences of accesses. They also considered the
local resources organization structure as features for ranking desktop items.
Li et al. [3] proposed a method to exploit the potential of desktop context
to refine the search returned list. Peery et al. [5] presented a multi-dimension
query method in personal dataspace, which individually grades each dimen-
sion(content, structure and metadata), then combines the three dimensional
scores into a meaningful unified score. Some researchers studied about the
methods of managing personal data set, which involves personal dataspace
model [6,7], pay-as-you-go integration [8,9], index [10] and query. Wang and
Tian [11] proposed a framework for automatically building a concise resource
summary based on users’ interests in personal dataspace management sys-
tems. Some interesting prototype systems were developed such as iMemes [4],
Semex [8], MyLifeBit [12], HyStack [13], Orientspace [14] and so on. Dumais et
al. [15] designed a system called Stuff I've Seen(SIS), that facilitates the reuse
of on personal computers by indexing the documents people used.

Although there has been some works about searching desktop files, few of
them paid attention to the role of reference relationship in helping users re-
find desktop files. There are also some works about reference relationship, which
include evaluating and ranking patents using weighted references [16], recom-
mending users more references by considering the papers’ reference relation-
ships [17]. These works are obviously different from our work: These works
assume that the reference relationships are known, and try to propose methods
about recommendation or computing similarity based on the reference relation-
ships. We aim to identify the reference relationships.

1.2 Challenges and Contributions

As for identifying reference relationships among desktop files, people can easily
think of the following naive methods. (1) By identifying special operations. Obvi-
ously some operations can reflect reference relationships, such as “copy-paste”,
“cut-paste”, “save a”, “download from”, “insert from” and so on, and by detect-
ing these operations, some reference relationships can be captured. This method
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sounds effective, but it has the following limitations: There are a great num-
ber of application softwares (MS Office, Photoshop, LaTeX, web page explorer,
email management tools, and etc.), and few of them are open source, therefore it
is challenging to monitor so many different applications. (2) By computing the
content similarity of any two files. This method has the following disadvantages.
Firstly, to find the same string of two documents is often of high cost; Secondly,
it is infeasible to compare the similarity of two files with different types. For
example, if a text file refers to a picture, this method fails to work well.

Pointing to challenges above, being inspired by Allen’s interval algebra [18],
which defines possible relations between time intervals for reasoning about tem-
poral descriptions of events, we propose to compute referencing relationship of
two desktop files based on people access logs to personal computer. The main
contributions of this work can be summarized as below:

— Propose a conceptual model of reference relationship of personal desktop
files. including some new concepts like desktop activity list, time inclusive
relationship and so on, and propose a method to generate personal sequential
access logs in computer desktop by monitoring user’s operations.

— Propose an access log-based method to identify file reference relationship
based on sequential inclusive relationship of desktop files. Based on the col-
lected access logs, we create an experimental data set and a baseline for
evaluation. A prototype system has been implemented based on the method.

The rest of this paper is organized as follows: In Sect. 2, we introduce the
reference relationship model. In Sect. 3, we describe methods on identifying ref-
erence relationship. Section4 evaluates our methods. Section5 concludes this

paper.

2 Access-Based Reference Model

How to model reference relationship is the first problem. In this section we will
define reference relationship, and propose some concepts based on user access
logs for identifying reference relationship.

Definition 2.1 [Reference Relationship]. We denote it as Rc(f1, f2), where
f1 and f5 are personal desktop files, and f; has been created or modified by user,
it means “When creating or modifying f;, the user has referred to content of
f2”. The first parameter f; is called referencing item, and the second parameter
is called referenced item.

For example, if there is a reference relationship (“D:\project proposal.do”,
“E:\Department information.doc”), it means the user referenced information of
the file “E:\Department information.doc” when editing document “D:\project
proposal.doc”. Here “D:\project proposal.doc” is the referencing item, “E:\
Department information.doc” is the referenced item. Obviously, the common
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feature of the referencing items is that they are certainly modified by user in the
operation, as to the referenced item, it must be accessed but not certainly be
modified.

By analysis we have the following observations about user behaviors on opera-
tion. In most cases, when people do a reference operation, usually the referencing
file has been opened, then the user open the referenced file and copy the refer-
enced content from the referenced file into the referencing file. From the behavior
pattern, we can see in a reference operation, the access time to referencing file
and the access time to the referenced file mostly have overlap. The observations
provide a possible solution about identifying reference relationship based on user
sequential access logs. For doing it, we propose the following concepts.

Definition 2.2 [Desktop Access Activity]. A Desktop Access Activ-
ity(DAA) points to a user operation on a desktop file, and is described as a
3-tuple (F'i, Ot, Tp), where F'i represents the file accessed by user. Ot represents
the operation type, and is denoted as “read-only” and “modification”, T'p means
the lasting time of the activity, and is denoted as a 2-tuple (T's,Te¢), where Ty
means start time of the activity, and 7T, means its end time.

For example, the tuple (“D:\project proposal.doc”, “Modification”, (2013-
09-01 08:05:01, 2013-09-01 08:56:10)) represents a user activity, which means
the user accessed the desktop file “D:\project proposal.doc” during the time
interval (2013-09-01 08:05:01,2013-09-01 08:56:10), and in the period the user
modified the file. If we collect desktop access activities and order them by start
time, we can get a sequential activity list.

Definition 2.3 [Sequential Activity List]. A Sequential Activity List(SAL)
is a list of activity ordered by start time. We denote it as I' = (ay,ag, ..., ay),
where a; is a desktop access activity, a;.Ts < a;11.T, and a;. F; <> a;41.F;(1 <
1<n-—1).

From the definition we can see a sequential activity list has two features:
(1) It is ordered by start time; (2) The two neighbored files refer to different
desktop files. Figure 1 shows an example of activity list (a1, as, a3, a4, as, ag, ar),
where the x coordinate axes means access time, and the time unit is minute,
the y coordinate axes means time sequential list. Each rectangle represents an
activity. In the example there are 7 activities, which illustrate the start time, end
time, lasting-time and the operation type. Taking activity a3 for example, we can
see its start time is 6, end time is 9, lasting time is 9—6 = 3, the operated object
is f3, and the operation type is “Read”. From Fig. 1 we can see, some activities
have overlap of lasting time, such as as and as,as and ag, and so forth. And
we propose a new concept to model this relationship of time overlap between
different activities.
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Sequential Activities

a7

a6

as (2,W,4)

ad (f4,W.3)

3

2

al Time (minute)
123 45 6789 10111213141516 17181920 21222314

Fig. 1. Sequential activity examples

Definition 2.4 [Sequential Inclusive]. Let I' be a sequential activity list, «
and 3 be two activities. We think « sequentially includes 3 if the time of « fully
or partially includes the time of 3. We denote it as S; = {(«,8)|a € I, €
I''a.TpN .Tp # @}. In this paper we take the operator D to represent the
relationship. If a sequential includes (3, we denote it as a D 3.

From the above definition we can divide the relationship into two classes:
(1) Sequential Full Inclusive (SFI). We denote it as Dp, and D («, 3) means
the time of « activity fully includes the time of §; (2) Sequential Partial Inclu-
sive(SPI). We denote it as Dp, and Dp («,3) means the time of a activity
partially includes the time of 3. Let’s take the activity list shown in Fig.1 for
example, (al,a2), (a2,a3) and (a5, a6) all have sequential inclusive relationship,
but the time range of a3 is fully included in the time range of a2, and the time
of a6 is partially included in the time of a5. Therefore a2 Dp a3, ab Dp ab.

Table1 shows the sequential inclusive relationship of the example shown
by Fig.1. There are 5 sequential inclusive relationships. Table2 shows the full
sequential inclusive relationship and the partial sequential inclusive relationship
of the example. There are 2 full sequential inclusive relationships and 3 partial
sequential inclusive relationships. Table 2 also shows the size of the time overlap
of activities. For example, D (a2, az,3) means the lasting time of as and a3 are
overlapped, and the size of overlap time is 3 min.

Table 1. Examples of SI relations Table 2. Examples of SFI and SPI

Activity|ai |az|as|a4|as |as | az SI type|Relation

a1 D) DrF (az,as,3)

az DD (a2,a4,3)

as Dp (a1, a2,0)

aa (as,as,3)

as ) (as,az,1)

ag D

ar
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3 Identify Reference Relationship

Based on the conceptual model mentioned above, we propose a method to iden-
tify reference relationship in this section, which includes three steps: identify
user activities, compute overlap time of two activities and compute the refer-
ence relationship of two desktop files.

3.1 Identify User Access Activities

We propose a method to identify user desktop access activities by monitoring
the opened windows and the recently-accessed folder of operating systems, and
take a G-ary tuple {ActiwitylD, OperatedFile, FileDirectory, StartTime, End-
Time, OperationType} to represent the schema of access logs. As the first step,
the recently accessed folder and the opened window list will be checked every
one second. When a new opened window is found, a new access record will
be generated, and the attributes of OperatedFile, FileDirectory, StartTime can
be identified through monitoring the changes of the “RecentAccess” folder pro-
vided by operating systems like Windows XP, where the shortcuts of the recent
accessed files are placed. On the other hand, when a window is found closed, the
activity it refers to will be located and its EndTime and OperationType will be
recorded, and the operation type is worked out by checking if there is a change
on the file’s last modification time.

We ran the prototype on 8 people’s computers in our laboratory and had
collected their desktop activities for about one month, and the data sets were
stored in a relational table. By analyzing the collected desktop activities, we have
the following observations. (1) Re-finding is a popular requirement of people on
desktop operation. (2) When a user wants to reference information of file f1 in
another file {2, she/he popularly needs to obey the following sequential steps:
opening the referencing file, opening the referenced file, getting the information
from the referenced file, placing the referenced information in the referencing
file. The observations make it possible to identify reference relationship based
on sequential inclusion.

3.2 Compute Time Overlap of Activities

To describe our algorithm about computing time overlap of two activities
of access logs, we firstly give a new computation symbol, and denote it as
Sto(t1,t2), where t1 and ¢ are variable of time interval. St is a binary oper-
ation and the variable type is time interval. Based on the definition of Desktop
Access Activity, it has a parameter T'p, which represents a time interval of the
activity lasting. For two given sequential activities a; and as, we can compute
the Sto(a1.Tp,a2.Tp) based on the formula (1).

Sto(a1.Tp,a2.Tp) = min(ay.Te, az.Te) — max(az.Ts,a2.Ts) (1)

As shown in Fig.1, Sro(al,a2) = min(ay.Te,a3.Te) — a2.T's = min(13,
4) — 4=0. S7o(a2,a3) = min(az.Te,a3.Te) — a3.Ts = min(13, 9) — 6=3.
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Sto(ab,ab) = min(as.Te,a6.Te) — a3.Ts = min(18, 20) — 15=3. From the
examples we can see, this formula can be used to compute the size of time
overlap.

How to efficiently compute all activities’ time overlap is a key problem. The
naive method is to scan the activity list two times, and compute every two
activities’ overlap time. This method is simple but high cost, because its cost is
O(nxn), where n is the activity number of activity list. Based on our analysis on
activities we collected, the largest size of activities is about 10000 in about one
month. Evaluating based on it there are about 120000 activities collected one
year. To this data set, the cost of computation is O(120000 x 120000), therefore
it is an algorithm with high time complexity.

By analysis we have the following observations: If two activities are related to
a referencing operation, at least one of them is modification operation. Therefore
to a modification activity a’, we only need to care about the activities which are
close to a’ in the list and have overlap time with it. Based on this, we only need
to scan the activity list one time and only need to consider the modification
activities. Moreover, when finding a modification activity we just need to scan a
few activities followed it sequentially. This algorithm improves the performance
greatly.

Algorithm 1. Identify Sequential Inclusive Activities
Input: An sequential activity list AL, whose size is Sar,.
Output: A set of sequential inclusive activity STA(Fa, Fb, OverlapTime)

1: procedure Identify SI(AL,Sar,ST)

2: for (inti=1,i< Sar, i++) do

3 if AL[i].0t = “Write” then

4 for (int j =i+ 1, j < Sar, A AL[i].Tp.Te > AL[j].Tp.Ts, j++) do
5: Sto = min(AL[i].Tp.Te, Al[j].Tp.Te) — AL[j].Tp.T's)
6.
7
8

if Sto >=0 then
Add (AL[i], AL[j], Sto) into SIA
: end if
9: end for
10: end if
11: end for
12: end procedure

3.3 Identify Reference Relationship

By analysis we found: for two file f; and f5, more times that fo is sequentially
included by fi, more possibly fs is referenced by f;. This observation provides
us an idea on computing reference relationship. Considering about two files f;
and fs, we firstly define a parameter: overlap times, which means the total times
that the two files are handled concurrently, because the overlapping access to
the same two files may happen multiple times.
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Algorithm 2. Identify Sequential Inclusive files

Input: A set of sequential inclusive activity STA(Fa, Fb, Sto) with size Ssra
Output: A sequential inclusive set of object SIO.

1: procedure Identify SIO(SIA, Ssra,SI0O)
2: Sort SIA to SIA’ on Fa and Fb

3: for (inti=1,1i < Sgra, i++) do

4: for (int j =i, j < Ssra A SIA'[j].Fa.Ob = STA[i].Fb.0b, j++) do

5: for (int k = j, k < Sgra A STA'[k].Fa.Ob = SIA'[§].Fb.0b, k++) do
6: Tyime = T.time + STA'[j].S1o

T Tiyimes = T.times + 1

8: end for

9: Add (AL'[i].Fa.ID, AL'[j].Fa.ID, Tyimes, Tyime) into SIO

10: end for

11: end for
12: end procedure

Because the method for identifying the reference relationship is based on user
activities and user activity often shows randomness, therefore our method shows
a good recall, but its precision is not good enough. So a good ranking method
becomes more necessary. We propose four methods to compute reference rela-
tionship degree for ranking referenced files. (1) Ranking based on full inclusive
times(FI-Times), (2) Ranking based on inclusive times(I-Times), (3) Ranking
based on inclusive time(I-Time). (4) Ranking based on the ratio of inclusive times
by a given object and the inclusive times by all objects(I-Times/AI-Times).

To make the methods clear, we take R.(f2, f3) for example. We compute the
four values based on the four methods as shown in Table 3. (1) Because f; is only
fully includes f3 once, then FI-Times(fs, f3) = 1; (2) Because f, fully includes
f3 once and partially includes f3 once, then I-Times(fs, f3) = 2; (3) Because
fo fully includes f3 three minutes and partially includes f3 three minutes, then
I-Time(f2, f3) =3+ 3=06; (4) Because f; fully or partially includes f3 two times,
and fs is not included by other objects, then I-Times/AI-Times(f2, f3) = 2/2
= 1. Table 3 overviews reference relationship of the four methods.

Table 3. Overview of reference relationship

CR FI-Times | I-Times | I-Time | I-Times/AI-times
(f2, £3) | 1 2 6 1
(f2, f4) |0 1 3 0.5
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4 FEvaluation

There is no public data set for evaluation, which is the biggest challenge. We
created a data set by capturing personal access activities on desktop computers,
and created a baseline for evaluation.

4.1 Create Experimental Data Set

We developed a program to record users’ accesses to desktop information, and
ran it on the computers of 8 members of our lab. We had collected their desktop
access logs for about one month, which are stored by a relational table. Table 4
overviews the participants. We can see the participants include undergraduates,
professor and master students. Table5 overviews the data set we collected, and
its column is specified as below: (1) Téme means the length of time for capturing
user accesses; (2) Op-N means the number of user operation; (3) Op(R) means
the number of “read” operation; (4) Op(M) means the number of “modify”
operation; (5) Op-web means the number of accessed web pages in the collections;
(6) Files means the number of accessed desktop files in the collections; (7) File(R)
means the number of files which were “read only”; (8) File(M) means the number
of files which have been modified; (9) WebPage means the number of web pages
which are accessed by the user; (10) Mo-R means the ratio of the number of
modified file to total file number.

Table 4. Overview of the participants

User | Age | Gender | Position Time

userl | 23 | Female | Undergraduate | 23
user2 | 21 | Male Undergraduate | 27
user3 | 22 | Female | Undergraduate | 21
userd | 24 | Female | Master student | 22

userd | 23 | Female | Undergraduate | 29
user6 | 44 | Male Professor 38
user7 | 24 | Male Master student | 38
user8 | 25 | Female | Master student | 38

Table 5. Overview of activities of eight users

User | Time | Op-N | Op(R) | Op(M) | Op-Web | Files | File(R) | File(M) | W-Page | Mo-R(%)
1 23 1987 1981 6 1875 415 410 5 408 1.20
2 27 531 527 4 531 174 170 4 174 2.30
3 21 3091 3066 25 3059 621 611 10 617 1.61
4 22 9950 | 9945 5 9875 1834 | 1830 4 1830 0.22
5 29 13889 | 13630 | 259 13825 1983 | 1937 46 1979 2.32
6 38 20355 | 20348 70 20174 3103 | 3073 30 3078 0.97
7 38 11180 | 11028 | 152 10978 2023 | 1954 69 1999 3.41
8 38 11851 | 11769 82 11714 2041 | 2022 19 2032 0.93
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By analyzing participants’ accesses to their desktop computers, we observed:
(1) The data size of different people show difference. For example, in about the
same time period, the Op-N of user2 is only 531, but that of user6 is 20355. (2)
Mo-R is a small value, which means the number of modified desktop files is much
smaller than the number of accessed files. It means the most user activities are
read operations. When a user handles a modify activity, even it lasts for a long
time, we still regard it as one time. Our evaluation is based on this data set.
Although the time of collecting data is not long, because we focus on identifying
reference relationships, it can satisfy the need.

4.2 Create Baseline for Evaluation

Creating a baseline includes two steps: (1) Select representative files developed
by user as samples of referencing files; (2) Ask the participants to decide the
files referenced by referencing files. Because of the limitation of human memory,
it is hard for people to recall all referencing conditions. The participants need
to review the content of related files for judging if two files have referencing
relationship, so they have to pay much time for creating the baseline. Therefore
we ask each participant to select 3 modified files as referencing files for evaluation.

After selecting referencing files, we ask each user to manually identify refer-
enced files by each file. At this stage we face two challenges: (1) This process
is subjective and hard to manage; (2) It is difficult for users to precisely recall
past event, and it is impossible for them to check each desktop file. To make the
results exact and less subjective, we develop a program to help participants to
make out each one’s referenced files, and take the following measures to make
this stage manageable and efficient.

— Take a greedy method to generate candidate sets. For a given referencing file,
we take all files which have time inclusive relationship with it as candidates
for users to select.

— Make clear the definition of file reference relationship. We only consider direct
references. For example, if A references content of file B, and B references
content of C, but A does not reference content from C, we think C is not
referenced by A.

— Predesign some must-fill forms for participants. Firstly, we set two options for
each candidates: referenced and unreferenced. When a user marks a candidate
file “referenced”, she/he is asked to clarify what was referenced.

— Allow users to add references out of the given candidates.

To make the process repeatable, we collect not only the results generated by
participants, but also all related source files. Therefore the experiments can be
re-done. In fact, the authors of this paper checked each participants’ results, and
corrected some errors by discussing with the corresponding participant.
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4.3 Evaluation Measures

In this paper we take two well-accepted information retrieval metrics, namely
Precision(P(K)) and normalized Discounted Cumulative Gain (nDCG) [19].
Each metric focuses on a different aspect. (1) P(K) reports the precision of
top K results, and it is independent on the sequence of top k items. (2) nDCG is
a retrieval measure devised specifically for web search evaluation, and its value
depends on not only the top k files, but also their sequence. In this work, each
file of ranking results is marked with an integer lable (0 means “Not referenced
and 1 means “Referenced). The formulas (2) and (3) show the computation of
DCG and nDCG in this paper, where rel(i) means sequence number of the ith
file of the results, p means the number of files of the result list, and iDCG means
the DCG value of the best ranking list given by the files’ owner.

p 27‘61( %)
3t 2)
loga(1+1)

DCaG,
iDCG, ®)

Here we take an example to show how to compute nDCG in this work. Let A
be a file for testing, and the top-5 possible referenced files by A generated by our
method are F1, F2, F3, F4 and F5, and their referential relationships to A is (1,
0, 0, 0, 1), obviously the best ranking list should be (F1, F5, F2, F3, F4), and its
according referential relationship list is (1, 1, 0, 0, 0). We can see the precision
of this example is 0.4, DCG = 2 + 1/logs3 + 1/loga4 + 1/logs5 + 2/logs6,
and iDCG = 2 + 1/logs6 + 1/log23 + 1/loge4d + 2/log25, then nDCG =
3.96/4.58=0.86.

As mentioned in Sect. 3.3, we proposed 4 methods to rank referenced files
of a given referencing file. In our experiments we compared the results of the
4 different methods, and took top 10 items of the results for evaluation in our
experiments. If the number of the results was smaller than 10, we took the actual
returned results for computation.

nDCG, =

4.4 Experimental Results

As we haven’t found studies about identifying reference relationship of personal
desktop files, we only compared the four methods we proposed. Table 6 shows
P-precision of the four different methods of the eight participants. Table 7 shows
the nDCG values of the four methods, and Table 7 considered the top-10 files.
Figure 2 shows the average value of the four methods. We can see the method
based on access time is the best.
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Fig. 2. The evaluation result of P-precision and nDCG

Table 6. P-precision Table 7. nDCG value
User |[FI-Times|I-Times|[-Time|I-Times/ User |FI-Times|I-Times|I-Time I-Times/
Al-times Al-times
userl|0.22 0.33 0.43  10.40 userl|0.68 0.71 0.87 ]0.66
user2/0.07 0.13 0.23 10.13 user2|0.57 0.79 0.50 ]0.53
user3 0.69 0.73 0.73 10.73 user3|0.80 0.82 0.96 ]0.99
user4|0 0.50 0.50 10.50 user4|0 0.84 0.84 10.73
user5/0.53 0.67 0.60 10.63 userd|0.93 0.87 0.76 |0.81
user60.40 0.40 057 10.57 user60.60 0.69 0.99 |0.97
user7/0.1 0.1 0.10 10.10 user7|0.57 0.55 0.93 1]0.55
user80.07 0.7 0.10 10.13 user8|0.37 0.37 0.91 1]0.68

From the tables, we have following observations: To either P-precision or
nDCG, the inclusive time-based method shows the best effectiveness, and the
full inclusive time-based method shows the worst. The results are in line with
people’s experiences. When people do referencing operation, she/he often needs
to access the referencing file or the referenced file concurrently for a period of
time. We re-analyzed the access logs and found some reasons. When a person is
writing a paper, she/he often need to write or design a figure or table with other
tools like MS Office Word, MS Office Excel and so forth, then there is often a long
concurrent time of the two processes. But if a person references an existing file
by inserting operation, instead of generating it by himself/herself, the inclusive
time-based method shows poor performance. The I-Times/AI-Times method
also has its own advantages and disadvantages. It can filter out the files which
are sequentially included by many unrelated files, like some songs the user prefer
to listen to when working, but there is no reference relationship between the
song and the file being handled.
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In general, the different methods have its own working stage, in the future
we plan to find a way to combine them to have a method with a high precision
in most cases.

4.5 Analysis and Discussion

From the experimental results we have the following observations: (1) There
is a sharp distance between the results of Precision and nDCG value. It looks
unreasonable but factual. In our method to compute nDCG value, we only take
two values 0 and 1 to express whether the two files have referencing relationship,
where 1 means yes and 0 means no. Because the precision is low, both DCG
and iDCG have a small value, as the ratio of them, the nDCG is certainly
not small. (2) The precision is commonly low and averagely no more than 0.5.
By analysis we observed there were mainly two reasons. The first, because our
method is based on computing the overlap of time of two files’ accesses, but
people often handle more than one tasks at the same time, therefor some files
are taken as referenced file by mistake; The second, in our method we don’t
consider the operations like “copy and paste”, “renaming files” and so forth, or
else it will work better. In the future we plan to refine the solution by considering
more factors. (3) The participants’ experimental results show great difference. In
the future, we plan to survey the relationship between the results and people’s
individuality and operation habits. (4) Sometimes the referencing relationship
are transitive. For example, coping data from file A to file B and then the same
data from file B to file C. Possibly the relationship will be meaningful for people
to understand the prevalence of different relationship types.

We also find some referenced files are not identified by our methods. The
main reason is the limitation of our program of collecting access logs. As the first
edition, we get access logs by monitoring the open and close action of windows,
which cannot find all user operations in some applications. For example, insert
a picture into a document edited by a specific tool, like Microsoft Office Word
and so on. In this condition the picture don’t need to be opened. In the future,
we will pay more attention to complete the algorithm on collecting access logs
to refine the method.

This method is still preliminary, but it uncovers many interesting research
issues. (1) The method should be refined by considering more user patterns; (2)
The personalization should be considered and an adaptive method needs to be
studied more; (3) How to index personal activities when the number of activity
becomes large; (4) How to improve the precision by combining multiple factors
(directory, time distance, access pattern, etc.) and so on. All these research issues
are meaningful in the field of personal information management.

4.6 Implementation

In order to verify the feasibility of our model and methods, we develop a proto-
type system based on the methods we proposed, which demonstrates the usage
of our method in re-finding, and Fig. 3 shows the search interface. The top part
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is an area where a user can input for re-finding, including access times, access
time, access type and keywords. The middle part displays the searching results.
To a modified file, the user can explore its referenced files by double-clicking it,
the bottom of the frame lists all possible referenced files of it. In this prototype,
we take a database system to store the user access logs, and utilize the existing
technologies of database like indexing to get a good searching performance.

# Activity-based Desktop Search

AccessType [Modify v|  AccessTime [2013-05.01  [2013-05-15  Keywords [CIKm

ObjectName: Objectlocation Access Times  Last AccessTii~
2013-5-12-ctexternp_Submission For CIKM 2013 ps D:\iDataspace\PersonalDoc\CIKM-submission2013 8 2013-05-14 19
2013-5-12-ctexternp_Submission For CIKM 2013 tex D:\iDataspace\PersonalDoc\CIKM-submission2013 1 2013-05-14 19
referee doc D:uiDataspace\PersonalDoc\CIKM-submission2013 1 2013-05-12 23:
cover_letter. doc D:\iDataspace\PersonalDoc\CIKM-submission2013 2 2013-05-12 23;
2013-5-12-ctexternp_Submission For CIKM 2013 tex D:\iDataspace\PersonalDoc\CIKM-submission2013 1 2013-05-12 20
ctexternp_Submission For CIKM 2013 ps D:iDataspace\PersonalDoc\SIGIR2010-submissiontSIGIR2010-submission 32 2013-05-12 20
submit to journal-2013-5-5 ps D:iDataspace\PersonalDoc\CIKM-submission2013 6 2013-05-11 16
submit to journal-2013-5-5 tex D:\iDataspace\PersonalDoc\CIKM-submission2013 4 2013-05-11 16
ctexternp_Submission For CIKM 2013 tex D:iDataspace\PersonalDoc\SIGIR2010-submissiontSIGIR2010-submission 14 2013-05-10 17
Interface doc D:iDataspace\PersonalDoc\CIKM-submission2013 2 2013-05-06 18:
Interface11.doc D:\iDataspace\PersonalDoc\CIKM-submission2013 1 2013-05-06 18
Interface JPG D:\iDataspace\PersonalDoc\CIKM-submission2013 1 2013-05-06 18:
< >
ObjectName ObjecLocation InclusiveTimes ]
dvi2pdf dvi2pdf 2

Binder1 pdf D:iDataspace\PersonalDoc\CIKM-submission2013 1

experiment2 pdf D:\iDataspace\PersonalDoc\CIKM-submission2013 1

http:#idict cnireferential http://dict cnfreferential - Internet Explorer, optimized for Bing and MSN 1

http:#inews ifeng.comiphotofhdnewsidetail_2013_05/14 http:#news ifeng.com/photofhdnews/detail_2013_05/14/25283745_0 shtml - Interne 1
2013-5-12-ctextemp_Submission For CIKM 2013 pdf D:\iDataspace\PersonalDoc\CIKM-submission2013 1

http:#news .qq.comiar20130514/021458 htm http:#inews.qq.com/a/20130514/021458 htm - Internet Explorer, optimized for Bing: 1
S >

Fig. 3. The main interface of prototype system

5 Conclusion

In this paper, we propose a conceptual activity model by analyzing features of
user behaviors on desktop, and present an efficient method to automatically iden-
tify activities and identify reference relationship based on desktop collections.
This is only a preliminary work, and it discovers some interesting research issues.
In the future, we will make effort to improve precision of reference relationship
identification method, and to develop a system which have better performance
and can be utilized really.
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Abstract. In order to effectively manage photos in personal photo album and
improve the efficiency of re-finding photos, the visualization of photo album has
received attention. The most popular and reasonable visualization method is to
display a representative photo of each photo cluster. We studied the charac-
teristics of representative photos and then proposed a method of selecting the
representative photos from a set of photos related to a specific event. The
method mainly considered two aspects of photos: aesthetic quality and memo-
rable factor. Aesthetic quality contains the area and location of the salient region
and the sharpness of photo; memorable factors contain the salient people and
text information. The experimental data sets are real-world personal photo
collections, including more than 7,000 photos and more than 2000 specific
events. The experimental results show the efficiency and reliability of selecting
representative photos to visualization of photo album.

Keywords: Photo album - Visualization - Representative photo

1 Introduction

With development of technology, more and more people like to take photos with
mobile phone. How to effectively manage photos in personal mobile phone and
improve the efficiency of re-finding photos is an important research issue. The photo
classification and visualization of photo clusters are two effective ways to manage
photos and increase the speed of re-finding photos. Most researches focus on photo
classification, but there are several researches on the visualization of photo album.
However, the visualization of photo cluster after the classification of photos is also very
important for photo management and re-finding. Our previous work [1] was to study
the classification of photos based on specific events, and this paper conducted a
research on the visualization of specific events. A specific event can be taken as a series
of actions taking place for the same target subject in a relatively continuous period of
time and relatively neighboring location. For example, attending a wedding of a friend
at noon one day is a specific event.
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There are some challenges for people to study this problem. Because people have
some personalized features, and the content and the number of each person’s photos is
different. It is not easy to get a general method to classify personal photos. The
representative photo is the photo which can stimulate the user to recall the corre-
sponding specific event. This paper has done relevant research and proposed related
solutions. The main contributions are summarized as follows:

(1) We collect a number of phone pictures from different persons and summarized the
characteristics of the representative photos by analyzing them:;

(2) According to the characteristics of the representative photos, we proposed a
method to select the representative photo from each photo cluster of specific
event;

(3) Based on real-world personal photo collections, the experimental data sets are
established. The experimental results verify the efficiency and reliability of the
proposed method.

2 Related Work

By reading relevant documents there are four main factors considered in visualization
of photo album: aesthetic quality, image near-duplication detection, the correlation
between the photo and the event, and memorable factor.

The literature [2] and the literature [3] judge the importance of photos through the
aesthetic quality. The literature [4], literature [5] and literature [6] select the repre-
sentative photos according to the correlation between the photo and the event. The
literature [7], literature [8] and literature [9] take into account the near-duplication
detection of photos to ensure the diversity. The literature [10] and literature [11] not
only consider the aesthetic quality of photos, but also the correlation between the photo
and the event. The literature [12] considers the aesthetic quality and the diversity of
photos to select representative photos. The literature [13], literature [14] and literature
[15] mainly consider three factors: aesthetic quality, near-duplication detection and
memorable factors. But the memorable factors only consider the “people” in photos.
The photos that contain people are easier to remember and recall.

The aesthetic quality must be considered when selecting a photo to visualization of
photo cluster. However, the aesthetic quality only refers to the visual effect of the
photo, such as sharpness, brightness etc., which is not enough to recall the event. The
current method of identifying the event is mainly by recognizing the object and scene
in the photo, then use the relevance between scenes, objects, and events to identify
events. Since there are abundant scenes and objects corresponding to different events,
and the same scene or object may also correspond to different events, such as the
photos of tour and wedding may both contain sky. So the method of using scenes and
objects to identity the event is not accurate. The near-duplication of photos can ensure
the diversity of photos. But only duplicate photos are filtered out, there are still many
photos left in one cluster. Using all the rest of the photos to represent this cluster cannot
achieve good visualization. About the memorable factor, this is very important.
Although the literature [13], literature [14] and literature [15] have considered the
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memorable factor, but not enough, it is necessary to find out more memorable factors
that affect people’s memories. This will be more effective in stimulating human
memory of events.

In this paper, we summarize the characteristics of the representative photos.
Combining these characteristics, we propose a method to select the representative
photo of specific event cluster.

3 Method

3.1 Survey and Findings

We collect 10 real-world personal photo collections, including 2030 specific events.
We let the 10 people to choose representative photos from the specific events. Then we
summarize the representative photos with the following characteristics through com-
paring the representative photos selected by users and other photos.

(1) The representative photos contain semantic information, such as the photo of a
building with text.

(2) The representative photos contain salient people, and the position of the salient
people is relatively centered. It is better to contain more people. This is mentioned
in the literature [13], literature [15] and literature [16].

(3) The representative photos contain salient object. The area of the salient object is
relatively larger and the position is relatively centered.

(4) The representative photos are relatively clear.

3.2 Solution Framework

We propose a method to grade photos, and select the photo with the highest score as the
representative photo of the specific event. Our rating method takes into account two
aspects of a photograph: aesthetic quality and memorable factor. Aesthetic quality: we
mainly consider the layout and sharpness of the photo. If there is the salient region in
the photo, the area and the location of the salient region affect the layout of the photo.
Memorable factors: memorable factors refer to the factors that affect human memory
and can stimulate people to recall the specific event of the photo. This paper considers
two memory factors: people information and semantic information. The memory factor
mentioned in the literature [12], literature [13] and literature [14] is the information of
the people in the photos. Moreover, the more people there are in the photo, the more it
can help people recall the event information, which has also been found through
research. After investigation and analysis, another memory factor is also found, that is
the semantic information contained in photos. For example, in a photo cluster about the
campus landscape photos, a photo of the school gate with the name of the school is
more representative than a photo of the teaching building or a photo of the campus lake
and so on. In this paper, the semantic information is the text information, because the
text itself is the expression of semantic information, and can even convey some unique
information. At the same time, more words often convey more semantic information,
which can help people recall the event information.
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Firstly, the saliency detection of the photos is carried out to filter the useless
background noise in the photos. If there is no salient region in the photo, we just
consider the sharpness of the photo. If the photos contain salient region, aesthetic
quality and memory factors should be considered. Regarding aesthetic quality, we
should consider the area of salient region, the location of salient region and the
sharpness of the photo. As for memory factors, if the salient region contains people, the
number of people should be considered; if the salient region contains text information,
the score of text information should be considered. Then the aesthetic quality score and
memorableness score are weighted together to get the photo score. Finally, the photos
in specific events are sorted according to the photo scores, and the photo with the
highest score is selected as the representative photo. The whole process of selecting
representative photos in this paper is shown as Fig. 1. The process of algorithm is
shown as Algorithm 1. How to identify whether the photo contains text information
and people, and how to identify the number of characters and the number of people, we
do not research here. The current image recognition technology can be realized.

Sharpness score
calculation

Aesthetic
quality score

Location of
—»| salient region

score calculation calculation

Area of salient

—>| region score

The
Photo score . .
. —> R —> Ranking representative
calculation calculation

photo

Number of salient

Saliency

—T—» people score

detection

calculation Memorableness

score calculation

Text information

score calculation

Fig. 1. The whole process of selecting representative photos

3.3 Saliency Detection

In this paper, we use a saliency fusion algorithm based on conditional random field
(CRF) [17] to predict the region of salient objects. The Fig. 2 shows the diagram of the
saliency detection method.

Under the conditional random field CRF framework, for a photo I(x, y) whose size
is W*H, the probability of a labeling configuration A(x, y) can be modeled as a
conditional distribution p(A|l), as shown in the formula (1)

_ exp(=E(A[D))

pAll) ==————= (1)
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Algorithm 1. The algorithm of selecting a representative photo from a specific

event.

Input: Personal photos of a specific event, /3, ...

Output: The representative photo R.
1: Max_Score=0;j=0;
2: for each (ie I:l,n])

3: Saliency detection of photo /;;

5 In~

4:  Calculate the sharpness score Sharpness_Score of photo I;;
5:  If ([ has salient region)

6: Calculate the Area_Score of I;

7: Calculate the Location_Score of I;
8: Calculate the People_Score of I;

9: Calculate the Text Score of I;

10:  Else

11: Area_Score = 0;

12: Location_Score = 0;

13: People Score = 0;

14: Text Score = 0;

15:  EndIf

16:  Aesthetics_Score = A; *Sharpness_Score+Ai,*4Area_Score+1;*Location_Score ;
17:  Memorable Score = A, * People Score + (1 - 1) * Text_Score;

18:  Photo_Score = 1 * Aesthetics_Score + (1 - 1) * Memorable Score;

19:  If ( Photo_Score > Max_Score)

20: Max_Score = Photo_Score; j=1i;

21:  EndIf
22: End for
23:R=1;

24: return The representative photo R.

input a photo

feature 1

feature 2

\
P

CRF model

feature n

.| annotated block diagram

of salient region

Fig. 2. The diagram of the saliency detection method
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Z is a normalized constant and E(A|I) is the energy function. The energy function E
(A]D) as a linear combination of multiple static salient features and pairwise features.

E(A|l) = Z Z (Z Am * Mapy, (x,y) + ZPairm(x, y)) (2)

x=1 y=1 m=1 m=1

M is the total number of salient features. The annotation function A(x, y) for the
pixel p(x, y) is:

3)

‘+1” indicates that the pixel belongs to the salient region, and “—1” indicates that
the pixel belongs to the background region. The Map(x, y) is the salient feature
function. The Pair(x, y) is the pairwise feature function, which is a penalty term that
marks adjacent pixels as different values.

Finally, the salient region is outlined by a square, and the result of the saliency
detection is shown in Fig. 3.

@ (b)

Fig. 3. The figure of salient region

3.4 Aesthetic Quality Score Calculation

The photo aesthetic quality score includes the image sharpness score, the location of
salient region score and the area of salient region score.

(1) The sharpness score

The Average Gradient calculation method reflects the small detail contrast and texture
variation features in the photo, and also reflects the sharpness of the photo. The larger
the value of the Average Gradient is, the higher the sharpness of the photo can be. The
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size of the photo P is W*H, and the average gradient value of the photo is calculated as
the formula (4).

E

v J(AR £ AR) 2

—1
AL =1(+1,j)—1(i,j), AL, =1(i,j+1)—1I(i,j
]2: M <N y Al (l"’_ a]) (171)7 y (lv}+ ) (17])

4)

1@, j) is the pixel value at (i, j). Figure 4 shows two sets of photographs with similar
content in two specific events, and the average gradient is calculated separately. The
average gradient value of (a) and (b) are 0.5691 and 1.0899 respectively; the average
gradient value of (c) and (d) are 0.9051 and 2.5259 respectively. It can be seen that the
larger the average gradient value is, the higher the sharpness of the photo can be.

First find the photo with the largest average gradient value in the specific event, and
record the value of average gradient as Max_AG. Then calculate the average gradient
value AG of each photo in the specific event. The calculation of sharpness score is
shown in formula (5).

00\

I
I
<

[i

AG
MAX_AG

(a) (b) (©) (d)

(5)

Sharpness_Score = 1 x

Fig. 4. The two sets of photos with similar content in two specific events

(2) Area of salient region score

The length of the photo is M, the width is N, and the area is M*N. After performing the
saliency detection on the photo, the salient region is outlined by a square. Then the area
s of the salient region is calculated, and the area of salient region score is calculated as
the formula (6).

S
M« N

Area_Score =

(6)
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(3) Location of salient region score
“Rule of thirds” is the most famous composition guide rule in photography, which can
create aesthetic feeling. The rule of thirds is to divide a photo into nine equal parts with
two equidistant horizontal lines and two equidistant vertical lines, showing a grid.
Important composition elements are placed at four intersections. The scenery at the
intersection often attracts people’s attention and makes people understand the true
meaning of the photo. These four intersections are the center of people’s visual focus.
Assuming the length of the photo is M and the width is N, the rule of thirds of the
photo is shown in Fig. 5. We find out the central position of the salient region in the
photo, then find the intersection of the four intersections that is closest to the center of
the salient region. We calculate the distance Min_x between the two points. The
location of salient region score is calculated as the formula (7) and formula (8).

Location_Score = 1 — 1  (Length_Ratio)* (7)
Mi
Length_Ratio = e (8)
(M/3)"+(N/3)°
N
M

Fig. 5. The photo’s rule of thirds

The location of salient region score of the photo varies with the distance from the
center of the salient region to the intersection, and the change is shown in the curve in
Fig. 6. Compared with the linear scoring method (shown by the straight line in Fig. 6),
the photo score of the photos whose center of salient region near the intersection
decreased slowly. What’s more, the farther the distance is, the faster the score decreases.
Our method is more reasonable. Because the photos taken by people do not necessarily
conform to the rule of thirds, the focus of the photos may not be exactly at the inter-
section. After all, there is a certain visual error, which may be near the intersection.

The final aesthetic quality score of the photo is shown in formula (9), where
}\,1 + 7\,2 + 7\3 =1.

Aesthetics_Score = Ay * Sharpness_Score + , *x Area_Score + 13
x Location_Score 9)
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Fig. 6. The location of salient region score of the photo’s changes

3.5 Memorableness Score Calculation

The photo memorableness score includes the number of salient people score and the
text information score. These scores are all between 0 and 1.

(1) Number of salient people score

First find out the photo with the largest number of people in the salient region of the
specific event, and record the number of people as Max_p; then identify the number of
salient people in each photo. The number of salient people score is calculated as the
formula (10).

14
Max_p

(10)

People_Score =1 *

(2) Text information score

First find out the photo with the most words in the specific event, write down the
number as Max_t; then identify the number of word in each photo as t. The text
information score is calculated as the formula (11).

t
Max_t

Text_Score = 1

The final Memorableness Score of the photo is shown in formula (12).

Memorable_Score = 4 % People_Score + (1 — A4) * Text_Score (12)
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3.6 Select the Representative Photo of a Specific Event

The aesthetic quality and memorable factors may have different effects on the selection
of representative photos, because the representative photo we choose are to stimulate
people’s memory and make it easier for people to recall the specific event of the photo.
We suspect that the impact of the aesthetic quality may be less than memory factors. So
we set the weight A in the final calculation formula for the photo score, as shown in the
formula (13).

Photo_Score = J. x Aesthetics_Score + (1 — 1) x Memorable_Score (13)

Calculate the photo score of each photo in a specific event, and then sort. Select the
photo with the highest score as the representative photo of this specific event, which is
the visualization photo.

4 Evaluation

4.1 Data Sets

We use real-world personal photo collections of 10 mobile phone users as the exper-
imental data sets, a total of 7122 photos and 2030 specific events, as shown in Table 1.
The reason for not using public photo data sets is that the photos of the public data set
are not consecutive photos of specific events taken by mobile phone, and we can not let
the photographer choose the representative photo to represent the specific event. The
photographer of photos knows more about the photos he has taken, and the selected
representative photos are more valuable, which helps us to summarize the features of
representative photos. Then classify the photos based on specific event, and let the ten
users select the representative photo for each specific event.

Table 1. The data sets’ information

Users Gender |Age |Number of Number of specific Time-length of photo
photos events cluster
Userl Female 24 491 148 10 months
User2 Female |25 634 178 12 months
User3 Male 24 646 220 7 months
User4 Male 25 209 53 3 months
User5 Female |23 886 265 16 months
User6 Male 25 1260 300 18 months
User7 Female 24 866 202 12 months
User8 Male 25 653 224 16 months
User9 Female |22 524 186 8 months
Userl0 | Male 21 953 254 14 months
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4.2 Evaluation Indicators

This paper uses accuracy to analyze experimental results. Accuracy is the most com-
mon indicator of evaluation. The calculation method is the ratio of the correct number
of samples obtained to the total number of samples. Use N represents the set of
representative photos selected from the specific events using our method in this paper,
and T represents the set of representative photos selected by the photographer from
each specific event, then the accuracy calculation is shown in formula (14).

INNT]
7

Accuracy = (14)

4.3 Evaluations

Regarding the parameters A;, A,, A3, A4, A of the method proposed in this paper, we
took the parameters from O to 1 with the step size 0.1 in the process of calculating the
photo score of photos in the training. During the experimental training process, the
parameters are continuously adjusted, and the photo score of each photo in the specific
event are calculated. The photo with the highest score is selected as the representative
photo, and then compared the selected representative photo with the representative
photo selected by photographer to determine whether the selected representative photo
is correct. Finally, the parameter value corresponding to the highest accuracy is
selected, and A, = 0.4, A, = 0.2, A3 = 0.4, A4 = 0.2, A = 0.3. So the calculation of the
aesthetic quality score is Aesthetics_Score = 0.4*Sharpness_Score + 0.2*Area_Score
+ 0.4*Location_Score, the calculation of the memorableness score is

100.00% -, Accuracy
%-00% 1 90.14%
90.00% -
85.00% 82.43%
80.00% - 78.32%
75.00%
70.00% -
65.00% -
60.00% -
55.00% -
50.00% T T
The method of [13] The method of [15] Our method

Fig. 7. The accuracy of three methods
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Memorable_Score = 0.2*People_Score + 0.8*Text_Score, and the calculation of the
photo score is Photo_Score = 0.3* Aesthetics_Score + 0.7*Memorable_Score.

We compared the method proposed in this paper with the methods proposed in [13]
and [15]. In each specific event, we used the three methods to select representative
photo. The accuracy of the experimental results is shown in Fig. 7.

It can be seen from Fig. 7 that the accuracy of our method is higher when selecting
representative photos. The representative photos selected by our method are more
suitable as photos for cluster visualization.

We analyzed the reasons why our method is more accurate. On the one hand, there
are disadvantages in aesthetic quality scoring of other methods. On the other hand,
there are too few memorable factors considered in other methods, which is also the
main reason. The memorable factor of literature [13] and literature [15] only consider
that the photos that are helpful for people to recall the event are the photos containing
people, and the more people in the photo, the easier it is to stimulate people’s memories
of specific event. But the factors that can affect people’s memory are not only this, it
need to consider more factors. After survey and research, we found the characteristics
of the representative photos. Then combined the characteristics, and proposed a method
of selecting representative photos. Therefore, using our method to select representative
pictures is more in line with people’s memory habits, and the representative photos
selected by our method are more suitable for the visualization of photo cluster. The
Fig. 8(a) and (b) are two specific events from data set. The photos in (a) were taken by
the photographer to commemorate the university after graduation; the photos in
(b) were taken by the photographer when she went to YunMeng Mountain in Henan
with her boyfriend. The Fig. 8(c) is the representative photos selected from the photo
cluster in (a) by three methods; the Fig. 8(d) is the representative photos selected from
the photo cluster in (b) by three methods.

However, the representative photos selected by our method are not exactly the same
as the representative photos selected by the users, that is, the accuracy rate is less than
100%. We analyzed several reasons as following:

(1) Due to people’s personalized characteristics, it is difficult to meet the requirements
by a unified standard for all people to recall specific events through the repre-
sentative photos;

(2) We think that the text itself contains semantic information, so it is believed that
the more words the photos contain, the more semantic information there is. In our
method, the Text_Score is only measured by the number of words, but the
semantic information of the words is not analyzed. Since different words express
different semantic information, it is not completely accurate to measure the
content of semantic information only by the number of words. It needs further
study and improvement.
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The method of literature[13] The method of literature[15] Our method

(d)

Fig. 8. The photo clusters of two specific events and the representative photos selected by three
methods

5 Conclusions

By studying the characteristics of representative photos, we put forward a method to
select representative photos as the visualization photos of specific events. The repre-
sentative photos can help users to recall the specific event, so they can help users locate
the photo clusters they want to find more quickly, which can greatly improve the re-
finding rate. The experiment also prove the validity of our method. However, the
accuracy of our method cannot reach 100%, we will do further study about semantic
analysis of photo content.
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Abstract. Institutional research output data center will store norma-
tive and convinced scholar’s research output data, and it will effectively
support dynamic presentation of research output, reveal institutional
academic publication in multiple dimensions, advance open access, and
provide data support for subject evaluation and discipline development.

In this paper, we propose a data quality management framework to
build institutional research output data center, and put forward relevant
technical solution for different data governance problems, such as depart-
ment name similarity estimation in data matching, author name disam-
biguous problem in data merging and security issue in data exchange. We
also introduce some learning algorithms such as text distance and com-
munity detection with matrix factorization. Comparing with different
ways, our methods achieve good performance in quality manage process-
ing.

Keywords: Research information system -
Author name disambiguous - Text distance - Community detection -
Matrix factorization

1 Introduction

Following disciplinization development in world’s universities, it has been widely
recognized that it is urgent to build institutional research output data center
to collect and store unitary and authoritative academic research output data
of their scholars’. With advance of chinese ‘double world-class’ initiative and
vigorous development of global research data infrastructure, pace of building
research output data center to store and manage employee’s output, has been
also significantly accelerated in China.

Main system function of research output data center is to harvest, integrate,
correlate and reposit acdemic achievements data from existing scattered data
source in batches, and aggregate all research information into a ‘big data’ center.
Research output data center have become a new breakthrough in construction
of research information system and research data application in universities, and
will also promote development of campus informatization.

© Springer Nature Switzerland AG 2019
G. Li et al. (Eds.): DASFAA 2019, LNCS 11448, pp. 142-157, 2019.
https://doi.org/10.1007/978-3-030-18590-9_10


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-18590-9_10&domain=pdf
http://orcid.org/0000-0002-8297-0750
http://orcid.org/0000-0003-1288-8011
http://orcid.org/0000-0003-2300-3039
https://doi.org/10.1007/978-3-030-18590-9_10

Data Quality Management in Institutional Research Output Data Center 143

Various campus affiliations and their information platforms will need to
acquire and apply scholar’s research output data:

— Human Resources Office. For teacher’s title appraisal, talents evaluation, and
teachers annual performance confirmation, etc.

— Scientific Bureau. For significant paper award and publication statistics in
scientific research management system.

— Planning and Development Department. For further discipline construction,
subject funds transfer, and interdisciplinary collaboration analysis, etc.

— Graduate school. For examination and assessment of graduate qualification.

— Library. For scholars and institutions results retrieving and subject service,
etc.

— Various schools or departments. For personal homepages, discipline evaluation
and academic contribution analysis, etc.

Different functional platforms do not adopt uniform standards for collection and
storage of research output data, so they cannot share and interoperate with each
other. This will bring many problems for collection and utilization of academic
results. For example, scholars need to input their publication data frequently
between different systems. Dispersing construction of information system for
academic output by each subordinate department in university according to its
own needs, will lead to different data formats, poor integrity and low accessibility
among campus information systems.

Research output data center can effectively support dynamic update of
research output, reveal current institutional research situation in multiple dimen-
sions, advance open access and provide data support for academic evaluation and
discipline development. Effective data quality control [7,16] in research output
data center will comprehensively guarentee data severity of inconsistency, incom-
pleteness, accuracy, decision and finding missing or unknown data. Main issues
in data quality control procedure in research data center may include:

— Before data collection. Accurately integrating various data from different
source and format, such as English publications from Web Of Science and
Scopus etc, and Chinese publications from CNKI and CSSCI etc.

— During data collection. Data governance with different kinds of technical
methods for data matching and data fitting etc, in data center platform.

— After data collection. Data authentication and security policy of data appli-
cation for campus information systems.

Different phases need different data quality management policies and tech-
nologies. In this paper, we will propose a data quality management framework
to build the research output data center, and put forward relevant technical
solution for different data governance problems, such as department name sim-
ilar estimation in data integration, author name disambiguous problem in data
linkage and security issue in data exchange. We also introduce some effective
learning algorithms such as text distance and community detection with matrix
learning in our test to achieve good performance in quality manage processing.
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2 Related Works

For purpose of systematically collecting current research output of individuals
for further assessment and analysis of researchers, higher educations or research
institutions are committed to build their institutional research outputs knowl-
edge center or data denter. All academic publications written by their researchers
from different journals or conferences will be fully collected in this research
information data center or current research information system (CRIS) [4,10].
Berkhoff et al. [2] define CRIS system as research output data center that sup-
ports all research processes, sharing a common database with other components
that are integrated within an integrated higher administration software. In gen-
eral, data attributes of research output include author, affiliation, paper (journal
paper and conference paper), patent and grant of whole university or institution.

The data center need to determine a data governance strategy for capture,
collect, process, storage and manage of scholars’ publication data, and maintain
good data quality to serve different information system in a campus research
data lifecycle. The quality of data is determined by factors such as accuracy,
completeness, reliability, relevance and how up-to-date it is. As research data
has become more intricately linked with different campus systems, data quality
has gained greater attention.

In long run, it is undoubtedly an effective way to promote unique identi-
fiers of scholars and require them to provide identifiers when submitting papers.
However, at present stage, various institutions have accumulated a large num-
ber of publications that have not been clearly linked to scholars. In this case,
it is unrealistic to expect all scholars to rely on their own efforts to consciously
associate their own scholar identifiers. In order to improve work efficiency, it is
necessary to design an application process, propose relevant technical solutions,
and identify scholars.

Chang [6] discusses the concept, function and meaning of scholar identifica-
tion, then deeply analyzes the authority control database of author name and the
scholar unique ID system, which are two kinds of the classic solutions for scholar
identification. She also brings insight into the mechanism of scholar identifica-
tion and research on the key technology to identify scholars. Azeroual et al. [1]
consider that research data is usually not uniformly formatted and structured.
These include various source systems with their different data formats, and all
data must be constantly synchronized and the results of the data links checked.
However, since many fields of scholar information extracted from publications
is not strictly structured, most scholars have a variety of input methods in the
name abbreviation and affiliation name. In addition, there are errors or irregular-
ities, which make it difficult to effectively attribute and associate the publication
information directly with the actual author. In these large amounts of publica-
tions, it will also happen that same researcher publishes different papers with
different affiliations.

It’s a difficult problem for data quality administrator to precisely link these
papers to one unique faculty or student. This process is also regarded as Author
Name Disambiguation (AND) [13,21]. AND tries to find right person who pub-
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lish the paper, under the conditions of same people appear different name in
various situation, or different people share same name. Identification of schol-
ars is not only crucial in the aggregation process of school research results, but
also one of the important basic tasks to ensure data quality of individual or
institutional academic output results. Zhang et al. [27] has proposed a Bayesian
non-exhaustive classification framework for solving online name disambiguation
task. Treeratpituk et al. [23] describe an algorithm for pairwise disambiguation
of author names based on ‘random forests’ machine learning classification algo-
rithm. Momeni et al. [12] focus on homonym names in the computer science
bibliography DBLP, and employ community detection method which uses co-
authorship networks and analyze the effect of common names on it.

After collection, processing and storage in research output data center, far-
reaching value will come from widely application of data. It is true that we may
use institutional research output data for data visualization and other technical
methods to reveal data for a certain extent and conduct simple statistical anal-
ysis. From a global perspective, as a kind of important resources data in campus
informational data cycle, it will be much meaningful to share research output
data for university administrative or departments systems. This will undoutedly
improve research output data utilization and expand its vitality.

3 Conceptual Framework of Data Processing with Data
Quality Control

As shown in Fig. 1, we design a conceptual framework of data processing with
data quality control enhancement. External data generated from other platform,
such as publications, reviews and institutional repository information, will be
continuously integrated into research output data center, and a data clearning
and processing policy will be applied. We also design and develop a series of data
directories and interoperation interface to provide comprehensive inquiry and
application services of academic output data for other institutional systems, such
as scholar homepage, talent accessment, subject development, and institutional
prospect analysis.

Manual Current Research

Confirmation Management System
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
Publications | Scholar
e I T oo
: ats Application Data Standard and Talent
Reviews : Data Data Requirements Directory Authorization | aga P> Assessment
Citation, Indicator ] Interface @ Center ™ Interface Subj
] Data Cleaning Management office, — Ly Subject
H A Metedata,Data School development
Institutional ' .
Resource —> Data Processing

. . Analysis
Dissertation, Grant Y

'y Prospect
aweitms | Research Output Data Center |

Fig. 1. Research output data center framework.
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3.1 Main Data Processing for Quality Control

In institutional common research data management situation, user’s standard
information, such as name and title, is available from HR System or Student
Management System, and these data can easily convert into research output
data knowledge base. Basic task of central research output data database is to
collect all institutional research output information and as accurately as possible
to associate the output to real faculties or students. We successively design data
process for quality control, and divide it into eight modules: data inputing,
preprocessing, merging, learning, matching, fitting, manual processing,
and save and feedback. Relationship between data and logical transfer among
modules is shown in Fig. 2. Solid line is common data transfer, and dotted line
is data transfer process in iterative optimization. Through whole processing,
scholars’ publications are finally divided into three categories:

1. Paper-author matching results. In principle, it is directly related to the actual
personnel information corresponding to author, and regularly reminds data
administrator to confirm or review, and author can also claim or reject the
results. If it is modified as wrong result, it will be turned into no credible
result.

2. Author not finding results. Some of results can be combined by using text
distance or machine learning algorithms. However, data center may not exist
related personnel information of this scholar. Therefore, data administrator
may select to add author’s information, such as user name, user campus ID
and department information.

3. No credible results. Handled by manual discrimination processing.

3.2 Data Cleaning

Main data cleaning in research output data center includes three phases: data
importing, data preprocessing and data merging. Data sources are gener-
ally divided into three categories: academic publication data, existing supervised
information (for purpose of supervision information, such as list of published doc-
uments or verification report of confirmed institutional personnel, etc.), and real
personnel information.

Data importing stage is mainly responsible for obtaining and integrating vari-
ous data into the system. Attribution of publications include title, abbreviation,
abstract, author affiliation, document number, etc. Personnel information are
synchronized from institutional personnel management system, including user
name, user Campus ID, and departments (first-level departments and second-
level departments). Existing supervised information refers to convinced linkage
between real personnel and publications that have been confirmed before. All
these three types of data have different data meaning and structure, so we need
to do data preprocessing for good data quality.

Data preprocessing is relatively complex, for many data is mainly reflected
in its multi-source and multi-hierarchy structure. Due to inconsistency of pub-
lication data format from different databases. Generally, data fields related to
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Fig. 2. Main flow of data processing design in research output data center.

authors always contain information of more than one author, and some authors
will sign more than two affiliated department.

Data Merging process includes two parts: one process is splitting author
data field into multiple records for storage separately, and another process is
integrating information of the same author belonging to different affiliations into
same record. The newly input result data also needs to be uniquely de-weighted
with existing result data in data backend to ensure uniqueness of result data.

3.3 Data Linking

The process of research output data Linking with publications and scholars is
divided into three modules: Learning, Matching and Fitting.

Learning process mainly includes general process and special process. The
general process mainly fulfills integration of the author’s signature information.
From basic information of teachers and students, the author’s signature informa-
tion and corresponding information of the first-level department and second-level
department in both Chinese and English are established. The special process
regularly trains a series of results of a scholar (including published information
and published information confirmed by system), obtains characteristics of the
scholar’s research fields, main quotations, co-authors and other aspects, and uses
them for subsequent intelligent fitting analysis.
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The matching process (see Fig. 3) mainly utilizes matching between scholar’s
publication signature information and existing faculties or students background
information in the system (mainly matching author name and affiliation depart-
ment fields). In matching process, text distance matching method can be used
to improve data quality for matching accuracy. After matching, three types of
intermediate data are generated:

1. Matching successful results. In principle, author’s signature and existing
scholar’s information of the system are exactly matched, and institutional
information of the scholar is completely consistent with or similar to institu-
tional HR information of one scholar. The similarity of mechanism is mainly
determined by text distance function, and we will introduce it later. In case
of certain text similarity, it can be directly correlated for confirmation. How-
ever, for sake of perfect data quality, this kind of data may still need to be
reviewed manually.

2. The synthesized results contain incomplete information, which can be
matched to one or more authors, but it is not possible to directly determine
whether results belong to the scholar (for example, publication department
information does not absolutely matching with existing information). This
kind of problem needs to use further classification fitting algorithm to ana-
lyze in the fitting processing and model.

3. No attribution results for completely unmatched results, which are inconsis-
tent with any scholar registered in the system. Such results may be due to
spelling errors, and cannot be dealed with computer automatically.
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The fitting process is to identify some suspected results after matching pro-
cessing and try to build classification model with various algorithms. The main
algorithms can be machine learning model based on attribute association or
community detection based from co-author network. The intermediate data after
fitting analysis are mainly divided into two categories:

1. Preliminarily confirm the relevant publication information and the scholars
through fitting, and submit it to phase of manual confirmation or personal
claim,

2. If a paper is not well fitting, then it is set as unfinished paper.

As shown in Fig. 2, after fitting processing, when a result transfer to manual
confirmation. Many feedback and update can be carried out back to learning
process to enhance data quality, so as to further expand existing supervised
information source. In process of information analysis of scholars’ output, it is
necessary to effectively match a large number of scholars’ and published data,
so as to achieve good data link accuracy with automatic integration of papers
and scholars.

4 Data Matching with Text Distance Algorithm

In matching process of author and affliation, an effective text distance function
can greatly improve data quality for irregularity of scholars’ published papers,
and correct misspelling mistake in paper publication procedure.

In many case, we cannot guarantee that author name or background infor-
mation is same when collecting his/her publication data from different database
source, for example:

— Publish papers in english with phonetic inversion, such as Liu, Yang and
Yang, Liu.

— Publish papers with name abbreviation, such as Liu, Y.

— Publish papers woith additional symbols, such as Shi, Xiao-Hua.

— when publishing a paper, scholar use different spellings for the department
information, such as “Stem Cell Res Ctr” and “Clin Stem Cell Res Ctr”.

Therefore, a text distance algorithm is needed to calculate and analyze dis-
tance between name characters or affiliation characters. If text similarity distance
of some scholar name fields is greater than a certain threshold, they are possible
to be same author. For same author name with different department name, if the
text similarity distance of department fields is greater than a certain threshold,
it will represented with two named departments for same person. Common text
distances are Cosine distance, Jaccard distance, and Levenshtein distance, etc.

Levenshtein distance, also known as Edit Distance. It was proposed by Rus-
sian scientist Vladimir Levenshtein in 1965. Levenshtein Distance [14] between
two strings is determined by minimum number of edits required to convert one
string to the other, and the greater the distance, the more different they are.
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In computation algorithm', the permitted editing operations include replac-
ing one character with another, inserting a character, and deleting a character.
Through practical comparison and analysis, Levenshtein distance Algorithm (1)
can achieve a better matching effect on the similarity of scholar’s department
fields.

Levenshtein distance between two strings a,b is given by lev, ;(|al, |b]) where

max(i, j) if min(i,j) =0,
leva (i —1,7) + 1
min levgp(i,j—1)+1 otherwise
leVaJ,(i — l,j - 1) + lai;ébj

leva,b(ia J) =

(1)

where 1(q,p,) is the indicator function equal to 0 when a; = b; and equal to 1
otherwise, and lev, ;(|al, [b]) is the distance between the first i characters of a
and the first j characters of b.

We collect some SCI publications of Shanghai JiaoTong university since 2012
to 2015, after published data for processing, calculation the author’s name, same
level but not at the same time, secondary institutions to calculate the Leven-
shtein distance between the text of secondary institutions (we use the transform
number divided by the maximum length of the string as a result the output dis-
tance). We can see the test results from Table 1, this text distance algorithm can
effectively deal with different institutions or non-standard abbreviations, and we
may chose thresold in 0.5 to 0.6 to solve the data matching problem.

Table 1. Text distance in secondary department name.

Name Departmentl Department?2 Text distance
An, Yuan Coll Agr & Biol Sch Agr & Biol 0.733333
An, Yuan Coll Agr & Biol Sci Sch Agr & Biol 0.578947
Ao, Huafei Peoples Hosp 3 Shanghai Peoples Hosp 3 0.608696
Bai, Haitao Affiliated Peoples Hosp 1 Affiliated Shanghai Peoples Hosp 1 | 0.735294
Bai, Haitao Affiliated Peoples Hosp 1 Shanghai Peoples Hosp 1 0.64
Bai, Haitao Affiliated Shanghai Peoples Hosp 1 | Shanghai Peoples Hosp 1 0.676471
Bai, Jing Sch Chem & Chem Engn Sch Chem & Chem Technol 0.73913
Bai, Min Affiliated Peoples Hosp 1 Peoples Hosp 1 0.56
Bai, Min Affiliated Peoples Hosp 1 Shanghai Peoples Hosp 1 0.64
Bai, Min Peoples Hosp 1 Shanghai Peoples Hosp 1 0.608696
Bai, Yuehong | Affiliated Peoples Hosp 6 Shanghai Peoples Hosp 6 0.64

In our real test based on Levenshtein distance, we suggest some optimiza-
tions according to special bylines of subordinate affliation of one university or
institution. For example, in some chinese universities’ subordinate hospital, the
biggest difference of their affliations name is just a number, such as ‘Affiliated
hospital 1" and ‘Affiliated hospital 3’. We need to reduce distance value while
department name contain ‘Affiliated hospital’ by reducing distance value. In case

! https://en.wikipedia.org/wiki/Levenshtein_distance, .
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that some affliation names are similar, such as ‘Renji Hosp’ and ‘Ruijin Hosp’,
these names are also need to be adjust to improve accuracy for good data qual-
ity. After comparision, 10-15% of the data of same scholars name with different
department name can be directly matched by calculating and merging effective
text distance.

5 Author Name Disambiguous with Community
Detection

The identification of scholars is a hot topic in fields of research information
retrieval and scientific evaluation for solving the confusion of scholars’ names.
Tang et al. [22] substitut a hidden markov model into supervised learning on
basis of previous studies and supplemented relationship between scholars with
scholars, scholars with output, and output with output as an important part
of compare basis, which greatly improved the accuracy of the discrimination
algorithm. Xia et al. [25] focus on algorithms while emphasizing the integrated
management and collection of academic data and made a series of attempts to
visually present screening results. Sedelnikov et al. [17] calculated the sensitivity
parameters in the process of personal identification in the scientific research
management system to identify the author names of all kinds of latest academic
articles, patents and data sets. Yang et al. [26] discussed the discrimination of
Chinese names, and propose a cluster method based on contextual similarity
measurement by reducing data sparsity.

Co-author Network Community Information Node Merged

Fig. 4. Author merging with co-author network community detection.

In general, network community detection algorithm comes from the need of
Internet user group analysis. However, network community detection algorithm
can also be applied to our data fitting process. As shown in Fig. 4, according to
scholars’ co-author network, we can judge whether two nodes belong to same
person, and merge it. We will test a community detection algorithm based on
Non-negative Matrix Factorization to accomplish data fitting process.

In this section, we artificially generate a real institutional scientific collab-
orative network to compare the performance of different methods. Detection
community from scientific collaborative network in a specific institution may
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help us to learn the knowledge of scientific cooperation from all faculties, analy-
sis the difference between communities and predict the trend of interdisciplinary
demand.

We download 35,659 SCI publications? stated with Shanghai Jiaotong Uni-
versity (SJTU) from 2012 to 2016, and these publications are written by
1,346,279 authors without pruning. We decide that authors who write a paper
signed with same name and affiliation will be regard as one person. We create a
network with 17,908 nodes and 718,967 links from whole institutional publica-
tion data. We use this real large collaborative network to compare community
number (K¢) and modularity within GCD, BGLL, GMO, BNMF and BSNMF,
for these five methods can find communities without given initial community
number:

In task of network community detection, all network structure can be rep-
resented by the diagram, and we can describe the diagram with its adjacency
matrix. Therefore, application of matrix factorization learning method can effec-
tively aggregate the nodes from whole network into different communities, and
achieves good experimental results. In this section, we use a bayesian symmet-
ric nonnegative matrix factorization algorithm (BSNMF) [19,20] we proposed
before, and apply this algorithms in co-author scientific network data. Compar-
ing with relevant community detection methods, our algorithms obtain good
experiment and application effects.

We compare our algorithm with other four state-of-the-art community detec-
tion methods, and all five algorithms are listed below. Algorithm 4 to 5 are
Matrix Learning methods, and all algorithm can capture communities dimen-
sion automatically without any given information.

1. Greedy community detection (GCD) agglomerative method which takes into
account the heterogeneity of community size observed in real networks [8].

2. Louvain (BGLL) can compute high modularity partitions and hierarchies of
large networks in quick time [3].

3. Greedy modularity optimisation (GMO) algorithm based on the multi-scale
algorithm but optimised for modularity [11].

4. Bayesian Non-negative Matrix Factorization (BNMF) with Poisson likelihood
3.

5. %Lyesian Symmetric Non-negative Matrix Factorization (BSNMF) with Pois-
son likelihood [19].

The update rule of s;; in BSNMF is:

s s X 5 (2)
" *\SsT ), \15+5B)/,,

where X is generated suspend co-author network, S is a target symmetric coef-
ficient matrix.

We can see from Table 2 that, Bayesian matrix factorization method we pro-
posed can effectively find much dense community, and achieves best Modularity
[15] value in 0.7564 and is highly close to results of BGLL and GMO.

2 http://webofknowledge.com/.
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Table 2. Community detection results in SJTU co-author network

Methods | K¢ | Modularity
GCD 2057 | 0.6696
BGLL 1233 10.7478
GMO 1045 | 0.7506
BNMF 868 | 0.7235
BSNMF | 625|0.7564

Table 3. Author name merging from BSNMF results.

Name Department Paper ID | Community ID
Liu, Yang | Sch Mat Sci & Engn 2 149
Liu, Yang | Sch Med 9 183
Liu, Yang | State Key Lab Oncogenes & Related Genes | 1 183
Liu, Yang | Stem Cell Res Ctr 1 183
Liu, Yang | Clin Stem Cell Res Ctr 1 183
Liu, Yang | Ren Ji Hosp 1 183
Liu, Yang | Renji Hosp 1 183
Liu, Yang | State Key Lab Microbial Metab 1 214
Liu, Yang | Sch Life Sci & Biotechnol 1 214
Liu, Yang | Sch Agr & Biol 3 328
Liu, Yang | Minist Educ 1 604

We find that community detection in scientific co-author network can help to
solve AND problem in research output data fitting processing, and we assume
that researcher with same name and different affiliation in same community
should be same true person. We further analysis the BSNMF results of previ-
ous real scientific collaborative network with 17,908 nodes, and find that some
nodes with same name and different afflictions are partition into one community.
Scholars may share different positions in different academic institutions, like dif-
ferent schools, departments or laboratories. Table 3 show the example of person
named Liu, Yang. Through actual confirmation, five Liu, Yang appeared in
our real network community NO. 1683, and they are same person from School
of Medicine and a State key laboratory for this six nodes. Two Liu, Yang from
community 214 is another person in School of Life Science. So we can effec-
tively discriminate authors who sign different affiliation information with same
name published. By checking all communities results, our fitting algorithm can
prune 1803 nodes from whole network with 17908 nodes, and improve 10.07%
data accuracy to aggregate the scholar signed with same name and different
affiliations.
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6 Data Exchange Policy Design with Quality Control

A sound data quality management framework is also critical to getting the most
out of key values of data in data exchange. Shen et al. [18] introduce the content
and framework of universal data interchange platform in terms of categories of
processes and layers of information exchange, and develop a data interchange
model to elaborate data exchange between different departments on campus.
Wang et al. [24] design and realize data exchange platform of Tsinghua Univer-
sity to accomplish the data exchange in large data quantity of heterogeneous
database based on ETL technology, and accomplish the real-time exchange in
small data quantity of heterogeneous database based on ESB technology.

External data service can be divided into data output and data input.
Data output refers to packaging part of research output data in a certain format
and providing for other application systems. Data input means that data has
been manually reviewed or confirmed by teachers and flowed back into research
output data center as supervised information. Through reflux of data, more
completeness and authority of data quality are guaranteed.

In order to control data quality in process of data service, data input and
output should be completed with other systems at interface level through API
basically. As shown in Fig. 5, in interaction process of interface invocation, secu-
rity and legality of invocation should be considered first.

OAuth protocol® is a common protocol for application authorization [9]. Tt
provides a safe, open and simple standard for user resource authorization. Its
protocol has good characteristics: Simple, whether OAuth service providers or
application developers, are easy to understand and use; Security, no user keys
and other information, more secure and flexible; Open, any service provider
can implement OAuth, any software developers can use OAuth. By integrating
OAuth protocol into the API architecture, different permissions can be controlled
for different API callers.

Based on application of authorization, different users with different data
access, such as in “School of Electronics, Information and Electrical Engineering”
data access system, the interface should not by batch get research output data
of ‘School of Naval Architecture, Ocean & Civil Engineering’, although these
data in research output data support platform is open and visible. Therefore,
API interface should also be able to implement row-level and column-level data
access control, that is, to control the fields and records accessible to application
and only allow users to access part of data records related to it.

At same time, for sensitive data such as ID information, we should design
desensitization algorithm for sensitive data and making use of it. The sensitiv-
ity of the same data may be different in various system calls. For example, ID
information may not belong to sensitive information when university HR system
calls, because the record of ID information in HR system is more authoritative.

3 https://oauth.net/.
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( START )

Y _
| Interface Access | Source of interface data, Authentication
information, Interface name, Field
+ information.
| Information Identification | -
+ According to authentication
information, clarify its accessible
| User Authentication interface list and record entries.
+ Provide query information according to
| Data Query | the query parameters
y Return corresponding data record
| Data Loopback I— according to the query result, and

save interface invoking log.

Fig. 5. Data interface security design with quality control policy.

Therefore, desensitization algorithms should be designed or configured for dif-
ferent applications and sensitive data fields to safeguard data quality in data
center.

7 Conclusion

This paper discuss data quality issue in building institutional research output
data center. We put forward a conceptual framework of data processing with
data quality control, and introduce some useful methods, such as text distance,
community detection and data exchange security policy. We also compare dif-
ferent community detection algorithm in scientific network for Author Name
Disambogous, our matrix learning method achieve good performance than other
community detection methods. In long run of research output data center, we
think that key ways for promote data quality in research output data center,
is to regulate publication scholars’ ID, such as ORCID*. This is most effective
way to solve data quality problem, but requires joint attention and promotion
of global publishers, research institutions and authors.
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Abstract. In recent years, with the open data movement around the
world, more and more open data sets are available. But, the quality of
the datasets poses issues for learning models. This study focuses on learn-
ing the Bayesian network structure from data sets containing noise. A
novel approach called GBNL (Generalized Bayesian Structure Learning)
is proposed. GBNL first uses a greedy algorithm to obtain an appro-
priate sliding window size for any dataset, then it leverages a difference
array-based method to quickly improve the data quality by locating the
noisy data sections and removing them. GBNL can not only evaluate the
quality of the data set but also effectively reduce the noise in the data.
We conduct experiments to evaluate GBNL on five large datasets, the
experiment results validate the accuracy and the generalizability of this
novel approach.

Keywords: Bayesian network structure learning - Bayesian score -
Noise reduction - Data quality

1 Introduction

A Bayesian network (BN) [1,2] is a probabilistic graphical model that repre-
sents a set of random variables and their conditional dependencies via a directed
acyclic graph. BNs have been broadly applied to modeling and reasoning in many
domains [3—-6]. With the increasing availability of open datasets in academia,
government and business, constructing Bayesian network from domain data are
becoming more and more valuable and mission critical, especially when uncer-
tainties are involved [2,7,8].

The sparsity of the data, incomplete and noisy, introduces challenges to the
algorithm stability. Small changes in training data may significantly change the
models [9]. This requires good generalization ability of the learning model. How-
ever, most of the current BN structure learning algorithms perform well given a
DAG-faithful dataset with good data quality [10]. A dataset is DAG-faithful if
its underlying probabilistic model can be structured as a DAG. This condition
makes a dataset suitable for BN learning. However, facing real-world datasets,
most of the current BN structure learning algorithms have limitations. First,
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given any data set, it is hard to know whether it is suitable for Bayesian net-
work learning. Second, even if the data set is suitable for learning, it may still
contain noise such as incomplete or missing data. Very few studies are conducted
to deal with the presence of noise in the data for BN learning.

For the first limitation, one solution is to estimate the accuracy levels of a
dataset by assessing the quality of the data [11]. Several methods are proposed
to deal with noise in learning parameters of Bayesian network [12,15] and the
sensibility of Bayesian score function [13]. For the second limitation, even though
there are numerous algorithms are proposed to learning Bayesian network from
data such as [10,14]. However, most learning algorithms operate individually
and lack the ability to deal with the data quality issue.

Therefore, we introduce a novel approach called Generalized Bayesian net-
work Learning (GBNL). GBNL is an iterative function that begins with calcu-
lating the Data Sliding Window Size (DSWS) from a data set. DSWS is the
number of records GBNL reads for each data checking iteration. Then GBNL
calculates the Bayesian Network Learning Health Degree (BNLHD) for the
data slice of size DSWS. Lastly, GBNL scans through the whole data set to find
out the data sections containing noise and remove them. Experimental results
on five different datasets show that by intelligently selecting the sliding windows
size, evaluating the dataset’s health degree and locating the noise data. GBNL
is a generalized method that leads to significantly improved learning results on
real-world datasets for different BN learning algorithms.

To summarize, the main contributions of this paper are as follows:

— This paper proposes a greedy algorithm to obtain an appropriate sliding win-
dow size for any dataset. This ensures the precision for locating the data
section containing noise.

— This paper proposes a generalized difference array-based method called GBNL
to quickly improve the data quality by locating the noisy data sections and
removing them. This method can not only detect the noise in the data but
also effectively improves the data quality. GBNL is a generalized approach
that can be applied to different kinds of BN learning algorithms.

— We further evaluate GBNL on five big datasets, the experiment results vali-
date the accuracy and the generalizability of this novel approach.

The rest of the paper is organized as follows: Sect.2 is the related work.
The proposed method including algorithms is presented in Sect. 3. After giving
experimental results and discussion in Sect. 4, we conclude this work in Sect. 5.

2 Related Works

Early in 2009, [11] estimates the accuracy levels of a dataset by assessing the
quality of the data. [12] studies noise smoothing in learning parameters of the
Bayesian network. The robustness of Bayesian networks learning from non-
conjugate sampling is studied in [15]. Ueno et al. [13] describes some asymp-
totic analyses of BDeu score to explain the reasons for the sensitivity and its



160 Y. Tang et al.

effects. Furthermore, this paper presents a proposal for a robust learning score
for the equivalent sample size (ESS). But most approach focus on the parameter
learning of Bayesian network.

Numerous algorithms are proposed to learning Bayesian network from data,
such as Hill Climbing (HC), Tabu Search (Tabu), Three Phase Dependency
analysis (TPDA) [10], Inter-TAM [16] and Max-Min Hill-Climbing (MMHC)[14].
However, most algorithms operate individually, our previous work [7,17] achieved
higher accuracy of BN structure learning through ensemble methods. But most
BN learning algorithms still lack the ability to deal with the data quality.

3 The Proposed Approach

3.1 Overview of the Method

GBNL works as follows (Fig. 1): First, it calculates Data Sliding Window Size
(DSWS) according to the data set. Then, GBNL calculates the window health
threshold called BN LH D to evaluate data quality variation in the data. Lastly,
GBNL scans through the whole data set and uses a difference array-based
method to locate the data sections containing noise and remove them.

GBNL uses the Bayesian score function in to calculate the score denoted as:

bayesianScore = score(B, data) (1)

Where data is the data set and B is the Bayesian network structure learned
from the data set. There are many score functions. One of them is the BIC
(Bayesian information criterion) score. The BIC score is based on the assumption
that the sample satisfies the independent and identical distribution hypothesis,
and uses log likelihood to measure the degree of fitness of the structure of the
data. The BIC is formally defined as:

BIC =In(n)k — 2In(L) (2)

Where L is the maximized value of the likelihood function of the model.z is
the observed data.n is the number of data points in x, the number of observa-
tions, or equivalently, the sample size. k is the number of parameters estimated
by the model [18]. One of the BIC scores is the log likelihood of the model, which
is the degree to which the metric structure fits the data. Another item is the
penalty for model complexity, preventing over-fitting of data and structure [19].

3.2 Data Sliding Widows Size Calculation

Definition 1. (Data Sliding Widows Size )

Assuming that the interval of DSWS is [lborder, rborder], we divide [l, ] into
n small intervals and take random numbers in small intervals. DSWS is the size
of the sub dataset that has the highest score, denoted as:

DSWS = max DSWS,,_,, (3)

1=1...n
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Fig. 1. Overview of the method

In order to get DSWS, we define the following algorithm. The Intervals vari-
able in the algorithm represents the interval between the[r/lborder,r/rborder]
intervals divided into k equal parts, r is the number of rows in the dataset. P is
a control variable. lenl is the random number taken in the cell, that is, the test
window size. stpl is the step progress variable. Sco is a scoring vector for each
operation. The score is the maximum of all sco ’s average values. The algorithm
is as follows:

Algorithm 1. CalculateDSWS

Input:
D: Dataset;
Output:
DSW S
1: step=0;score=MIN;r=read size of Dataset;
2: intervals= Decentralization interval [lborder,rborder];
3: while step<cnt do
4:  lenl= Random numbers from intervals[step];
5:  stpl=round(lenl/P);
6: fori=1tor—Ilenl+1 by stpl do
T window= Segmentation of Dataset;
8: sco=sco.add(score(structureLearning(window),window));
9: end for
10:  if mean(sco)>score then
11: score=mean(sco)
12: len=lenl
13: windowsco = sco
14:  end if

15:  step=step+1
16: end while
17: return len

The data size r is read from the data set D, the initialization variable score is the
minimum value, and the value range [lborder, rborder] of the DSWS is obtained
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(Step 1-2). Then, according to the control variable P, a random number lenl is
selected from the current ten-division cells as the temporary DSWS, and the step
size stpl is calculated (Step 4-5), and the scores of the respective windows are
recorded in the scovector (Step 6-9). The Step 7 is to obtain the data forming
window. Take the temporary DSWS with the largest sco score vector average as
the real DSWS, and save the corresponding sco vector, which is convenient for
observing the experimental process (Step 10-14).

3.3 Bayesian Network Learning Health Degree Calculation

In order to judge whether the data window is qualified, we need a judgment
standard. Here we define a notion called BNLH D (Bayesian Network Learning
Health Degree).

Definition 2. (Bayesian Network Learning Health Degree)

BNLHD is the scoring standard for windows. It is the data health threshold
corresponding to DSWS. Assuming the number of windows is n, BNLHD can be
replaced by the mean of window score, denoted as:

BNLHD — ~ > score(DS;) (4)
i=1..N

which is to determine whether the data set is healthy through this health thresh-
old. BNLHD is obtained on the basis of Algorithm 2. By dividing the entire data
set into blocks, the score of each block is obtained by the score scoring function,
and the scores of larger fluctuations are removed, and the average of the remain-
ing scores is BNLHD. The structureLearning algorithm can be any learning
algorithm like MMHC, TPDA or HC [20].

The algorithm for calculating BNLHD is as follows:

Algorithm 2. CalculateBNLHD

Input:
D: Dataset;
Output:
BNLHD
1: step=0;score=MIN;r=read size of Dataset;
2: intervals= Decentralization interval [lborder,rborder];
3: while step<cnt do
4:  lenl= Random numbers from intervals[step);
5:  stpl=round(lenl/cnt);
6: for 1=1 to r-lenl+1 by stpl do
7 D,,= Segmentation of Dataset of size w;
8: sco= sco.append(score(structureLearning(Dy,), Dy));
9: end for
10:  if mean(sco)>score then
11: score=mean(sco)
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12:  end if

13:  step=step+1
14: end while

15: return score

The algorithm starts to read the data set size r, initializes the score (BNLHD) to
the minimum, and obtains the test interval [Iborder, rborder| (Steps 1-2). The
[Iborder, rborder] decimal is divided into random numbers as temporary DSWS,
and the corresponding BNLHD (Steps 4-9) is obtained. Idea analogy Algorithms
1, 2 takes the maximum value of all temporary BNLHDs as real BNLHDs (Steps
10-14).

3.4 Noisy Data Positioning and Removal

For a given dataset, DSWS and BNLHD are obtained from Algorithms 1 and 2,
and then the dataset is scanned by Algorithm 3. In the scanning process, it is
necessary to mark the qualified data window, that is, the current window score is
higher than BNLHD, then all data in the data window are marked as qualified.
For each piece of data in the data set, it is not marked at the beginning, and
the value is marked as 0; then, every time it is marked, the value is added by 1.

In order to implement such a marking process, we introduce a differential array
diff:

Dif f[i] = value(i) — value(i — 1) (5)

The data of the current window [l, r] is marked as qualified, that is, [l, 1]
plus 1, which can be converted into diff [1] + 1, diff [r 4 1] — 1. Finally, the whole
dataset is traversed, and the value of 0 is the unqualified data, which is removed.
So far, the whole process is transformed into interval operation and single point
query based on differential array diff. In addition, in order to ensure the accuracy
of the scanning, we set the translation step of the window to 1/Q (Q =10 in the
experiment) of the window, so that each piece of data can be scanned more
times, such as Figure 1, which can ensure the accuracy of noise location (Fig.2).

1 5000 10000 15000

(TR [ [ [T

ﬁ—/
%—J
ﬁ—J

Fig. 2. Scan example
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The algorithm is as follows:

Algorithm 3. Remove noise data and score

Input:
D: Dataset;
k: Window step coefficient,Generally take 0.1

Output:

BICScore
o dif f]]=0 ;windowscol]=0;
: while windows<D.size do
windowsco=score(structureLearning(D[head, head + DSWS));
head=head+k*DSW S
if windowsco< BNLHD then

value=0;
end if
value=value+1
step=step+1
: end while
o dif f(i)=value(i)-value(i-1)
: for i=0 to dif f.size do
if dif f(1)==0 then

delete D1
end if
: end for
: score=socre(mmbhc(D))
: return score

e e T e T e e

The input of Algorithm 3 is the data set. Algorithm 3 first initializes a dif-
ferential array dif f and windowsco to store the sliding window’s score (Step 1).
Within the scope of the data set, the sub-dataset of the selected range is scored
(Step 2-3). The window score is compared with BNLHD. If it is higher than
BNLHD, the corresponding array value is incremented by one, otherwise, it is
unchanged (Step 5-8), and then the data sliding window is moved to the next
position to start scanning. After scanning the entire array, the differential array
dif f (Step 11) is calculated by the value array. If the value of diff is 0, the
data is judged to be noise data and deleted (Step 12-14). Finally, the network
structure learning score of the optimized data is obtained.

4 Experiments and Discussion

After completing the design of the algorithm, we collect a lot of data sets suitable
for Bayesian network structure learning, choose three learning algorithms, record
the scores before and after the algorithm optimization, compare the results by
calculating the shd of the structure before and after optimization, and analyze
and summarize the experimental results. It is found that the quality of the data
set has been significantly improved, and GBNL is a generalized approach that
could improve the learning accuracy of different BN learning algorithms.
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4.1 Method Selection

The scoring criteria for the entire experiment are given by the score() function
in the bnlearn package. Considering computer performance issues, we did not
choose a large data set in the experiment, so we choose the bic score in the
commonly used Bayes score. And the Bayesian network structure learning is
performed by the MMHC [14], HC and Tabu. Structural Hamming Distance
(SHD) is used to measure the learning accuracy. SHD between two graphs is the
number of edge insertions, deletions or flips in order to transform one graph to
another graph. The SHD function is denoted as:

structure HammingDistance = SH D(learnedStructure, trueStructure) (6)

learnedStructure is the Bayesian network learned from data, trueStructure
is the actual gold standard BN structure.

4.2 Data and Measures

The experimental data include the real data set Asia (20000 data, 8 variables)
Cancer (20000 data, 5 variables), Earthquake (20,000 data, 5 variables), Sachs
(20,000 data, 10 variables), Survey (20,000 data, 6 variables). For all the datasets,
we add 5 %—10 % of noise by randomly assign a continues section of dataset with
arbitrary values.

Structure hamming distance (SHD) is a function that compares the difference
between two BN structures [14]. When comparing a learned BN structure with
the correct BN structure, lower SHD indicates a more accurate learned structure.

4.3 Experimental Result

In the experiment, By calculating the SHD value of the pre-optimized structure
and the SHD of the optimized structure by GBNL, we can verify whether the
optimization process is successful.

4.3.1 Comparison of Score Results
The following table shows the SHD study in details (Tables 1, 2 and 3):

Table 1. Comparison of scoring results before and after algorithm optimization.mmhc

Dataset Asia Cancer Earthquake | Sachs Survey
Unoptimized score (BIC) | —104254.1 | —79418.03 | —27735.49 | —221394.8 | —108678.8
Optimized score (BIC) —25885.79 | —22051.64 | —2748.639 | —78116.86 | —40814.01
Unoptimized shd 11 9 9 9 10
optimized shd 6 5 5 6 6
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Table 2. Comparison of scoring results before and after algorithm optimization.hc

Dataset Asia Cancer Earthquake | Sachs Survey
Unoptimized score (BIC) | —104254.1 | —79418.03 | —27735.49 | —221394.8 | —108678.8
Optimized score (BIC) —24243.05 | —22036.57 | —2646.685 | —75268.17 | —40762.13
Unoptimized shd 14 9 9 10 10
optimized shd 6 5 4 7 6

Table 3. Comparison of scoring results before and after algorithm optimization.tabu

Dataset Asia Cancer Earthquake | Sachs Survey
Unoptimized score (BIC) | —104254.1 | —79418.03 | —27735.49 | —221394.8 | —108678.8
Optimized score (BIC) —24243.05 | —22051.23 | —2666.473 | —75295.08 | —40758.94
Unoptimized shd 14 9 9 10 10
optimized shd 6 4 5 6 6

By comparing the experimental results, we can find that the data obtained by
our algorithm has a significant decrease in the structure of the learning algorithm
and the SH D value of the structure before optimization. The decline of the BIC
score is more obvious, so the expected purpose of the algorithm is achieved, and
the dataset can be optimized to a large extent, and the Bayesian network learning
structure is improved.

In order to test the versatility of the optimization algorithm for various
Bayesian network structure learning algorithms, we select HC, MMHC, and tabu
algorithms to learn about five different data sets. After comparing the structure
of the three sets of experimental data, we can find that the learning effect of the
tabu and HC algorithms on the noisy data set is slightly worse than MMHC,
which is different from the learning effect of the algorithm itself without looking
at the learning effect of the algorithm itself, we can compare the experimental
results of the three learning algorithms, and we can find that no matter which
learning algorithm S H D has been significantly declined, and then compare the
learned network structure, we can find out that through the optimized learning
the network structure is more similar to the correct structure.

4.3.2 Comparison of Structure

Considering the page limit, this section only shows the comparison results of
some data sets. The structure learned by MMHC algorithm before and after
optimization is compared as shown below (Figs.3, 4 and 5).

It can be observed that for an algorithm as good as MMHC, noise in the
data set can significantly reduce the learning accuracy, resulting in a low-quality
BN structure. But after applying GBNL, the optimized network structure is
more similar to the correct structure with fewer edges. The same improvement
is also observed in other learning algorithms. Therefore, the GBNL algorithm
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Fig. 5. Sachs data set

has a good optimization effect on various Bayesian network structure learning
algorithms and achieves the expected general algorithm optimization purpose.

5 Conclusion

Aiming to find a generalized method to improve the data quality for Bayesian
network learning, this study proposed a novel approach called GBNL (General-
ized Bayesian Structure Learning). GBNL first uses a greedy algorithm to obtain
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an appropriate sliding window size for any dataset, then it leverages a differ-
ence array-based method to efficiently locate the noisy data sections and remove
them. The experimental results show GBNL can optimize the data set to a large
extent and improve the Bayesian network structure learning accuracy. GBNL
can not only evaluate the data quality but also reduce the noise to improve
the data quality. We conduct experiments to evaluate GBNL on five datasets
over three different BN learning algorithms, the experiment results validate the
effectiveness and the generalizability of this novel approach.
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Abstract. With the rapid development of information technology, the
problem of name ambiguity has become one of the main problems in the
fields of information retrieval, data mining and scientific measurement,
which inevitably affects the accuracy of information calculations, reduces
the credibility of the literature retrieval system, and affect the quality
of information. To deal with this, name disambiguation technology has
been proposed, which maps virtual relational networks to real social net-
works. However, most existing related work did not consider the problem
of name coreference and the inability to correctly match due to the dif-
ferent writing formats between two same strings. This paper mainly pro-
poses an algorithm for Author Name Disambiguation based on Molecular
Cross Clustering (ANDMC) considering name coreference. Meanwhile,
we explored the string matching algorithm called Improved Levenshtein
Distance (ILD), which solves the problem of matching between two same
strings with different writing format. The experimental results show that
our algorithm outperforms the baseline method. (F1-score 9.48% 21.45%
higher than SC and HAC).

Keywords: Name disambiguation + Coreference problem -
String matching

1 Introduction

At present, there are several literature retrieval platforms in the world such as
China National Knowledge Infrastructure (CNKI), DBLP, CiteSeer, PubMed,
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etc. The content and quality of the digital library are seriously affected by the
ambiguity of author’s name, which is regarded as one of the most difficult issues
facing digital library [1]. Therefore, how to reduce the impact due to the name
ambiguity, and maximize the effectiveness of the digital library, has become a
concern of researchers. The “Name Disambiguation” began to be raised and
attracted the attention of a large number of experts and scholars.

Name Disambiguation, also known as Entity Resolution [2,3], Name Iden-
tification [4], which mainly solves the problem of name coreference and name
ambiguity. The name coreference problem mainly appears in the English digital
library. It is common that a single author has multiple names in digital library.
For example, a possible form of author names A. Lim is Andrew Lim, Abel Lim,
etc. The name ambiguity problem common that different authors may share
identical names in the real world. For example, there are 57 papers authored by
2 different “Alok Gupta” in the DBLP database.

A lot of work has been studied for Name Disambiguation. For example, Shen,
et al. [5] present a novel visual analytics system called NameClarifier to interac-
tively disambiguate author names in publication. However, NameClarifier still
heavily relies on human beings’ subjective judgments. Kim, et al. [6] used Ran-
dom Forest to derive the distance function and obtained a good accuracy rate,
but the training set required a lot of manual labeling while the model have
poor migration. Lin et al. [7] proposed an approach only use the coauthor and
title attributes, but they did not consider the coreference problem. Xu et al.
[8] considered that each kind of single feature has very strong fuzziness in the
expression and used a similarity algorithm. However, many feature inability to
correctly match due to the different writing formats between two same strings.

This paper mainly proposes an algorithm called Author Name Disambigua-
tion based on Molecular Cross Clustering (ANDMC) considering name coref-
erence. Meanwhile, we propose the string matching algorithm called Improved
Levenshtein Distance (ILD), which solves the problem of matching between two
same strings with different writing format. The experimental results show that
our algorithm outperforms the baseline method. (F1 value 9.48% 21.45% higher
than SC and HAC).

The structure of this paper is as follows: In Sect. 2, we introduce the related
research work of name disambiguation. In Sect. 3, we introduce the core of this
article including the similarity calculation method of the author name disam-
biguation and merging procedure. In Sect.4, we describe our experiment and
verify the proposed method. In Sect.5, we summarize the method proposed in
this paper. This part also addresses the shortcomings of the method and its ideas
for future improvement.

2 Related Work

The problem of name ambiguity often appears in the literature retrieval plat-
forms, digital library and other similar systems, which has become one of the
main problems in the fields of information retrieval, data mining and scientific
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measurement. [9] The “Name Disambiguation” which mainly solves the problem
of name coreference and name ambiguity began to be raised.

The name coreference problem mainly appears in the English digital library.
Newman et al. [10] proposed a heuristic method for complete matching the first
letter of the last name and the first name, but some authors is the same as
the spelling but different name such as “M. Li”, “Min. Li” and “Ming. Li” are
merged to reduce the accuracy.

The name ambiguity problem common that difference authors may share
identical names in the real world. In general, existing methods for name dis-
ambiguation mainly fall into three categories: supervised based [11,12], semi-
supervised based [13] and unsupervised based [14-17]. The supervised based
method has a high accuracy rate, but the training of massive data requires a
lot of manual labeling, which is time-consuming and labor-intensive. What is
more, with the advancement of time, the data iteration is rapid. Therefore, the
supervised based method has poor portability. Semi-supervised based method
use user’s feedbacks to get more useful information, but when the amount of
data is very large, the user feedbacks information are very difficult to collect and
also expend much manpower and material resources in the process of collecting
[7]. The biggest advantage of the unsupervised based method is that it does not
require a lot of training data and training time. On large-scale data, no method
is more feasible and scalable than the unsupervised based method.

The factors that determine the performance of unsupervised based method,
not only by the clustering algorithm but also by the calculation of similarity.
On the problem of name ambiguity, both the selection of features and how
to use these features to calculate similarity are as important as the choice of
clustering algorithm. Shin et al. [18], Fan et al. [19] Kang et al. [20] selected
coauthor relationships as features, but the author who has not coauthor cannot
be distinguish. Lin et al. [7] proposed an approach only use the coauthor and
title attributes, but they did not consider the coreference problem. Xu et al.
[8] considered that each kind of single feature has very strong fuzziness in the
expression and used a similarity algorithm. However, many feature inability to
correctly match due to the different writing formats between two same strings.

Based on the previous research results, this paper further studies the Name
Disambiguation. The main contributions of this paper can be summarized as
follows:

1. Propose the string matching algorithm called Improved Levenshtein Distance
(ILD), which solves the problem of matching between two same strings with
different writing format. (F1l-score 13.08% higher than LD).

2. Propose an algorithm called Author Name Disambiguation based on Molec-
ular Cross Clustering (ANDMC) considering name coreference. (F1-score
21.45% higher than SC, Fl-score 9.48% higher than HAC).

3 Proposed Approach

This paper proposes a molecular cross clustering method. The Fig. 1 shows the
process of molecular cross clustering. We regard each paper as an atom. Firstly,
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these papers are classified according to author’s name, while keep the associated
category records, and perform atom clustering [21] in the same category to form
a molecular. Calculate the molecular similarity between molecular according
to the associated category records differentiated by the standard segmentation
feature values, and finally obtain the classification result. Each time extract the
feature of the previous merge result, which could effectively increase the data
amount of the corresponding feature and improve the accuracy of the merge.

/ |
® @

Fig. 1. The process of molecular cross clustering.

The Table 1 lists five records containing the authors of paper, title of paper,
and affiliation of paper. It is difficulty for us to make sure that the author
“Andrew Lim” is the same person. According to our algorithm, firstly, we can
divide this paper into two major categories, Andrew Lim {{1}, {2}, {4}, {5}}
and A. Lim {3}. Secondly, it is difficult to directly judge whether Andrew Lim
in 1 and 2 is the same person, but 1, 4 have the same collaborator Zhou Xu.
After merge 1, 4 we can find that Hu Qin, who is the same collaborator with
2 that means it has a higher probability that 1, 2 are the same person. In the
same way, we can easily get the set {1, 2, 4, 5}. At this time, calculate the
similarity between the set {1, 2, 4, 5} and {3}, we can find that they have the
same collaborator “Fan Wang”, the same institution and the similar titles, etc.

The steps of algorithm for Author Name Disambiguation based on Molecular
Cross Clustering as follow:

1. Data processing

2. Solve the problem of name ambiguity
(a) Node relationship division
(b) Affiliation string matching
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Table 1. An example of name disambiguation.

1. Author: Andrew Lim, Fan Wang, Zhou Xu
Title: A Transportation Problem with Minimum Quantity Commitment

Affiliation: Department of Industrial Engineering and Engineering
Management, The Hong Kong University of Science and Technology,
Clear Water Bay, Kowloon, Hong Kong

2. Author: Andrew Lim, Zhenzhen Zhang, Hu Qin

Title: Pickup and Delivery Service with Manpower Planning in Hong
Kong Public Hospitals

Affiliation: Department of Industrial and Systems Engineering, National
University of Singapore, Singapore 117576;

3. Author: A. Lim, Fan Wang

Title: Multi-depot vehicle routing problem: a one-stage approach

Organization: Dept. of Ind. Eng. & Logistics Manage., Hong Kong Univ.
of Sci. & Technol., China

4. Author: Andrew Lim, Hu Qin, Zhou Xu

Title: The freight allocation problem with lane cost balancing constraint

Organization: Department of Management Sciences, City University of
Hong Kong, Tat Chee Ave, Kowloon Tong, Hong Kong, School of
Management, Huazhong University of Science and Technology, No. 1037,
Luoyu Road, Wuhan, China

5. Author: Lijun Wei, Zhenzhen Zhang, Andrew Lim

Title: An Adaptive Variable Neighborhood Search for a Heterogeneous
Fleet Vehicle Routing Problem with Three-Dimensional Loading
Constraints

Affiliation: School of Information Technology, Jiangxi University of
Finance and Economics, Nanchang, 330013 Jiangxi, China

3. Solve the problem of name coreference
(a) Similar name cross match

3.1 Data Processing

Perform pre-processing operations such as integration, cleaning and de-
duplication on the data to obtain initial data. Each piece of paper in the initial
data as an atom.

Extract the following feature attributes for each paper P:

P=(A, T, I (1)

Where A represents the author of the paper, T represents the title of the paper,
and I represents the affiliation of the paper.
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We treat each paper as a node, let n be a name entity, denoted as n, and for
the name n, its variant is denoted as Vn = V1, V2, ..., Vm, where the variant
of n include the abbreviated forms, last name and first name rotated form, the
change of connection symbol and combinations of them [22]. The set of papers
corresponding to the name Vn is denoted by the set Pn = pl, p2, ..., pk, where

pi =sl, s2, ..., sk represents a set of all papers containing the author names Vx.
Ai = al, A2, ..., ak represents the author set corresponding to the papers set pi.
Ni = nl, n2, ..., nk represents the set of the same name authors corresponding
to Ai.

3.2 Node Relation Division (NRD)

In the research of the name disambiguation, the relationship of cooperation
between nodes has a strong influence on the correct division of nodes [20]. For two
nodes with the same name attribute, if they all have a cooperative relationship
with another node, the two nodes have greater similarity.

The set of collaborators of the name Ni can be denoted as:

C; =A; — N; ={al —nl,a2,n2,...ak —nk} = {cl,c2,...,ck} (2)

Traversal the set N;, each n; as a node. Traversal the set C;, the author in
each set c¢; generates a node which has a cooperative relationship with the node
ni. We use the graph database to generates the author relationship network, and
finds the number of connections of the author ni to nj denoted as Num(Lij),
according to the Jaccard coefficient similarity function, the similarity between
the node ni and the node nj is:

Num(Ll-j)

Sim(ni,nj): |C‘UC'|
i JCj

3)
When the similarity is greater than the threshold value, ni and nj will be
merged.

3.3 Affiliation String Matching (ASM)

The main difficulties in matching affiliation string for English databased is that
affiliation write different formats. For example, there have four affiliations as
follows: “IBM India Res. Lab, New Delhi”, “IBM India Research Laboratory”,
“IBM India Research Lab, New Delhi, India” and “IBM India Research Lab, New
Delhi, India 110 070”. It is clearly shown that the above four affiliations belong to
the same affiliation, but the writing in different formats which lead the computer
cannot match them together correctly. At present, there are many similarity
algorithm for string matching, such as Jaccard algorithm, Euclidean Distance,
Levenshtein Distance, etc. However, the calculation of the whole affiliation string
is not satisfactory. For example, two affiliations as follows:

1. “School of Electrical Engineering & Automation, Henan, Polytechnic Univer-
sity, Jiaozuo, People’s Republic of China”
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2. “Department of Electrical Engineering and Automation, Tianjin University,
Tianjin, People’s Republic of China”

If we directly calculate the similarity of the affiliation names, it is likely to
judge them as the same affiliation, but they are not the same affiliation actually.
There is also a problem with the calculation of Levenshtein Distance. For exam-
ple, there are two strings include word “Research” and “Res”, the Levenshtein
distance of two words is 5, and the similarity is 40%. We find that, in reality,
these two words actually belong to a same word. In order to solves the prob-
lem of matching between two same strings with different writing format while
enhance the accurate of similarity calculate. In this paper, we cut each word in
the affiliation. We optimize Levenshtein Distance algorithm as ILD (Improved
Levenshtein Distance algorithm) to calculate the similarity of each word. For the
affiliation X and the affiliation Y, cut through the separator to obtain the set
X =x1, x2, xp and set Y =yl1, y2, yq. Construct the relational matching matrix
E with the number of rows p and the number of columns q:

Epq = {sim(i, j)} (4)

For each xisl, s2, ..., sm, yjsl, s2, ..., sn construct the relationship matching
matrix LD between xi and yj whose row number is m+1 and column number is
n+1. The first column of the matrix represents X, and the first row represents
Y:

LD (mi1)x(n+1) = {ldi;} (0=i=m, 0=j=n) (5)

Fill the relationship matching matrix LD according to the following formula:
i j=0
) i=0

ld” o min(ldi,lj,l, ldiflj, ldijfl) +1 i,j > O,.’Ei 7& T (6)
ldi—1j1 1,7 > 0,2 = x5

After fill the matrix LD, the element dmn is the edit distance between xi and
vj, which is recorded as:

dminmnminmn Ty €Y; 0T Y; €Ty
d(zi,yi) = {dmn( m)min(m,n) Y or s olso (7)

The similarity sim(xi, yj) is calculated as:

B d(zi, yi)
max(len(z;),len(y;))

sim(@s,yy) = 1 (8)
Where len(xi) and len(yj) are the lengths of the string xi and the string yj,
respectively. When sim(xi, yj) =1, the string xi and yj exactly match. For the
matrix Epq, if exist at least one sim(xi, yj)=1 on the p-row or g-column, we
think that the affiliation X and the affiliation Y have one word exactly matched
which is recorded as:

CM(k) = (9)

1 existsim(x,y) = 1 in link k
0 else
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The similarity of the word exactly match in the affiliation X and Y as follows:

|  average(S, CM(p), X, CM(g))
sim(X,Y )em = average(p,q) (10)

The similarity of the word non-exactly match in the affiliation X and Y as
follows:

average(y_, maz(sim(X,Y)), > max(sim(X,Y)))

average(p, q)
average(y_, CM(p), >, CM(q))
average(p, q)

Sim(Xa Y)other -

(11)

The similarity between the affiliation X and Y is:

sim(X,Y) = sim(x,y)em X Wi + sim(X,Y ) other X Wa (12)

3.4 Similar Name Cross Match (SNCM)

For a name entity n, each variant in Vn = V1, V2, ... Vm has solved the problem
of name ambiguity. This part mainly solves problem of name coreference. We
need to calculate the similarity between each Ai in Vx, which denoted as “Vx.Ai”
and each of Aj in Vy, which denoted as “Vy.Aj”. We calculate the corresponding
similarity Sx according to the features A, T, I, and set the weight W, respectively.
The similarity between Vx.Ai and Vy.Aj are as follows:

Sa=8jaccarp (Ve Ay, Vy. Aj)
S(Vw.Ai,Vy,AJ‘) = ST :SLD(VCET’HVyT]) (13)

We chose to put similar name cross matching in the last step due to the current
similarity calculation does not guarantee 100% accuracy for authors with the
same name and a large number of duplicate names. Since each of our mergers
is based on the previous step. As a result, we must ensure that the accuracy of
the previous merge is as high as possible. If this step is advanced, it will greatly
affect the accuracy of the subsequent steps.

4 Experiments

4.1 Data Sets

In our experiments, we perform evaluations on a dataset constructed by Tang
et al. [21], which contains the citations collected from the DBLP Website. We
downloaded this dataset from the Kaggle. However, the data set is only labelled
within the same name range, and the name containing the abbreviation is less.
Therefore, we add some real intellectual property disclosure data on the basis of
this data set to verify our method. Select some authors as experimental samples.



ANDMC 181

When evaluating the classification results, we use the author whose name is
prone to the same name as a sample. We use manual methods to create standard
categories. The process is as follows: For each author name in Table 2, we retrieve
all the papers published by the name in the database. Classify the authors of
the same name by human annotated, as best as possible to accurately.

Table 2. Evaluation dataset.

Name Number | Year

Alok Gupta |57 19962009
Ming Li 34 20032018
M. Li 15 19912014
Min Li 30 2001-2018
F. Wang 34 19982017
Fan Wang 55 1989-2016
A. Lim 7 1993-2005
Andrew Lim| 8 2008-2014
X. Zhang 61 1984-2012
Xin Zhang |46 2002-2018

4.2 Evaluation Indicators

To evaluate and compare the performance of different methods on the Name Dis-
ambiguation tasks. In this paper, we use pairwise precision, pairwise recall and
pairwise fl-measure to measure the results. We define the measures as follows:

# PairsCorrectly PredictedToSame Author

Pairwise Precision —
arrnsetirecsion #Total PairsPredictedT oSameAuthor

(14)

# PairsCorrectly PredictedToSameAuthor

PairwiseRecall =
arsetieca #Total PairsToSameAuthor

(15)

2 x PairwiseRecall x PairPrecision
PairwiseF — M = 1
arrwese casure PairwiseRecall + PairPrecision (16)

In the above formula, #PairsCorrectlyPredictedToSameAuthor refers to the
number of papers that with the same label predicted by an approach and have the
same label in the human annotated data set. #TotalPairsPredicted ToSameAu-
thor refers to the number of papers that with the same label predicted by an
approach. #TotalPairsToSameAuthor refers to the number of papers that have
the same label in the human annotated data set.
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Table 3. Table captions should be placed above the tables.

Author LD ILD
Precision | Recall | F-Measure | Precision | Recall | F-Measure
Alok Gupta | 100.00 100.00 | 100.00 100.00 90.48 | 95.00

Ming Li 60.87 70.00 | 65.12 87.50 70.00 |77.78

M. Li 72.73 80.00 | 76.19 100.00 100.00 | 100.00
Min Li 80.95 89.47 | 85.00 100.00 100.00 | 100.00
F. Wang 50.00 100.00 | 66.67 100.00 100.00 | 100.00
Fan Wang 100.00 100.00 | 100.00 100.00 100.00 | 100.00
A. Lim 57.14 66.67 | 61.54 100.00 100.00 | 100.00

Andrew Lim | 100.00 100.00 | 100.00 100.00 50.00 |66.67
X. Zhang 80.56 85.29 | 82.86 100.00 82.35 |90.32
Xin Zhang 40.00 72.73| 51.61 100.00 81.82 1 90.00
Average 74.22 86.42 | 78.90 98.75 87.46 1 91.98

4.3 Experimental Results

We considered the baseline methods on LD algorithm. In this step, we only
evaluate based on the feature of affiliation, and do not evaluate the results based
on other feature. Table 3 shows the results of some examples in our data sets.

Obviously, it can be seen from the experimental results that the ILD algo-
rithm has a better improvement than the LD algorithm in each evaluation value
(+17.76% over LD by average F1 score, +24.53% over LD by average Preci-
sion). On the other hand, our method has higher precision than baseline methods
(+18.3% over SC, +8.51% over HAC by the average Precision value).

According to the name similarity matching, the number of names existing in
each name set as follows (Table4):

Table 4. Evaluation dataset.

Name Num. authors | Num. records
Alok Gupta 2 57
Ming Li, M. Li, Min Li | 44 79
F. Wang, Fan Wang 28 89
A. Lim, Andrew Lim 3 15
X. Zhang, Xin Zhang |72 107

In this paper, we considered several baseline methods based on Hierarchi-
cal Agglomerative Clustering (HAC) [24], [23] and single-clustering (SC) [20].
SC only uses the feature of collaborator for disambiguation. HAC uses Jaccard
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Similarity and ILD Similarity algorithms with the feature of author’s name, affil-
iation, and collaborator. For a fair comparison, we use the same threshold for the
same attribute feature. For each feature, we compare and select the thresholds
to ensure that the highest recall rate based on the precision as high as possible.
Table 5 gives the threshold values of features.

Table 5. Threshold values of features.

Feature AT |T
Thresholds | 0.6 | 0.7 | 0.5

Table 6 gives the results of some examples in the data set. Obviously, our
method outperforms the baseline method in name disambiguation (+21.45% over
SC, 4+9.48% over HAC by average F1 score). On the other hand, our method has
higher precision than baseline methods (+18.3% over SC, +8.51% over HAC by
the average Precision value).

Table 6. Results of name disambiguation.

Author SC HAC NAS
Prec. |Rec. |F1 Prec. |Rec. |F1 Prec. |Rec. |F1
Alok Gupta 36.54| 33.33| 34.86| 80.7773.68|77.06|80.77 |73.68 |77.06

A. Lim, Andrew Lim 50.00| 33.33| 40.00| 61.54|53.33|57.14|100.00|93.33 |96.55
X. Zhang, Xin Zhang |100.00| 87.93| 93.58|100.00|89.6694.55|100.00|93.10 |96.43
Ming Li, M. Li, Min Li| 93.10| 86.27| 89.56| 86.27|92.16/89.12|92.16 |100.00|95.92
F. Wang, Fan Wang 100.00| 78.57| 88.00/100.00|78.57|88.0098.21 |78.57 |87.30
Average 75.93| 63.89| 69.20| 85.72|77.48|81.17|94.23 |87.74 |90.65

5 Conclusion and Discussion

Name Disambiguation in the digital library is an important task because different
authors can share the same name, and an author can have many name variant.
This paper mainly proposes an algorithm called Author Name Disambiguation
based on Molecular Cross Clustering (ANDMC). We have also explored a string
matching algorithm called Improved Levenshtein Distance (ILD). Experimental
results indicate that the proposed method significantly outperforms the baseline
methods. It’s performance in the problem of name coreference is quite satisfying.
Meanwhile, we solve the problem of matching between two same strings with
different writing format. In the future, we will pay more attention to the speed
of the algorithm and improve the efficiency of the algorithm.
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Abstract. This paper introduces graph-based aspect and rating classification,
which utilizes multi-modal word co-occurrence network to solve aspect and
sentiment classification tasks. Our model consists of three components: (1) word
co-occurrence network construction, with aspect and sentiment labels as dif-
ferent modes; (2) dispersion computation for aspects and sentiments, and;
(3) feedforward network for classification. Our experiment shows that proposed
model outperforms baseline models, Word2Vec and LDA, in both aspect and
sentiment classification tasks. Our classification model uses comparatively
smaller vector size for representing words and sentences. The proposed model
performs better in classifying out of vocabulary contexts.

Keywords: Sentiment classification - Aspect classification + Aspect analysis *
Word occurrence network - Dispersion

1 Introduction

With the rise of the World Wide Web, the volume and variety of user-generated text
data have been growing exponentially. Amazon, for example, accumulated 142.8
million customer reviews from May 1996 through July 2014 [1]. In the research area,
many has employed various text mining techniques to exploit the abundance of online
data in an industrial setting. Aspect and ratings analysis, using online customer reviews
in particular, constitutes a major branch in such research efforts.

TeLD  subType Resoution: Good TV but has some clouding issues

y SAMSUNG
NUB000 I've owned many Samsung televisions over the years and was looking for an 80+ inch tv to replace an old TV.
TVREVIEW I mainly use this television to play video games and watch a little bit of TV. Overall | think it's a pretty good
TV. It gets incredibly bright, one of the brightest TVs I have ever owned. I think it has good color
 RINGS con) reproduction. HDR is good enough. Since this is an edge lit LED (led lights on the edge of the tv) its never
going to have HDR as good as full array TVs where the leds are behind the screen. But it was good enough
) for me.
U 3 ton My biggest complaint is clouding. In dark pictures you can see pretty noticeable clouding of light in a couple
of sections of the tv. | know clouding can be an issue with larger TVs but | was a little disappointed for the

price | paid for the TV. That's why | can't give it 5 stars. I might try calling Samsung to replace the panel since

Overall though | enjoy using this tv and it has some great features but there is some noticeable clouding and
because of that | have to give it a 4/5

D@ . . sometimes clouding can be worse in individual units. But again this is only noticeable in dark backgrounds.

(a) Rtings.com Review (b) Amazon.com Review

Fig. 1. (a) An example of a Rting.com review; (b) an example of an Amazon review (Color
figure online)
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Given a customer’s review, an “aspect” represents a specific feature of the product.
A “rating” is a scalar score the reviewer assigns to the product (see Fig. 1). Figure 1(a)
shows an example of a product review from Rtings.com, an electronic product review
website. Figure 1(a) reviews Samsung’s NU800O by six aspects (in purple box). In the
blue box can be found the aspect-level ratings. Such aspect-level, however, may not be
always as explicitly presented as the Rtings example. Amazon reviews, as found in
Fig. 1(b) only presents the overall rating for the subject product, and the review text is
not explicitly labeled with relevant aspect. Ever-rising is the demand for aspect-level
analysis, because it may unveil valuable insights about the product based on the cus-
tomers’ aspect-specific sentiments or preferences. For example, a customer may find a
certain television product moderately satisfying to his/her taste, yet he/she may have
been greatly pleased with the picture quality of the product, while substantially dis-
pleased with packaging, hence leading to the moderate satisfaction in overall. In this
case, aspect-level analysis of the product review enables a deep dive into the cus-
tomer’s reaction towards the product and allows the sellers to establish sales strategies
that are more concisely targeted. At the same time, the producers may develop the next
product designed to meet customers’ specific needs and wants.

Academic and industry researchers have responded to the growing significance and
demand for aspect-level analysis of online review data. Past studies consists of two
main components: (1) representing text data in a machine-readable format, and;
(2) extracting aspect-specific information from the text representations learned. The
most classic example of text representation methods is bag-of-words (BoW), an
approach based on the word frequency [2]. It was later modified by adding the inverse
term frequency to the measure, TF-IDF, namely, in order to account for specificity of
the subject word appearing frequently in a particular document [3]. Recently,
Word2Vec [4], a model which learns a distributed vector representation of each word
in a given corpus, has gained popularity among other text embedding techniques due to
its simplicity and generalizability. Text representations learned from these models are
then joined with the conventional machine learning techniques in order to solve a given
task. However, the task performance depends largely on the word representations, and
these text representation learning are subject to a number of drawbacks, especially in
the scope of analyzing tremendously large text corpora such as online reviews. BoW
and TF-IDF suffers from the curse of dimensionality, since it uses one-hot coding for
each word when recording frequency. While Word2Vec addresses this issue by
compressing the dimension of the continuous word vector via utilizing softmax layer of
the neural network through which the model learns each word representations, it still
demands a great deal of resources in order to learn from ever-growing text corpora.
Above all, aforementioned techniques are commonly vulnerable to out-of-vocabulary
(oov) problem. BoW or TF-IDF may produce biased results since newly added words
are obviously less frequent as compared to the “old” words. One the other hand,
Word2Vec and all other Word2Vec alike models need to learn representations for the
entire corpus once again upon the arrival of a new word. OOV is a critical problem
when dealing with online review data, since new information is streamed in on a real-
time basis.

Other than word representation methods, some studies have employed probabilistic
graphical models or expectation-maximization algorithms, such as Latent
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Dirichlet allocation (LDA) and latent aspect rating analysis (LARA), respectively [5,
6]. These models cluster “topically similar” words into the same group which then
represents an aspect. Due to the structural construct of their model framework, LDA
and LARA work well with unlabeled data, which is common for industrial datasets,
scalability still remains as unresolved issue since learning takes up great resources.

In this paper, we address above issues by presenting a new method for aspect and
sentiment classification of online reviews by using multi-model word co-occurrence
network. As the measure of the “closeness” between words, we borrow the concept of
dispersion as introduced in Backstrom and Kleinberg [9]. Our graph-based aspect
ratings classification framework builds word co-occurrence network from a given
corpus, defining words as different modes if their source document is labeled with
different aspect or sentiment categories. Then, our model computes word-aspect dis-
persion score and word-rating dispersion score from the network, which are then
concatenated and used as input for a feedforward neural network for aspects and ratings
classification. The main contributions of the architecture of graph-based classification
model are summarized below.

First, our model has better performances. As reported in the experiment section,
proposed model performs better than the baseline models (Word2Vec, Doc2Vec, LDA)
in both aspect and sentiment classification tasks. Second, our graph-based classification
framework is more scalable. By definition, the size of the word-aspect dispersion score
and that of the word-rating dispersion are set to the number of aspects and the number
of ratings, respectively. Hence, our model has an advantage of significant dimension
reduction as compared to the existing word embedding or word frequency models.
Last, Proposed classification method is more robust. Once word co-occurrence network
is constructed, proposed framework is robust to Out-of-Vocabulary problem, since new
word is easily added to the network by connecting with already existing word nodes,
with which it occurs in a given document.

The rest of the paper is organized as follows: Sect. 2 surveys through past literature
related to our work. In Sect. 3, we provide detailed descriptions of the framework of
our model. Section 4 reports the results from our experiment, using Word2Vec and
LDA as baseline models. Finally, Sect. 5 concludes the paper.

2 Related Works

In this section, we briefly talk about research from three areas are related to our study:
first, distributed representation for text, second, topic modeling mainly used for aspect
analysis, and third, dispersion which is a network measure for tie strength and the
follow-up studies have adopted dispersion.

As a surge of researches in neural networks, many text embedding models came
out, and some of the models received significant attention. Word2Vec [4] is the favorite
ways of text embedding to represent each word in a corpus as a vector in the space of N
dimensions. Mikolov et al. [4] proposed two approaches of Word2Vec in which are
skip-gram and cbow. In skip-gram, the object is to predict the surrounding context
words given input as a word. Cbow is merely the reverse of skip-gram. In Cbow, the
input is multiple words in a sentence to predict the context word. While Word2vec is
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the embedding model for each word in a corpus, Doc2Vec [7] is an extension model of
Word2Vec to represent documents as a fixed length of vectors. Such distributed rep-
resentation methods are widely used for text embedding to solve various tasks in
Natural Language Processing (NLP).

Online review data is one of the popular data sources used in NLP. The charac-
teristic of online review is that overall rating is the only given label, but a review
discusses multiple aspects of the product or service. Therefore, it is not able to know
the reviewer’s opinion without an explicit rating of each aspect. Topic modeling such
as Latent Dirichlet Allocation (LDA) [5] is used frequently on online review data for
aspect analysis. LDA automatically generates a set of topics from a document, and it is
a fully unsupervised model since it discovers topics based on word distributions. The
Latent Aspect Rating Analysis (LARA) [6] is another topic model to detect a
reviewer’s latent opinion on each aspect and the relative importance of different
aspects. A significant drawback of LARA is that the aspects and the initial keywords
have to be pre-specified. As a follow-up study, Wang et al. [8] proposed an improved
version of LARA which the model does not require a set of seed words, set by the user
for every aspect and topic [8].

We borrow the concept of dispersion introduced by Backstrom and Kleinberg [9].
They proposed a new network measure, dispersion to identify romantic partnership
given the social network of Facebook data. The meaning of dispersion is the extent to
which two individual’s mutual friends are not themselves very well connected [9]. In
their study, they proved that the accuracy of dispersion measurement almost twice than
conventional embeddedness which is tie strength as the number of mutual friends
shared by its endpoints embedded in the network [9, 10].

Several studies have used dispersion in their research. Singhal and Pudi [11] used
dispersion-based similarity measure to find similar papers in a citation network. They
state that dispersed connectivity does capture the inherent structural similarity within a
network [11]. Minocha et al. [12] show that dispersion is a crucial structural feature to
explain the importance of appropriate legal judgments and landmark decisions [12]. To
the best of our knowledge, no study has used dispersion on online review texts to
construct a network and feed the dispersion vector into a neural network to classify the
online reviews based on its aspect accordingly.

3 Methodology

In this section, we propose a model for classifying aspects and ratings of review texts.
The suggested model architecture is below (see Fig. 2).

The model consists of review texts’ words co-occurrence network construction
(Sect. 3.1), aspects/ratings to words dispersions and weights calculation (Sect. 3.2),
and feedforward neural network for aspects and ratings classification (Sect. 3.3).
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3.1 Network Construction

RTINGS [13] website has reviews on televisions which each review consists of
evaluations on various aspects such as picture quality, sound quality, design, and smart
features. Each review also includes ratings score for every aspect. By using the review
texts on RTINGS website, we construct word co-occurrence network. First, we crawl
the reviews on Samsung, LG, and Sony televisions. Reviews are divided into aspects
and aspects have ratings accordingly. We parse the paragraphs in each aspect by
sentences. Then, the parsed sentences are tagged by words which this step includes stop
words eliminations (see Fig. 3).
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Fig. 3. RTINGS reviews preprocessing

The word co-occurrence network is constructed based on sentence-wise tagged
words. For those words that occurred in same sentence are linked together. If the words
are linked already, the link weights are added by one for each co-occurrence. More the
words co-occur in same sentence more weights are assigned.

After the word co-occurrence network is generated, we add aspect nodes and rating
nodes. This will form multi-mode network with words, aspects, and ratings. There are
16 Aspects in RTINGS reviews which are ‘introduction’, ‘design’, ‘picture quality’,
‘motion’, ‘inputs’, ‘sound quality’, ‘smart features’, ‘mixed usage’, ‘movies’, TV
shows’, ‘sports’, ‘video games’, ‘HDR movies’, ‘HDR gaming’, ‘PC monitor’, and



Graph Based Aspect Extraction and Rating Classification 191

‘comparison’. The ratings on reviews are given in range of 0 to 10 with one decimal
points. We categorize the ratings by rounding down to the nearest one. There are no
ratings with ‘0s’, ‘1s’, ‘2s°, and ‘10s’, which the ratings are categorized into 7 ratings,
38’ ‘48’, 58°, ‘6s8°, “7s’, ‘8s’, and 9s’.
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Fig. 4. Select part of the resulting graph (blue: words, orange: ratings, green: aspects) (Color
figure online)

All the words that appear in each aspect are linked to each aspect node and all the
words that appear in each rating are linked to each rating node. If the more words
appear in certain aspect or rating, the weights between word node and aspect/rating
node are added by one for each occurrence (see Fig. 4).

3.2 Dispersion and Weight Vector Calculation

It is intuitive that if the certain aspect can be characterized by set of words, the tie
between the aspect node and node set of words should be stronger in multi-mode
network as constructed above. For example, the word ‘speaker’ and ‘distortion’ are
mostly used in ‘sound quality’ aspects. On the other hands, ‘TV’ or ‘television’ are
widely used throughout the all aspects so these words are not good discriminating
factor for aspect classification.
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Among many network properties, strong tie between nodes can be calculated by
dispersion [9]. Dispersion in our proposed network is calculated by the following steps.
First, for given word w; and given aspect ay, let G,,, be the subgraph of w; and G,, be
the subgraph of a;. we take the common subgraph of subgraph C,, ,, to be the set of
common neighbors of w; and a;. Then, let d(s, t) be the distance function of all nodes
in C. The distance function is defined 1 if s and ¢ are not directly linked and have no
common neighbors in G, other than w; and a; and the distance function is defined O if
otherwise. The equation of dispersion between given word w; and given aspect a; is,

disp(wi,a1) = ngtecwm d(s,1) (1)

The dispersion score between words and ratings are calculated with same proce-
dures above.

In Backstrom and Kleinberg’s original paper [9] normalize the absolute dispersion
score illustrated above with normalizing factor. The normalizing factor used in original
paper is embeddedness which is mutual friends two given nodes share. In our proposed
model, we rather normalize the absolute dispersion score by words. Given the fact that
some words are specifically used in certain aspects, normalizing dispersion score by the
number of common neighbors can dilute the specificity nature of review corpus. The
algorithm for word-aspect dispersion score vector is below (see Algorithm 1). The
word-rating dispersion score is calculated with same procedure.

Algorithm 1. Dispersion Vector

1 D ={} > D is the set dispersion vectors

2 For w € N do > w is the words N is the network
3 D, ={} = D,, is the dispersion vector for w
4 Norm =0 > Normalizing factor

5: Fora € N do > a is the aspects

6 disp(w, a)

7 Norm = Norm + disp(w, a)

8 Fora € N do

9 D,, « D,, U {disp(w,a)/Norm}

10: D <D uU{D,}

The size of word-aspect dispersion score vector is, then, set to number of aspects
which is 16 and the size of word-rating dispersion score vector is, then, set to number
of rating which is 7.

Word-aspect, word-rating weight vectors are relatively easy to calculate. We search
for every word then assess edge weights between given word and every aspect/rating.
The weight is also normalized by words to words. The dispersion score presents the
relative strength of tie between words and aspects/ratings which also embraces the
semantic structure in word co-occurrence network. The simple weight can illustrate the
absolute tie between each word and aspects/ratings.
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3.3 Feed Forward Neural Network for Aspect/Rating Classification

We use word-aspects/ratings vector for sentence level aspect and rating classification.
For aspects and ratings labeled sentences from RTINGS reviews which we preprocess
in Sect. 3.1 are used for training and validation of final classification model. We search
each tagged word in review sentences in word-aspect/rating vectors. Once the search
for tagged words in given review sentence is done, word-aspect/rating dispersion vector
are weighted averaged which represents the dispersion vector for given review sen-
tence. Weight vector is also computed with same methodology. Dispersion vector and
weighted vector are concatenated as the input for feed forward neural network. We
create two feed forward neural network for aspect classification and rating classifica-
tion. We use ReLLU activation function and use softmax function for classification (see
Fig. 5).

Dispersion Vector

Aspect/Rating
Classification

Fig. 5. Feed forward neural network for aspect/rating classification

4 Experiment Settings

4.1 Data

For our evaluation we use RTINGS review data for televisions. Samsung, LG, and
Sony television reviews are collected. There are total of 58 television reviews for three
companies and each review contains 16 aspects which leads 928 aspect-based reviews.
As we parse each review by sentences, there are 10,808 sentences total. After text
preprocessing, 2,347 words are tagged. In word co-occurrence network, there are 2,347
nodes with 144,016 weighted edges. After we add aspects and ratings node for multi-
mode network construction, there are 157,022 weighted edges.
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4.2 Models

Models we use for analysis are Word2Vec [4], Doc2Vec [7], and LDA [5]. We trained
each model for Word2Vec and Doc2Vec vector size of 25 to 200 and for LDA topic
vector size of 25 to 200. When the vector size is too small trained embedding vectors
are not capable of capture all semantic information in text. When the embedding
vectors are too large, softmax regression overfits for training data. Therefore, we
choose vector size of 100 for all three models. For Word2Vec, words vectors in review
sentences are weighted averaged. Doc2Vec is trained as each sentence is a document.
Each review sentences for evaluations will be inferred by trained Doc2Vec and LDA
models which will result in inferred document embedding vector and inferred topic
vector. For our proposed model, concatenated input vectors have size 32 for aspects
and 14 for ratings. We use one hidden layer with 512 ReL.U activation function and use
Adam optimizer. Out of 10,808 sentences in our review corpus, we use 70% of data for
training and 30% of data for evaluation. Training and evaluation sets are stratified
sampled and we train every model with same training set.

5 Evaluations

We conduct several evaluations for our proposed model. Quantitative evaluations
include aspect classification and rating classification accuracy. Qualitative evaluations
are aimed for ed post assessment on qualitative evaluations.

5.1 Quantitative Evaluations

In quantitative evaluations, we compare our model to Word2Vec, Doc2Vec, and LDA.
Aspects and ratings classification accuracy are compared. At the same time, aspect-
wise and rating-wise accuracy measure are also presented. It is critical to accurately
classify main aspects in television such as picture quality, sound quality, design and
smart features. For ratings it is important to classify bipolar sentiments.

We perform evaluations on classification based on review sentences. For these
evaluations can be stricter, we divide 10,808 review sentences in 7:3 ratios. 70% of
review sentences will be used in creating word co-occurrence network, training
Word2Vec, Doc2Vec, and LDA models. Other 30% of review sentences will be used
on evaluations. Out of 2,347 unique words in review dataset, 2,145 words are used in
training. Each model will encounter 202 new vocabularies when we perform evalua-
tions. This is about 9% of unique vocabulary in training set.

Aspect Classification. In Table 1, the classification performances of each model are
depicted. As mentioned above, there are 16 aspects in this review corpus. Some general
sections such as introduction and comparisons are also included in classification
evaluation. By simple mathematics, random guess will have accuracy of 1/16 or 6.25%
of classification accuracy. The best scoring model is bold faced (see Table 1).
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Table 1. Aspect classification performance

Models Accuracy
Random 6.25%
Word2Vec 72.96%
Doc2Vec 24.42%
LDA 58.93%
Graph based classification | 85.82 %

In general, our model achieved highest accuracy. Doc2Vec has lowest perfor-
mance. Doc2Vec is more suitable for longer documents. The performance of Doc2Vec
cannot be guaranteed with shorter document such as single sentence.

We also included aspect-wise performance of each model. There exist key aspects
in television that both consumer and manufacturer are more concentrated. Pic-
ture quality, sound quality, design, and smart features are the features are relatively
more taken account of. For these four aspects, proposed graph-based classification
scored highest. In fact, our model score above 95% accuracy classifying design
(97.6%), sound quality (95.2%), and smart features (95.6%), and 89.0% for classifying
picture quality (see Fig. 0).
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Fig. 6. Aspect-wise performance of each model

Rating Classification. Rating classification is evaluated in the same manner as aspect
classification. Since there are 7 ratings in our dataset, the random guess will have
accuracy of 14.3%. Review ratings or sentiments predictions are considered more
complicated task than aspect classifications. Negations and sarcasms make even dif-
ficult for model to detect true sentiment. For more technically focused reviews such as
RTINGS reviews are not usually sarcastic. However, there exists many negations that
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cannot easily be captured with traditional text mining approaches. It is inevitable that
general performance for rating classification is lower than aspect classification (see
Table 2).

Table 2. Rating classification performance

Models Accuracy
Random 14.29%
Word2Vec 52.63%
Doc2Vec 38.36%
LDA 48.82%
Graph based classification | 56.60 %

Performance of graph-based classification is the best among other models. How-
ever, even the class is decreased to 7, compared to aspect classification, accuracy of all
models except Doc2Vec dropped. Sentiment classification is not only relatively harder
but also not every sentence in reviews have sentiment. Many sentences from technical
reviews remain neutral in sentiment.

Classification Performance by Rating

0.9

0.8

.

0.6

0.5

OJ I I |

| ||

) e E__ . ] .

3 5 6 7 8

4

o

o

°

W Graph Based Classification ®Word2Vec ®Doc2Vec LDA

Fig. 7. Rating-wise performance of each model

According to rating-wise performance of each model, Doc2Vec and LDA models
tend to classify review sentences in certain ratings range (see Fig. 7). Doc2Vec models
have 0 accuracies classifying 3, 4, 5, 6, and 9 ratings. LDA model has trouble clas-
sifying low rating reviews. Our model has more stable accuracy than other models
which proposed model is the only model which predicted 5 rated reviews. Since
detecting bipolarity is more important in sentiment classification, we can conclude that
graph-based classification outperform other models.
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5.2 Qualitative Evaluations

In qualitative evaluations, we conduct ed post evaluation on quantitative assessments.
Since the aspect and rating classifications are done in sentence level, some sentences
might be too short and lacks the information for classification. We take sentences that
our model is not able to classify correct aspect and rating. By analyzing these sentences
with human understanding, some sentences are indeed hard to categorize. At the same
time, we can follow logic behind the model’s misclassifications that overcoming these
errors will be our future works. We selected sentences for both misclassified aspect and
rating classifications (see Tables 3 and 4).

Ed Post Evaluation on Aspects. Although our proposed classification framework
achieved about 86% of classification accuracy. There are some aspects our model has
trouble classifying. We investigate some of evaluation sentences that the model mis-
classified (see Table 3).

Table 3. Examples of misclassified sentences for aspect

Sentence True Predicted
Finally, HDR movies look very good on the Q8C Picture quality | HDR movies
Viewing angles are ok TV shows Picture quality
Sony’s new X-Wide viewing angle system delivers Introduction Comparison

wider viewing angles than typically found on VA panels,
but unfortunately, they still aren’t as good as most IPS
TVs, and this comes at the expense of contrast

Game mode also has motion interpolation, game motion | Motion Video games
plus, which doesn’t look as good as auto motion plus but
adds much less input lag, as shown in the input lag box
HDR is not supported HDR gaming HDR movies

For first sentence in the example above, it explicitly mentioning HDR movies.
However, since each aspect is collection of sentences some sentences might seem off
the topic when we examine one sentence at a time. It is same for second sentence. For
classifying these two sentences with human judgement, we conclude that without
background information of adjacent sentences, our model’s prediction is reasonable.

The third and fourth sentences are longer. The third sentence compares VA panel to
IPS panel which model classified as comparison. In introduction of each review, the
topics are heterogeneous. The fourth sentence mainly discuss about game mode of
given television model. In video gaming, examination on motion especially input lag is
inevitable. Two closely related topics in one sentence makes harder to distinguish.

The last sentence is too short. The discriminating word in this sentence is HDR.
There are two HDR related categories in our review dataset, HDR gaming and HDR
movies. Given such a short sentence without any further information, the stratification
between two aspects are impossible.
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Ed Post Evaluation on Ratings. As we mentioned in quantitative analysis, distin-
guishing sentiment of review is harder task then classifying general aspects in review.
We examine the sentences that the difference between true and predicted ratings are
more than 2. Misclassification on polarity of sentiment is critical than misplacing
sentence with rating 9 to rating 8 (see Table 4).

Table 4. Examples of misclassified sentences for rating

Sentence True |Predicted

The TV has a 1080p resolution and you won’t be able to enjoy 4k 4 8
content in its native resolution
Most of the uniformity issues are from the corners being darker than the |4 7
center of the screen and the top and bottom edges being a bit brighter
It has a great low input lag perfect for gaming but poor color volume and |7 9
a limited color gamut, so HDR content doesn’t pop like it should
A high contrast ratio is crucial for good dark scenes performance while |8 4
watching movies in a dark room

Many of error arise in negations such as the first sentence in our example. The
second sentence is good example of model not correctly recognize the relations
between phrases. We see ‘uniformity issues’ than ‘corners being darker than the center’
and ‘being a bit brighter’. Human can reason that the main context of this sentence is
uniformity issue and this television has some areas darker or brighter than other areas
which is negative statement. However, only considering the appearance of words, it is
hard to understand the semantic relations between phrases in sentence.

When the model encounter sentence with mixed sentiment, the classification
accuracy drops. The third sentence starts with positive sentiment because this television
has a great low input lag. However, this television has poor color volume and limited
color gamut. These mixed sentiments make model harder to assess correct sentiment.

The fourth sentence is the example of sentence without sentiment. This sentence is
rather a statement. One cannot easily judge by this sentence whether this television has
good dark scenes performance or not.

6 Conclusion

This paper presents graph-based aspect and rating classification, which utilizes dis-
persion vectors from a multi-modal word co-occurrence network, with aspect and
sentiment classes as different modes, to solve aspect and sentiment classification. The
use of dispersion scores allows dimension reduction down to the total number of aspect
and sentiment labels used in the learning process. Our experiment shows that graph-
based aspect and rating classification beats the baseline models, Word2Vec and LDA,
in both aspect and sentiment classification tasks. In the future, we plan to expand the
model proposed in this paper further by incorporating corpus without aspect labels or
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sentiment scores. The idea is that, once word co-occurrence network is constructed, any
unlabeled data may be “poured on” to the network to expand the size of the network
and strengthen the word co-occurrence edges. This will allow aspect-level analysis of
data without aspect or sentiment labels.
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Abstract. Electric power user classification is one of the most important
methods to realize the optimal allocation of power resources. Through
the analysis of users’needs, behavior and habits, Countries and enter-
prises can offer different incentives for different users. In this way, peo-
ple are more willing to use green and clean Electric power resources.
In the analysis of user clustering, there is a need for real-time process-
ing of massive and high-speed data. In this paper we propose a novel
distributed user data stream clustering method based on Spark stream-
ing, improved clusStream algorithm and improved K-means algorithm
named “DStreamEPK”. In the final experimental evaluation, we first
tested the clustering effectiveness of DStreamEPK on UCI datasets, the
results show that the proposed DStreamEPK is better than the tradi-
tional K-means clustering algorithm. At the same time, it is found that
DStreamEPK can cluster user’s electricity data quickly and efficiently
through testing on user’s real data sets.

Keywords: Spark streaming - ClusStream + K-means + Electric power

1 Introduction

In recent years, people all over the world are increasingly demanding to protect
the environment and achieve sustainable development. In this context, how to
make electricity consumption behavior intelligent has become a very important
research topic. A great deal of basic electricity consumption data have been
accumulated [3]. These data are huge and high Frequency. At the same time, the
user’s electricity data is constantly generated. The newly generated electricity
data can better reflect the user’s electricity characteristics. Distributed clustering
of the user’s electricity data can provide different incentives for different users.

This way can help grid companies to understand the user’s consumption
habits and provide personalized and differentiated services for users. Further-
more, it helps companies to further expand the depth and breadth of their ser-
vices, and provides data support for the formulation of future power demand
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response policies. At the same time, the company will timely feedback the res-
idential power consumption data and residential power consumption to users,
so that users can understand their own electricity consumption information and
contribute to low-carbon environmental protection.

Cluster analysis is a classical method in the field of data mining. Wang [9]
proposed a short-term load forecasting method for power system. Zhao [12] pro-
posed an improved K-means based clustering method for power load curve.

In the meantime, many stream clustering methods have been proposed. Birch
[11] algorithm is a hierarchical clustering algorithm proposed by Zhang et al. in
1996. Aggarwal et al. proposed ClusStream [4], a classical two-tier data stream
processing framework in 2003. Rakthanmanon et al. proposed E-Stream [8] clus-
tering algorithm in 2007 to improve clusStream algorithm’s poor clustering per-
formance for high-bit data. Assent et al. [7] proposed Clustree algorithm in 2011
to cluster data points with arbitrary shape distribution effectively. Marcel et al.
proposed StreamKM++ algorithm [1] in 2012.

There exists a lot of clustering algorithms and Data Stream Clustering Algo-
rithms, such as k-means [6] algorithm, improved version algorithm based on
k-means, ClusStream, StreamKM++ algorithm et. However, these algorithms
can not be directly and efficiently applied to distributed storage and computing
environments. How to integrate these algorithms into the current mainstream
big data processing frameworks such as Hadoop and spark is a very worthwhile
problem.

However, there are few research results on data flow and distributed com-
puting, which are still in the initial stage of exploration. In this paper, the
traditional stream clustering algorithm and distributed stream processing plat-
form are introduced firstly, and then the problems of current stream clustering
algorithm are analyzed. Based on the original stream clustering algorithm, a
stream clustering algorithm DStreamEPK based on SparkStreaming is proposed.
DStreamEPK uses a typical two-tier clustering method to maintain the outline
information of data stream in online part using X* tree; canopy is used to solve
the initial K value selection problem of K-means algorithm in offline part, and
an efficient distributed parallel k-means algorithm is designed to cluster power
data offline.

Our major contributions can be summarized as follows:

1. A parallel k-means algorithm based on spark is designed.

2. Using canopy algorithm to solve k-value selection problem of K-means algo-
rithm.

3. A clustering method based on spark streaming for user power data is pro-
posed.

4. New stream clustering algorithm DStreamEPK is proposed.
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2 Preliminary

2.1 Spark Streaming

Spark is a research product created by APMLab Laboratory at the University
of California, Berkeley. It was officially open source in 2010, became an Apache
Foundation project in 2013, and became the top project of the Apache Founda-
tion in 2014.

Spark [10] mainly solves the problem of slow computation in hadoop, which
is caused by repeated read and write disks.

Resilient Distribute Datasets (RDD) is the core of Spark and the key to
Spark’s fault recovery and data dependence. RDD model uses Lineage mecha-
nism to solve the dependence between data, and ensures good fault tolerance. It
can store intermediate results in memory and minimize disk reading and writ-
ing of data, which greatly improves the computing speed. Especially in iterative
computing, the computing speed is increased by an order of magnitude.

Data does not exist in the original form in RDD, but is included in RDD
in the form of the specific location of the data. New RDD is obtained through
different transformations in RDD, and the real calculation is not performed until
the action is executed to get the final desired result. Spark Streaming is used for
real-time computing in Spark ecosystem.

The essence of Spark Streaming stream processing is to merge data in a
short period of time and then do micro batch processing instead of real-time
processing each data separately. This is also the biggest difference from other
stream processing systems, so it is not real-time processing, but microbatch
processing with lower latency.

2.2 Stream Clustering Algorithm

C.C. Aggarwal et al. first proposed a two-layer flow clustering framework in
clusStream algorithm, which regards the process of data stream clustering as a
process of change, instead of computing and preserving all data with the same
granularity. The algorithm can respond to users’queries and clustering requests
in time, and return clustering results with different granularity.

For the first time, the algorithm divides the flow clustering process into
two parts: offline clustering and online clustering. In the micro-clustering stage,
micro-clusters are used to represent the clustering information in the original
data. Because micro-clusters are additive, the updating of data is incremental.
In the macro-clustering stage, the off-line algorithm can get the final results by
clustering all the micro-clusters generated in the online stage. The algorithm
introduces a pyramidal inclined time window to deal with the importance of
time in different time periods. That is to say, the closer the data is to the current
time, the more important it is. The clusStream algorithm uses finer granularity
to save new data points in time dimension and coarser granularity to save old
data points. The final data snapshot is similar to the inverted pyramid shape,
as shown in the figure.
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CluStream algorithm uses the clustering feature vector (CF) of BIRCH algo-
rithm to store the outline information of data stream. CF, which first appeared
in BIRCH algorithm, is a triple feature.

Vector (n, LS, SS), n is the number of data points, LS is the linear sum of
n points, S is the square sum of n points. LS and SS are vectors of the same
dimension as the original data points. Because CF is additive, updates to micro
clusters can be obtained by vector operations. For example, when a new data
point is added to a micro-cluster, the general information of the micro-cluster
can be updated by adding vectors.

In CluStream algorithm, besides Timestamp T, CF of micro-cluster also
maintains several other time labels - LST is the sum of time stamps, SST is
the sum of time stamps. CluStream determines whether to create a new cluster
or merge it into an existing one by determining the distance between the data
point and its nearest cluster and the distance threshold. In order to maintain
the relative stability of the number of micro-clusters, when a new micro-cluster
is generated, two micro-clusters are selected from the existing micro-cluster set
to merge or discard an older micro-cluster. In this way, the algorithm can keep
the newer data in the micro-cluster and reduce the memory consumption.

Although the algorithm has good running efficiency and better clustering
accuracy, because the Euclidean distance is used to evaluate the similarity, the
algorithm can only cluster data streams with spherical distribution. For data
streams with other types of distribution, the algorithm can not cluster effectively,
and the algorithm can not deal with outliers well.

2.3 K-means Canopy and R Tree

K-means. K-means is a partition-based clustering algorithm, which is simple
and efficient.

Because of its strong expansibility, it has been widely used in various fields.
K-means algorithm usually uses Euclidean distance between two samples as a
measure of similarity.

The calculating steps of K-means algorithm are as follows: firstly, K initial
clustering centers are selected artificially in DataSet, then Euclidean distances
from the remaining sample data to the initial center are calculated, then each
sample is classified into the corresponding cluster centers according to the prin-
ciple of minimum distance, and then the average distances of all samples of each
class are calculated and updated to the new cluster centers of the class. Until
the sum of squares of errors function is stable at the minimum value.

Canopy. Although Canopy algorithm [5] does not need to set the number of
clusters K, it needs to set the distance range Db and Ds, in which Db refers
to the maximum distance threshold and Ds refers to the minimum distance
threshold. The relationship between them is Db > Ds. The number of canopy
subsets in clustering results and their data points can be affected by the setting
of distance threshold. However, if the Db is too large, many points will belong
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to multiple Canopy at the same time, which may eventually lead to a smaller
difference between the central points of each cluster, and the difference between
the clusters is not obvious. If Ds is too large, it may lead to too few clusters,
but if Ds is too small, it will lead to too many clusters and greatly increase the
clustering time. So we must set the values of Db and Ds reasonably.

The dataSet R is read into memory, and then the distance threshold param-
eters Db and Ds are set.

Spark On-line
Data F1 2 i i
Streaming Micro-clustering

T

Clustering Feature
Structure

-

|:| K-means On Spark ——— Spark

A

Fig. 1. Architecture

A data point D is randomly selected from R and the distance from D to all
canopy subsets is calculated. If there is no canopy subset at the beginning, we
need to treat data point D as a new canopy list, and at the same time remove d
from R. If the distance between data D and the center of a canopy is less than
or equal to Db, then D is written to the canopy, but the data is not deleted
from R.

If the distance between the data pointD and the center of a canopy is not
greater than Ds, D is written to the canopy and the node is deleted from R.

Repeat step 2, 3 until R becomes an empty data set.

R Tree. R-tree [2] is a balanced tree used to store high-dimensional data. It
solves the search problem in high-dimensional space very well. R-tree extends
the idea of B-tree to multi-dimensional space, uses the idea of B-tree partitioning
space, and uses the method of merging and decomposing nodes when adding and
deleting operations to ensure the balance of the tree.

R-tree is an extension of B-tree in high-dimensional space and a balanced tree.
The leaf nodes of each R tree contain multiple pointers to different data, which
can be stored on hard disk or in memory. According to the data structure of
R-tree, when we need a high-dimensional spatial query, we only need to traverse
the pointers contained in a few leaf nodes to see whether the data pointed by
these pointers meet the requirements. This way we can get the answer without
traversing all the data, and the efficiency is greatly improved.
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3 Architecture of Analysis Model

ClustesStream algorithm points out several problems that need to be solved
when designing the framework of stream clustering algorithm. These problems
can be summarized as follows:

1. How to Store Data Summary Information Quickly and Efficiently in Contin-
uous Data Stream?

2. At what moments in time should the summary information be stored away
on disk?

3. How can the periodic summary statistics be used to provide clustering and
evolution insights over user-specified time horizons?

Referring to the algorithm framework model proposed by clusStream algorithm,
we propose a framework used in DStreamEPK algorithm.

Theorem 1. data frame D consists of a set of multi-dimensional records
X1, Xo, X3 arriving at Timestamps 11,15, Ty,...Fach X; is a multi-dimensional
record containing d dimensions.

Theorem 2. We optimize micro-cluster based on clusStream algorithm. A
micro-cluster for a set of d-dimensional points X;1..X;, with timestamps
Tiy... Ty, is defined as the (2*d+3) tuple (CF2x,CF1z,n,tlid), wherein CF2z
and CF1z ech correspond to a vector of d entries. The definition of each of these
entries is as follows:

— There are d elements in CF2x, which is the sum of squares for each dimension
of data.

— For each dimension, the sum of the data values is maintained in
CF1x.therefore, CF1z includes d values.

— n represents the number of elements in a microcluster.

— tl is the last update time of data in micro-cluster.

— id is the only symbol of micro-cluster.

4 On-line Streaming Clustering Algorithm

R* tree is mainly used to perform similarity search in multidimensional data.
SS tree is an improved index tree based on R* tree. The original R* tree uses
the form of hypercube to partition the multidimensional space, which results in
a large number of overlapping nodes in the tree index. However, SS tree uses
hypersphere method to divide space. SS tree does not need any additional data
besides the central point and radius of subspace, so it can save space and improve
the speed of search.
The algorithm based on SS-Tree is executed as follows:

1. Initialization of SS tree structure
2. Pre-clustering the received data to generate several micro-clusters
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3. When the new data point X arrives, according to whether the distance from
X to the center of each micro-cluster is greater than the RMS deviation (root
mean square error) of the micro-cluster, and greater than the new micro-
cluster with an independent ID for the g-point, otherwise it will be added to
the nearest existing micro-cluster (using the additive property of the eigen-
vector group).

4. Once a new micro-cluster is established, it is necessary to delete an original
micro-cluster. In theory, it is usually determined to delete the micro-cluster
according to the recent time stamp formed by the M points that have recently
arrived at each micro-cluster. In practice, the mean and standard deviation of
arrival time of each data point can be obtained according to the time statistics
in the micro-cluster, because the default micro-cluster satisfies the normal
distribution. So extracting the time information relevance time of m/(2*n) is
compared with the preset threshold delta. If the minimum relevance time is
less than delta, the corresponding micro-cluster can be deleted.

5. If all relevance time values are larger than delta, two nearest micro-clusters
need to be merged, and the corresponding ID is formed as an idlist.

4.1 Updating of Micro-clusters

Experience shows that the importance of data with timestamps is different,
and the latest data has a greater impact on users. That is to say, data flow
information has timeliness. When a part of the data exists for more than a certain
period of time, it is likely that this part of the data will be de-valued. ClsStream
algorithm uses pyramid time window to store micro-clusters in different time
periods. In our research, we use a simpler time-decay technique to update and
delete micro-clusters periodically. Time attenuation technology can make data
of different time show different importance according to the set function. Setting
up a process in the algorithm and updating and deleting all data at a fixed time
interval can reduce the impact of historical data.
The time weighting function is as follows:

w(At) = 27AB (1)

In the above formula, A is the attenuation factor. The value of a reflects the
role of historical data in clustering. The larger the value, the smaller the impact
of historical data on the algorithm.

The time decay function of micro-clusters is calculated as follows:

WO ="l - )
N ) - m
LS _Z¢=1w(t tp;) - x;
N Cip) 22
sS Zizlw(t tp;) - a2
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5 Off-line Streaming Clustering Algorithm

5.1 Preprocessing of Electricity Data

In order to improve the efficiency of the algorithm in massive residential power
data mining Rate, data need to be preprocessed, as shown in Fig. 1.

Data Filtering. In the original residential electricity data, there may be a user’s
electricity information data at a certain time is repeatedly recorded, or is divided
into multiple electricity information for recording. For the duplicate records,
the method of direct filtering and deletion is adopted. For the latter, the user
number can be extracted, and the electricity information can be superimposed
and merged into a single data record. In addition, there may be some missing
values in a user’s data. In this case, a threshold of the number of missing values
can be set beforehand. When the threshold is exceeded, the record can be deleted
directly. On the contrary, only the missing values can be filtered out.

Data Filling. The method to deal with the missing values is to select the aver-
age value of the two adjacent load values of the missing values as the correspond-
ing filling values. If the neighborhood value is also empty, the next non-empty
load value is found forward or backward. If there is no non-empty load value, it
is filled with zero value.

Normalization of Features. In the original data, after extracting the relevant
user features, different eigenvalues may have different ranges. The influence of
larger eigenvalues on the global matrix is greater than that of smaller ones, which
weakens the role of smaller features. Therefore, it is necessary to normalize the
features. In this paper, the interval normalization method is used for eigenvalue
matrix X = X;Xs.. The maximum Max (X;) and minimum min (X;) of eigen-
values in the eigenvalue matrix are calculated. According to the formula (8),
the eigenvalue fields are normalized to intervals [0, 1], and a set of normalized
matrices V = V; V5 are obtained.

5.2 K-means Clustering Algorithm Combined with Canopy

When the number of nodes in a distributed cluster is not limited, the performance
of the traditional clustering algorithm can be improved with the increase of
computing nodes after it is parallelized in Park Streaming. However, when the
machine is insufficient and the operation efficiency of the algorithm can not meet
the needs of the application, it is also a good solution to optimize the design
idea and execution logic of the algorithm itself.

In this paper, the optimization of stream clustering algorithm is mainly
embodied in the selection of initial centers of K-Means clustering algorithm,
the setting of K value of cluster number and the execution method of K-means
algorithm on Spark cluster.
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Firstly, this paper chooses Canopy rough clustering algorithm to realize the
internal optimization of stream clustering algorithm. The clustering results of
Canopy algorithm provide the initial clustering centers and K values for K-
Means, which can effectively avoid the randomness of K-Means calculation
results and reduce the running time, thus improving the processing performance
of K-Means for large-scale data.

By using Map(), Combine() and Reduce() three functions, the spark cluster
is implemented efficiently.

Canopy algorithm does not need to specify the number of clusters manu-
ally. It can cluster actively according to its own iteration. It only needs to set
the threshold Db and Ds in the clustering process, where Db > Ds. Therefore,
Canopy rough clustering algorithm and K-Means algorithm can be combined,
and the output of Canopy algorithm can be used as the input of K-Means. In
this way, the subjectivity of K selection in K-Means and the randomness of
initial cluster center selection can be avoided to a certain extent, so that the
efficiency and accuracy of clustering can be improved by reducing the number
of iterations in K-Means clustering algorithm. Based on the above analysis, the
implementation steps of K-Means optimization algorithm based on Canopy are
as follows:

Step 1: After data set R is preprocessed, a list of data R’ is written to memory,
and appropriate distance thresholds are selected: Db, Ds(Db > Ds).

Step 2: According to the Canopy method, all data in R’ is divided into several
Canopy.

Step 3: Use the number of Canopy generated in Step 2 as the K value of the
K-means algorithm.

Step 4: Execute the K-means algorithm.

5.3 Parallel K-means on Spark

Map. Firstly, the pre-processed data set R’is read into memory and stored in
the form of <key, value> in which key is the offset of the current sample relative
to the starting point of the input data file, and value is a string of coordinate
values of the current sample. Firstly, the value of each dimension of the current
sample is resolved from value; then the distance between the current sample and
K centers is calculated to find the subscript of the nearest cluster; finally, <key’,
value’> where key’is the subscript of the nearest cluster and value’ is the string
of coordinates of the current sample. The pseudocode of the function is:

In order to reduce the amount of data and communication cost in the iteration
process, after Map operation, we design a Combine operation, which merges
the output data after each Map function is processed locally. Because the data
output after each Map operation is always stored in the local node, each Combine
operation is executed locally, and the communication cost is very small.

Combine. In the pair of key, Value input by Combine function, key is the
subscript of cluster, and V is a string list of coordinate values of each sample
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assigned to cluster with subscript key. Firstly, the coordinate values of each
sample are sequentially resolved from the list of strings, and the coordinate
values corresponding to each dimension are added up separately. At the same
time, the chain is recorded.

The total number of samples in the table. The output key’, value ’is the
subscript of the cluster to the middle key value is a string, which includes two
parts of information: the sum and composition of the total number of samples
and the coordinate values of each dimension. The function pseudocode is:

Reduce. In Reduce function input key, V key is the subscript of cluster, V is
the intermediate result of transmission from each Combine function. In Reduce
function, the number of samples processed from each Combine and the cumu-
lative values of coordinates of the corresponding nodes in each dimension are
firstly analyzed, and then the corresponding cumulative values of each dimen-
sion are added respectively, and then divided by the total number of samples,
the new coordinates of the central points are obtained. The function pseudocode
is:

According to the output of Reduce, the new center coordinates are obtained
and updated. To the file on HDFS, and then the next iteration, until the algo-
rithm converges.

6 Experiments and Evaluations

Based on the spark platform and the improved K-means algorithm, we have
completed the following experiments.
6.1 Clustering Validity

In order to verify the effectiveness of the improved K-means clustering algo-
rithm, we selected some data sets provided by UCI website, and compared the
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traditional K-means algorithm with the improved algorithm in this paper. The
clustering results were measured by AdjustRand Index and clustering accuracy.
It is easy to draw the following conclusions from Figs. 1 and 2. Compared with the
traditional K-means algorithm, the K-means algorithm combined with canopy
has better clustering effect and higher accuracy. Therefore, it is very mean-
ingful to use the improved k-means clustering algorithm in the offline part of
DStreamEPK algorithm (Figs. 3, 4 and 5).
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6.2 Stream Clustering Verification

Compared with DStream EPK algorithm, CluStream algorithm runs shorter
time on data set, because CluStream’s online clustering and offline clustering
algorithms are implemented by simple K-Means, and it controls the number of
iterations. The proposed DStreamEPK algorithm needs to run canopy algorithm
once in the offline phase, so it will consume more time. Overall, however, the
time consumed is not too much. It is worthwhile to sacrifice part of the time for
higher accuracy.

7 Conclusions

In this paper, the analysis of residential power consumption data is studied on
the basis of a large number of user power consumption data. A spark streaming
processing and improved K-means algorithm based user power data analysis
method is proposed. It includes the following aspects:

(1) There are initial clustering centers and optimal K-means clustering algo-
rithm in traditional K-means clustering algorithm. It is difficult to deter-
mine the value. In this paper, canopy algorithm is used to determine K
value, which improves the clustering accuracy.
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(2) An improved K-means algorithm based on spark Streaming is proposed.
According to the analysis method. On-line phase can quickly collect micro-
cluster information and statistical summary information. In the offline stage,
the characteristics of peak-time power consumption rate, load rate, valley
load coefficient and flat-section power consumption percentage of each user
are extracted by pre-processing of user’s power consumption data, and the
data vector dimension is established. Then, the improved K-means algorithm
is used to cluster the data, and the parallel algorithm is realized on the basis
of spark. The user’s electricity consumption behavior is analyzed and the
characteristics of each type of user are extracted. The experimental results
show that the proposed method is stable, efficient and reliable. A massive
algorithm based on spark streaming and improved K-means is proposed.

Using data flow analysis method to mine valuable information in power con-
sumption data and analyze users Electricity consumption behavior has impor-
tant guidance for power dispatching and pricing mechanism formulation. Sexual
meaning. Next, combined with the user clustering results of the analysis model,
for each category Users conduct research on short-term load forecasting.
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Abstract. The k-coverage query is an ideal solution for representa-
tive queries with almost known nice characteristics, such as stability,
scale-invariance, traversal efficiency and so on. In this paper, we propose
deletion-robust k-coverage queries. First, we calculate a coreset from the
whole dataset with a sieving procedure by various thresholds to make
k-coverage queries robust under deletion of arbitrary number of data
points. Then our k-coverage queries can be carried out efficiently on
the small coreset instead of the whole skyline set. Experiments on both
synthetic and real datasets verify the effectiveness and efficiency of our
proposed method.

Keywords: k-coverage queries - Robust coreset -
Representative skyline

1 Introduction

Helping end users to identify a small subset with a manageable size from a
large dataset is an important functionality in many applications. Considering the
deficiencies of top-k and skyline, various k representative queries from different
evaluation aspects are raised [1-6], which offer a tradeoff of these two queries.
However, most of them are not simultaneously stable, scale-invariant and traver-
sal efficient. Fortunately, k-coverage queries first introduced in [5], returning a
solution set that collectively maximizes the coverage area, have good represen-
tativeness furnished with these nice characteristics. In addition, none of these
besides k-coverage queries is deletion-robust when skyline points are deleted.

Take car sales system for example as illustrated in Fig. 1(a) where a car has
two attributes HP (horse power) and MPG (miles per gallon). A solution set
returned by the greedy algorithm [5] for a 2-coverage query is S = {p1, p4} with
coverage value f(S) = 0.47 as shown in Fig.1(b). In some cases, mercenary
salesmen will insert some non-real cars’ information in the database, trying to
influence the recommendation results. Assume that there is one faked point py,
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Fig. 1. Car sales system example

after deleting p4, the recalculated solution set S’ = {p1,p3} and f(S’) = 0.39.
We have to recalculate the solution set after deleting the faked car information,
otherwise the results with faked information make no sense. Motivated by this, in
this paper, we propose deletion-robust k-coverage queries where query answering
is performed on a coreset instead of on the whole dataset.

2 Coreset-Based Deletion-Robust k-Coverage Queries

The goal of a k-coverage query is to find a subset S of dataset D containing at
most k points such that the coverage value is maximized. However, a subset of
D may be removed unexpectedly, we need to execute the k-coverage query again
after the removal of the data points. Therefore, our problem is to maximize
the coverage function after deletion of any subset R C D,|R| = r. The most
straightforward method is to answer k-coverage queries on the dataset D \ R
for each deletion, but it is too time-consuming for a large data set. Our method
preselects a small subset from the dataset D, called coreset, where we can still
efficiently find a set S C coreset \ R of size k which provides a good coverage
value. We show that our coverage function f is a monotone submodular function,
thus the sieving procedure [7,8] can be exploited to solve our problem.

A Robust-Coreset Algorithm. Based on the submodularity, the optimal
value OPT of selected k representatives with largest coverage is in the range
[m, km], where m is the largest coverage value in set {f({p})|p € D}. The exact
value of m is not known due to the deletion, so we get an expanded range
[y, kmy], my is the (I + 1)th maximum coverage value in the set {f{p}|p € D}.
Similar to [7,8], we apply a discretization of the range of threshold 7, and for
each 7, we construct two sets, @, and P,. The set @), sieves the points with
similar marginal coverage value while the set P. picks the points from @, when
the size of @, is large enough to make the deletion robust. Algorithm 1 shows the
pseudocode of Robust-Coreset algorithm. Note that the coreset is determined by
three parameters k, [ and e. For the same k, we just need to set [ and € once to
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Algorithm 1. Robust-Coreset

Input: A set of n d-dimensional points D = {p1,p2,...pn}, positive integer k, the size of
tentative deletion set [, a small error e
Output: sets {P;}, Q

1 Initially, m;= the (I + 1)-th largest coverage value of the set {f(p)|p € D};

2 D;= the top (I + 1) points with largest f(p),p € D ;

s D' =D\ Dy;

a T={(1+ grhs <A+ <m);

5 for each 7 € T from high to low do

6 P, =0

7 while [Q-| > L for Q; = {plpe D' : 7 < Ap(p|Ur», Pr) <7(1+¢€)} and
|Uprs, Pr| <k do -

8 L randomly select a point p from Q. to P, P, = {P, Up};

9 D' =D\ (P, UQ,);

10 Q ={UQ-}U Dy
11 return {P:-}, Q

compute a coreset as a preselected set, which greatly improves the efficiency. The
complexity of Robust-Coreset is O((k + @)n) coverage function evaluations.
When the coreset is computed, we select the deletion set R from the coreset
according to a deletion strategy. After the deletion of R, the remaining coreset
{P/}UQ' is used to find k representative points with maximum coverage value.
For each threshold 7, we initially put all the points in P/ (7' > 7) into S;. Then,
we continue to sieve the points from @’ until S, meets the cardinality constraint.
Among all the S, the set with maximum coverage value is the final solution.

3 Experimental Results

In this section, we verify the robustness and efficiency of our algorithm. A
15-dimensional anti-correlated dataset generated by dataset generator [9] is
exploited. For real data set, we adopt NBA dataset. We compare our RobusT
algorithm (RT for short) with two methods studied in previous researches,
Greedy [5] and 6-Greedy [6]. We conduct experiments on a machine with 3.40GHz
CPU and 8G RAM. All programs are implemented in C+-. The preselected sets
of Greedy and 0-Greedy (6 = 0.1) are skyline sets, while for our RobusT algo-
rithm, we perform a preprocessing step (i.e. Algorithm1) to get a small and
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robust coreset which is determined by k, I, €. Figure 2(a—b) show the coverage
values of all algorithms which are close to each other with the increase of k,
while RobusTs are very fast in practice, but Greedy and é-Greedy have longer
running times, almost 10 times those of RobusTs. In Fig.2(c—d), we vary the
value of r. RobusT algorithms achieve extremely similar coverage values with
less running time compared with other algorithms. The experiments on the real
dataset have similar results as shown in Fig. 3.

4 Conclusion

In this paper, we propose deletion-robust k-coverage queries. Our method to
answer k-coverage queries on precomputed coresets is efficient and effective under
deletion of arbitrary subset from the whole dataset. Our future work includes
extending our method to streaming environment and for various k representative
queries.
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Abstract. Accurate perception of emotion from natural language text
is key factors to the success of understanding what a person is express-
ing. In this paper, we propose an episodic memory network model with
self-attention mechanism, which is expected to reflect an aspect, or com-
ponent of the emotion sementics for given sentence. The self-attention
allows extracting different aspects of the input text into multiple vector
representation and the episodic memory aims to retrieve the information
to answer the emotion category. We evaluate our approach on emotion
detection and obtains state-of-the-art results comparison with baselines
on pre-trained word embeddings without external knowledge.

1 Introduction

We use language to communicate not only semantic information but also emotion
and the intensity of affect. For example, our utterances can convey that we are
very angry, slightly sad, etc. Hence, detecting the type of emotion and measuring
the intensity refers to the degree or amounts of an emotion such as anger or
sadness are essential for downstream applications in breaking news detection
and public opinion analysis [2].

We should focus on the basic set composed by four primary emotions: anger,
joy, fear and sadness, which are the more common amongst the many propos-
als for basic emotions [7]. Existing approaches to emotion measurement mostly
rely on methods typically used in text classification, and a neural network archi-
tecture [1] is designed to obtain the best performance on the shared task of
emotion intensity [6]. A joint model which combines convolutional neural net-
works (CNN) and long short-term memory (LSTM) for extracting both lexical
and word feature is proposed [5]. However, these methods commonly consider
learning the sentence representation with the whole input text which commonly
neglect what words or phrases expressed emotion aspects.

In this paper, we proposed an episodic memory network with self-attention
mechanism for capturing the emotional content in input text and computing
© Springer Nature Switzerland AG 2019
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the score which quantify the contribution to overall emotion of given content.
The self-attention mechanism allows extracting different aspects of sentence into
multiple vector representations and the episodic memory module is comparised
of an internal memory, an attention mechanism and a recurrent network to
update its memory. For emotion detection, it is beneficial for episodic memory
module to take multiple passes over the input sentence. The proposed model can
capture the emotion words or phrases which are related to the type of emotion.
We evaluate the proposed approach on emotion detection and the results show
that our model obtained a significant performance compared with baselines.

2 Methodology

We should describe the proposed episodic memory network, the model consists
of four main parts. The first part is the self-attention mechanism and the second
part is an episodic memory structure. In addition, there are also a question
module and a answer module, which are used to computes a vector representation
q of the question and generate the model’s predicted answer with both q and
episodic memory em respectively.

Self-attention Mechanism: In order to encode a variable length sentence into
a fixed size embeddmg7 a bidirectional LSTM (BiLSTM) is used to produce a
forward hidden state ht and a backward ht for the input text. We concatenate ht
with ht as hy, and all n h; is H. Computing the linear combination requires the

self-attention mechanism, and the mechanism takes the H as input, and outputs
a vector of weights a:

a = softmaz(wes tanh(We HT)) (1)

Here W, is a weight matrix with a shape of d, X u. And w,, is a vector of
parameters with size d,, where d, is a hyperparameter we can set arbitrarily,
and the annotation vector a will have a size n. We need r different parts to be
extracted from the sentence. With regard to this, we extend the wgsy into a r
X d, matrix, note it as Wyo, and the resulting annotation vector a becomes
annotation matrix A. Formally,

A = softmaz(Wsa tanh(Ws HT)) (2)

Here the softmaz(-) is performed along the second dimension of its input. We
can deem the Eq.2 as a two layers MLP without bias, whose hidden unit num-
bers is d,, and the parameters are {Wyg;, Wo}. The embedding vector m then
becomes an r x u matrix M. We compute the r weight sums up multiplying
the annotation A and LSTM hidden states H, the resulting matrix is the sen-
tence embedding, which means M= AH, and M € R"*". And the M is the
representation of the given sentence.
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Episodic Memory Module: The episodic memory module is comprised of an
internal memory, an attention mechanism and a recurrent network to update its
memory. During each iteration, the attention mechanism attends over the fact
representations ¢ by using a gating function which takes into consideration the
question representation q and the previous episode memory em;_; to produce
an episode e;. The episode is then used alongside the previous memories em;_1,
which is used to update the episodic memory em; = LSTM (e;, em;_1). The
initial state of this LSTM is initialized to the question vector with emy = q. It
is beneficial for episodic memory module to take multiple passes over the input
from self-attention module to obtain semantic information.

3 Experiments

3.1 Datasets and Baselines

There is an emotion detection dataset [7]. We implemented it for emotion classi-
fication evaluation which has four emotion categories, including anger, fear, joy
and sadness. For the task, we choose three baselines, including CNN for sentence
classification [3], tree-structured long short term memory (TLSTM) for sentence
embedding [10] and recursive neural networks (RecNN) for sentence classifica-
tion [9]. The model is trained using Adam [4] with hyperparameters selected
on development set. A two-layer BiLSTM is chose for obtaining hidden state
as the input of self-attention module. The glove vectors were used for the word
embeddings [8]. Out-of-vocabulary words were randomly initialized with range
[—0.01, 0.01]. We crop and pad the input tweet to a fixed length. The models
were regularized by using dropouts and a kb weight decay.

3.2 Experimental Results

The emotion classification results for each emotion type are shown in Tablel.
And the results show that the significant performance of proposed model than
three baselines. The EMN obtained 64.0 F; value, and EMN+SA has better
performance than EMN, which means the self-attention is helpful to EMN for
emotion classification as well. For the results of different-level emotion intensity
classification are shown in Table2. The results indicate that our model have
obtained significant performance on emotion intensity classification than other
three baselines except the fear type. The Precision (Prec), Recall (Rec) and F-
measure (F}) which is computed with 2 x Prec x Rec/ (Prec + Rec) are used
as evaluation metric with percentage.

The experimental results shown in Tables 1 and 2 can be considered as coarse-
grained and fine-grained emotion detection respectively. We can find that the
episodic memory network obtained the significant performance on two emo-
tion classification. For coarse-grained four emotional categories, there is 1.3%
improvement on CNN model. The performance on fine-grained emotion detection
is also satisfying exception fear type. When the episodic memory network with
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Table 1. The experimental results of emotion classification for four emotion categories.

Methods | Prec (%) | Rec (%) | F1 (%)

CNN 64.3 61.2 62.7
TLSTM 61.7 60.9 61.3
RecNN 57.4 60.1 58.7
EMN 65.2 62.8 64.0

EMN +SA | 65.8 63.5 64.6

Table 2. The emotion classification in different-level emotion intensity for each
emotion.

Models Anger Fear Joy Sadness
Prec | Rec | F1 Prec | Rec | Fq Prec | Rec | Fq Prec | Rec | F1
CNN 46.7 |51.2 |48.8 |50.7 |55.0|52.8|47.4 [48.9 |48.1 |45.5 |42.1 |43.7

TLSTM 44.2 149.9 46.9 48.7 |50.2 |49.4 |42.1 |44.3 |43.2 40.0 43.3 |41.6
RecNN 41.8 |39.7 [40.7 |43.5 |40.9 |42.2 |39.8 |43.2 |41.4 |41.9 |40.4 |41.1
EMN 50.6 |52.1 |51.3 |51.2 |53.0 |52.1 | 50.7 |51.9 51.3 |49.7 |48.8 |49.2
EMN +SA|51.3|52.8/52.0/51.7|53.8 |52.7 |51.3/52.0|51.6|50.7|49.5|50.1

self-attention, the performance is improved further on different emotion granu-
larity. The experimental results show that the proposed model is a very effective
model for modeling the emotion semantic information and the self-attention is
helpful for extracting the emotion aspects of sentence.

4 Conclusion

In this paper, we provide a novel neural network architecture which consists
of an episodic memory network and self-attention module to model the seman-
tics of emotion text for emotion detection. The proposed model can model the
emotion semantic information from different-level components of input text. We
conducted two experiments for evaluating the proposed approach and the results
show the effectiveness of our model for emotion measurement.
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Abstract. Recent advances in Artificial Intelligence empower proac-
tive social services that use virtual intelligent agents to automatically
detect people’s suicidal ideation. Conventional machine learning meth-
ods require a large amount of individual data to be collected from users’
Internet activities, smart phones and wearable healthcare devices, to
amass them in a central location. The centralized setting arises signifi-
cant privacy and data misuse concerns, especially where vulnerable peo-
ple are concerned. To address this problem, we propose a novel data-
protecting solution to learn a model. Instead of asking users to share all
their personal data, our solution is to train a local data-preserving model
for each user which only shares their own model’s parameters with the
server rather than their personal information. To optimize the model’s
learning capability, we have developed a novel updating algorithm, called
average difference descent, to aggregate parameters from different client
models. An experimental study using real-world online social community
datasets has been included to mimic the scenario of private communities
for suicide discussion. The results of experiments demonstrate the effec-
tiveness of our technology solution and paves the way for mental health
service providers to apply this technology to real applications.

1 Introduction

Early detection on suicidal ideation is one of the most effective methods to pre-
vent suicide. Potential victims with suicidal ideation may express the thoughts
of committing suicide such as fleeting thoughts, suicide plan and role playing.
Suicidal ideation detection is to find out these dangerous thoughts before the
tragedy happens. Mental health service practice is labour intensive, requiring
social workers to actively and frequently engage with targeted users. Machine
learning can help to achieve the goal of early detection; however, the learning
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process requires a great amount of sensitive information to be obtained from vul-
nerable people and raises intense privacy concerns when a central server is used
to maintain the data. As these data typically comprise sensitive information,
people are concerned that their personal data might be misused.

Online communities provide good sources for studying suicidal ideation [4].
De Choudhury et al. applied a statistical methodology to discover the transition
from mental health issues to suicidality [2]. Kumar et al. examined posting activ-
ity following celebrity suicides and proposed a method to prevent high-profile
suicides [6]. A recent technique called federated learning protects the privacy of
data by learning a shared model that uses distributed training on local users
without sending the data to a central server [1].

The challenge in developing our method is to detect possible suicidal ideation
using an individual’s data in online communities while preserving their privacy.
Balancing learning and data protection requires a trade-off between the accuracy
of prediction and the efficiency of protection. One possible way to tackle this
challenge is to collect only the aggregated information of users, rather than
accurate user information. Based on this intuition, this paper learns a prediction
model by exploiting user information with data protection. Our contributions
are summarized as: (1) This paper supports early detection of suicidal ideation
so a centralized model can be trained while at the same time protecting the data
of users. (2) We develop an advanced optimization strategy, called the average
difference descent for learning with data protection (AvgDiffLDP for short).
(3) Real-world social media datasets are used to mimic the scenario of private
discussion communities, then to demonstrate the effectiveness of our model.

2 Proposed Method

This paper proposes an advanced optimization scheme for the data protec-
tion learning framework, called AvgDiffLDP. The learning framework learns the
global model by aggregating distributed local models without collecting the user
data. This procedure consists of four steps: (1) Model initialization. Users down-
load the initial model from the server. In this paper, two popular models for
text classification, i.e., CNN [5] and LSTM [3], are used. (2) Local training.
Users update the model weights on their local devices. If the user data is stored
in a centralized server, we can treat each user’s personal data as a sandbox with
a data protection interface so that authorized third-party applications can only
access the data in accordance with data protection rules. (3) Models upload.
Users upload their trained models to the server. (4) Aggregation. The server is
optimized to produce a new global model by aggregating the local models.

A simple method of aggregating the model is to calculate the average
models from all the users. It can be defined as the finite-sum objective
mingrega = > p_; Fi(6%), where n is the number of users, k as the index of the
user, and t as the time stamp of the communication. In the federated learning
[1], the federated averaging algorithm uses a weighted average on local weights
to update the server model. The global parameters of the next timestamp are
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updated in the form of 6,1 « >, _; 2467 |, where k is the index of users, ny, is
the number of samples in the k-th user, and m = 22:1 ng. After a certain num-
ber of communications between the server and the users, the learning procedure
gains ensemble parameters.

Our improved algorithm uses the average differences of the server’s parame-
ters in the previous time stamp and the updated users’ parameters in the current
time stamp as the “gradient”. This optimization can help global model better
represent all the local users. For each iteration, we adopt a similar sampling way
of federated averaging by sampling a fraction of users [1]. The selected users then
preform the local training on their own data and devices. After the local users
have finished the local training, the parameters on the server side are updated
using the average difference descent as 6,11 « 6, —eX )" (6, — 67, ), similar to
gradient descent. By using this method, the update on the server side minimizes
the overall objective to some extent. The central model on the server side can
also converge to a model that is close to the optimal model for each user. The
secure local training procedure runs on the local device of a single user index,
denoted as k. Users receive the model and parameters from the central server
and then perform local training on their local devices. We use stochastic gradient
descent as the optimizer. We also add the momentum term during optimization
on the user side during the user update to avoid problems with a local minimum.

3 Experiments

3.1 Datasets and Baselines

The first dataset referred to as Reddit I was collected from the website Reddit.
We chose one subreddit related to suicide, “SuicideWatch”, and two other sub-
reddits not related to suicide. A total of 39,600 posts were collected. In addition,
we collected 9,052 posts from a selected total of 260 users in the Reddit com-
munity, referred to as Reddit II. The third dataset was collected from the social
website Twitter. A total of 10,200 tweets were collected. We partitioned the data,
collected from the various subreddits and users on the Reddit and Twitter sites
under independently identical distribution. The Reddit dataset and the Twitter
dataset have 99 users and 102 users respectively.

Three baselines are: (1) SimpleLDP which trains separate local data-
preserving models on different devices for each user without sharing data and
parameters; (2) FullbatchLDP which uses only a single gradient descent step
on each local device and assembles an overall aggregation on the full batch of
all users; (3) AverageLDP which samples a fraction of users to aggregate the
weighted average.

3.2 Results

Accuracy-Privacy Balance. First, we conducted three methods of suicidal
ideation detection experiments, i.e., SimpleLDP, our proposed AvgDiffLDP, and
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Table 1. Accuracy-privacy balance and performance comparison

(a) CNN as the classifier (b) LSTM as the classifier
| Methods |Reddit I|Reddit IT| Twitter| | Methods |Reddit I|Reddit IT| Twitter |
SimpleLDP | 58.33 | 53.91 | 50.28 SimpleLDP | 50.03 | 53.03 | 49.94
AvgDiffLDP| 88.39 | 77.06 | 92.65 AvgDiffLDP| 88.83 | 80.29 | 88.59
NonLDP 91.76 | 87.55 |94.23 NonLDP 94.55 | 88.06 | 95.30
(c) CNN as the classifier (d) LSTM as the classifier
| Redditl | Redditll | Twitter | | Redditl | Redditll | Twitter |
Methods | e TAUC| Acc. [AUC| Acc. JAUC]  |MethodS [ 2cc TAUC Ace. [AUC] Acc. [AUC|
FullbatchLDP |85.98|92.88(74.65(60.00(87.01|74.31 FullbatchLDP [87.60{91.75[69.45|59.38|81.42(83.37
AverageLDP [87.67(93.23|72.93|60.09|87.99|72.44 AverageLDP [88.54(91.85|68.35/59.96(84.66(70.30
AvgDiffLDP |88.39|94.38|77.06|61.53|92.65|76.00 AvgDiffLDP |88.83(92.15|80.29|60.41|88.59|87.82

the centralized NonLDP. The average testing accuracy is shown in Table 1a and
b. The performance of LSTM was slightly better than CNN using these three
datasets. Our proposed method greatly outperformed SimpleLDP on all three
datasets when using CNN and LSTM as the classifier. When compared to
NonLDP, the results of the methods with data protection were worse than their
counterpart. The centralized NonLDP has an advantage over data protection
methods because it trains on the entire dataset, but it also violates user pri-
vacy and breaks the data protection setting. Our proposed method achieves a
balance between preserving privacy and accurate detection.

Comparison Between LDPs with Model Aggregation. The results of the
average testing accuracy and the average of area under the receiver operation
curve (AUC) of FullbatchLDP, AverageLDP and our AvgDiffLDP are shown in
Table 1c and d. Their hyperparamter settings were all the same. AverageLDP and
our AvgDiffLDP selected 10% of users. Our algorithm produced better results
than the two baselines in terms of both testing accuracy and AUC on all three
datasets.

4 Conclusion

Early detection of suicidal ideation is an important and effective way to prevent
suicide. By learning a local data-preserving model for each local user and using
a global data-free model in the server, our proposed framework can be applied
to effective detection in private communities and protect user privacy without
sharing the user data. We have improved the optimization of the global data-free
model with a novel average difference descent strategy. Experiments on both
L.I.D. and real-world datasets from mainstream social media platforms mimic
the private discussion communities and prove the effectiveness of our proposed
method.
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Abstract. The bag-of-words model is widely used in many Al appli-
cations. In this paper, we propose the task of hierarchical conceptual
labeling (HCL), which aims to generate a set of conceptual labels with
a hierarchy to represent the semantics of a bag of words. To achieve it,
we first propose a denoising algorithm to filter out the noise in a bag of
words in advance. Then the hierarchical conceptual labels are generated
for a clean word bag based on the clustering algorithm of Bayesian rose
tree. The experiments demonstrate the high performance of our proposed
framework.

1 Introduction

The bag-of-words model is widely used in many natural language processing
tasks. There are lots of mature technologies to generate a bag of words (BoW)
[4]. However, a BoW is just a collection of scattered words and it is difficult to be
understood by machines or human beings without explicit semantic analysis. The
conceptualization-based methods, i.e., conceptual labeling (CL), aim to generate
conceptual labels for a BoW to explicitly represent its semantics. In [3,5,6], a
BoW is first divided into multiple groups according to their semantic relevance
and then each group is labeled with a concept that can specifically summarize
the explicit semantics. We present two examples as follows.

In this paper we propose the task of hierarchical conceptual labeling (HCL),
which represents the semantics of a BoW by hierarchical conceptual labels
(i.e., a label set with different granularities). For example, given a BoW
{China, Japan,France,Germany,Russia}, the hierarchical conceptual labels
can be {Asian country, EU State} and {country}. In general, the hierarchical
labels contain more information, which allows real applications to select labels
with different abstractness according to their real requirements.

We consider the hierarchical cluster algorithm: Bayesian rose tree (BRT) [1]
as our framework to generate hierarchical conceptual labels, where the candi-
date concepts are derived from the knowledge base: Microsoft concept graph

This paper was supported by National Natural Science Foundation of China under No.
61732004.
© Springer Nature Switzerland AG 2019
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(MCG) [8]. Besides, we also propose a simple but effective method to delete the
noise before the conceptualization operation.

2 Framework

We first present how to filter out the noise words in a BoW. Then we elaborate
on the generation process of hierarchical conceptual labels.

2.1 Filtering Out Noise

The basic idea is: if a word in a BoW is hard to be semantically clustered with
any other word, i.e., difficult to be tagged with the same conceptual label as any
other word, then we take it as noise and remove it from the BoW.

Specifically, let D be the input BoW, and d; (d;) be the i-th (j-th) instance’
in D. We take p(c|d;, d;) to measure how well the concept ¢ conceptualizes the
semantics of two instances d;, d;. We use Bayesian rule to compute p(c|d;, d;) as

follows:

p(di, d;j|c)p(c) _ pldile)p(d;lc)p(c)
p(ds, d;) p(di)p(d;)
Then p(c|d;, d;) = ﬁ%p(di|c)p(dj|c)p(c). The prior probability p(c) measures the
popularity of c. Intuitively, a larger p(c|d;,d;) indicates ¢ can summarize d;
and d; well, so d; and d; have strong semantic relevance. p(di|c) and p(c) are
estimated using knowledge in MCG [8]. Let C; and C; be the concept sets of d;
and d; in MCG, respectively. C; ; = C; N C; denotes the shared concept set of d;
and d;. We describe the denoising algorithm as follows.

Consider the word d; € D, for any other word d; € D (d; # d;), if we cannot
find an appropriate concept in C; j to conceptualize d; and dj, i.e.,

plelds, dj) = (1)

4, chax Ci,jp(ddia dj) <6 (2)

then d; is treated as noise. § is a hyperparameter.

2.2 Hierarchical Conceptual Labeling

Next, we describe how to generate hierarchical conceptual labels for a BoW.
The basic idea is: clustering a BoW D hierarchically based on BRT [1], and for
each cluster D, an appropriate conceptual label will be generated. We present
the pseudo code in Algorithm 1.

Estimation of f(D,,) and p(D,,|T},). f(D.,) qualifies the probability that all
the words in D,, belong to the same cluster and it further helps us to estimate
P(Di| T ). Similar to [7], we consider that D,, with more shared concepts in
MCG is more inclined to belong to the same cluster. For each ¢ € C,, (the

! In this paper, the words in BoWs are also called instances.
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Algorithm 1. Hierarchical conceptual labeling based on the Bayesian rose tree.
Input: data D = {di,dz2, - ,dn}

Output: hierarchical conceptual labels

1: Initialize: LabelSet= {}, number of clusters k = N, D; = {d:}, T; = {d:},

p(D;i|T;)=1(i=1,--- ,N)and L (Twm) =0
2: while k > 1 and L (T.) > v do
3:  Find the pair of trees T; and T; and the merge operation that can maximize the
likelihood ratio:

P (Dm |Tm)
L(Tm) = 3
p(D:|T:) p (D5 |T5) 3)
4:  Select the conceptual label c;,:
€ = arg max p (¢ (D) (4)

5: Merge T; and T into Ty, by the selected merge operation; D,, < D; U D;; Add
¢m to LabelSet; Delete T; and Tj, k «— k — 1
6: end while

shared concepts of D,,), the probability that D,, belongs to the same cluster is
computed as
p(Dpct.) H p(d;lc.) (5)
di€Dm
When considering all the concepts in C,,, f(D,,) is computed by f(D,,) =
> cec,, () p(Dy, |c). Based on f(Dy), the probability p(D;,|Ty) can be recur-
sively calculated by p (D, [T ) = T f (D) + (1 — 7y) HTkeCh(Tm) p(Dg [T ).

Estimation of m,. m, is a hyperparameter denoting the prior probability
that the leaves under T,, are kept in one cluster rather than subdivided by the
recursive partitioning process. We simply set m,, = 0.5 in this paper.

Label Generation. To generate hierarchical conceptual labels for a BoW, we
need to select an appropriate conceptual label to well conceptualize each cluster
D,. The following criterion is used to select the most appropriate conceptual
label:

¢}, =arg max p (¢|D,, ) = arg max p(D,,|c)p(c) (6)
c€Cm c€Cm,

Likelihood Ratio 7. In most cases, a BoW is hard to be semantically merged

into one cluster, so the cluster operation should be stopped when there is

no appropriate label. We take a likelihood ratio v, and stop clustering when

L(T,) <7.

3 Experiments

We evaluate the generated hierarchical conceptual labels. In all experiments,
d=5x10"% and v = 0.8 are used.
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Dataset. The dataset in [7] is used, which contains two subsets: Flickr and
Wikipedia. We sample b = 500 BoWs from each dataset for evaluation.

Baselines. To the best of our knowledge, there is no work to deal with the
task of HCL, so we present two strong baselines constructed by ourselves. (1)
Bayesian hierarchical clustering-based model (BHC). We first cluster a BoW
using Bayesian hierarchical clustering [2]. Each node in the hierarchy is equipped
with a concept to conceptualize the corresponding cluster, where the candi-
date concepts are also from MCG. (2) Mazximal cliqgue segmentation-based model
(MCS). We first construct a semantic graph for a BoW, where the vertex corre-
sponds to a word. Then we take the maximal clique segmentation [5] to split the
graph into several subgraphs given a similarity threshold. Finally, we select one
conceptual label for each graph, thus generating a flat conceptual label set for a
BoW. Furthermore, when considering multiple similarity thresholds, we will get
the multiple label sets with different granularities for a BoW.

Metric. We evaluate the models and consider the two cases: with (without)
denoising algorithm. We recruit v = 5 volunteers to evaluate the labeling results
by scoring (0 < score < 3), where the scoring criteria are motivated by [7]. The
average score is computed by ﬁ Sy Z?Zl si j, where s; ; is the score of the
j-th BoW by volunteer i, b is number of BoWs in each dataset and v is the
number of volunteers.

Table 1. Average scores on Flickr and Wikipedia data.

Model | Flickr | Wikipedia || Model Flickr | Wikipedia
BHC |0.228 | 0.233 BHC + Denoising | 0.247 | 0.261
MCS |0.240 | 0.245 MCS + Denoising | 0.266 |0.271
BRT |0.251|0.264 BRT + Denoising | 0.273 | 0.282

Results and Analysis. The results are presented in Table 1. We conclude that
(1) the scores with the denoising algorithm are higher than these without it
for all models, which proves the effectiveness of the denoising method. (2) The
proposed model outperforms the other two baselines. In particular, BHC only
considers the binary branching structures in the hierarchy and cannot generate
multi-branching structures that frequently appear in the BoW clustering. MCS
only clusters BoWs into multi-level label sets without hierarchy.

4 Conclusion

This paper first proposes the task of HCL, which aims to generate conceptual
labels with different granularities for BoWs. To achieve it, we propose the BRT-
based approach with high performance. Besides, we also propose a denoising
algorithm to effectively filter out the noise in advance.
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Abstract. Recently, there is a surge of research interests in finding
anomalous nodes upon attributed networks. However, a vast major-
ity of existing methods fail to capture the evolution of the networks
properly, as they regard them as static. Meanwhile, they treat all the
attributes and the instances equally, ignoring the existence of noisy. To
tackle these problems, we propose a novel dynamic anomaly detection
framework based on residual analysis, namely AMAD. It leverages the
small smooth disturbance between time stamps to characterize the evo-
lution of networks for incrementally update. Experiments conducted on
several datasets show the superiority of AMAD in detecting anomalies.

1 Introduction

Recently, there is a surge of research focusing on anomaly detection on attributed
networks, and the task is to identify the anomalous nodes whose patterns deviate
from the other majority nodes in the network [4]. Particularly with the increasing
use of advanced sensors and social media platforms, an increasingly amount of
time-evolving data regarding attributed networks can be collected in real time.
It provides us an additional dimension (i.e. temporal information) to analyze
the evolving patterns of anomalies in attributed networks.

To this end, we study the novel problem of anomaly detection in attributed
networks within a dynamic environment. Nevertheless, the problem is nontrivial
to solve due to the following three challenges. First of all, as anomalous patterns
may evolve in a dynamic environment, it is necessary to continuously update the
previously built model in an online fashion. Secondly, since a small disturbance
of network might cause a ripple effect to the derived patterns, methods need to
characterize the underlying evolution mechanisms of the networks. Third, the
structurally irrelevant attributes can impede us to accurately spot anomalies.
Hence, identifying and filtering out these attributes is necessary.
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In this paper, we propose a novel dynamic framework for anomaly detection
based on residual analysis, namely AMAD. Under the assumption of temporal
smoothness property [1], AMAD leverages the small evolutionary disturbance to
characterize the evolution patterns of networks, and therefore update the pre-
viously results incrementally. Meanwhile, the incorporation of feature selection
ensures the robustness of AMAD against the noisy features in the data. The
main contributions of this work are summarized as: (1) Exploring a principled
way to characterize the evolutionary patterns of networks to spot anomalies
in an online fashion; (2) Formally propose a novel dynamic anomaly detection
framework AMAD based on residual analysis and attribute selection; (3) Con-
ducting experiments on several datasets and the results show the superiority of
our method.

2 The Proposed Framework - AMAD

We first define the problem of anomaly detection on time-evolving networks
and then elaborate the developed anomaly detection framework AMAD. All the
notations are summarized in Table 1.

Definition: Anomaly detection on time-evolving attributed networks.
Give a time-evolving attributed network G(t) = { Vi, Ar, X1} over a series of time
stamps t,t+1,t+2,--- ;t+m (m =0,1,2,---), the task of anomaly detection
on time-evolving attributed networks is to find a set of nodes at each time stamp
that are rare and differ significantly from the majority reference nodes in the
attributed network.

Table 1. Notation definition.

Notation | Definition Notation Definition

A, € R"*" | Adjacency matrix | W, € R™*¢ | Wight matrix

X; € RY*™ | Attribute matrix R: € R**"™ | Residual matrix

Vi Node set L; €¢ R™™™ | Laplacian matrix of A,
G(t) Attributed network | «, 3,7, Trade-off parameters

Modeling Formulation: From the residual analysis perspective, anomalies
often have a large residual value [4] and cannot well be reconstructed from the
other instances in the data. According to the problem formulation of the residual
analysis based anomaly detection [5], the objective function at time stamp ¢ can
be formulated as:

V{Inlﬁ £(Wt7Rt7Xt)+Q(Wt7a7ﬁ)+kp(Rtu’Y7s0)a (1)
where the loss £L(Wy, Ry; X;) = || X — Xy W X; — Ry||%. The fist regularization
term on W, is 2(Wy, a, ) = a||[W¢||2,1 + B][W, ||2,1, which is used to control
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the sparsity of relevant nodes and attributes. The second regularization term on
R, is (R, v, ¢) = 7IIR{ |21 + ptr (R LR, ), where the first term controls the
sparsity of anomalies, while the second term follows the Homophily assumption
that two connected nodes will be similar.

To fit the dynamic setting, we follow the temporal smoothness property and
assume the optimal variables of optimization problem (1) between ¢ and t + 1
satisfying: Rt+1 = Rt + AR, Wt+1 = Wt + AW, Xt+1 = Xt + AX and At+1 =
A;+ AA, where A denote the small changes variables. As a result, the objective
function at ¢t + 1 is:

W+ AW R+ AR (2)

+ ‘Q(Wt + AW,CK,ﬂ) + Q(Rt + AR;V, SD)
When the optimal W; and R; have been learned at ¢, we only need to

consider the terms which containing AW and AR. Finally, according to the
triangle inequality of norms, we have:

: _ _ _ 2
A%}gRHAX (X1 Wi X1 — Xe Wi Xy ) — AR5 + af|[ AW |21

+BIIAW, 21 + Y[ AR [[21 + ptr (Rs + AR)Ly1 (R, + ART)).

To solve the problem, we employ an alternating optimization algorithm to
recursively update the optimal variables. Through fixing one variable and updat-
ing another, the optimal variables AR, AW can be solved by following equa-
tions:

AR = (AX — pRAL — pRiLy — Xy 11 AW, Xy 11) # (I+9Dg + oLy + o AL) 7L,

aDw 1AW + BAWDys + > > MAWN =H, (4)
MeM NEN

1
where DR(k’,k) = (k’ = 1,2,"' ,'fl), DW1(/€,]€) = m
and DWQ(k, k) = m (k = 1,2, s 771). The sets M = {)(T)(7
XTAX, AXTX, AXTAX} and N = {XXT XAXT AXXT AXAXT}. And
H represents the terms which not contain AW. We employ gradient descent

method to solve the second equation of the problem (4).

1
2[AR T (k)12

3 Experiments

We compare AMAD with five anomaly detection methods. LOF [3], Radar [4],
and ANOMALOUS [5] are static methods, while MTHL [6] and COMPREX |[2]
are dynamic methods. The information of datasets are listed in Table2. And we
generate time-evolving networks with anomalies by perturb their nodes.
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Performance Evaluation: The anomaly detection performance is shown in
Fig.1 and we adopt AUC value as metrics. We have the following observations
from the figure: (1) our method achieves the best performance in majority of the
time stamps, as we characterize the evolution patterns of networks and find the
most relevant attributes; (2) ANOMALOUS and Radar are slightly inferior to
our method as they ignore the evolutionary information of the underlying net-
work for anomaly detection; (3) MTHL and COMPREX obtain the worst results,
though they fit to dynamic setting. It emphasis the importance of instance and
attribute selection.

Additionally, we compare AMAD with ANOMALOUS to demonstrate its
efficiency. As shown in Table3, AMAD can be converged faster than ANOMA-
LOUS. It can be ascribed to that AMAD could greatly reduce the amount of
computation by leveraging the sparse evolution matrices AX and AA.

1 1 1
e = H— ke = k=
0.8 ;: -g--8-0--4_ 0.8 0.8 A= =ty = ==l = H
Ao - - p==8=7" ;— - R
2 i . P e A B i
Soclr “H--p-g-M-w®-gy So 5ol = *- %
= = S B=®=-F-8--F-B--F-H
> > >
S04 E S04
< < 2 T <
-*-AMAD -*-LOF “*-AMAD “*-LOF - -*-AMAD ~*-LOF
027 - ANOMALOUS -£1-MTHL 027 - ANOMALOUS -£-MTHL 027 - ANOMALOUS -£-MTHL
RADAR COMPREX RADAR COMPREX RADAR COMPREX
0 0
1 2 3 4 5 6 7 8 0 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
Time Step Time Step Time Step
(a) Wiki (b) Blogcatalog (c) Flickr

Fig. 1. Time-evolving anomaly detection performance of different approaches

Table 2. Information of datasets Table 3. Average running time
Nodes|Edges |Attributes ANOMALOUS|AMAD
Wiki 12,405 | 10,976 4,973 Wiki 579.20(s) 147.30(s)
Blogcata 4,654 |148,372| 3,189 Blogcata| 885.31(s) 686.92(s)
Flickr 7,000 |203,834|12,047 Flickr  |5136.81(s) 2426.04(s)

4 Conclusions

In this paper, we propose a novel dynamic anomaly detection framework AMAD
and experiments corroborate the effectiveness of AMAD. Additionally, future
work can be focused on detecting group anomaly in a dynamic setting.

Acknowledgements. This work is supported by National Key Research and Devel-
opment Program of China (2016YFB1000903), National Nature Science Foundation of
China (61872287, 61532015 and 61672418), Innovative Research Group of the National
Natural Science Foundation of China (61721002), Innovation Research Team of Min-
istry of Education (IRT_17R86), Project of China Knowledge Center for Engineering
Science and Technology.



Anomaly Detection in Time-Evolving Attributed Networks 239

References

1. Aggarwal, C., Subbian, K.: Evolutionary network analysis: a survey. ACM Comput.
Surv. (CSUR) 47(1), 10 (2014)

2. Akoglu, L., Tong, H., Vreeken, J., Faloutsos, C.: Fast and reliable anomaly detection
in categorical data. In: CIKM (2012)

3. Breunig, M.M., Kriegel, H.P., Ng, R.T., Sander, J.: LOF: identifying density-based
local outliers. In: ACM SIGMOD Record, vol. 29, pp. 93-104. ACM (2000)

4. Li, J., Dani, H., Hu, X., Liu, H.: Radar: residual analysis for anomaly detection in
attributed networks. In: IJCAI (2017)

5. Peng, Z., Luo, M., Li, J., Liu, H., Zheng, Q.: ANOMALOQOUS: a joint modeling
approach for anomaly detection on attributed networks. In: IJCAT (2018)

6. Teng, X., Lin, Y.R., Wen, X.: Anomaly detection in dynamic networks using multi-
view time-series hypersphere learning. In: CIKM (2017)



q

Check for
updates

A Multi-task Learning Framework for
Automatic Early Detection of Alzheimer’s

Nan Xu'?, Yanyan Shen?, and Yanmin Zhu!'-2(=)
! Shanghai Engineering Research Center of Digital Education Equipment,
Shanghai, China
2 Department of Computer Science and Engineering,
Shanghai Jiao Tong University, Shanghai, China
{xunannancy, shenyy,yzhu}@sjtu.edu.cn

Abstract. Alzheimer’s disease is a degenerative brain disease which
threatens individuals’ living and even lives. In this paper, we develop
a simple and inexpensive solution to perform early detection of
Alzheimer’s, based on the individual’s background and behavioral data.
To alleviate the data sparsity and feature misguidance problems, we pro-
pose a novel multi-task learning framework and a pairwise analysis strat-
egy. Extensive experiments show that the proposed framework outper-
forms the state-of-the-art methods with higher prediction accuracy.

Keywords: Multi-task learning - Neural networks - Early detection

1 Introduction

Alzheimer’s disease has become the fifth-leading cause of death. It is well rec-
ognized that early detection of Alzheimer’s for dementia patients has remark-
able benefits. Substantial work on early detection of Alzheimer’s adopted clini-
cal strategies or machine learning approaches [3] to analyze multimodal data
obtained from extremely complex medical evaluations. However, it is these
expensive and time-consuming assessments that delay the diagnoses in reality.
In this paper, we leverage only the individual’s demographic and behavioral
data to predict his current cognitive status among three categories: cognitively
normal (NL), mild cognitive impairment (MCI), and Alzheimer’s disease(AD).
There are two key technical challenges in performing automatic Alzheimer’s
early detection. Firstly, data from the individuals’ answers to questionnaires can
be insufficient and sometimes misleading. Substantial work has found that the
information of the progression and conversion, which is obtained from subsequent
examinations, is inevitably critical to verify the correctness of a previous diag-
nosis [1,2]. Therefore, we construct a multi-task learning neural network (MTN)
framework, in which a shared feature representation is learned to improve the
generalization performance of multiple tasks. The main Detection task shapes its
own perceptions about individuals with the general knowledge learned together
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Fig. 1. Our multi-task learning neural network framework MTN.

with two auxiliary tasks: Conversion and Progression. Secondly, the subjects
assigned with different classes (i.e., NL, MCI and AD) may share many symp-
toms in common and the semantic distances among the three classes are appar-
ently not identical. To better depict the similarities and distinctions of subjects
labeled with identical or disparate conditions, we propose to treat Detection and
Conversion as two ordinal regression tasks and introduce an optimizable dual-
margin based loss function with two predefined margin parameters as thresholds.

To summarize, this paper has made the following key contributions: (1) We
propose a novel and inexpensive multi-task learning framework for early detec-
tion of Alzheimer’s with only demographic and behavioral data. (2) We treat
Detection and Conversion as ordinal regression tasks, where a dual-margin based
loss function is introduced to explore the symptom similarities and discrepan-
cies. (3) Experiments show that our proposed method for early detection of
Alzheimer’s outperforms several strong baselines in various evaluation metrics.

2 Methodology

Our multi-task neural network is illustrated in Fig. 1. We first extract records of
subjects who have paid both the baseline (visity)) and the second visit (visitsec)
to the study center. From visity), we select the static information, dynamic
numerical data, dynamic categorical data and the current diagnosis accordingly.
From visitgec, we draw out only the dynamic numerical data as target of the
Progression task and the re-diagnosis data for the Conversion task. The con-
catenated feature vector is quite sparse, hence we employ the Neural Factor-
ization Machine (NFM) layers to embed high-dimensional features into a low-
dimensional latent space.
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The main task Detection aims at predicting the subject’s cognitive status at
visity) while the two supplementary tasks, Conversion and Progression, intend
to forecast the newly-made diagnosis and the latest-measured numerical scales
at visitsec, respectively. The bridge between the generic subject representation
(z1,) from previous NFM layers and the prediction targets of the three tasks is
a mapping function parameterized by four transition matrices, one (Wgep) for
preserving the universal dementia-related messages and the other three (W getec,
Weonv and Wy,og) for task-deterministic goals:

Ogen = WgenZL7

Odetec = Ogen + WdetecZLv

Oconv = Ogen + WconvZLa
Oprog = Ogen + WprogZL- (1)
The transition matrices collaboratively project the subject representation to
three distinct spaces, upon which we utilize a dual-margin based pairwise method
to predict targets of the two ordinal regression tasks—Detection and Conversion:
Simdetec(xia Xj) = <0detec,i7 0detec,j>2a (2)
SiMcon (Xia Xj) = <0conv,ia Oconv,j >2; (3)
where Odetec,i, Odetec,j> Oconv,i, Oconv,j are the i-th and j-th subject’s represen-
tations for task Detection and Conversion, respectively, (-,-) is the dot product
function. We predefine two margins A; and A, , where ); is responsible for pun-
ishing the too small similarities in pairs of instances coming from the same cate-

gory, and A, controls the penalty for too small discrepancies of pairs containing
samples labeled with different types:

1 .
Ip(e,c) = N Z max{0, \; — simgetec(Xi, Xj) }, (4)
D.c x;,x;€Xp,c
1
Ip(e,d) = Ji/_vi Z max{0, siMgetec(Xi, Xj) — Ao}, (5)
D! xi€Xp,c
x;€Xp o

where Xp . and Xp . are the sample set labeled with class ¢ and class ¢/, Np .,
Np, are the number of training samples diagnosed with class ¢ and class ¢’
at visitp), respectively. For class imbalance consideration, an average loss is
adopted here. Similarly, Lo (¢, ¢) and Le(c, ¢') are calculated for the intra-class
and inter-class loss for Conversion task, respectively.

3 Experiments

For performance evaluation, we use the publicly available dataset NACC !
(19,526 samples in total, 15,526 selected to train). As listed in Tablel, the
proposed MTN outperforms all the other methods consistently measured with
distinct metrics.

! https://www.alz.washington.edu/.
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Table 1. Model performance. No result for STN on Progression as it is specific to
ordinal regression. (ACC: accuracy, AUC: Area Under the Receiver Operating Char-
acteristic Curve, RMSE: root mean squared error, MLP?®: Single-task MLP, MLP™:
Multi-task MLP.)

Model |Detection Conversion Progression
ACC AUC F1 ACC AUC F1 RMSE

RF 0.777 £ 0.02 |0.911 £ 0.02 |0.697 &+ 0.03 |0.781 £ 0.03 |0.909 £ 0.03 |0.663 £ 0.04 |10.832 £ 0.81
SVM |0.785 4+ 0.02 |0.921 + 0.02 {0.685 £ 0.02 |0.784 £ 0.02 |0.914 4+ 0.03 |0.633 4+ 0.03 |10.914 + 0.80
Bayes [0.768 4= 0.03 |0.906 + 0.02 [{0.720 £ 0.03 |0.761 £ 0.04 |0.896 4 0.03 |0.689 + 0.04 | 9.841 £+ 0.76
XGB [0.792 £ 0.02 |0.922 £+ 0.02 |0.721 4 0.04 |0.776 4+ 0.03 [0.917 + 0.02 |0.649 + 0.04 |10.181 + 0.71
MLP? |0.795 4+ 0.02 |0.931 + 0.02 |0.723 £ 0.04 |0.791 £ 0.03 |0.927 4+ 0.03 |0.666 £ 0.03 |10.287 £+ 0.79
MLP™|0.797 4 0.03 |0.932 + 0.02 |0.725 £ 0.04 |0.793 £ 0.03 |0.926 & 0.03 |0.664 + 0.05 |10.622 % 0.80
STN |0.807 4 0.01 |{0.930 £ 0.01 |0.723 £ 0.01 |0.809 £ 0.01 |0.919 £ 0.02 |0.719 + 0.03|-
MTN |0.825 + 0.01/0.936 + 0.01/0.749 + 0.02/0.811 £ 0.01|0.934 + 0.01|0.663 &+ 0.02 [11.904 £ 0.21

4 Conclusion

In this paper, we propose an automatic early detection method with a multi-
task learning framework for feature learning and a novel dual-margin based loss
function to explore symptom similarities. Experimental results demonstrate that
the proposed dual-margin based loss function and the joint learning with two
relevant tasks are effective to boost prediction performance.
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Abstract. This paper proposes a top-k spatial keyword querying app-
roach which can expeditiously provide top-k typical and semantically
related spatial objects to the given query. The location-semantic relation-
ships between spatial objects are first measured and then the Gaussian
probabilistic density-based estimation method is leveraged to find a few
representative objects from the dataset. Next, the order of remaining
objects in the dataset can be generated corresponding to each repre-
sentative object according to the location-semantic relationships. The
online processing step computes the spatial proximity and semantic rele-
vancy between query and each representative object, and then the orders
can be used to facilitate top-k selection by using the threshold algo-
rithm. Results of preliminary experiments showed the effectiveness of
our method.

Keywords: Spatial keyword query * Location-semantic relationship -
Typicality - Top-k selection

1 Introduction

With the rapid development of GPS and universal use of mobile internet, more
and more geo-textual objects are becoming available on the web that represent
Point of Interests (POIs) such as restaurant, hotels, etc. Since spatial database
usually contains a large size of data, too many answer problem often occurs when
a user issues a non-selective spatial keyword query.

To deal with the problem above, several approaches have been proposed to
deal with the issue of spatial keyword query over spatial databases [1,2,4,5,7,8].
According to [8], these approaches can be divided into four categories based on
their scoring functions, that are Boolean Range Queries, Boolean kNN Queries
[2], Top-k Range Queries [6], and Top-k kNN Queries [8]. The last type is the
most popular of spatial keyword queries in the literature, which retrieve the k
spatial objects that have both the high spatial proximity and text relevancy to
the given query as the answer [1,2,4,8]. To quickly retrieve the matching query
results, some hybrid index structures (such as IR-tree [4], quad-tree [7], S2I [1],
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etc.) are developed to assist the online query processing. It should be pointed
out that, however, these queries are mainly confronted with two shortcomings.
Firstly, they rarely consider the semantic relevancy between the query keywords
and textual descriptions associated to spatial objects. Secondly, the top-k answer
objects obtained by existing approaches are usually too similar with each other,
which are not benefit for users to recognize the features of whole dataset. Differ-
ent from the existing query models and indexes, this paper proposes a semantic
and typicality query model and TA-based index for top-k result selection.

2 Location-Semantic Relationship Measuring

The location information of a spatial object is usually denoted by a pair of
latitude and longitude. We use the Fuclidean distance to measure the location
distance between a pair of spatial objects according to their geo-locations.

The semantic relevancy between a pair of spatial objects can be reflected by
their document semantic similarity. The measuring method consists of two steps.

Step 1. Keyword Coupling Relationship Measuring. Given a pair of key-
word t; and t;, the keyword intra-correlation is measured by the frequency of
co-occurrence of ¢; and t; appearing in the same documents of the document set
associated to the spatial objects. The keyword ¢; and t; are inter-related if there
is at least one keyword linked with them. The inter-correlation between t; and ¢;
via their linked keyword t. is defined as the minimum value of intra-correlations
between (t;,t.) and (¢, t.). The linear combination of intra- and inter-correlation
between a pair of keywords is called the keyword coupling relationship.

Step 2. Document Semantic Similarity Measuring. Based on the key-
word coupling relationships, we use a kernel-based cosine similarity method to
compute the semantic similarity between a pair of documents. The document d;
associated to each spatial object is first converted into a vector representation
d;, and then we can compute the kernel-based cosine similarity based on the
matrix of keyword coupling relationships, that is,

k' (d;, d;)
VE (i, di) /K (d;, d;)

where, k'(d;,d;) = d;(M - MT)d;, M the matrix of coupling relationships
between keywords extracted from the compared documents d; and d;.

Based on the location similarity and document semantic similarity, the
location-semantic relationship for each pair of spatial objects can be then
obtained, i.e.,

SimDoc(div dj) = cosker(dia dj) =

(1)

Stmpp(0i,05) = (1 = A)(Simroec(0:,05)) + A(Simpoc(0:, 05)) (2)

where, A € [0,1] is a weighting parameter.
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3 Top-k Typical Relevance Object Selection

The objective of our problem is to find a set of number k& objects that are typical
and semantically related closely as possible to the given spatial keyword query.

Step 1. Find Representative Spatial Objects. Based on the location -
semantic relationships between spatial objects, we provide a density-based typ-
icality estimation algorithm to find the representative objects. Given a set of
spatial objects D = (01,049, ...,0y), the probability density function f(o) is as
follows,

ZGhooZ = \}%Ze%éﬂ (3)

where d(0, 0;)? is the location-semantic distance between spatial objects o and o;.
According to Eq. (3), the representative objects can be found from the given spa-
tial object dataset. Due to the limited space, we omit the processing procedure
and optimal algorithm for probabilistic density estimation.

Step 2. Create Orders for Representative Objects. For each representa-
tive object ¢;, create an order 7; of all remaining objects in D (except ¢;) in
descending order, according to their location-semantic relationships to ¢;. Each
object o; has a score that is associated with the position of o; in each 7;. The
score of o; in 7; that corresponds to ¢; is: s(0;j]0;) = n — 7;(0;) + 1.

Step 3. Select Top-k Typical Relevant Object. For a given spatial keyword
query g, using the output of step 2, this step computes the set ¢x(D) C (D)
with |gx(D)| = k, such that Vg; € qx(D) and ¢;' € D — gx(D) it holds that
score(oj,q) > score(0’;, q), with score(oj,q) = 22:1 (Simrp(q, ;) - s(0j]0)).

The Threshold Algorithm (TA) is employed to quickly evaluate the top-k
objects for a given query [3]. The score of o; found in each order 7; to ¢ is
computed by: Simrp(q, 0;)-s(0j]0;). The score of 0; in every other order can be
found by using random access mode, and all these scores are summed, resulting
in the final score of o; for ¢. The termination criterion of TA guarantees that no
more retrieving object operations will be needed on any of the orders.

4 Experiments

The experiments are conducted on a computer running Windows 2010 with Intel
i5-6300HQ 2.30 GHz CPU, and 8 GB of RAM. All algorithms are developed by
Java. We setup a real dataset containing 50,000 POIs extracted from Yelp.

Experiment 1. This experiment aims to test the precision of the top-k answer
objects obtained by our TA-based top-k selection algorithm. We generated 10
test spatial keyword queries by extracting the location information and key-
word information from the spatial objects in the dataset. Figure1(a) showed
the precision corresponding to different numbers of | (the number of orders for
representative objects having the highest location-semantic relationships to the
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Fig. 1. The precision and performance of our top-k selection method.

given query) are nearly identical when [ = {3,4,5}, and the precision of top-10
results achieves 55% when | = 4, which means that when only a small number
of orders are used to find the top-10 results, the precision is acceptable.

Experiment 2. This experiment aims to compare the typicality of the top-k
answer objects returned by using our method and IR-tree-based top-k selection
method, respectively. The measuring criterion is to compute the sum of typicality
values of all objects in the answer set by using the Eq. (3). Experimental results
showed that the typicality of top-10 results returned by our method steadily out-
performs the IR-tree index for the 10 test queries, and the averaged normalized
typicality of top-10 results obtained by our method and IR-tree based method
are 66% and 46%, respectively.

Experiment 3. This experiment aims to verify the performance of our TA-
based index top-k selection compared to IR-tree index. Figure 1(b) showed our
method runs faster when | < 3 and k& < 40 than IR-tree index. Although our
method runs a little slower than IR-tree index when [ = 4, as mentioned above,
we can get a high typicality of top-k answers in this situation.

By integrating the experimental results above, we conclude that our method
can achieve high typicality with a relative high precision and good performance.
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Abstract. Rating prediction has long been a hot research topic in rec-
ommendation systems. Latent factor models, in particular, matrix fac-
torization (MF), are the most prevalent techniques for rating prediction.
However, MF based methods suffer from the problem of data sparsity and
lack of explanation. In this paper, we present a novel model to address
these problems by integrating ratings and topic-level review information
into a deep neural framework. Our model can capture the varying atten-
tions that a review contributes to a user/item at the topic level. We
conduct extensive experiments on three datasets from Amazon. Results
demonstrate our proposed method consistently outperforms the state-of-
the-art recommendation approaches.

Keywords: Rating prediction - Topic model - Deep learning

1 Introduction

Rating prediction aims to predict the user’s ratings on unrated items which
may reflect the user’s potential interests towards the item. Latent factor models,
especially matrix factorization (MF), which are widely used techniques towards
this problem, suffer from the severe data sparsity problem when the number of
items in the platform becomes extremely large.

In order to address the sparsity issues, researchers have devoted extensive
efforts to leverage various types of side information. Among which, the users’
reviews attract lots of research interests. A recent trend is applying deep learning
techniques to rating prediction [1,2,4-6]. These approaches differ mainly in how
they utilize textual information.

In this paper, we present a novel deep neural framework which is topic-
oriented and can selectively focus on informative reviews. To this end, we first
apply the simplest LDA topic model to each review to get the review’s initial
topic distribution. We then design an attention network which can assign reviews’
topical importance to users/items by automatically learning the reviews’ atten-
tion weights. We finally present a neural prediction layer to include both the
latent factors from ratings and textual information from reviews.
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2 Our Proposed Model

The architecture of proposed ARTAN (Align Reviews with Topics in Attention
Network) model is shown in Fig. 1.

AN
(ﬁgw) N
MLP

Concatenation

o / \ J
~ D+ [0+ .t0h / . + (0% +.+0" \

TOTIOTPII ]
TONIIPAL Y

* *
. 0. 0 >
=4 —— T \ T -
g (Lookup ) So,a (Lookup) o d g
g_ i | GOnds s
g Topic-level Reviews’ Attention Topic-level Reviews’ Attention g
=
0. \Ou o'y o'y
— 4 ¢
- Topical Representation Topical Representation
v, \ ‘ v,/
- p . f
£ 01.) @0 - =
g Original Topic Distribution Original Topic Distribution =
&

L \\ User ID Reviews / \\ Ttem ID Reviews J

User modeling Ttem modeling

Fig. 1. The architecture of ARTAN

Input Layer. Initial Latent Factor Representation of User and Item. We set up
a lookup table to transform the one-hot representations of userID and itemID
into low-dimensional dense vectors as puy € RX, q; € R¥.

Topical Representation of Review. We input each review j into the LDA model
to obtain its topical distribution ¢; with two hyper-parameters o = 0.25 and
B = 0.1. We introduce a matrix V. € RT*¥ to associate the embeddings to
different topics, where T is the number of topics and K is the dimensionality.
The topical representation of review j of user u can be calculated by aggregating
the weighted embeddings over topics:

T
Ouj =Y 0V (1)
t=1

Attention Layer. The input of the attention network consists of the topical
representation of user u’s j-th review (0y;) and a randomly initialized vector
(al,). The user u’s attention weight on a review j is defined as:

ay ; =hT - ReLU(Wo0y; + Wyaj, + b), (2)

where h € RE, W, € REXE W, € REXK and b € R¥, are parameters that
project the input into the hidden layer. The final attention a, ; is obtained by
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applying the softmax function to the original a;, ; as normalization. After that,
the feature vector of user u is calculated as the weighted sum of all reviews:

exp(al j) . !
uj = o Oa= ) auj-Oug 3)
Zj:l exp(au,j) j=1

To further strengthen the impacts of topics, we let the above user feature
vector o} interact with each topic embedding v¢. In this way, the topical repre-
sentation of user u can be highlighted and the user’s interests would be associated
with each topic once again.

T
Ou=) 0@V, (4)
t=1
where © denotes the element-wise product.

Prediction Layer. Given a user u, an item ¢ and their reviews, we now take the
latent factor representations on ratings and topical representations on reviews
to model the interaction between user u and item ¢ as follows.

x* = (pu + 0u) @ (q; + 0y), (5)

where & denotes the concatenation operation. We present a multi-layer percep-
tron (M LP) based structure on x* for modeling the complicated interactions
and getting the real-valued rating R, ;.

Network Training. Since our target is rating prediction, we treat it as a
regression task and adopt the square loss as the objective function:

L= Z (Ruz - Ru,i)za (6)

u,i€T

where 7 denotes the set of instances for training, i.e.,7 = {(u, i, 7y, dui)}s
R, ; is ground truth rating in training set 7, and R, ; is the predicted rating.

3 Experiments

Datasets and Experimental Settings. We use three publicly available
datasets from Amazon'! to evaluate our model, including Patio Lawn and Gar-
den, Automotive, and Grocery and Gourmet Food. We take the 5-core version for
experiments [1,2,6]. We randomly split the datasets into training/validation/test
sets with a 80/10/10 split and use MSE as the evaluation metric. The statistics
of these datasets are shown in Table 1.

!