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Abstract. Retweeting provides an efficient way to expand information
diffusion in social networks, and many methods have been proposed
to model user’s retweeting behaviors. However, most of existing works
focus on devising an effective prediction method based on social network
data, and few research studies explore the data characteristic of retweet-
ing behaviors which is typical binary discrete distribution and sparse
data. To this end, we propose two novel retweeting prediction models,
named Binomial Retweet Matrix Factorization (BRMF) and Context-
aware Binomial Retweet Matrix Factorization (CBRMF). The two pro-
posed models assume that retweetings are from binomial distributions
instead of normal distributions given the factor vectors of users and mes-
sages, and then predicts the unobserved retweetings under matrix factor-
ization. To alleviate data sparsity and reduce noisy information, CBRMF
first learns user community by using community detection method and
message clustering by using short texts clustering algorithm from social
contextual information on the basis of homophily assumption, respec-
tively. Then CBRMF incorporates the impacts of homophily character-
istics on users and messages as two regularization terms into BRMF to
improve the prediction performance. We evaluate the proposed meth-
ods on two real-world social network datasets. The experimental results
show BRMF achieves better the prediction accuracy than normal dis-
tributions based matrix factorization model, and CBRMF outperforms
existing state-of-the-art comparison methods.
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1 Introduction

Recent years have witnessed an increasing amount of social network services
such as Twitter, Facebook and Weibo. One of the distinguishing features of
these services is the retweeting mechanism which forwards messages published
by other users and shares them with one’s own followers. Most of existing stud-
ies have shown that retweeting is considered as a key mechanism of information
diffusion in social networks [1,18]. Taking full advantage of the function, one
can achieve better insights into the process of information diffusion, making
a right strategic decision for many tasks of social network applications such
as event discovery [10], community detection [3,28], and recommender system
[5,16]. Thus, understanding the influencing factors of retweetings from the
observed data and predicting the hidden mechanism underlying diffusion is a
critical and fundamental task in these applications.

Fig. 1. An example of social groups on social network. Users have diverse topical inter-
ests, each group corresponding to a user community with common interests. Messages
also have the diversity topics, each topic corresponding to a topic space with similar
semantic content.

Considerable work has been carried out on investigating the influencing fac-
tors of retweeting decision through user survey [1,18] and statistical analysis
[23,30]. These studies find that the interests of user’s topics and the strength
of social influence are two most important influencing factors when user decides
to retweet a message. Compared with the above efforts, more and more studies
have been getting to focus on devising an effective retweeting prediction model
from different perspectives. For example, a simple but powerful strategy is to
consider the retweeting prediction as a classification problem by extracting the
different features like user’s profile, network structure and message’s content,
historical interactions [2,9,12]. Although these studies can solve the problem of
retweeting prediction to some extent, there is lack of a more principled way to
extract the set of related features. The social influence-based models are also
proposed to quantify the strength of user influence from the views of network
structure and historical interactions [11,32]. However, these models depend on
the different types of information, which may not be always available in some
platforms. The factor graph-based methods are used to represent factorization
of retweeting probability distribution function [19,33]. However, such models are
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too complex and difficult to be applicable to large-scale applications. Recently,
the attention-based deep neural network method is proposed by incorporating
social contextual information for this task [34]. However, the training process of
neural networks requires a large amount of labeled data, it is not always avail-
able in most social networks. Another matrix factorization-based methods con-
vert the problem into matrix completion based on the observed entities [25,26].
These methods leverage the power of matrix factorization model to achieve a
relatively high accuracy of prediction by incorporating explicit information and
implicit feedback. However, none of methods focus on the data characteristic of
retweeting behaviors with binary distributions on social networks.

The present findings demonstrate that social users and information flows nat-
urally form social communities and topic clusters underlying network structure
and interactions, as shown in Fig. 1. Moreover, many social networks such as
Facebook and Google+ provide “social group” function, which allows the users
to be incorporated into a new densely connected subgraph with the same or
similar personal interest preference. In this case, user’s decision is strongly influ-
enced by the other active neighbors from his friends [32]. On the other hand,
information flows can also be mapped into the topic space where clusters of mes-
sages form topics. Therefore, we argue that the problem of retweeting prediction
should be modeled by considering discrete distribution of social data and the
impacts of homophily characteristics on users and messages.

In this paper, we propose two novel matrix factorization methods for the
retweeting prediction, named Binomial Retweet Matrix Factorization (BRMF)
and Context-aware Binomial Retweet Matrix Factorization (CBRMF). The two
models assume retweetings are from binomial distributions instead of normal
distributions. CBRMF is an extended BRMF model by considering social cir-
cles and message clustering to alleviate the data sparsity and reduce the noisy
information based on the impacts of homophily.

Contributions. In this paper, we make the following three contributions:

– We propose two novel matrix factorization methods for retweeting prediction
problem. The two methods assume retweetings are from binomial distributions
instead of normal distributions. To the best of our knowledge, this is the
first work for retweeting prediction to exploit binomial distributions with the
matrix factorization model.

– We utilize user community and document clustering as contextual regular-
ization terms into binomial retweet matrix factorization based on homophily
assumption to alleviate the data sparsity and reduce the noisy information,
as well as improve the performance of prediction.

– We conduct several analysis experiments with two real-world social network
datasets, the experimental results demonstrate our proposed models outper-
form state-of-the art comparison methods.

Outline. The rest of this paper is organized as follows. Section 2 introduces the
related work. Section 3 provides the formal definition of the retweeting prediction
problem and introduces notations used in this paper. In Sect. 4, we present two
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retweeting prediction model based on binomial distributions and its learning and
inference procedures. Section 5 evaluates our proposed models with the real large
social network datasets in terms of accuracy. Section 6 gives a conclusion of this
work.

2 Related Work

Social Recommendation with Matrix Factorization. Recommender sys-
tems are used as an efficient tool for dealing with the information overload prob-
lem. Many social recommendation approaches have been developed in recent
years. For example, SoRec [13] employs both users’ social network informa-
tion and rating records to solve the data sparsity and poor prediction accuracy
problems based on probabilistic matrix factorization. Similarly, Context MF [8]
incorporates individual preference and interpersonal influence based on proba-
bilistic matrix factorization for improving the accuracy of social recommenda-
tion. Ensemble methods predict a missing rating for a given user by a linear
combination of ratings from the user and the social network. STE [14] repre-
sents the formulation of the social trust restrictions by fusing the users’ tastes
and their trusted friends’ favors together on the recommender systems. mTrust
[24] studies multi-faceted trust relationships between users for rating prediction.
Regularization methods focus on a user’s preference and assume that a user’s
preference should be similar to that of her social network. SocialMF [6] incorpo-
rates the mechanism of trust propagation into the matrix factorization approach
for recommendation in social networks. Social Regularization [15] imposes social
regularization terms to constrain matrix factorization objective functions based
on users’ social friend information. TBPR [27] studies the effects of distinguish-
ing strong and weak ties by using neighbourhood overlap to approximate tie
strength in social recommendation. In summary, social recommendation meth-
ods have been successfully applied in the missing values prediction tasks.

Retweet Behavior Modeling. Existing studies focus on exploring the influ-
encing factors of retweeting behaviors by conducting user survey [1,18] and per-
forming empirical analysis [17,22,29]. These results indicate that the intention
of user retweeting message is positively influenced by sharing the informative
content of message, and enhancing social influence from social relationships. On
the other hand, more efforts have been guided on modeling how a message be
retweeted in social network. For instance, feature-based methods take the set
of related features to predict retweeting behavior such as social features [7,12],
visual features [4]. Social influence-based methods also have been proposed to
model user retweeting behavior [32]. Most of the above methods apply heuristic
methods to extract the set of features for retweeting prediction. However, some
of these features may be computationally expensive or not always available in
some social networks. Zhang et al. [33] propose a novel nonparametric Bayesian
model adapted from the hierarchical Dirichlet process to combine textual, struc-
tural, and temporal information for the task. Subsequently, Zhang et al. [34]
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also propose a attention-based deep neural network retweet model by incorpo-
rating the user, author, user interests, and similarity information between the
tweets and user interests. Besides, other studies employ matrix factorization by
using social contextual information from user and content dimensions to solve
the problem [26]. Nevertheless, no research considers discrete distributions of
retweeting values on social networks. The retweeting prediction has still some
unsolved problems such as exploring the data characteristic and studying the
role of group structure on users and messages.

3 Problem Preliminaries

We give some necessary notations used in this paper and present a formal rep-
resentation of the retweeting prediction problem under the probabilistic matrix
factorization model.

(a) An example of a binary data with
unknowns. Users are presented in rows,
while messages are in columns.

(b) Retweeting data can be represented
in the matrix R, which is usually sparse
with a high percentage of missing values.

Fig. 2. Matrix representation with retweeting data.

Given M users and N messages, the behaviors of users retweeting messages
are represented in an M × N retweeting matrix R = [r1, · · · , rN ], in which
each row corresponds to a user and each column corresponds to a message.
Retweeting has only two states, where Rij takes the value of 1 if ui retweets mj

and 0 otherwise. Let U ∈ R
K×M and V ∈ R

K×N be the latent user and message
feature matrices respectively, where Ui represents a user and Vj represents a
message in latent feature space. K is the number of the latent features. The
likelihood function of the observed retweetings is factorized across M users and
N messages with each factor based on Probabilistic Matrix Factorization (PMF)
[20] as

P (R|U, V, σ2
R) =

M∏

i=1

N∏

j=1

[N (Rij |UT
i Vj , σ

2
R)] (1)

where N (·|μ, σ2) is the probability density function of the Gaussian distribution
with mean μ and variance σ2.
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PMF is learned by maximizing posterior probability of matrices U and V ,
which is equivalent to minimizing sum-of-squares of factorization error as

min
U,V

M∑

i=1

N∑

j=1

Iij(Rij − UT
i Vj)2 + λ(‖U‖2F + ‖V ‖2F ) (2)

where the prior distributions over U and V are assumed to zero-mean Gaussian,
(‖U‖2F + ‖V ‖2F ) can prevent overfitting, || · ||F denotes the Frobenius norm of
the matrix.

It’s known that PMF assumes that all ratings are from normal distribu-
tions given the corresponding user and item factor vectors. However, the normal
assumption in the retweeting prediction problem is not suitable since the values
of retweetings only have 0s and 1s, as shown in Fig. 2. For this reason, we will
explore how to use binomial distributions to solve the problem in the following
section.

4 The Proposed Model

With the assumption that retweetings are from binomial distributions, we pro-
pose Binomial Retweet Matrix Factorization (BRMF) and Context-aware Bino-
mial Retweet Matrix Factorization (CBRMF) for the retweeting prediction task.
CBRMF is an extended BRMF model by incorporating user community and
document clustering as social contextual regularization terms to alleviate the
data sparsity and reduce the noisy information and improve the performance of
prediction. The detailed descriptions of our proposed models are as follows.

4.1 Binomial Retweet Matrix Factorization

Since retweeting has only two states, i.e., {retweet, not retweet} in our datasets,
the assumption of normal distributions sampled from retweet data doesn’t draw
the retweeting behaviors. Instead, we assume that all retweetings are from bino-
mial distributions with different preference parameters.

The binomial distributions for retweetings satisfy the following conditions:
(1) retweetings are independent and identically distributed, (2) retweeting has
only two choices, and (3) the retweeting probability of each user is approximately
equal to the ratio of the occurring time of retweetings and the total number of
retweetings in our datasets. Here, we replace the Gaussian distribution with the
Bernoulli distribution in Eq. (1) as

P (R|U, V ) =
M∏

i=1

N∏

j=1

B(Rij |S, UT
i Vj) (3)

where B(k|n, p) is the binomial probability mass function with parameters n
and p, and S is the number of retweetings in our datasets. For given a user ui

and a message mj , our goal is to maximize the probability of ui retweets mj as

P (R|U, V ) =
M∏

i=1

N∏

j=1

p(Rij)Iij (1 − p(Rij))1−Iij (4)
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where p(·) is the probability that ui retweets mj . I ∈ {0, 1} is an indicator matrix
where Iij is equal to 1 if ui retweets mj and 0 otherwise. The sigmoid function
g(x) = 1/(1 + exp(−x)) bound the range of UT

i Vj denoting the user-message
association.

To learn the model, we maximize the following likelihood objective function
as

P (R|U, V ) =
M∏

i=1

N∏

j=1

(g(Rij)Iij (1 − g(Rij))1−Iij )) (5)

The log of posterior distribution with Eq. (5) is given by

L(U, V |R) =
M∑

i=1

N∑

j=1

[Iij ln
g(Rij)

1 − g(Rij)
+ ln(1 − g(Rij))]

− 1
2σ2

U

M∑

i=1

UT
i Ui − 1

2σ2
V

N∑

j=1

V T
j Vj + Const

(6)

where users and messages draw zero-mean Gaussian distributions.
Maximizing Eq. (6) is equivalent to minimizing the following objective func-

tion as

M∑

i=1

N∑

j=1

[ln(eU
T
i Vj + 1) − UT

i VjIij ] +
λ

2
(
M∑

i=1

‖Ui‖2F +
N∑

j=1

‖Vj‖2F ) (7)

where (||Ui||2F + ||Vj ||2F ) are also to avoid overfitting.
The local minimum of the objective function given by Eq. (7) can be found

by performing stochastic gradient descent (SGD) approach on feature vectors Ui

and Vj as

∂L
∂Ui

=
N∑

j=1

eU
T
i Vj

eU
T
i Vj + 1

Vj − IijVj + λUi (8)

∂L
∂Vj

=
M∑

i=1

eU
T
i Vj

eU
T
i Vj + 1

Ui − IijUi + λVj (9)

4.2 Context-Aware Binomial Retweet Matrix Factorization

As mentioned above, contextual information is an indispensable factor for
retweeting prediction due to its effect on users’ decisions. Thus, we propose
Context-aware Binomial Retweet Matrix Factorization (CBRMF) by considering
user community and document clustering learned from contextual information
for retweeting behaviors.

User Community Modeling. According to sociology and psychology, users
under the effect of network structure and information diffusion together grad-
ually form communities corresponding to close social circles or interest groups
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with the similar personal preference. In this case, behaviors are more likely to be
effected each other in the same social community, e.g., some users like to follow
others’s message and are easily influenced by the active neighbors’ decisions.

Based on the above facts, we introduce user community with the hypothesis
that the users that are similar in hidden user space have similar personal prefer-
ences. We here apply a new community detection algorithm building upon the
distance dynamics [21], which automatically spots communities in a network by
examining the changes of distances among nodes. Specifically, we first construct
an undirected interaction graph G = (V,E,W ), where V is the set of users, E is
the set of edges and W is the corresponding set of weights. e = {u, v} ∈ E indi-
cates a social relationship between the users u and v. w(u, v) denotes the weight
of edge e. There are various explicit and implicit relations in social networks. For
instance, following represents that a user pays close attention to another user,
and retweeting reflects that two users appear in the same message with action
relevancy. These behaviors can be modeled as the interaction relation graph G,
in which wij is the association weight measuring the co-occurrences of users
ui and uj , i.e. wij =

∑
(#follow, #retweet, #mention) to represent the sum of

occurrence times with these actions, where # denotes the number of occurrences
for users ui and uj given an action. In particular, we set wij = 1 in case of the
users ui and uj only connected by following relationship.

After constructing the interaction graph, the next crucial step is to obtain
the user communities by performing Attractor method [21]. For the Attractor
algorithm, the cohesion parameter λ is used to determine the positive or nega-
tive interaction influence on the distances from exclusive neighbors. We use the
implementation provided by the authors and the recommended settings as in
their paper1. Once the clustering is done, we denote user community matrix as
W ∈ R

M×M , where Wij takes the value of 1 if Cui
and Cuj

belong to the same
community and 0 otherwise.

The user communities make different users with the same group become
similar in the latent hidden space. Then we can arrive at the following user
social community regularizer as

L1(U) = ‖W − g(UTU)‖2F (10)

where the same community for users indicates the two users should be very close
and could be large otherwise.

Document Clustering Modeling. An empirical observation is the documents
with similar content in observed space have similar semantic distance in hidden
space, and the similar messages have a high retweeting probability when they
have retweeted in the past. However, short text on social networks is very sparse
and exists the noisy data, making it hard to find sufficient statistical factors
to discover syntactic and semantic dependencies. Here, to alleviate the problem

1 https://github.com/YcheCourseProject/CommunityDetection.

https://github.com/YcheCourseProject/CommunityDetection.
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of data sparseness and noisy, we use a collapsed Gibbs sampling method by
Dirichlet multinomial mixture (DMM) model for short text clustering, called
GSDMM [31]. The model has some good property for the problem of short
text clustering, such as fast to converge and cope with the sparse and high
dimensional problem of short texts. The model code used are publicly available2.

More specifically, we cluster all short texts into different groups by using
GSDMM model that documents are similar to one another within the same
cluster and are dissimilar to documents in other clusters. After clustering, in
our proposed model, we represent document clustering matrix as H ∈ R

N×N ,
where Hij takes the value of 1 if Cdi

and Cdj
belong to the same clustering and

0 otherwise.
Similarly, once document clusters are finished, we may arrive at the following

document similarity cluster regularizer

L2(V ) = ‖H − g(V TV )‖2F (11)

where the same group for documents indicates the latent distance should be very
close and could be large otherwise.

Prediction Approach. We demonstrate how to construct user community and
document clustering regularization terms in the above section. Next, we factorize
user and message latent factors with matrices W and H collaboratively as

L(U, V |R) =
M∑

i=1

N∑

j=1

ln[g(Rij)Iij (1 − g(Rij)1−Iij ))]

− 1
2σ2

W

M∑

i=1

M∑

k=1

I
(W )
ik (Wik − g(UT

i Uk))2

− 1
2σ2

H

N∑

j=1

N∑

k=1

I
(H)
jk (Hjk − g(V T

j Vk))2

− 1
2σ2

U

M∑

i=1

UT
i Ui − 1

2σ2
V

N∑

j=1

V T
j Vj + Const

(12)

where IW is a user indicator matrix where IWij is equal to 1 if users ui and ui

belong to the same social group and 0 otherwise, and IH is a message indicator
matrix where IHij is equal to 1 if message mi and mj belong to the same topic
group and 0 otherwise.

2 https://github.com/rwalk/gsdmm.

https://github.com/rwalk/gsdmm.
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Similarly, maximizing the posterior distribution is equivalent to minimizing
the sum-of-squared errors function with hybrid quadratic regularization terms:

min
U,V

L(U, V |R) =
M∑

i=1

N∑

j=1

[ln(eU
T
i Vj + 1) − UT

i VjIij ]

+
α

2

M∑

i=1

M∑

k=1

I
(W )
ik (Wik − g(UT

i Uk))2

+
β

2

N∑

j=1

N∑

k=1

I
(H)
jk (Hjk − g(V T

j Vk))2

+
λ

2
(
M∑

i=1

‖Ui‖2F +
N∑

j=1

‖Vj‖2F )

(13)

Training Model. Since the objective function is convex with regard to each
parameter, a local minimum can be achieved by updating each parameter iter-
atively. We also directly use SGD method to update the feature vectors Ui and
Vj given by Eq. (13) as

∂L
∂Vj

=
M∑

i=1

eU
T
i Vj

eU
T
i Vj + 1

Ui − IijUi + λVj

+ β

N∑

k=1

I
(H)
jk g′(V T

j Vk)(g(V T
j Vk) − Hjk)Vk

(14)

∂L
∂Vj

=
M∑

i=1

eU
T
i Vj

eU
T
i Vj + 1

Ui − IijUi + λVj

+ β

N∑

k=1

I
(H)
jk g′(V T

j Vk)(g(V T
j Vk) − Hjk)Vk

(15)

where g′(x) = exp(−x)/(1+exp(−x))2 is the derivative of g(x). In each iteration,
U and V are updated based on the latent variables from the previous iteration.

5 Experiments

5.1 Experimental Settings

We use two real-world social network datasets to evaluate the validity of our pro-
posed model. Weibo is one of the most popular social network platforms in China.
In this paper, we use publicly available Weibo dataset [32]. The dataset contains
1,787,443 users, and 300,000 popular messages and 23,755,810 retweetings. In
term of messages, we randomly choose 100,000 popular messages and extract the
corresponding relationship and retweetings as our experimental dataset. Besides,
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we also collect Twitter data using the RESTful APIs with the crawling process
from August 10, 2015 to December 10, 2015. The crawl strategy is designed as
followings: randomly select 100 users and then collect their tweet lists, the con-
tent of each tweet and following relationships among them. Finally, the dataset
contains 4,913 users, 275,820 messages and 570,314 retweetings. The basic sta-
tistical information is shown in Table 1.

Table 1. Statistics of experimental dataset.

Dataset #Users #Messages #Relations #Retweetings Sparseness

Weibo 71,649 100,000 1,125,365 7,198,730 0.1%

Twitter 4,913 275,820 1,075,820 570,314 0.04%

We evaluate the quality of the approximate values for retweeting matrix R
using the Root Mean Square Error (RMSE). We can see that a smaller RMSE
value means a better performance. Due to the nature of the problem, both the
observation and prediction are binary. Hence, we also use the Precision, Recall,
F1 and Accuracy to evaluate the performance of the proposed algorithms. We
randomly split each dataset into two disjoint sets, 80% for training and 20% for
testing, and perform 5-fold cross validation.

5.2 Baseline Methods

We compare our models against the following traditional and state-of-the-art
models:

– PMF. This method assume that retweetings are from the normal distributions
given the factor vectors of users and messages. The user’s retweeting behaviors
can be predicted by the inner products of user and message factor vectors
based on matrix completion in missing data [20].

– LRC-BQ. The method proposes a notion of social influence locality based on
pairwise influence and structural diversity, and then uses a logistic regression
classifier to predict user’s retweeting behavior [32].

– MNMFRP. This method utilizes nonnegative matrix factorization to predict
retweeting behavior from user and content dimensions, respectively, by using
strength of social relationship to constrain objective function [26].

– SUA-ACNN. The model proposes a novel attention-based deep neural net-
work to incorporate user’s attention interests and social information for this
task by embedding to represent the user, the user’s attention interests, the
author and message respectively [34].

– HCFMF. This method learns message embedding by jointly taking the mes-
sage co-occurrence, semantics, social patterns into consideration, then decom-
poses the user-message matrix and message-message similarity matrix based
on a co-factorization model for learning user’s retweeting behavior [25].
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We also implement the different configurations of our proposed model to
verify the effectiveness of our algorithm.
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Fig. 3. Impact of α with CBRMF model on two datasets.
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Fig. 4. RMSE vs. latent feature number on two datasets.

– CBRMF-U. This method only employs user community factor by eliminat-
ing the effect of document clustering regularization term with setting β = 0
in Eq. (13).

– CBRMF-M. This method only uses document clustering factor by elimi-
nating the effect of user community regularization term with setting α = 0
in Eq. (13).

5.3 Experimental Results

This section presents some important results settings and also give the results
in more details by comparing these baseline methods and discuss the impact of
different factors.

Parameter Settings. The parameters α and β provide important contribution
strengths for social contextual information in our CBRMF model. The impact
of β generally shares the same trend as α. Hence, we here only illustrate the
results of α due to the space limitation. The experimental results of α on Weibo
and Twitter datasets are shown in Fig. 3. From the figure, we can observe that
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the RMSE values gradually decrease while parameter β and dimension of latent
features increasing on two datasets, and α become stable around 10−3. Hence,
we set α = 10−3 in our experimental setup. Similarly, we also empirically set the
parameters β = 10−3 and η = 10−2 on two datasets in our models.

Number of Latent Features. We perform PMF, BRMF, MNMFRP, HCFMF,
and CBRMF models to discover the proper number of latent features on Weibo
and Twitter datasets, respectively. The conducted experimental results are
shown in Fig. 4 with number of latent features K from 2 to 200. From these
results, we can find that with the latent feature number K increasing, the RMSE
first decreases and then increases, and reach the lowest point around 100. Con-
sidering the calculation effect and time efficiency, we choose K = 100 as the
dimension of latent feature space.
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Fig. 5. RMSE vs. Iteration Number on two datasets.

Number of Iterations. Similarly, to find the proper number of updating iter-
ations to get a good performance while avoid overfitting, we record the RMSE
values for each iteration. Figure 5 illustrates the impacts of the number of iter-
ations on two datasets. From the results, we can see that RMSE values on two
datasets decrease gradually with the number of iterations increasing. To reach
a converged result with an acceptable computational cost, we set number of
iterations to 100 in our proposed models.

Performance Comparison for Retweeting Prediction. We demonstrate
the prediction performance of our proposed methods and all baseline methods to
find who will retweet. Specifically, we run all methods for 5 runs, and report the
average results of each method in Table 2. From these results, we can observe the
following conclusions: (1) our proposed CBRMF, which incorporates user com-
munity and document clustering together, significantly outperforms the baseline
methods in our experimental results; (2) the proposed BRMF outperforms PMF,
which indicates it is reasonable that retweetings are from binomial distributions
instead of normal distributions given the factor vectors of users and messages;
(3) the comparison between CBRMF-U vs. CBRMF and CBRMF-M vs.
CBRMF, reveals that the user factors and message factors are comparable results
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compared with the social factors for retweeting prediction. (4) most of matrix
factorization methods such as MNMFRP, HCFMF and CBRMF for retweeting
prediction can achieve the accuracy of prediction relatively well. These results
suggest that matrix factorization is suitable for the task. (5) SUA-ACNN per-
forms slightly better than most of baseline methods, and also the improvements
are statistically significant compared to BRMF. The results demonstrate that
the attention-based deep neural network can benefit the performance. We also
notice slightly different performance of the two datasets. For example, the BRMF
and CBRMF methods achieve better prediction results on Weibo dataset than
on Twitter dataset. A possible reason is the average number of retweetings per
user on Weibo dataset is much higher than the number on Twitter dataset. In
this case, user-based method can generally generate better results since every
user has more information to use. This is the possible cause of why the user-
based method has better performance. In summary, we conclude that BRMF
and CBRMF following binomial distributions are a reasonable assumption, and
improve the prediction accuracy by using social contextual information.

Table 2. Performance of retweeting prediction with different baseline methods on
Weibo and Twitter datasets.

Method Weibo dataset Twitter dataset

Precision Recall F1 Accuracy Precision Recall F1 Accuracy

PMF 0.628 0.607 0.612 0.619 0.611 0.654 0.631 0.621

BRMF 0.669 0.645 0.657 0.668 0.657 0.612 0.635 0.643

LRC-BQ 0.698 0.770 0.733 0.719 0.669 0.638 0.653 0.656

MNMFRP 0.754 0.705 0.729 0.757 0.711 0.688 0.699 0.693

SUA-ACNN 0.746 0.733 0.739 0.753 0.728 0.713 0.720 0.725

HCFMF 0.756 0.742 0.749 0.763 0.739 0.725 0.732 0.735

CBRMF-U 0.723 0.702 0.712 0.723 0.727 0.712 0.719 0.743

CBRMF-M 0.733 0.716 0.724 0.738 0.762 0.751 0.757 0.778

CBRMF 0.802 0.785 0.794 0.797 0.795 0.774 0.784 0.785

Impact of the Number of Clusters. The number of clusters with user and
message has a great effect on the performance of our proposed CBRMF model.
Figure 6 shows the accuracy of retweeting prediction with various values of user
and document clusters found on two datasets. From the result, we can see that
(1) these datasets have a optimal value for number of clusters when we enlarge
the number of cluster; (2) The best number of clusters found by CBRMF is
near the latent factor number of groups which means CBRMF can infer the
number of clusters automatically when the number of cluster is large enough.
Therefore, we can conclude that it is a better practice to set user communities
and document clusters to 40 and 80 on Weibo dataset, and 40 and 70 on Twitter
dataset, respectively.

Performance Comparison with Different Community Detection and
Short Text Clustering Methods. We investigate the effects of different
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Fig. 6. F1 vs. different number of cluster on two datasets.
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(c) Text Clustering on Weibo
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Fig. 7. Performance comparison of CBRMF with different community detection and
short text clustering methods on datasets.

methods of community detection and short text clustering in our proposed
model. The detailed description is as

– CBRMF-GN. The method utilizes the Girvan-Newman algorithm to detect
user communities.

– CBRMF-CNM. This method uses the Clauset-Newman-Moore community
detection method for large networks.

– CBRMF-KMeans. This method employs k-means clustering to partition
short text documents into clusters.

– CBRMF-DBSCAN. This method uses density-based spatial clustering of
applications with noise to group short texts documents into clusters.

Figure 7 shows the prediction performance with different community detec-
tion and short text clustering methods on Weibo and Twitter datasets. From
these results, we can see when choosing Attractor algorithm to perform
user’s community detection, CBRMF-Attractor outperforms CBRMF-GN and
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CBRMF-CNM on two datasets. We have the similar observation CBRMF-
GSDMM performs better than CBRMF-KMeans and CBRMF-DBSCAN over
short text clustering while the GSDMM is done. In a word, these results sug-
gest the Attractor and GSDMM models are a better choice for detecting user
community and clustering short text documents on social network datasets.

6 Conclusion

We propose two novel retweet prediction models based on binomial distributions
and contextual information. The proposed two models assume retweetings are
from binomial distributions instead of normal distributions under matrix factor-
ization. CBRMF is an extended BRMF model by incorporating user commu-
nity and document clustering as social regularization terms to alleviate the data
sparsity and reduce the noisy information. By experimental evaluation using two
real-world social network datasets, we can conclude it is reasonable to assume
that retweetings are from binomial distributions, and our proposed methods
outperform existing state-of-the-art comparison methods.
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