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Abstract. Sentiment analysis is a fundamental problem in the field of
natural language processing. Existing methods incorporate both seman-
tics of texts and user-level information into deep neural networks to per-
form sentiment classification of social media documents. However, they
ignored the relations between users which can serve as a crucial evidence
for classification. In this paper, we propose SRPNN, a deep neural net-
work based model to take user social relations into consideration for sen-
timent classification. Our model is based on the observation that social
relations between users with similar sentiment trends provide important
signals for deciding the polarity of words and sentences in a document.
To make use of such information, we develop a user trust network based
random walk algorithm to capture the sequence of users that have similar
sentiment orientation. We then propose a deep neural network model to
jointly learn the text representation and user social interaction. Experi-
mental results on two popular real-world datasets show that our model
significantly outperforms state-of-the-art methods.

1 Introduction

With the popular social media such as microblog services and review sites, users
can conveniently share their personal feelings and opinions on the Internet, and
embed their characteristics and preferences into the subjective text [32]. Given
a collection of documents, the task of sentiment classification is to infer the sen-
timent polarity or intensity of each document. With the rapid growth of social
media data, sentiment classification has drawn much attention from research
communities in recent years [23,25,33], which arises in many real world applica-
tions such as opinion mining, personalized recommendation and market analysis.

Early studies in this area mainly adopt feature-based method and construct
classifiers to solve this problem. Pang and Lee [18] first adopted supervised
learning method to build classifiers. Many studies [10,12,21] tried to integrate
various types of features to enhance the effectiveness. Despite the plausible suc-
cess of some shallow learning methods, feature engineering is labor-intensive.
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Many models need domain-specific features, which make it difficult apply them
to other datasets or applications.

Recently there have been some neural network based studies to extract fea-
tures automatically so as to avoid the complicated feature engineering. Some pre-
vious studies focus on designing effective models for classification [2,22], while
others aim at learning better representations of the text [9,28]. Recent stud-
ies [27,33] further integrate features other than text representation, such as user
personality and product information into the model to enhance the effectiveness.
However, such studies also suffer from the data sparsity problem. For example,
in the product review rating, one product or topic has only a few reviews from a
user, which makes it difficult to develop an accurate predication of the sentiment.

To address this problem, we argue that the social relations between users
can be adopted to augment the data so as to provide important signals for senti-
ment analysis. Our idea is based on two observations. Firstly, users have specific
preferences on providing sentiment ratings. And users with similar sentiment ori-
entation tend to have similar comments on one product or event. For example,
if a user posts a tweet saying “Trump is the one who changes America”, it is dif-
ficult to judge his sentiment trend towards Trump. However, if we know that he
has many followers who are against Trump, we can infer that it is very likely that
he is against Trump, too. Secondly, a user with high authority (“opinion leader”)
provides strong signals on the sentiment. For example, a user complains that his
cellphone is easily overheating. He praises this brand of cellphones as “good at
its warmth in winter”. It is difficult to identify this ironic negative comments
from just the texts. However, if the user follows a tech leader who also blames
about the overheating of his cellphone in studies, it is easier to obtain the user’s
sentiment orientation to this cellphone by considering his interactions with the
tech leader. Therefore, by constructing user document with social relations
from above two aspects, the problem of data sparsity in original documents can
be extensively alleviated.

In this paper, we propose Social Relation Powered Neural Network (SRPNN)
model to utilize the user social relations for document-level sentiment classifica-
tion. We first model user social relations as a user trust network and then propose
a random walk algorithm to generate user documents from the network based
on both user authority and sentiment similarity. We then propose a deep neural
network model which exploits both the semantic representation of texts and user
document to predict the sentiment orientation. To the best of our knowledge,
this is the first work to jointly learn text representation and user social relations
for sentiment classification.

We evaluate SRPNN on two popular datasets Twitter and Yelp and compare
it with several state-of-the-art methods. Experimental results show that SRPNN
outperforms various baseline methods including both feature-based approaches
and deep learning based method. It also demonstrated the effectiveness of incor-
porating user social relations. The contributions of this paper are summarized
as following:
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– We propose a novel model SRPNN by leveraging the user social relations for
document-level sentiment classification. To the best of our knowledge, this is
the first work that combines the text representation and features of user social
relation as the input of deep neural networks.

– We design a random walk based algorithm to generate high quality user doc-
ument considering both user authority and sentiment similarity.

– We conduct extensive sets of experiments on two popular datasets. The exper-
imental results demonstrate the effectiveness of our model.

2 Related Work

Trust Learning in User Network. Random Walk is an algorithm that gen-
erates a sequence of visited nodes by iteratively selecting a random neighbor
of current node. It has been widely used in the applications like collaborate
filtering [3] and personalized recommendation [14]. A large number of studies
also adopt the idea of random walk [29,35]. DeepWalk [19] adopts the neural
language model to learn the embedding of network and terminates the random
walk sequence by setting a maximum step size. TidalTrust [4] utilizes a BFS
algorithm to search the trust score between users in a network. TrustWalker [6]
proposed a random walk based framework for recommendation problems.

Sentiment Classification. There is a long stream of studies for sentiment
classification on documents. Pang and Lee [18] proposed a supervised learn-
ing framework for sentiment classification. Many studies design rich features to
enhance the effectiveness, such as bag of opinion [21], product information [10]
and sentiment lexicon [7]. Some studies [12] focused on integrating emotional
signals into machine learning framework for sentiment analysis. Hu et al. [5]
utilized matrix manipulations to address the noises in microblog texts and con-
struct sentiment relations. Zhu et al. [38] focused on improving the efficiency of
sentiment analysis in large scale of social networks.

Many studies adopted data-driven approaches to avoid handcrafted fea-
tures [30,36]. Mikolov et al. [15] utilized the context information to train the
word and phrase embedding. Le and Mikolov [9] introduced paragraph embed-
ding. Socher et al. [22] and Dong et al. [2] proposed recursive deep neural net-
works for sentiment classification. Mishra et al. [16] adopted convolutional neural
network, while Tang et al. [24] and Qian et al. [20] adopted recurrent neural net-
work for sentiment analysis. Recently attention mechanism [17] is also widely
used in multiple NLP tasks especially in sentiment classification [11,13,34].

Personalized Sentiment Classification. Personalized Sentiment Classifica-
tion has become a popular topic recently. Tang et al. [28] incorporated sentiment
information when learning the word embedding. Tang et al. [27] obtained richer
feature for neural network by modeling the personality of users. They further inte-
grated the product information and the aspect level information to help improve
the effect of classification [25,26]. Chen et al. [1] adopted selectivity attention to
model the relation between users and products. Song et al. [23] adopted user’s
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following relation matrix to extend Latent Factor Model in microblog sentiment
classification. Wu and Huang [33] constructed a personalized classifier to integrate
user’s social network to sentiment classification. Zhao et al. [37] introduced a net-
work embedding learning framework on heterogeneous microblog network. Wang
et al. [31] incorporated user’s cross-lingual sentiment consistency with a multi-task
learning framework to enrich the user post representation.

Fig. 1. User text-sentiment consistency for random walk

3 Constructing User Relation Sequence

In this section, we introduce the model to construct user relation sequences. We
first justify the rationality to generate a series of user sequences using random
walk and propose a user trust network to model the social similarity between
users. We then take advantage of the network and devise a trust score as the
metric to generate user relation sequence. Finally we propose a random walk
based algorithm to effectively obtain the user relation sequences.

3.1 User-Sentiment Consistency Verification

We have the observation that one user tends to produce documents with similar
sentiment orientation. For example, a harsh user tends to evaluate the weaknesses
of products, while an amiable user may focus on the advantages. Following this
route, we find that users with similar sentiment orientation always tend to have
similar comments on one product or event. We further argue that the sequence
of user with user-sentiment consistency can be obtained using random walk
algorithm. This can serve as the foundation of our model. Next we will validate
this assumption.

To test the consistency assumptions of the random walk algorithm, for each
user in Twitter and Yelp datasets we test for n = 50 iterations. Given a user
ui, we randomly pick out one review rating rj . If ui has adjacent users, we pick
another review rating rrwj from a user urw

i in the sequence of ui in the simi-
lar way of executing random walk algorithm. We then randomly pick another
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user urandom
j and his review rating rrandomj . By iteratively calculating the abso-

lute difference (rj , rrwj ) and (rj , rrandomj ), we can see the statistical discrepancy
between random walk user and random user.

The test results of all three datasets are shown in Fig. 1. We can see that
random walk users hold a lower difference of review rating than random users.
Such results confirms the sentiment consistency of the user sequence generated
by random walk algorithm.

3.2 User Trust Scoring

Although random walk algorithm can get a better result than selecting ran-
dom user, we hope to further improve the sentiment consistency. Following the
above assumption, we argue that users with similar sentiment orientation tend
to have similar comments on one product or event. We call such users trust users
and introduce a user trust network to model their relations. Figure 2 shows an
example of the user trust network. The nodes are individual users, with the rela-
tionship “user ui follows user uj” resulting in an edge directed from node ui to
node uj . The out-degree of a node denotes the number of people a user follows.
The weight rui

on node ui is its average rating. We utilize the degree of trust
T (ui, uj) on the adjacent users in the user trust network to denote the weight
of an edge. To describe the degree of trust, we propose a metric named user
trust score: for users ui and uj , the user trust score between them is denoted
as T (ui, uj). Users with higher scores will be treated as trust users. The user
trust score incorporates the information from two aspects: user authority and
sentiment similarity. Next we will discuss the details about them.

User authority describes how a user is given attention to in the social network.
A user with high authority can be regarded as the “opinion leader” in a specific
field. If a user pays more attention to opinion leaders, it definitely means that
he is interested in a particular topic and shares similar opinions with that user.
So opinion leaders should be assigned higher degrees of trust. With the help of
user authority, it is easy to find users with common interests.

To quantify user authority, for each user ui ∈ U , we assign a user authority
score denoted as A(ui). According to above discussion, an opinion leader with
more followers has higher authority, at the same time, followers will also con-
tribute to the authority of opinion leader. Here in the user trust network, the
in-degree of a node is the number of followers of a user; while the out-degree of
node can be regarded as the influence a user has on other users. Then we can
adopt the principle of PageRank to calculate the user authority score as shown
in Eq. 1.

A(ui) =
1 − α

|U | + α(
∑

u∈N(ui)

A(u)
L(ui)

) (1)

where N(ui) denotes the set of nodes that have an edge pointed to ui, L(ui)
denotes the out-degree of node Ui and α is the damping factor (α ∈ (0, 1)).
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The sentiment similarity describes the similarity of sentiment orientation
between users. For two users ui and uj , we use S(ui.uj) to denote the sentiment
similarity score between them. This score is evaluated by the average rating
difference between users. And a lower difference means more similar rating ori-
entation. With the help of sentiment similarity scores, we can find the candidate
users who hold similar sentiment orientation. Equation 2 shows the sentiment
similarity of users.

S(ui.uj) =
1∥∥rui

− ruj

∥∥ + 1
(2)

where rui
and ruj

are the average rating of user ui and uj , respectively. From
this equation, we can see that the similarity between users is higher when their
rating difference is lower.

Fig. 2. Toy example of user trust network

Finally we should take both user authority and sentiment similarity into
consideration when deciding the user trust score. Intuitively if a user follows
a high-authority user, they should be in the same user sequence. But if the
sentiment similarity between them is high, putting them together might lead to
some deviations in the result. Therefore, given two users ui and uj , we propose
a hybrid scoring function by combining user authority and sentiment similarity
scores of them. The way to calculate T (ui, uj) is shown in Eq. 3.

T (ui, uj) =
A(uj) · S(ui, uj)∑

u∈N(ui)
A(u) · S(ui, u)

(3)

We take the user trust network shown in Fig. 2 as an example to illustrate
the user trust scoring of node O. Suppose rO = rA1 = 3.0, rA2 = rA3 = 2.0,
rA4 = 4.5. As shown in Eq. 2, the sentiment similarity between node O and its
adjacent node Ai can be calculated as S(O,A1) = 1, S(O,A2) = S(O,A3) = 0.5,
S(O,A4) = 0.4. With the input of the graph structure (adjacency list), we get the
authority score A(u) of every user, namely, A(A1) = 0.115, A(A2) = A(A3) =
A(A4) = 0.056. According to Eq. 3, we normalize A(Ai)·S(O,Ai) to get the trust
scores T (O,Ai) of adjacent users as T (O,A1) = 0.594, T (O,A2) = T (O,A3) =
0.145, T (O,A4) = 0.116, which are used as the weight of the graph edge to
generate user relation sequence from O.
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3.3 User-Trust Random Walk Algorithm

Based on above user network, we can construct the user sequences by applying
a random walk algorithm on the network structure. In order to include richer
information in the user document, we want to include as many users in the
sequence as possible. However, if a sequence of users is too long, the trust score
will become pretty low, which means a rather low sentiment consistency. To
make a trade-off between above factors, we set a stop probability φui,uj ,k for the
random walk algorithm as is shown in Eq. 4. It indicates the probability that
ui stops at uj after k steps. We also record the maximum number of steps to
make sure our algorithm could terminate. Each time when the stop condition is
satisfied, we obtain a user relation sequence.

φui,uj ,k =
1

1 + e− k
2

·
∥∥rui

− ruj

∥∥
C

(4)

where k is the step number, rui
is the average rating of ui and C is the number

of classification categories.

Input: User set U , user trust network N , maximum step length n
Output: Random walk sequence for all users

1 for u ∈ U do
2 k = 0, φ = 0, um = u;
3 Add u to its own user sequence;
4 while k < n and rand(0, 1) ≥ φ do
5 if um has adjacent users then
6 Calculate the trust score of um for N(um);
7 Sample the adjacent user in N(um) to utmp;
8 Add utmp to the user sequence of u;
9 k = k + 1, um = utmp;

10 Update stop probability φ;

11 end

12 end

13 end

Algorithm 1. Random walk on user trust network

Algorithm 1 shows the process of random walk. For all users in the network,
we first initialize their sequences by involving themselves. Then if a user um has
adjacent users, we will calculate the trust scores between um and all the adjacent
users using Eq. 4. Next we perform a weighted sampling on the adjacent users,
add the samples to um’s sequence and update the stop probability. We perform
above computation iteratively until reaching the maximum step or meeting the
stop probability.
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4 Deep Learning Based Personalized Sentiment
Classification

4.1 Overall Architecture

In this section, we proposed the deep neural network model SRPNN for per-
sonalized sentiment classification as is shown in Fig. 3. This model consists of
two subnetworks: the left branch captures the features from semantics of review
texts. The right branch is a CNN that models the user relations generated by
the user trust network introduced in Sect. 3. Both branches consist of three lay-
ers: Word Representation Layer, Sentence Representation Layer and Document
Representation Layer.

Fig. 3. The architecture of SRPNN model

4.2 Representation Learning for Text Document

We first introduce the left branch of our model which aims at learning the
representation of review texts in Fig. 4. Here the first question we need to answer
is how to generate the representative vector of a document. The semantics of
a document can be obtained from the meanings of its sentences and the rules
to compose words into a sentence. Following this routine, we can model the
semantics of a document in two steps: we first generate the representation of
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a sentence from the word embeddings. Afterwards, we composite the document
representation with the embedding matrix of sentences.

For sentence level representation, we adopt the CNN model with multiple
filters (MF-CNN) to extract the feature vectors from words. In the Word Rep-
resentation layer, we transform words into representative vectors according to
pretrained word embedding. Here [w1, w2, ..., wln ] is the word sequence where
ln is the sentence length. Next we generate local features from the sequence
of word embedding using convolution layers. To represent the sentence, we
extract unigram, bigram and trigram features from the sentence. We can do
it with the filters in the convolutional layer: we use multiple convolutional filters
with different window sizes as lc = 1, 2, 3 to generate sentence representation.
Then the input sequence of the convolution layer is Ic = [ei, ei+1, ..., ei+lc−1]
(i ∈ [1, ln − lc + 1], Ic ∈ R

d×lc). The convolution layer has the following linear
transformation:

Oc = Wc · Ic + bc (5)

where Wc ∈ R
loc×d×lc , bc ∈ R

loc are parameters to be learned, loc denotes the
output dimension of linear convolution. Upon the convolution layers, we adopt
average pooling operation to aggregate ln − lc + 1 local features. We also apply
tanh function to develop the non-linear transformation in the hidden layers.
Finally, we obtain three feature vectors with size loc. We use the average of
above three vectors as the feature vector of sentence.

Fig. 4. Learning sentence representation with MF-CNN

To learn the document representation, we adopt the simplified LSTM (S-
LSTM) model to generate the sentence-document vector. In this process, we
hope to keep as much information of all sentences as possible. So compared
with standard LSTM, we discard the output gate and replace the new state
Ct with the origin candidate C̃t to simplify LSTM, which is similar to the
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Gated Recurrent Neural Network (GRNN) model. The gating mechanism of
S-LSTM model is shown from Eqs. (6)–(9).

it = sigmoid(Wi · [st;ht−1] + bi) (6)
ft = sigmoid(Wf · [st;ht−1] + bf ) (7)
gt = tanh(Wg · [st;ht−1] + bg) (8)
ht = tanh(it � gt + ft � ht−1]) (9)

where st is the sentence vector at time t, Wi, Wf , Wg are the weight matrices.
bi, bf , bg are the offset vectors, � denotes the element-wise multiplication, it is
the input gate, ft is the output gate, gt is the new state and ht is the output
at time t. We regard the output of simplified LSTM as the feature vector of the
document.

Figure 5 shows the simplified LSTM to learn the document representation
from sentences. The input of each time ti is the sentence vector si and the latent
output hi−1 in the previous time unit; and the output is hi correspondingly. We
get the output of each time unit iteratively and finally obtain hn as the output
of this model.

Fig. 5. The simplified LSTM for learning document representation

4.3 Representation Learning for User Document

We then present the right branch of our model to learn the user documents. The
representation of user documents is also obtained in two steps, the same as text
document: first learning the user sequence and then the document. We generate
the user document in the following way: each user in the user network is assigned
an identifier. An identifier is regarded as a “word”. As we have generated the
sequences of users using random walk algorithm, we regard each user sequence
as a “sentence”. All the user sequences of the same user construct that user’s
document.

Similar to the text document, we also learn the representation of user doc-
ument using the CNN model. However, as the sentences in user document are
generated through executing the random walk algorithm multiple times, the
weights of all the sentences are equivalent. Unlike the text reviews, words in
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the user document are not closely related to each other in the contexts. There-
fore we only use one window size of filter in convolution layers. We set it as 5
empirically. For learning the document representation, since the sentence order
of user documents does not provide semantic information, we do not use LSTM
to capture high-level features. Instead we just average the sentence vectors to
generate the document representation.

4.4 Output of the Model

As the feature vectors are obtained from both text reviews and user documents,
we then generate the joint features by concatenating them, which has been shown
in Fig. 3. Then we feed it into a fully connected layer to predict the sentiment
label. We adopt softmax function to learn the probability of each classification
label. In the training process, we use cross-entropy loss as our loss function. And
correspondingly the objective function is denoted in Eq. 10.

loss =
∑

d∈T

C∑

i=1

P g
i (d) · log(Pi(d)) (10)

where T is the training set, d is a document in the training set, C is the number of
classification categories, P g

i (d) denotes whether document d belongs to class i (1
when true or 0 when false), Pi(d) is the probability of prediction for document d
with class i. We use the Adagrad algorithm to optimize the training process and
back-propagation to learn the model parameters. The learning rate is set as 0.03.

Table 1. The statistics of datasets

Item Twitter 1000 Twitter Yelp

# of posts 76517 1446557 1569264

# of users 1000 596714 366715

# of words 79266 805762 742875

# of posts per user 76.52 2.42 4.28

# of sentence per post 2.86 2.78 9.99

# of words per post 17 16.53 145.02

# of following people per user 8.24 32.97 7.55

sentiment distribution 0.37/0.63 0.5/0.5 0.1/0.09/0.14/0.30/0.37
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5 Evaluation

5.1 Data Observations

Datasets. We conduct an extensive set of experiments on two widely used
datasets: Twitter and Yelp. Table 1 describes the statistical information of the
datasets. Twitter is obtained from the Sentiment140 dataset1 and Twitter user
network [8]. Yelp is obtained from Yelp Dataset Challenge in 20152. The training,
validation and test set are constructed by randomly splitting data from a user
in the portion of (80/10/10). These two datasets are rather sparse. Following
the previous study [33], we also build the dense dataset Twitter 1000 from the
top 1000 users with most tweets. The number of classification labels is two for
Twitter and five for Yelp respectively.

Figure 6 shows the distribution of post number. We can see that the post
number obeys the long-tailed distribution. This can further prove the sparsity of
our datasets. We also describe the word frequency and follower number of each
datasets in Fig. 7. The distribution of word frequency and follower number can
demonstrate the property of text and user respectively. We can see that Twitter
and Yelp datasets perform similarly in both word frequency and follower number.
Even in Twitter 1000 we have filtered users with highest number of tweets, we
can still get the similar distributions. This demonstrates that we can use a unified
model to learn the representation of the user and document.

(a) Twitter 1000 (b) Twitter (c) Yelp

Fig. 6. Post distribution of datasets

Experiment Setup. Similar to previous studies [25,33], we use Accuracy and
Root Mean Square Error (RMSE) to measure the overall sentiment classification
performance.

1 http://help.sentiment140.com.
2 https://www.yelp.com/dataset challenge.

http://help.sentiment140.com
https://www.yelp.com/dataset_challenge.
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Accuracy =
1
N

N∑

i=1

1(r̂i == ri) (11)

RMSE =

√∑N
i=1(r̂i − ri)2

N
(12)

The RMSE denotes the divergence between predicted sentiment rating (r̂i)
and ground truth rating (ri).

Next we introduce the setting of hyper parameters. For learning the user trust
network, we set the random walk step as 10, and every user has 10 random walk
sequences. We use the pre-trained word2vec embedding with 200 dimensions. The
number of filters of all convolution layers are set as 100. The output dimension
of LSTM is set as 60. The dimension of hidden layers in both branches is 50.

5.2 Baseline Methods

We compare SRPNN with following state-of-the-art baselines of sentiment clas-
sification domain, including two feature-based and three deep learning methods:

SVM+N-gram. Following many previous studies [23–25,27,33], we use uni-
gram, bigram and trigram as features to train a SVM classifier as the baseline
method.
PMSC. Personalized Microblog Sentiment Classification (PMSC) [33] is a
feature-based method assigning personalized weight parameter for each user.
As it only supports binary classification, we did not report its results on Yelp
dataset.
ParaVec. ParaVec [9] regards each document as a paragraph and learns the
paragraph representation. We use the Paravec features and adopt SVM as the
classifier to develop a supervised learning.
GRNN. Gated Recurrent Neural Network (GRNN) takes simplified LSTM to
classify sentiment polarity by [24]. They study the document modeling meth-
ods with deep learning and get significantly better performance than existing
approaches.
UPNN. User and Product Neural Network (UPNN) is a personalized sentiment
classification model based on convolutional neural network [25].

We obtained the source code of above methods from the authors. And for
all the methods, we tune the hyper parameters according to original papers and
report the best results we achieved.
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(a) Twitter 1000

(b) Twitter

(c) Yelp

Fig. 7. Word frequency (left) and follower number (right) of datasets

Table 2. Compare with state-of-the-art methods

Model Twitter 1000 Twitter Yelp

Accuracy RMSE Accuracy RMSE Accuracy RMSE

Feature-based

methods

SVM+unigram 0.7693 0.4804 0.7883 0.4601 0.6235 0.8356

SVM+bigram 0.7888 0.4596 0.8067 0.4396 0.6357 0.7762

SVM+trigram 0.7940 0.4538 0.8169 0.4279 0.6436 0.7580

PMSC 0.8211 0.4230 – – – –

Deep learning

methods

ParaVec 0.7495 0.5005 0.7650 0.4847 0.6016 0.8965

GRNN 0.7724 0.4770 0.8193 0.4250 0.6748 0.6812

UPNN 0.8218 0.4222 0.8192 0.4252 0.6475 0.7576

SRPNN 0.8205 0.4237 0.8304 0.4118 0.6865 0.6793

5.3 Model Comparisons and Analysis

We first compare our SRPNN with state-of-the-art methods. Table 2 shows our
experimental results. Note the PMSC method runs out of memory for Twitter
datasets, so we cannot report its performance here. We can see that SRPNN
outperforms all the other baselines on Twitter and Yelp datasets. The reason is
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that when faced with sparse data, other methods fail to capture enough infor-
mative features. Although UPNN can take advantage of products information,
the benefit is limited due to the problem of data sparsity. The observation that
our SRPNN model outperforms GRNN can further demonstrate the effect of user
trust network towards personalized sentiment classification: GRNN only focuses
on text features with a simplified LSTM, while SRPNN integrates features from
both text reviews and user trust network.

(a) Twitter 1000 (b) Twitter (c) Yelp

Fig. 8. Effect of proposed techniques

We then evaluate the effectiveness of our user-trust random walk algorithm by
changing the settings of user document. We compared it with 3 baseline methods:
Text does not include user document; Text+Random User uses randomly gener-
ated user document; Text+Random Walk adopts random walk algorithm on the
unweighted directed graph generated from user following relations; Text+Trust
User is our proposed method. The results are shown in Fig. 8. We can see that
Text+Trust User achieves the best results. At the same time, Text+Random
Walk ranks second as it involves user relation information. It is worth noting
that Text+Random User performs worst. The reason could be that randomly
generated user sequence contributes nothing but noise in the user document.
It indicates that our user trust network can provide important information of
sentiment.

Finally we analyze the result on Twitter 1000. We can see that SRPNN gets
very similar results with state-of-the-art methods. This is reasonable because
personalized modeling of a user has already been well supported by original
data. So there is no data sparsity. As both PMSC and UPNN directly model
users, they will have better performance on dense dataset. However, in the real
applications such as social media and review rating of products, datasets are
often very sparse. Therefore, although SRPNN does not outperform PMSC and
UPNN on Twitter 1000, it is still necessary in real-world scenarios.
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6 Conclusion

In this paper, we propose Social Relation Powered Neural Network (SRPNN),
a deep learning based model for document-level sentiment classification. We
propose a random walk algorithm to obtain the sequences of users with user-
sentiment consistency so as to generate the user document. We then jointly learn
the representation of text and user document. Experimental results on two public
datasets demonstrate the effectiveness of our proposed methods.
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