
Chapter 6
von Neumann Algebras of Observables
and Superselection Rules

The aim of this chapter is to examine the observables of a quantum system,
described on the Hilbert space H, by means of elementary results from the theory of
von Neumann algebras. von Neumann algebras will be used as a tool to formalize
superselection rules.

6.1 Introduction to von Neumann Algebras

Up to now, we have tacitly supposed that all selfadjoint operators on H represent
observables, all orthogonal projectors represent elementary observables, all normal-
ized vectors represent pure states. This is not the case in physics, due to the presence
of the so-called superselection rules introduced by Wigner (and developed together
with Wick and Wightman around 1952), and also by the possible appearance of
a (non-Abelian) gauge group, alongside several other theoretical and experimental
facts. Within the Hilbert space approach, the appropriate instrument to deal with
these notions is a known mathematical structure: von Neumann algebras. The idea
of restricting the algebra of observables made its appearance in Quantum Mechanics
quite early. Around 1936 von Neumann tried to justify the intrinsic stochasticity of
quantum systems “a priori”, with a physically sound notion of quantum probability
(see [Red98] for a historical account). Barring finite-dimensional Hilbert spaces,
von Neumann’s ideas were valid only for a special type of von Neumann algebras
called type-II1factors, which satisfy a stronger version of orthomodularity known as
modularity. Although nowadays the ideas of von Neumann about a priori quantum
probability are considered physically untenable, the general theory of von Neumann
algebras has become an important area of pure mathematics [KaRi97], and overlaps
with disciplines other than functional analysis: non-commutative geometry for
instance, and quantum theory in particular. The idea of restricting the algebra of
observables survived von Neumann’s approach to quantum probability and turned
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214 6 von Neumann Algebras of Observables and Superselection Rules

out to be far-reaching, as attested by the strong physical support received from
the experimental evidence of Wigner’s idea of superselection rules, the formulation
of non-Abelian gauge theories, and from Quantum Field Theory—also formulated
in terms of fermionic fields (which are not observables) [Emc72, Haa96, Ara09,
Lan17].

For all these reasons, we will spend the initial part of this chapter, of pure
mathematical flavour, to discuss the elegant notion of a von Neumann algebra.

6.1.1 The Mathematical Notion of von Neumann Algebra

Before we introduce von Neumann algebras, let us define first the commutant of a
subset of B(H) and state an important preliminary theorem.

Definition 6.1 Consider a Hilbert space H. If M ⊂ B(H), the set of operators

M′ := {T ∈ B(H) | T A − AT = 0 for any A ∈ M} (6.1)

is called the commutant of M. �
Remark 6.2 It is evident from the definition that, if M1,M2,N ⊂ B(H), then

(1) M1 ⊂ M2 implies M′
2 ⊂ M′

1
(2) N ⊂ (N′)′.

�
Further properties of the commutant are stated below.

Proposition 6.3 Let H be a Hilbert space and M ⊂ B(H). The commutant M′
enjoys the following properties.

(a) M′ is a unitalC∗-subalgebra inB(H) ifM is ∗-closed (i.e.A∗ ∈ M if A ∈ M).
(b) M′ is both strongly and weakly closed.
(c) M′ = ((M′)′)′. Hence there is nothing new beyond the second commutant.

Proof

(a) I ∈ M′ in any of the cases. Furthermore, if A ∈ B(H) satisfies AB − BA = 0
for every B ∈ M, then B∗A∗ − A∗B∗ = 0 for every B ∈ M. If C ∈ M, then
C∗ ∈ M by hypothesis and C = (C∗)∗. Hence CA∗ − A∗C = 0 for every
C ∈ M and thus A∗ ∈ M′ if A ∈ M′. To conclude the proof of (a) it is enough
to prove that M′ is closed in the uniform operator topology. If AnB = BAn and
An → A uniformly, where A,An ∈ B(H) and B ∈ M, then A ∈ M′ because

||AB−BA|| = || lim
n→+∞ AnB −B lim

n→+∞ An|| = || lim
n→+∞ AnB − lim

n→+∞ BAn|| = 0

= lim
n→+∞ ||AnB − BAn|| = lim

n→+∞ 0 = 0 .
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(b) Strong closure follows from weak closure, but we shall give an explicit and
independent proof as an exercise. An → A strongly means that Anx → Ax for
every x ∈ H. Assuming AnB − BAn = 0 where A ∈ B(H), An ∈ M′ and
B ∈ M, we have that A ∈ M′ since, for every x ∈ H,

ABx − BAx = lim
n→+∞ An(Bx) − B lim

n→+∞ Anx

= lim
n→+∞(AnBx − BAnx) = lim

n→+∞ 0 = 0 .

The case of the weak operator topology is treated similarly. An → A

weakly means that 〈y|Anx〉 → 〈y|Ax〉 for every x, y ∈ H. Assuming
AnB − BAn = 0 where A ∈ B(H), An ∈ M′ and B ∈ M, we have
〈y|ABx〉 − 〈y|BAx〉 = limn→+∞〈y|An(Bx)〉 − limn→+∞〈B∗y|Anx〉 =
limn→+∞〈y|(AnB−BAn)x〉 = limn→+∞ 0 = 0, so that 〈y|(AB−BA)x〉 = 0
for every x, y ∈ H, which implies A ∈ M′.

(c) If N = M′, Remark 6.2 (2) implies M′ ⊂ ((M′)′)′. On the other hand
M ⊂ (M′)′ implies, via Remark 6.2 (1), ((M′)′)′ ⊂ M′. Summing up,
M′ = ((M′)′)′.


�
In the sequel we shall adopt the standard convention used for von Neumann algebras
and write M′′ in place of (M′)′ etc. The next crucial classical result is due to von
Neumann. It remarkably connects algebraic properties to topological ones.

Theorem 6.4 (von Neumann’s Double Commutant Theorem) If H is a Hilbert
space and A a unital ∗-subalgebra in B(H), the following statements are equiva-
lent:

(a) A = A′′;
(b) A is weakly closed;
(c) A is strongly closed.

Proof (a) implies (b) because A = (A′)′ and Proposition 6.3 (c)holds; moreover (b)
implies (c) immediately, since the strong operator topology is finer than the weak
operator topology. To conclude, we will prove that (c) implies (a). Since A′′ = (A′)′
is strongly closed (Proposition 6.3 (c)), the claim is true if we establish that A is
strongly dense in A′′. Following definitions (b) presented in Sect. 3.5, assume that
Y ∈ A′′ and the set {xi}i∈I ⊂ H, with I finite, are given. Then, for every choice of
εi > 0, i ∈ I , we claim there must exist X ∈ A with ||(X−Y )xi|| < εi for i ∈ I . To
prove this assertion, first consider the case I = {1} and define x := x1. Let us focus
on the closed subspace K := {Xx | X ∈ A}, and note that x ∈ K because I ∈ A by
hypothesis. Let P ∈ L (H) be the orthogonal projector onto K. Evidently Z(K) ⊂ K
if Z ∈ A, since products of elements in A are in A (it is an algebra) and elements of
A are continuous. Saying Z(K) ⊂ K is the same as ZP = PZP , for every Z ∈ A.
Taking adjoints we also have PZ = PZP for every Z ∈ A (since A is ∗-closed by
hypothesis) and, comparing relations, we conclude that PZ = ZP for Z ∈ A. We
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have found that P ∈ A′ = (A′′)′, and in particular PY = YP since Y ∈ A′′. In turn,
this proves that Y (K) ⊂ K so, in particular, Yx ∈ K. In other words, Yx belongs to
the closure of {Xx | X ∈ A}. Hence ||Xx − Yx|| < ε if X ∈ A is chosen suitably.

The result generalizes to finite I ⊃ {1}, by defining the direct sum HI := ⊕
i∈I H

and the inner product 〈⊕i∈I xi|⊕i∈I yi〉I := ∑
i∈I 〈xi |yi〉 makingHI a Hilbert space.

The set of operators AI := {XI | X ∈ A(H)} ⊂ B(HI ), where

XI (⊕i∈I xi) := ⊕i∈I Xxi ∀ ⊕i∈I xi ∈
⊕

i∈I

H , (6.2)

is a unital ∗-subalgebra of B(HI ). Now, for Y ∈ A′′, define YI ∈ B(HI ) according
to (6.2), giving YI ∈ A′′

I . By a trivial extension of the above reasoning we may prove
that if ε > 0, there is XI ∈ AI with ||XI ⊕i∈I xi − YI ⊕i∈I xi ||I < ε. Therefore
||(X−Y )xi ||2 ≤ ∑

j∈I ||(X −Y )xj ||2 ≤ ε2 for every i ∈ I . Taking ε = min{εi}i∈I

proves the claim. 
�
At this juncture we are ready to define von Neumann algebras.

Definition 6.5 Let H be a Hilbert space. A von Neumann algebra A on H is a
unital ∗-subalgebra of B(H) that satisfies any of the equivalent properties appearing
in von Neumann’s Theorem 6.4. The centre of A is the set A ∩ A′. �
von Neumann algebras are also known as concrete W∗-algebras (see also Exam-
ple 8.3).

Remark 6.6

(a) Theorem 6.4 holds also if one replaces the strong topology with the ultrastrong
topology, the weak topology with the ultraweak topology (see, e.g., [BrRo02].)

(b) If M is a ∗-closed subset of B(H), since (M′)′′ = M′ (Proposition 6.3 (c)), then
M′ is a von Neumann algebra. In turn, M′′ = (M′)′ is a von Neumann algebra
as well. As an elementary consequence, the centre of a von Neumann algebra is
a commutative von Neumann algebra.

(c) A von Neumann algebra R in B(H) is a special instance of C∗-algebra with
unit, or better, a unital C∗-subalgebra of B(H). This comes from Proposition 6.3
(a), because R = (R′)′.

(d) The intersection of a family (with arbitrary cardinality) of von Neumann
algebras {Rj }j∈J on a Hilbert space H is a von Neumann algebra on H. (In fact,
it is easy to see that

⋂
j∈J Rj is a unital ∗-subalgebra of B(H). Furthermore,

if
⋂

j∈J Rj � An → A ∈ B(H) strongly, then Rj � An → A strongly
for every fixed j ∈ J , so that A ∈ Rj since Rj is von Neumann. Therefore
A ∈ ⋂

j∈J Rj . This proves that
⋂

j∈J Rj is strongly closed and hence a von
Neumann algebra.) �

If M ⊂ B(H) is ∗-closed, the smallest (set-theoretically) von Neumann algebra
containing M as a subset—the intersection of all von Neumann algebras containing
M—has a very precise form. If U ⊃ M is any von Neumann algebra, taking the
commutant twice, we have U′ ⊂ M′ and M′′ ⊂ U′′ = U, so M′′ ⊂ U. As a
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consequence M′′ is the intersection of all von Neumann algebras containing M. All
this leads to the following definition.

Definition 6.7 Let H be a Hilbert space and consider a ∗-closed set M ⊂ B(H).
The double commutant M′′ is also called the von Neumann algebra generated by
M. �
A topological characterization of M′′ appears in Exercise 6.13 when M is a unital
∗-subalgebra of B(H).

If A1 and A2 are von Neumann algebras on H1 and H2, it is possible to define
the tensor product of von Neumann algebras A1 and A2 as the von Neumann
algebra on H1 ⊗ H2

A1⊗ A2 := (A1 ⊗ A2)
′′. (6.3)

With reference to (4.27), we have exploited the notion of algebraic tensor product
of ∗-subalgebras Ai ⊂ B(Hi )

A1 ⊗ A2 :=
⎧
⎨

⎩

N∑

j=1

cjAj ⊗ Bj

∣
∣
∣
∣
∣
∣

cj ∈ C , Aj ∈ A1 , Bj ∈ A2 , N ∈ N

⎫
⎬

⎭
. (6.4)

It turns out that [KaRi97, BrRo02, Tak10]

(A1⊗ A2)
′ = A′

1⊗ A′
2. (6.5)

The notion of tensor product of von Neumann algebras of observables plays a
relevant role in the description of independent subsystems of a quantum system,
as discussed in Sect. 6.4.

Definition 6.8 A pair of concrete (i.e. subsets of some B(H)) unital ∗-algebras
R1 ⊂ B(H1) and R2 ⊂ B(H2) on respective Hilbert spaces H1 and H2 are said

(a) isomorphic (or quasi equivalent) if there exists a unital ∗-algebra isomorphism
φ : R1 → R2;

(b) completely isomorphic if the unital ∗-algebra isomorphism φ in (a) is also a
homeomorphism for the weak and strong topologies;

(c) spatially isomorphic if there is a surjective linear isometry V : H1 → H2
such and R1 � A �→ V AV −1 ∈ R2 is surjective, and hence a complete
isomorphism. �

Actually, cases (a) and (b) coincide in view of the following result [BrRo02], which
proves an even stronger property.

Proposition 6.9 A unital ∗-algebra isomorphism between two von Neumann alge-
bras is a norm-preserving complete isomorphism. In particular isomorphic von
Neumann algebras are also isometrically ∗-isomorphic as unital C∗-algebras.



218 6 von Neumann Algebras of Observables and Superselection Rules

6.1.2 Unbounded Selfadjoint Operators Affiliated
to a von Neumann Algebra

Handling unbounded selfadjoint operators is quite standard in Quantum Theory, so
the definition of commutant and von Neumann algebra generated by a set should be
extended to encompass unbounded selfadjoint operators (a further extension may
concern closed operators, see, e.g., [Mor18]).

Definition 6.10 Let N be a set of (typically unbounded) selfadjoint operators on
the Hilbert space H.

(a) The commutant N′ of N is defined as the commutant, in the sense of
Definition 6.1, of the set of spectral measures P (A) of every A ∈ N.

(b) The von Neumann algebra N′′ generated by N is (N′)′, where the outer dash
is the commutant of Definition 6.1.

If M is a von Neumann algebra on H, a selfadjoint operator A : D(A) → H with
D(A) ⊂ H is said to be affiliated to M if its PVM P (A) belongs in M. �
Remark 6.11

(a) When N ⊂ B(H) the commutant N′, computed as in (a), coincides with the
standard commutant of Definition 6.1, as a consequence of Proposition 3.70 (ii)
and (iv).

(b) If A∗ = A ∈ N, then A is automatically affiliated to (N′)′ because
P (A) commutes with all selfadjoint operators in B(H) commuting with A

(Proposition 3.70) and, in particular, with every operator in B(H) commuting
with A, because these operators are linear combinations of similar selfadjoint
operators. Therefore P (A) ⊂ (N′)′. In this sense “affiliation” is a weaker form
of “belonging”. �

Let us discuss how unbounded selfadjoint operators affiliated to a von Neumann
algebra are strong limit points of the algebra on the domain of the operator. We
have the following elementary result.

Proposition 6.12 If A : D(A) → H is a selfadjoint operator on the Hilbert space
H and A is affiliated to the von Neumann algebra R, then A is the strong limit
over D(A) of a sequence of selfadjoint operators in R. Furthermore A ∈ R if
D(A) = H.

Proof Let us start by observing that, if A is an unbounded selfadjoint operator, for
every x ∈ D(A) we have

Ax = lim
n→+∞

∫

[−n,n]∩σ(A)

λdP (A)(λ)x n ∈ N

as a consequence of Proposition 3.24 (d) and dominated convergence. In other
words, A is the strong limit on D(A) of the sequence of operators An ∈ B(H)
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defined by

An :=
∫

[−n,n]∩σ(A)

λdP (A)(λ) .

These operators are in B(H) by Proposition 3.29, since the map ı : R � λ → λ ∈ R

is bounded on [−n, n], so ||An|| ≤ ||ı �[−n,n] ||∞. Moreover, if A is affiliated
to a von Neumann algebra R, then we claim An ∈ R. First notice that An is the
strong limit, on the whole H, of integrals of simple functions sn → ı pointwise on
[−n, n] and such that |sn| ≤ |ı|, using again Proposition 3.24 (d) and dominated
convergence. The integrals

∫
[−n,n] sndP (A) are linear combinations of projectors

P
(A)
E ∈ R by hypothesis, so

∫
[−n,n] sndP (A) ∈ R. Hence An ∈ R, it being the

strong limit of elements of R which is strongly closed. Suppose D(A) = H, so
A ∈ B(H) (Theorem 2.40) is the strong limit of elements of R everywhere on H.
Then A ∈ R since R is strongly closed. 
�
Exercise 6.13

(1) If H is a Hilbert space, let A ⊂ B(H) be a unital ∗-algebra. Prove that the von
Neumann algebra generated by A satisfies

A′′ = A
strong = A

weak
,

with the obvious closure symbols.

Solution Evidently A
strong ⊂ A

weak
. Next observe that, as A′′ is a von

Neumann algebra, it is weakly closed due to Theorem 6.4. Since it contains A,

we have A ⊂ A
strong ⊂ A

weak ⊂ A′′. It is enough to prove that A′′ ⊂ A
strong

to conclude. This fact was established in the proof of Theorem 6.4 when we

proved that A is dense in A′′ in the strong topology: A
strong ⊃ A′′. 
�.

(2) If M is a von Neumann algebra on the Hilbert space H and A : D(A) → H
is a selfadjoint operator with D(A) ⊂ H, prove that the following facts are
equivalent.

(a) A is affiliated to M.
(b) UA ⊂ AU for every unitary operator U ∈ M′.
(c) UAU−1 = A for every unitary operator U ∈ M′.

Solution Assume (a) is valid and consider a sequence of simple functions
sn → ı pointwise such that |sn| ≤ |ı|. With these hypotheses, if x ∈ D(A),
then

∫
R

sndP (A)x → Ax (using Proposition 3.24 (d), dominated convergence

and Theorem 3.40). On the other hand, since UP
(A)
E = P

(A)
E U (because

U ∈ M′ and P
(A)
E ∈ M), (b) immediately follows, because μ

(P (A))
xx (E) =

||P (A)
E x||2 = ||UP

(A)
E x||2 = ||P (A)

E Ux||2 = μ
(P (A))
Ux,Ux(E) since U is unitary,

so that U(D(A)) = U(�ı) ⊂ �ı = D(A). Next suppose that (b) is valid, so
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UA ⊂ AU for every unitary operator U ∈ M. As a consequence, UAU−1 ⊂ A

for every unitary operator U ∈ M. Since U−1 = U∗ ∈ M if U ∈ M, we
also have U−1AU ⊂ A, which implies A ⊂ UAU−1. Putting all together
UAU−1 ⊂ A ⊂ UAU−1, hence (c) holds. To conclude we shall prove that
(c) implies (a). From Proposition 3.49 we have that, under (c), P (A) commutes
with all unitary operators in M′. As a consequence of Proposition 3.55, B ∈ M′
can be written as linear combination of unitary operators U . The latter are
obtained as spectral functions of the selfadjoint operators B + B∗ ∈ M′ and
i(B − B∗) ∈ M′. So the operators U can be constructed as strong limits of
linear combinations of elements in the PVMs of B + B∗ and i(B − B∗). These
PVM belong to M′ as we shall prove at the very end of the argument. Since M′
is a von Neumann algebra and hence strongly closed, we conclude that U ∈ M′.
Summing up, P (A) commutes with every element of M′, since an element of
M′ is a linear combination of unitary elements in M′ and P (A) commutes with
these operators. We have found that P (A) ⊂ M′′ = M as wanted. To finish we
only need to demonstrate that, if B∗ = B ∈ M′, then P (B) ⊂ M′ as well. By
Proposition 3.70 we can assert that P (B) commutes with all operators in B(H)

commuting with B. In other words, P (B) ⊂ (M′)′′ = M′, as required. 
�
(3) Let A,B ⊂ B(H) be ∗-closed and define A ∨ B := (A ∪ B)′′ and A ∧ B :=

A ∩ B. Prove the following statements.

(a) (A ∨ B)′ = A′ ∧ B′,
(b) (A ∧ B)′ ⊃ A′ ∨ B′,
(c) (A ∧ B)′ = A′ ∨ B′ if, additionally, A,B are von Neumann algebras.
(d) The family of von Neumann algebras R ⊂ B(H), partially ordered by

inclusion, defines a complete orthocomplemented lattice with 0 = {cI }c∈C,
1 = B(H) and ¬R = R′.

Solution Direct inspection and M′′′ = M′ prove (a) and (b). (c) follows from
(a) replacing A with A′, B with B′ and using A = A′′, B = B′′, (A′ ∨B′)′′ =
A′ ∨ B′. (d) follows from the definitions. 
�

6.1.3 Lattices of Orthogonal Projectors of von Neumann
Algebras and Factors

To conclude this quick mathematical survey of von Neumann algebras, we should
say a few words about the lattices of orthogonal projectors associated to them, since
these play a pivotal role in the physical formalization. The related notion of factor
will be introduced too.

Let R be a von Neumann algebra on the Hilbert space H. The intersection R ∩
L (H) inherits ∨, ∧ and ¬ from L (H).
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(1) We see from (4.3) that, if P,Q ∈ R ∩ L (H) then P ∧ Q ∈ L (H) must
also belong to R since R is strongly closed (it is a von Neumann algebra).
Formula (4.3) just says that P ∧Q is the strong limit of the sequence of elements
(PQ)n which, in turn, belong to R since it is closed under products. Also notice
that infL (H){P,Q} =: P ∧Q ∈ R, so that infR∩L (H){P,Q} exists and satisfies
infR∩L (H){P,Q} = infL (H){P,Q} = P ∧ Q.

(2) Similarly, one proves that P ∨Q ∈ R∩L (H) if P,Q ∈ R∩L (H), concluding
as before that supR∩L (H){P,Q} = supL (H){P,Q} = P ∨ Q. To this end use
of (4.3) and Proposition 4.5, obtaining

P ∨ Q = ¬((¬P) ∧ (¬Q)) = I −
(

s- lim
n→+∞[(I − P)(I − Q)]n

)

.

Since evidently 0, I ∈ L (H) ∩ R and ¬P := I − P ∈ L (H) ∩ R for P ∈
L (H) ∩ R, the conclusion is that R ∩ L (H) contains the supremum of any
P,Q in it, and this supremum coincides with P ∨ Q, as wanted.

(3) As a byproduct we also have that (L (H) ∩ R,≥, 0, I,¬) is a bounded and
orthocomplemented lattice, with structure induced by L (H).

(4) L (H) ∩ R is σ -complete because σ -completeness involves only the strong
topology by Proposition 4.9 (iv), and R is strongly closed by Theorem 6.4 (it is
actually even possible to prove that L (H) ∩ R is complete [Red98, Mor18]).

(5) L (H) ∩ R is orthomodular and (if H is separable) also separable. The proofs
are trivial since these properties descend from L (H).

(6) Subtler properties like irreducibility, atomicity, atomisticity and the covering
law are not always guaranteed, and should be considered on a case-by-case
basis.

Properties (1)–(5) above permit to restate most of the quantum interpretations that
we developed in the previous chapters, by thinking the elements of L (H) ∩ R as
elementary observables of a quantum system, as we will do later.

On the mathematical side, it is interesting to remark that L (H) ∩ R retains all
the information about R, since the following result holds.

Proposition 6.14 Let R be a von Neumann algebra on the Hilbert space H and
define the latticeLR(H) := R ∩ L (H). ThenLR(H)′′ = R .

Proof Since LR(H) ⊂ R, we have LR(H)′ ⊃ R′ and LR(H)′′ ⊂ R′′ = R.
Let us prove the other inclusion. A ∈ R can always be decomposed as linear
combination of two selfadjoint operators of R, A + A∗ and i(A − A∗). Since R
is a complex vector space, we can restrict to the case of A∗ = A ∈ R, proving
that A ∈ LR(H)′′ if A ∈ R. The PVM of A belongs to R because of Proposition
3.70 (ii) and (iv): P (A) commutes with every bounded selfadjoint operator B which
commutes with A. By the same argument as above, writing a generic element of
B(H) as linear combination of selfadjoint operators, P (A) commutes with every
B ∈ B(H) commuting with A. So P (A) commutes, in particular, with the elements
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of R′ because R � A. We conclude that P
(A)
E ∈ R′′ = R, namely P (A) ⊂ LR(H)

if A ∈ R. Finally, as we know, there exists a sequence of simple functions sn
converging to ı uniformly on a compact interval [−a, a] ⊃ σ(A). By construction∫
σ(A) sndP (A) ∈ LR(H)′′ because it is a linear combination of elements of P (A)

and LR(H)′′ is a linear space. Finally
∫
σ(A)

sndP (A) → A uniformly as n → +∞,
and hence strongly, as seen in Example 3.77 (2). Since LR(H)′′ is strongly closed,
we must have A ∈ LR(H)′′, proving that LR(H) ⊃ R as wanted. 
�
A natural question is whether R is ∗-isomorphic to B(H1) for some suitable Hilbert
space H1 (in general different from the original H!). If yes, it would automatically
imply that also the remaining properties of L (H1) are true for LR(H). In particular
there would exist atomic elements in LR(H), and the covering property and
irreducibility would hold. A necessary (but by no means sufficient) condition for that
to happen, exactly as for B(H1), is that R∩R′ be trivial, since B(H1) ∩B(H1)

′ =
B(H1)

′ = {cI }c∈C.

Definition 6.15 A factor in B(H) is a von Neumann algebra R ⊂ B(H) with
trivial centre1:

R ∩ R′ = CI ,

where we set CI := {cI }c∈C from now on. �
Centres, commutants and factors enter both the mathematical and the physical
theory in several crucial places. First of all, they are related to the irreducibility
of the lattice underlying a von Neumann algebra.

Proposition 6.16 A von Neumann algebra R on the Hilbert space H is a factor if
and only if the associated lattice LR(H) is irreducible.

Proof First observe that if P ∈ LR(H) commutes with every Q ∈ LR(H), then it
commutes also with the selfadjoint operators constructed out of the PVMs in R—as
they are strong limits of linear combinations of these PVMs (Proposition 6.14)—
and more generally with every operator in R, by writing it as linear combinations
of selfadjoint operators. So if P ∈ LR(H) commutes with every Q ∈ LR(H), it
belongs to the centre of R. If R is a factor, the only orthogonal projectors in R∩R′
are 0 and I (obvious) and LR(H) is irreducible. Suppose conversely that R is not
a factor, so there exists A �= cI in R ∩ R′. Therefore at least one of A + A∗,
i(A − A∗) must be different from cI for any c ∈ C. In other words there is a non-
trivial selfadjoint operator S ∈ R commuting with all operators in R. As we know
from the proof of Proposition 6.14, its PVM belongs to LR(H) and it commutes
with all operators commuting with S, and in particular with all elements of LR(H).

1According to (3)(d) Exercise 6.13, this is equivalent to requiring R ∨ R′ = B(H).
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The PVMs of S cannot reduce to only 0 and I , otherwise S would be of the form
cI . Hence LR(H) contains a non-trivial projector commuting with all projectors in
LR(H), whence it cannot be irreducible by definition. 
�

6.1.4 A Few Words on the Classification of Factors
and von Neumann Algebras

It is possible to prove that, on separable Hilbert spaces, a von Neumann algebra
is always a direct sum or a direct integral of factors, a clear indication that factors
play a distinguished role. The classification of factors, started by von Neumann
and Murray and based on the properties of the elements of LR(H), is one of the
key chapters in the theory of operator algebras, and has enormous consequences in
the local algebraic formulation of the theory of quantum fields. It is actually valid
also for non-separable Hilbert spaces. Type-I factors are defined by requiring that
they contain minimal projectors (atoms). It turns out that a factor Ris of type I

if and only if it is isomorphic to B(H1) as a unital ∗-algebra, for some Hilbert
space H1 (see also Proposition 6.46). Consequently they are atomic, atomistic
and fulfil the covering property. The separability of LR(H) is equivalent to the
separability of H1. There exists a finer classification of factors of type In where
n is a cardinal number (finite or infinite): the dimension of H1. There also exist
factors of type II and III , which do not admit atoms in LR(H) and are not
important in elementary QM. A type-III factor R is by definition a factor such that,
if P ∈ LR(H) \ {0}, then P = V V ∗ for some V ∈ R with V ∗V = I . A minute
analysis of type III was produced by Connes using the Tomita-Takesaki modular
theory (see [KaRi97, BrRo02, Tak10] and also [HaMü06] for a recent review).
Type-III factors play a crucial role in the description of extended (quantum)
thermodynamical systems and also in algebraic relativistic quantum field theory
[Yng05]. Under standard hypotheses, every von Neumann algebra of observables
localized in a sufficiently regular, open and bounded region of Minkowski spacetime
is isomorphic to the unique hyperfinite factor of type III1. Moreover, by virtue of
the so-called split property (valid in particular for the free theory), that we shall
discuss again later, every such factor is contained in a type-I factor which, in turn, is
contained in another local algebra associated with a slightly larger spacetime region.

von Neumann algebras are analogously divided in different types, and in
separable Hilbert spaces the classification is such that a von Neumann algebra of a
given type is the direct sum or the direct integral of factors of the same type. Generic
von Neumann algebras can be decomposed uniquely in direct sums of definite-type
von Neumann algebras even if the Hilbert space is not separable. See [Mor18] for
a brief account, [Red98] for an extended discussion with many technical details
and historical remarks, and [KaRi97, BrRo02] for complete treatises on the subject.
Several physical implications are discussed in [Haa96, Ara09] especially for QFT,
and in [BrRo02] concerning statistical mechanics.
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6.1.5 Schur’s Lemma

Let us talk about an elementary yet crucial technical result and at the same time
important mathematical tool, but after the following general definition. The ∗-
closed set M below may be a von Neumann algebra, or for instance the image
{Ug}g∈G of a unitary representation of a group G � g �→ Ug (Definition 7.9). One
may as well take the unitary representatives of a unitary-projective representation
(Definition 7.10) of a group, as we shall discuss later (phases should be rearranged
in order to produce a ∗-closed set and apply Theorem 6.19). Finally, M could even
be the image of a ∗-representation of a ∗-algebra. This goes to show that the concepts
below encompass a variety of situations.

Definition 6.17 Let H �= {0} be a Hilbert space and M ⊂ B(H) a collection of
operators.

(a) A closed subspace H0 ⊂ H is said to be invariant under M (or M-invariant),
if A(H0) ⊂ H0 for every A ∈ M.

(b) M is called topologically irreducible if the only M-invariant closed subspaces
are H0 = {0} and H0 = H. �

Remark 6.18 The word “topologically” refers to the invariant spaces being closed,
and we shall henceforth omit it for the sake of brevity: irreducible will mean
topologically irreducible from now on. �
Let us state and prove the simplest, and classical, version of Schur’s lemma on
(complex) Hilbert spaces, using the language of von Neumann algebras.

Theorem 6.19 (Schur’s Lemma) Consider a Hilbert space H �= {0} and suppose
the set M ⊂ B(H) is ∗-closed.

The following facts are equivalent.

(a) M is irreducible.
(b) M′ = CI .
(c) M′′ = B(H).

Proof Assume that (a) is valid and let us we prove (b). If A ∈ M′ (so A∗ ∈ M′
as well), we can write it as A = B + iB ′ where B := 1

2 (A + A∗) ∈ M′, B ′ :=
1
2i

(A−A∗) ∈ M′ are selfadjoint. The spectral measures of B and B ′ commute with
all operators commuting with B and B ′ respectively, by Proposition 3.70. In turn,
these PVMs commute with all the operators commuting with A and A∗, so that the
PVMs belong to M′ as well. Let P be an orthogonal projector of P (B) or P (B ′).
Since PC = CP for every C ∈ M, the closed subspace H0 := P(H) satisfies
C(H0) ⊂ H0 and thus, by (a), either H0 = {0}, namely P = 0, or H0 = H, namely
P = I . Integrating these PVMs, whose projectors are either 0 or I , we find B = bI

and B ′ = b′I for some b, b′ ∈ R, so A = cI for some c ∈ C. This is (b). We
next prove that (b) implies (c). If (b) is true, M′′ = CI ′ = B(H), so (c) is true
as well. To conclude, we show (c) implies (a). If H0 is a closed subspace invariant
under every operator inM, the orthogonal projector P ontoH0 commutes with every
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A ∈ M. Indeed A(H0) ⊂ H0 implies AP = PAP . Taking adjoints, PA∗ = PA∗P .
Since M is ∗-closed and A = (A∗)∗, we can rewrite that relation as PA = PAP .
Comparing with AP = PAP , we have AP = PA. Hence P ∈ M′ = M′′′, which
means P ∈ B(H)′ when assuming (c). In particular, P must commute with every
Q ∈ L (H). Since L (H) is irreducible (Theorem 4.17), either P = 0, namely
H0 = {0}, or P = I , namely H0 = H. Hence (a) is valid and the proof ends. 
�
Corollary 6.20 Let π : G → B(H) (respectively, π : A → B(H)) be a unitary
representation of the group G (of the unital ∗-algebra A) on the Hilbert space H �=
{0}. IfG (resp.A) is Abelian, the image of π is irreducible if and only if dim(H) = 1.

Proof Assume the representation is irreducible. Then M := π(G), respectively
M := π(A), is ∗-closed and every π(A) with A ∈ G (resp. A ∈ A) is a complex
number by Schur’s Lemma, since π(A) commutes with M. Take ψ ∈ H with
||ψ|| = 1, then the closure of the set of finite combinations of the π(a)ψ is a closed
M-invariant subspace, so it must coincide with H if the image of π is irreducible. In
other words {ψ} is a Hilbert basis of H, so dim(H) = 1. The converse implication
is obvious. 
�

6.1.6 The von Neumann Algebra Associated to a PVM

The last mathematical feature of von Neumann algebras we discuss concerns the
interplay with PVMs. We have the following important technical result.

Proposition 6.21 Let P : 	(X) → L (H) be a PVM on the measurable space
(X,	(X)) taking values in the lattice of orthogonal projectors on the Hilbert space
H. If H is separable, then

{PE | E ∈ 	(X)}′′ =
{∫

X

f dP

∣
∣
∣
∣ f ∈ Mb(X)

}

.

If H is not separable, the above statement holds if ⊃ replaces =.

Proof First of all, observe that the von Neumann algebra generated by the ∗-closed
set {PE |E ∈ 	(X)} coincides with the von Neumann algebra generated by the unital
∗-algebraAP of finite combinations of {PE |E ∈ 	(X)}. According to Exercise 6.13
(1), {PE | E ∈ 	(X)}′′ is therefore nothing but the strong closure of AP . Since∫
X f dP ∈ B(H) if f ∈ Mb(X), the integral can be computed as strong limit

of elements in AP , according to Proposition 3.29 (c), by approximating f with a
bounded sequence of simple functions converging to f pointwise. Summing up, we
necessarily have

{∫
X f dP

∣
∣ f ∈ Mb(X)

} ⊂ {PE | E ∈ 	(X)}′′ = A′′
P . Now we

have to establish the converse inclusion. More precisely, we have to prove that if∫
X sndPψ → Aψ as n → +∞ for every ψ ∈ H, some A ∈ H, and for a given

sequence of simple functions sn ∈ Mb(X), then A = ∫
X f dP for some f ∈ Mb(X).

A lemma is useful to this end. 
�
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Lemma 6.22 Let P : 	(X) → L (H) be a PVM on the measurable space
(X,	(X)) taking values in the lattice of orthogonal projectors on the Hilbert space
H. There exist

(i) a set of orthonormal vectors {ψn}n∈N with N of any cardinality and, in
particular, finite or countable when H is separable;

(ii) a corresponding set {Hn}n∈N of mutually orthogonal closed subspaces of H,
such that H = ⊕

n∈N Hn (Hilbert sum), and PE(Hn) ⊂ Hn for every n ∈ N

and every E ∈ 	(X);
(iii) a corresponding set of isometric surjective operators Un : Hn →

L2(X,μ
(P )
ψnψn

).

Proof Take a unit vector ψ1 ∈ H and consider the map V1 : L2(X,μ
(P )
ψ1ψ1

) → H

defined as V1f := ∫
X

f dPψ1 for f ∈ L2(X,μ
(P )
ψ1ψ1

). According to Propo-
sition 3.33 (a) and (b), this map is linear and isometric (hence injective) by
Theorem 3.24 (d). Therefore it also preserves the inner product as a consequence of
the polarization formula. Its image is evidently the subspaceH1 := {∫

X
f dPψ1|f ∈

L2(X,μ
(P )
ψ1ψ1

)} ⊂ H. This subspace is closed. Indeed, if H1 � V (fn) → φ ∈ H as
n → +∞, the sequence of the fn must be Cauchy because {V1(fn)}n∈N converges
and V1 is isometric. Therefore fn converges to some f ∈ L2(X,μ

(P )
ψ1ψ1

), because

L2(X,μ
(P )
ψ1ψ1

) is complete. Since V1 is continuous being isometric, V1(f ) = φ

and then φ ∈ H1, so H1 is closed. The map U1 := V −1
1 (restricting the

codomain of V1 to its image) is exactly the map we argued existed in (ii), for
n = 1. Finally observe that PE(H1) ⊂ H1 by Propositions 3.29 (b) and 3.33
(c): PE

∫
X f dPψ1 = ∫

X fχEdPψ1 ∈ H1 noticing that, obviously, f χE ∈
L2(X,μ

(P )
ψ1ψ1

) if f ∈ L2(X,μ
(P )
ψ1ψ1

). If H1 � H we can fix ψ2 ∈ H⊥
1 with

||ψ2|| = 1 and repeat the procedure, finding a corresponding isometric surjective
map U2 : H2 → L2(X,μ

(P )
ψ2ψ2

), with H2 ⊂ H a closed subspace satisfying H2 ⊥ H1

and PE(H2) ⊂ H2 for every E ∈ 	(X). Then we iterate, taking ψ3 ∈ (H1 ∪ H2)
⊥

and so forth. A standard application of Zorn’s lemma proves the thesis. In case H is
separable, N must be finite or countable, because the number of orthonormal vectors
{ψn}n∈N cannot exceed the cardinality of a Hilbert basis, since {ψn}n∈N is (or can
be completed to) a Hilbert basis. 
�
Let us go back to the main proof. We may assume N = N since H is separable by
hypothesis, and the case N finite is a trivial subcase. So, suppose that

∫
X skdPψ →

Aψ as k → +∞ for every ψ ∈ H, some A ∈ H, and for a given sequence of simple
functions sk ∈ Mb(X). Consequently {∫X skdPψ}k∈N is Cauchy in H, so {sk}k∈N
is Cauchy in L2(X, dμ

(P)
ψψ) because of Theorem 3.24 (d). In particular, the above

must be true for ψ = ∑
n∈N 1√

2n
ψn, which belongs to H as the series converges
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(
∑

n∈N 1
2n = 2 and the orthonormal vectors ψn form or can be completed to a

Hilbert basis of H). From part (ii) of the Lemma PE(Hn) ⊂ Hn, whence

0 ≤ μ
(P)
ψψ(F ) =

〈
∑

n∈N

1√
2n

ψn

∣
∣
∣
∣
∣
PF

∑

m∈N

1√
2m

ψn

〉

=
∑

n∈N

1

2n
〈ψn|PF ψn〉

=
∑

n∈N

1

2n
μ

(P )
ψnψn

(F ) ≤ 2 ,

where we have used μ
(P)
ψnψn

(X) = ||ψn||2 = 1. Since {sk}k∈N is Cauchy in

L2(X, dμ
(P)
ψψ), there exists a function f ∈ L2(X, dμ

(P)
ψψ) such that sk → f

as k → +∞ in L2(X, dμ
(P)
ψψ). Furthermore [Rud86], there is a subsequence,

which we indicate with the same symbol {sk}k∈N for the sake of simplicity, that
converges μ

(P)
ψψ to f a.e. Since μ

(P)
ψnψn

(F ) ≤ 2nμ
(P )
ψψ(F ), the sequence sk converges

to f simultaneously in L2 sense and a.e. for each of the measures μ
(P)
ψnψn

. In

particular f ∈ L2(X, dμ
(P)
ψnψn

). Now it is only natural to compare A and
∫
X f dP ,

since both are limits of the
∫
X

sndP . Let us focus on one space Hn as from

the Lemma above. Since Mb(X) is dense in L2(X, dμ
(P)
ψnψn

), we conclude that

Mn := U−1
n (Mb(X)) is dense in Hn. However Mn ⊂ D(

∫
X f dP) because

D(
∫
X

f dP) = {φ ∈ H | ∫
X

|f |2dμ
(P)
φφ < +∞}. Indeed, if φ = ∫

X
gdPψn for

g ∈ Mb(X), we have μ
(P)
φφ (F ) = 〈∫

X
gdPψn|PF

∫
X

gdPψn〉 = ∫
F

|g|2dμ
(P)
ψnψn

.

Then
∫
X

|f |2dμ
(P)
φφ = ∫

X
|f |2|g|2dμ

(P)
ψnψn

≤ ||g||∞
∫
X

|f |2dμ
(P)
ψnψn

< +∞ and
hence φ ∈ D(

∫
X

f dP), as said. This is not the end of the story, since we also have∫
X

f dPφ = Aφ for φ ∈ Mn. In fact we have
∫
X

skdPφ → ∫
X

f dPφ because
(Theorem 3.24 (d))

∣
∣
∣
∣

∣
∣
∣
∣

∫

X

(sk − f )dPφ

∣
∣
∣
∣

∣
∣
∣
∣

2

=
∫

X

|sk − f |2dμ
(P)
φφ =

∫

X

|sk − f |2|g|2dμ
(P)
ψnψn

≤ ||g||2∞
∫

X

|sk − f |2dμ
(P)
ψnψn

→ 0

as k → +∞, and also
∫
X

skdPφ → Aφ by hypothesis. Consider the formula just
established:

∫
X

f dPφ = Aφ , ∀φ ∈ Mn . As Mn is dense in Hn, the operator∫
X

f dP is closed (Theorem 3.24 (b)) and A is continuous, it follows that the
formula is valid for every φ ∈ Hn. In particular, Hn ⊂ D(

∫
X

f dP). By linearity,
the formula is true also when φ is a finite combination of elements in

⊕
n∈NHn.

Since these combinations are dense in H, the same argument used above proves that∫
X

f dPφ = Aφ , ∀φ ∈ H . In particular
∫
X

f dP = A ∈ B(H), making f P -

essentially bounded (Proposition 3.29 (a)). By definition of || ||(P )∞ , we can modify
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f on a set of P -zero measure, obtaining a function f1 ∈ Mb(X) producing the same
integral

∫
X

f1dP = ∫
X

f dP = A. To sum up, every A ∈ {PE | E ∈ 	(X)}′′ can be
written as A = ∫

X
f1dP for some f1 ∈ Mb(X), eventually ending the proof. 
�

6.2 von Neumann Algebras of Observables

Let us switch to physics and apply the previous notions and results to the
formulation of quantum physics in Hilbert spaces.

6.2.1 The von Neumann Algebra of a Quantum System

If one relaxes the hypothesis that all selfadjoint operators on the Hilbert space H
associated to a quantum system represent observables, there are many reasons to
assume that observables are represented (in the sense we are going to illustrate)
by the selfadjoint elements of a von Neumann algebra, called the von Neumann
algebra of observables and hereafter indicated by R (though only the selfadjoint
elements are observables). In a sense (cf. Proposition 6.14) R is the maximal set of
operators we can manufacture out of the lattice of elementary propositions viewed
as orthogonal projectors (which is smaller than L (H)). The construction involves
the algebra operations, adjoints and the strong operator topology (the most relevant
one in spectral theory): all are necessary for motivating physically the relationship
between PVM (elementary observables) and selfadjoint operators (observables).

A few important physical comments are in order.

(1) Including non-selfadjoint elements B ∈ R is harmless, as they can be
decomposed uniquely as sums of selfadjoint elements

B = B1 + iB2 = 1

2
(B + B∗) + i

1

2i
(B − B∗) .

These elements are mere complex linear combinations of bounded observables.
(2) Requiring that all the elements ofR are bounded, and thus ruling out unbounded

observables, does not seem to be problem in physics. If A = A∗ is unbounded,
the associated collection of bounded selfadjoint operators {An}n∈N, where

An :=
∫

[−n,n]∩σ(A)

λdP (A)(λ) ,

retains the same information as A. The operator An is bounded due to
Proposition 3.47 because the support of its spectral measures is contained in
[−n, n]. Physically speaking, we can say that An is nothing but the observable
A when it is measured by an instrument unable to produce outcomes larger
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than [−n, n]. All real measuring devices are similarly limited. We can safely
assume that every An belongs to R. Mathematically speaking, the (unbounded)
observable A is recovered as a strong limit on D(A):

Ax = lim
n→+∞ Anx if x ∈ D(A),

as we saw in Proposition 6.12. Finally, the spectral measure of A belongs to R
(A is affiliated to R) by Exercise 6.13 (2) and the limit above.

(3) In a sense, a more precise physical picture would arise by restricting to the
only real vector space of bounded selfadjoint operators of R, equipped with the
natural Jordan product

A ◦ B = 1

2
(AB + BA)

(where A and B are bounded selfadjoint operators). The mathematical structure
thus defined, disregarding topological features, is called a Jordan algebra.
Though physically appealing, it features a number of mathematical compli-
cations in comparison to a ∗-algebra. In particular, the Jordan product is
not associative. In [Emc72] Jordan algebras are intensively used to describe
physical systems (see [Mor18] for further comments).

We stress again that, within the framework of von Neumann algebras of observables,
the orthogonal projectors P ∈ R represent all the elementary observables of the sys-
tem. The lattice of these projectors,LR(H), retains the amount of information about
observables established by Proposition 6.14. As explained above, LR(H) ⊂ R is
bounded, orthocomplemented,σ -complete, orthomodular and separable exactly like
the larger L (H) (assuming H separable). That said, though, there is no guarantee
the other properties listed in Theorem 4.17 will hold.

6.2.2 Complete Sets of Compatible Observables
and Preparation of Vector States

A technically important result concerning both the spectral theory and von Neumann
algebras is the following one.

Proposition 6.23 Let A = {A1, . . . , An} be a finite collection of selfadjoint
operators on the separable Hilbert space H whose spectral measures commute in
pairs. The von Neumann algebra A′′ generated by A satisfies

A′′ = {
f (A1, . . . , An) | f ∈ Mb(R

n)
}

with f (A1, . . . , An) :=
∫

Rn

f (x1, . . . , xn)dP (A),

where P (A) is the joint spectral measure (Theorem 3.56) of A = {A1, . . . , An}.
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Proof The claim immediately follows from Proposition 6.21 by taking P = P (A).
Observe that if the Ak belong to B(H), then the von Neumann algebra they generate
is the same as the algebra generated by their spectral measures (see Remark 6.11
(a)). 
�
The aforementioned result authorizes us to introduce maximal sets of compatible
observables, a common object in quantum systems.

Definition 6.24 Let R be a von Neumann algebra of observables on the Hilbert
space H andA = {A1, . . . , An} a finite set of pairwise compatible observables—that
is, typically unbounded selfadjoint operators affiliated to R whose PVMs commute.
We call A a complete set of compatible (or commuting) observables if every
selfadjoint operator B ∈ B(H) commuting with all the PVMs of A is a function (in
accordance with to Theorem 3.56) of them:

B = f (A1, . . . , An) :=
∫

Rn

f (x1, . . . , xn)dP (A) ,

for some (real-valued) function f ∈ Mb(R
n). �

Remark 6.25

(a) Completing the proof of Proposition 5.13, one easily proves that, if dimH =
n < ∞, there always exist many complete sets of compatible observables of
cardinality n. By Zorn’s lemma, take a maximal set of pairwise commuting
observables S. It is easy to prove that S is a real unital subalgebra of B(H).
Hence the proof of Proposition 5.13 provides a linear basis of S made of m ≤
n orthogonal projectors {Pk}k=1,...,m such that PkPh = 0 when k �= h and∑m

k=1 Pk = I . If x ∈ Pk(H) and ||x|| = 1, the orthogonal projector px onto
span(x) satisfies pxPh = Phpx for h = 1, . . . ,m. Therefore px ∈ S′. Since S

is maximal, we have px ∈ S and hence S is linearly generated by the projectors
P1, . . . , Pm. However, as pxPk = px and pxPh = 0 if h �= k, we conclude
that px = Pk . Since every Pk projects onto a one-dimensional subspace and∑m

k=1 Pk = I , necessarilym = n. By construction, every A commuting with all
Pk belongs to their linear span, and is therefore a (linear) function of them. In
other words, {Pk}k=1,...,n is a complete set of commuting observables.

(b) A complete set of compatible observables A satisfies A′ ⊂ A′′ due to
Proposition 6.23. The converse inclusion A′′ ⊂ A′ is instead automatic since
the PVM P (A) commutes with every single PVM P (Ak) as the latter is part
of P (A) itself (e.g., P

(A1)
E = P

(A)
E×R×···×R

). Hence A′ = A′′. In particular, a
bounded selfadjoint operator B commuting with the PVMs of A must belong to
A′ = A′′ ⊂ R′′ = R, and therefore B is an observable as well. �

An important physical consequence of the previous notion is related to Remark 6.25
(a), and it is valid in the infinite-dimensional case as well. Suppose that the
observables Ak , k = 1, . . . , n forming a complete set of compatible observables
have pure point spectrum (Definition 3.44). It easy to check that the spectral measure
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on Rn defined by

PE := s-
∑

(a1,...,an)∈E∩×n
k=1σp(Ak)

P
(A1)
{a1} · · · P (An)

{an} , E ∈ B(Rn) (6.6)

satisfies the condition in Theorem 3.56 for the joint measure of A = {A1, . . . , An},
and therefore it is that joint measure. Let Hα1,...,αn be a common eigenspace
of the eigenvalues αk ∈ σ(Ak). We argue that dim(Hα1,...,αn ) = 1. Indeed, if
Hα1,...,αn contained a pair of non-vanishing orthogonal vectors x1, x2, the orthogonal

projector P := 〈x1| 〉x1 would commute with every P (Ak) because PP
(Ak)
{αk } =

P
(Ak){αk} P = P and PP

(Ak)
{ak} = 0 for ak �= αk . By Definition 6.24 the selfadjoint

operator P ∈ B(H) should be a function of A1, . . . , An. Yet it cannot be, because
by (6.6) a function of A1, . . . , An has the form

f (A1, . . . , An) = s-
∑

a1∈σ1(A1),...,an∈σ1(An)

f (a1, . . . , an)P
(A1){a1} · · · P (An)

{an} .

Therefore f (A1, . . . , An)x = f (α1, . . . , αn)x for every x ∈ Hα1,...,αn =
P

(A1){α1} · · · P (An)
{αn} (H) and in particular f (A1, . . . , An)x1 = f (A1, . . . , An)x2.

Conversely Px1 = x1 and Px2 = 0, in spite of xj ∈ Hα1,...,αn . We conclude
that every common eigenspace Hα1,...,αn must be one-dimensional.

The above argument has an important practical consequence when “prepar-
ing quantum states”, because a quantum state can be prepared just by mea-
suring A1, . . . , An. After a simultaneous measurement of A1, . . . , An, the post-
measurement state is necessarily represented by a unique unit vector (up to
phase) contained in the one-dimensional space Hα1,...,αn , where α1, . . . , αn are the
outcomes of the measurements. In fact, if T ∈ S (H) is the unknown initial state,
according to the Lüders-von Neumann postulate after we measure α1 for A1, α2 for
A2, etc., the outcome state is always

T ′ = P
(A1)
{α1} · · · P (An)

{αn} T P
(A1){α1} · · · P (An)

{αn}
tr

(
P

(A1)
{α1} · · · P (An)

{αn} T
) = 〈ψα1,...,αn | 〉ψα1,...,αn

where, up to phase, ψα1,...,αn ∈ Hα1,...,αn is the only unit vector.
Another physically relevant consequence is explained in the following proposi-

tion and the remark below it.

Proposition 6.26 If a quantum physical system admits a complete set of compatible
observables A, the commutantR′ of the von Neumann algebra of observablesR is
Abelian, because it coincides with the centre of R.

Proof As the spectral measure of each A ∈ A belongs to R, necessarily (i) A′′ ⊂ R.
Since A′ = A′′, (i) yields A′ ⊂ R and so, taking the commutant, (ii) A′′ ⊃ R′.
Comparing (i) and (ii) we have R′ ⊂ R. In other words R′ = R′ ∩R. In particular,
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R′ must be Abelian because every element of R′ must commute with all elements
of R′ itself since R′ ⊂ R. 
�
Remark 6.27

(a) Observe that R′ is Abelian if and only if it coincides with the centre. One
implication was proved above, the other is similarly obvious: if R′ is Abelian,
then R′ ⊂ R′′ = R, so R′ = R ∩ R′ once more.

(b) As soon as R′ is not Abelian, as for the so-called non-Abelian gauge theories,
there exist no complete sets of compatible observables and it is impossible to
prepare vector states by measuring a complete set of compatible observables
with pure point spectra, simply because they do not exist. �

Example 6.28

(1) In L2(R, dx), the Hamiltonian operator H of the harmonic oscillator alone is a
complete set of commuting observables with pure point spectrum. The proof is
easy following Example 3.43 (3):

H = s-
∑

n∈N
h̄ω

(

n + 1

2

)

Pn

where we have defined the one-dimensional orthogonal projectors Pn :=
〈ψn| 〉ψn. If B∗ = B ∈ B(H) commutes with H , according to Proposition 3.70
it commutes with the spectral measure of H . Since x = ∑

n∈N Pnx for every
x ∈ H and PnPm = 0 if n �= m,

Bψ =
∑

n∈N
PnBψ =

∑

n∈N
PnPnBψ =

∑

n∈N
PnBPnψ .

But Pn projects onto a one-dimensional subspace, so the selfadjoint operator
PnBPn takes necessarily the form bnPn for some bn ∈ R. We have so far
obtained

B = s-
∑

n∈N
bnPn ,

which means that B = f (H) if we set f : σ(H) → R, f (h̄ω(n+ 1/2)) := bn.
Note f must be bounded, for otherwise B would be unbounded against our
hypothesis, since

∣
∣
∣
∣
∣

∣
∣
∣
∣
∣
s-

∑

n∈N
bnPn

∣
∣
∣
∣
∣

∣
∣
∣
∣
∣
= sup

n∈N
|bn| .

(2) Consider a quantum particle without spin and refer to the rest space R3 of an
inertial reference frame, so H = L2(R3, d3x). The three position operators
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A1 = {X1,X2,X3} form a complete set of compatible observables, as do the
momentum operatorsA2 = {P1, P2, P3}, since the two are related by the unitary
Fourier-Plancherel transform (Example 2.59 (2)). The fact that {X1,X2,X3} is
a complete set of compatible observables can be proved as follows. If A ∈ B(H)

commutes with the joint spectral measure P (A1) of X1,X2,X3, it turns out that
A(χE) = fE for every bounded set E ∈ B(R3), where fE ∈ L2(R3, d3x)

vanishes a.e. outside E. (This is because P
(A1)
E is the multiplication by χE ,

but χE ∈ P
(A1)
E (L2(R3, d3x)), so A(χE) must belong to the same subspace

P
(A1)
E (L2(R3, d3x)) since A commutes with P

(A1)
E . Hence A(χE) is a function

fE that vanishes a.e. outside E.) Using the linearity of A, if F ∩ E �= ∅ then
fF �E∩F = fE �E∩F a.e.. In this way, a unique measurable function f (A) gets
defined on the entire R3 by a partition made of bounded Borel sets such that
A(χE) = f (A) · χE . Finally, using a sequence of simple functions suitably
converging to ψ ∈ L2(R3, d3x), and taking the continuity of A into account,
we obtain Aψ = f (A) · ψ a.e.. Since A is bounded, f (A) is P (A1)-essentially
bounded, so it can be rendered bounded by redefining it on a zero-measure set.
Saying Aψ = f (A) · ψ for every ψ ∈ L2(R3, d3x) is the same as stating
A = f (A)(X1,X2,X3).

(3) Referring to a quantum particle without spin, the full algebra of observables R
must contain A1 ∪ A2, where A1 = {X1,X2,X3} and A2 = {P1, P2, P3} as
before. It is possible to prove that the commutant of (A1 ∪ A2)

′′ = (A1 ∪ A2)
′

is trivial (A1 ∪ A2)
′ = CI (it contains a unitary irreducible representation

of the Weyl-Heisenberg group). Therefore R = R′′ ⊃ CI ′′′ = CI ′ =
B(L2(R3, d3x), and R = B(H) for a spinless, non-relativistic particle. As
a consequence LR(H) = L (L2(R3, d3x)).

(4) If we incorporate the spin space (for instance when we study an electron
“without charge”), H = L2(R3, d3x) ⊗ C2. Referring to (1.11), examples of
complete sets of compatible observables are A1 = {X1 ⊗I,X2 ⊗I,X3 ⊗I, I ⊗
Sz} or A2 = {P1 ⊗ I, P2 ⊗ I, P3 ⊗ I, I ⊗ Sx}. As before (A1 ∪A2)

′′ is the von
Neumann algebra of observables of the system (changing the component of the
spin in passing from A1 to A2 is crucial for this result). In this case too, it turns
out that the commutant of the von Neumann algebra of observables is trivial,
yielding R = B(H).

(5) It is possible to construct complete set of commuting observables with pure
point spectra also in L2(R3, d3x)⊗C2s+1 or in closed subspaces of it. A typical
example for an electron (s = 1/2) is the quadruple made by the Hamiltonian
operator of the hydrogen atom H , the total angular momentum squared L2, the
component Lz of the angular momentum, and the component Sz of the spin. If
we restrict to the closed subspace defined by non-positive energy, the quadruple
is a complete set of commuting observables with pure point spectra. �
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6.3 Superselection Rules and Other Structures of the
Algebra of Observables

We have accumulated enough material to examine profitably the structure of the
Hilbert space and the algebra of observables when not all selfadjoint operators
represent observables and not all orthogonal projectors are interpreted as elementary
observables. Readapting Wightman’s approach [Wig95] to our framework, we start
by making some assumptions describing so-called Abelian discrete superselection
rules for QM formulated in a separable Hilbert space, where R is the von Neumann
algebra of observables. After, we will consider non-Abelian superselection rules by
introducing Gauge groups [JaMi61, Haa96]. Finally, we shall discuss the concept
of independent subsystems.

6.3.1 Abelian Superselection Rules and Coherent Sectors

We want to study the situation where a finite set of pairwise compatible observables
exists which commute with all of the observables of the system, so that they
belong to the centre R ∩ R′ of the algebra of observables. The most recognized
example is perhaps the electric charge. It is known that for all quantum systems
carrying electrical charge, this observables commutes with all other observables of
the system. It is evident that, assuming this constraint, not every selfadjoint operator
of the Hilbert space can represent an observable: operators which do not commute
with the electrical charge are ruled out.

We tackle the general case, and also consider the coexistence of distinct
observables commuting with R, for example the mass and the electrical charge in
non-relativistic systems. The shall assume that this set of preferred observables is
exhaustive.

(a) These special central observables have pure point spectra, see Definition 3.44
(so their spectra essentially consist of their point spectra, in the sense that
the possible elements of the continuous spectra are just limit points of the
eigenvectors, and the continuous part of the spectrum has no internal points).

(b) These observables exhaust the centre R ∩ R′, more precisely the centre is
generated by them.

(c) The centre coincides with the commutant R′ = R ∩ R′.

The last requirement may be justified in the light of Proposition 6.26: we shall in
fact stick to the quite frequent physical situation where there is a complete set of
commuting observables inR.
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Definition 6.29 (Abelian Discrete Superselection Rules) Given a quantum sys-
tem described on the separable Hilbert space H with von Neumann algebra of
observables R, we say that Abelian (discrete) superselection rules occur if the
following conditions hold.

(S1) The centre of the algebra of observables coincides with the commutant R′ =
R′ ∩ R.

(S2) R′ ∩ R contains a finite set of observables Q = {Q1, . . . ,Qn} such that

(i) their spectra are pure point spectra,
(ii) they generate the centre: Q′′ = R′ ∩ R.

(If some of the Qk are unbounded they are supposed to be affiliated to R′∩R.)

The Qk are called superselection charges. �

Remark 6.30 A mathematically equivalent, but physically less explanatory, way to
state (S1) and (S2) consists in postulating that on the separable Hilbert space H,

(S1)′ R = {Q1, . . . ,Qn}′,
(S2)′ Q1, . . . ,Qn are selfadjoint operators with commuting PVMs and pure point

spectra.

Indeed, (S1) and (S2) imply (S1)′ and (S2)′. Conversely, starting from (S1)′ and
(S2)′ we infer {Q1, . . . ,Qn} ⊂ R. Then (S1)′ implies R′ = {Q1, . . . ,Qn}′′ ⊂
R′′ = R, so R′ ⊂ R and hence (S1) and (S2) are valid. �
We have the following remarkable result, where we occasionally adopt the notation
q := (q1, . . . , qn) and σ(Q) := ×n

k=1σp(Qk).

Proposition 6.31 Let H be a complex separable Hilbert and suppose that the von
Neumann algebraR in H satisfies (S1) and (S2). The following facts hold.

(a) H admits the following Hilbert orthogonal decomposition into closed sub-
spaces, called superselection sectors or coherent sectors,

H =
⊕

q∈σ(Q)

Hq where Hq := P (Q)
q (H), (6.7)

and each Hq is

(i) invariant underR, i.e. A(Hq) ⊂ Hq if A ∈ R;
(ii) irreducible under R, i.e. there is no proper, non-trivial R-invariant sub-

space of Hq.

(b) CorrespondinglyR splits as a direct sum:

R =
⊕

q∈σ(Q)

Rq, where Rq := {
A�Hq : Hq → Hq

∣
∣ A ∈ R

}
(6.8)
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is a von Neumann algebra on the Hilbert space Hq. Finally,

Rq = B(Hq).

(c) The algebrasRq enjoy the following properties.

(i) Each map

R � A �→ A�Hq∈ Rq

is a non-faithful (i.e. non-injective) representation of unital ∗-algebras of
R (Definition 2.27) which is both strongly and weakly continuous.

(ii) Representations associated with distinct values q are unitarily inequiva-
lent: there is no isometric surjective linear map U : Hq → Hq′ such that

UA�Hq U−1 = A�Hq′ when q �= q′.

Proof As the reader can easily prove, since the charges Qk have pure point spectra
and hence each admits a Hilbert basis of eigenvectors, the joint spectral measure
P (Q) on Rn has support given by the closure of ×n

k=1σp(Qk) and, if E ⊂ Rn,

P
(Q)
E = s-

∑

(q1,...,qn)∈×n
k=1σp(Qk)∩E

P
(Q1){q1} · · · P (Qn)

{qn} , (6.9)

where the spectral projector P
(Qk)
{qk} , according to Theorem 3.40, is nothing but the

orthogonal projector onto the qk-eigenspace of Qk . Notice that every P
(Q)
E is an

observable as it belongs to R. In fact, using Proposition 3.70, P (Q)
E commutes with

all bounded operators commuting with the PVMs of the Qk which, by definition,
belong to R′, so that P

(Q)
E ∈ (R′)′ = R. Not only that: as the Qk commute with

the whole R, we also have P
(Q)
E ∈ R′. In summary P

(Q)
E ∈ R ∩ R′.

(a) Since P
(Q)
q P

(Q)
s = 0 if q �= s and

∑
q∈σp(Q) P

(Q)
q = I , H decomposes as

in (6.7). Since P
(Q)
q ∈ R′, the subspaces of the decomposition are invariant

under the action of each element of R because AP
(Q)
q = P

(Q)
q A for every

A ∈ R, so A(Hq) = A(P
(Q)
q (Hq)) = P

(Q)
q (A(Hq)) ⊂ Hq . Let us pass to

irreducibility. Suppose P ∈ R′ ∩ R is an orthogonal projector. Then it must be
a function of the Qk since Q′′ = R′ ∩ R by hypothesis and Proposition 6.23
(H is separable). Therefore

P = s-
∑

(q1,...,qn)∈×n
k=1σp(Qk)∩E

f (q1, . . . , qn)P
(Q1){q1} · · · P (Qn)

{qn}
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since P = PP ≥ 0 and P = P ∗. Exploiting measurable functional calculus,
we easily find that f (q) = χE(q) for some E ⊂ ×n

k=1σp(Qk). In other words
P is an element of the joint PVM of Q: that PVM exhausts all orthogonal
projectors in R′ ∩ R. Now, if {0} �= K ⊂ Hs is an R-invariant closed
subspace, its orthogonal projector PK must commute with every A ∈ R. In
fact PKAPK = APK, and taking the adjoint PKA∗PK = PKA∗. But since R is
∗-closed, that reads PKAPK = PKA, for every A ∈ R. Comparing the relations
found we have APK = PKA. Therefore PK ∈ R′ = R ∩ R′ and hence PK is
an element of the PVM P (Q). Furthermore PK ≤ P

(Q)
s because K ⊂ Hs. But

there are no projectors smaller than P
(Q)
s in the PVM of Q. So PK = P

(Q)
s and

K = Hs.
(b) Rq := {

A�Hq

∣
∣ A ∈ R

}
is a von Neumann algebra on Hq considered as

a Hilbert space in its own right, because this is a strongly closed unital ∗-
subalgebra of B(Hq). (Observe that Aq := P

(Q)
q AP

(Q)
q ∈ R, and saying

An|Hqψ → Bψ for all ψ ∈ Hq and some B ∈ B(Hq) is equivalent to
Anqφ → B ′φ for every φ ∈ H, where B ′ extends B by zero on H⊥

q and
therefore defines an element of B(H). Since R is a von Neumann algebra,
B ′ ∈ R and B ∈ Rq.) Formula (6.8) holds by definition. Since Hq is R-
irreducible it is evidently irreducible also under Rq by construction. Schur’s
lemma (Theorem 6.19) implies that R′′

q = B(Hq). As R′′
q = Rq since we are

dealing with a von Neumann algebra, necessarily Rq = B(Hq).
(c) Each map R � A �→ A �Hq∈ Rq is a strongly and weakly continuous

representation of unital ∗-algebras, as we can check directly. This representation
cannot be faithful, because for instance P

(Q)
q ∈ R is represented by the zero

operator on Hq′ if q′ �= q. Furthermore, if q �= q′—say q1 �= q ′
1—there is no

isometric surjective linear map U : Hq → Hq′ such that UA�Hq U−1 = A�Hq′ .

If such an operator existed one would have q1IHq′ = UQ1|HqU
−1 = Q1|Hq′ =

q ′
1IHq′ so that q1 = q ′

1. (If Q1 is unbounded it suffices to consider the central

bounded operator Q1n = ∫
[−n,n] rdP (Q1)(r) with [−n, n] � q1, q2.)


�
We have found that in presence of superselection charges the Hilbert space
decomposes into pairwise orthogonal subspaces which are invariant and irreducible
under the algebra of observables, thus giving rise to inequivalent representations of
the algebra itself. There exist several superselection structures in physics beside the
one we pointed out. The three most renowned ones are very different in nature (see
Examples 6.32 and 7.19):

• the superselection structure of the electric charge,
• the superselection structure of integer/semi-integer angular momenta,
• the superselection rule of the mass in non-relativistic physics, i.e. Bargmann’s

superselection rule.

These superselection rules take place simultaneously and can be described by
pairwise compatible superselection charges so that the picture above is valid. Notice
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that, in each superselection sector, the physical description is essentially identical to
the naive one where every selfadjoint operator is an observable (namelyR = B(H))
and the superselection charges appear just in terms of fixed parameters.

Example 6.32 The electric charge is the typical example of a superselection charge.
For instance, referring to an electron the Hilbert space is L2(R3, d3x)⊗Hs⊗He. The
space of the electric charge is He = C2, on which Q = eσz (see (1.12)). In principle
several other observables could exist on He, but the electric charge’s superselection
rule imposes that the only possible observables commute with Q and are functions
of σ3. The centre of the algebra of observables is I ⊗ I ⊗ f (σ3) for every function
f : σ(σ3) = {−1, 1} → C. We have the decomposition into coherent sectors

H = (L2(R3, d3x) ⊗ Hs ⊗ H+)
⊕

(L2(R3, d3x) ⊗ Hs ⊗ H−) ,

where H± are the eigenspaces of Q relative to eigenvalues ±e, respectively. �
Remark 6.33 A fundamental requirement is that the superselection charges have
pure point spectra. If instead R ∩ R′ contains an operator A having a continuous
part in its spectrum with non-empty interior (A may also be the strong limit on D(A)

of a sequence of elements in R ∩ R′), the proposition does not hold, and H cannot
be decomposed in a direct sum of closed subspaces. In this case it decomposes as
a direct integral: this produces a much more complicated structure, whose physical
meaning seems dubious. �

6.3.2 Global Gauge Group Formulation and Non-Abelian
Superselection

There are quantum physical systems with von Neumann algebra of observables
R for which R′ is not Abelian (think of chromodynamics, where R′ contains a
faithful representation of SU(3)). In that case the centre of R does not retain the
full information about R′. A primary notion is here the group of unitary operators
called the commutant group of R (introduced in [JaMi61] and called gauge group
there):

GR := {V ∈ R′ | V is unitary} .

It holds all the information about R and R′ because (making use of R′′ = R and
Proposition 3.55)

G′
R = R and G′′

R = R′ . (6.10)

In the presence of Abelian superselection rules, GR is Abelian (GR ⊂ R′ =
R ∩ R′). Similarly to (6.10), R can be extracted from B(H): one employs the
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former in (6.10) and uses a subgroup of GR constructed out of a set of physically
meaningful superselection charges Q1, . . . ,Qn. A ∈ R if and only if A commutes
with the PVMs of Q1, . . . ,Qn. Decomposing A = 1

2 (A + A∗) + i 1
2i

(A − A∗) and
exploiting Proposition 3.70, this is equivalent to saying

UsA = AUs , Us := eis1Q1 · · · eisnQn for s := (s1, . . . , sn) ∈ R
n (6.11)

where U : Rn � s �→ Us is a strongly-continuous unitary representation of the
Abelian topological group Rn taking values in GR. Looking at Remark 6.30, the
occurrence of Abelian discrete superselection rules can be condensed in three facts:
(a) H is separable, (b) Q1, . . . ,Qn have pure point spectra, and (c)

R = U(Rn)′ . (6.12)

Observe that U(Rn) is considerably smaller than GR, since other choices for the
charges Qk and also for their number are possible. These would produce other
subgroups of GR still satisfying (6.12): it is sufficient that the joint PVM of these
charges is made of the same projectors Pq onto the sectors determined by the initial
charges. We can do better if we use the separability of H: namely, out of the PVMs
of the n charges Qk we can construct the unique charge

Q := s-
∑

q∈σ(Q)

mqPq ,

for some injective map q �→ mq ∈ Z, which must exist because there are at
most countably many PVMs Pq, since H is separable. Now, by Remark 6.30 and
Proposition 3.70, the representation U of Rn in (6.12) can be replaced by a faithful
and strongly-continuous representation of the compact Abelian group U(1),

U : U(1) � eis �→ eisQ ∈ GR . (6.13)

We stress that (6.13) is well defined and is a representation of U(1), not only of R,
simply because σ(Q) ⊂ Z. (The charge Q has, however, no direct physical meaning
in general, except perhaps for n = 1 with Q = e−1Q1, where Q1 is the electric
charge and e the elementary electric charge.) The splittings (6.7)–(6.8) hold and
every R-invariant and R-irreducible closed subspace Hq is U -invariant too, since
U�Hq is a pure phase (however U -irreducibility fails unless dim(Hq) = 1).

In the non-Abelian case, decompositions similar to (6.7)–(6.8) are expected to
hold with reference to a strongly-continuous faithful representation U : G � g �→
Ug ∈ GR of some (compact) group G, called the global gauge group, such that
U ′ = G′

R = R (here, and occasionally henceforth, U ′ := U(G)′):

H =
⊕

χ∈K

Hχ , R =
⊕

χ∈K

Rχ , Ug =
⊕

χ∈K

U(χ)
g . (6.14)



240 6 von Neumann Algebras of Observables and Superselection Rules

Above, Hχ is a non-trivial closed subspace that is both R-invariant and U -invariant,
determining corresponding (non-faithful, strongly and weakly continuous) repre-
sentations

Rχ : R � A �→ A�Hχ
: Hχ → Hχ , U(χ) : G � g �→ Ug�Hχ

: Hχ → Hχ with Rχ = (U(χ))′

(6.15)

where the commutant refers toB(Hχ ).
The fundamental difference with the Abelian case is that now Rχ is only a factor

in B(Hχ ) rather than the entire B(Hχ ):

Rχ ∩ R′
χ = CIχ = (U(χ))′ ∩ (U(χ))′′ for every χ ∈ K . (6.16)

If everything we stated holds, the orthogonal projectors Pχ onto every subspace Hχ

must commute with U and R, so they belong to the centre R ∩ R′ = U ′ ∩ U ′′.
Using the projectors Pχ we can still construct superselection charges whose joint
PVM determines the generalized superselection sectors Hχ .

We have in fact the following general result where separability is not necessary.

Proposition 6.34 Let R be a von Neumann algebra on the Hilbert space H �= {0}.
Suppose there exists a faithful, strongly-continuous unitary representation U : G �
g �→ Ug ∈ GR of the compact Hausdorff group G such that U(G)′ = R. Then

(a) (6.14)–(6.16) hold, where K is a set of equivalence classes of irreducible
strongly-continuous and unitarily-equivalent representations of G,

(b) Rχ andRχ ′ are unitarily inequivalent if χ �= χ ′.

Proof (a) Let us start by proving (6.14). If G is Hausdorff and compact, as
G � g �→ Ug is strongly continuous, the Peter-Weyl Theorem (Theorem 7.35)
gives an orthogonal Hilbert decomposition H = ⊕

χ∈K Hχ where each Hχ is
non-trivial, closed and U -invariant. K labels equivalence classes of irreducible
strongly-continuous unitarily-equivalent representations of G. In particular we have
a finer Hilbert orthogonal decomposition: Hχ = ⊕

λ∈
χ
H(λ)

χ , where every closed

subspace H(λ)
χ is U -invariant, every restriction U(χλ) := U�H(λ)

χ
: H(λ)

χ → H(λ)
χ is

finite-dimensional and irreducible, and the U(χλ) are unitarily equivalent as λ ∈ 
χ

varies, for every fixed χ . By direct inspection, using the irreducibility and unitary
equivalence of the U(χλ) for fixed χ , one finds (U(χ))′′ ∩ (U(χ))′ = CI , where
the commutant is referred to Hχ . On the other hand, since the U(χ) with different
χ are unitarily inequivalent and U ′ = G′

R = R, every Hχ is R-invariant and
the subrepresentation Rχ obtained by restriction satisfies Rχ = (U(χ))′ where
the commutant is referred to Hχ . In particular Rχ is a von Neumann algebra on
Hχ . Hence (U(χ))′ ∩ (U(χ))′′ = CI can be translated into Rχ ∩ R′

χ = CI , and
every Rχ is a factor, proving (6.16). (b) Let Pχ , Pχ ′ ∈ R ∩ R′ be the orthogonal
projectors onto Hχ and Hχ ′ respectively, with χ �= χ ′. We claim Rχ , Rχ ′ are
unitarily inequivalent. If there were an isometric surjective map V : Hχ → Hχ ′
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with V A�Hχ
V −1 = A�Hχ ′ , we would find 11χ ′ = −11χ ′ when representing the

operator A = Pχ − Pχ ′ ∈ R. 
�
For Abelian discrete superselection rules, the existence of a global compact gauge
group G as in the theorem is guaranteed by the separability of H, as we established
above for G = U(1). In this case, decomposition (6.14) coincides with (6.7)–(6.8);
additionally, we know that Rχ = B(Hχ ) and U(χ) is a pure phase. If GR is not
Abelian the issue of whether such a G exists has to be examined case by case. In all
physically interesting cases, G is a compact Lie group (hence a matrix group) and
U(G) is considerably smaller than GR.

The approach to superselection rules based on the notion of a global compact
gauge group of internal symmetries G turns out to be powerful and deep if used
in addition to the request of spacetime locality in algebraic quantum field theory
in Minkowski spacetime formulated in terms of von Neumann algebras. These
remarkable results are due to several authors and rely on the so-called Doplicher-
Haag-Roberts (DHR) analysis and the Buchholz-Fredenhagen (BF) analysis of
superselection sectors [Haa96] describing theories with short-range interactions
and without topological charges in BF sense. A rather complete technical review
including fundamental references is [HaMü06].

6.3.3 Quantum States in the Presence of Abelian
Superselection Rules

Let us come to the problem of characterizing states when an Abelian superselection
structure is turned on a complex separable Hilbert space H, in accordance with (S1)
and (S2). In principle, we can extend Definition 4.43 given for R with trivial centre.
As usual LR(H) indicates the lattice of orthogonal projectors on R, which we
know to be bounded by 0 and I , orthocomplemented,σ -complete, orthomodular and
separable. It is not atomic and it does not satisfy the covering property in general.
The atoms are one-dimensional projectors, exactly as pure states when R = B(H),
so we should expect some differences when R �= B(H). We start from the following
general definition, valid also if H is not separable.

Definition 6.35 Let H be a complex Hilbert space. A quantum probability
measure relative to the von Neumann algebra R ⊂ B(H), is a map ρ : LR(H) →
[0, 1] satisfying the following requirements:

(1) ρ(I) = 1 .
(2) If {Qn}n∈N ⊂ LR(H), N at most countable, satisfies Qk ⊥ Qh = 0 when

h, k ∈ N , then

ρ(∨k∈NQk) =
∑

k∈N

ρ(Qk) . (6.17)
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The set of the quantum probability measures relative to R will be denoted by
MR(H). �

Remark 6.36 Provided N is at most countable, ∨k∈NQk ∈ LR(H) if every Qk ∈
LR(H), because this lattice is σ -complete (even if H is not separable). Without this
fact the definition above would be meaningless. �
Recall that a von Neumann algebra R is strongly closed, and the strong topology
is the one used to manipulate operators spectrally. Moreover A = A∗ is affiliated
or belongs to R if and only if its PVM belongs to LR(H). Because of all this the
definitions of Sect. 4.5.1 can be given also in the presence of Abelian superselection
rules, and they give a meaning to notions like the expectation value and standard
deviation of an observable for a given quantum state viewed as a probability measure
on LR(H).

The procedures presented in Sect. 4.5.1 to compute those statistical objects in
terms of traces make sense when the quantum probability measures are represented
by trace-class operators. This is possible also when we have superselection rules, as
we shall prove, even if the picture is more complicated.

Assuming H separable, if there is an Abelian superselection structure, we can
write simpler-looking decompositions:

H =
⊕

k∈K

Hk , R =
⊕

k∈K

Rk , Rk = B(Hk) , k ∈ K (6.18)

where K is some finite or countable set. The lattice LR(H), as a consequence
of (6.17), splits as (the notation should be obvious)

LR(H) =
⊕

k∈K

LRk
(Hk) =

⊕

k∈K

L (Hk) (6.19)

where LRk
(Hk) ∩ LRh

(Hh) = {0} if k �= h.
In other words Q ∈ LR(H) can be written uniquely as Q = ⊕k∈KQk where

Qk ∈ L (B(Hk)). In fact Qk = PkQ, where Pk is the orthogonal projector onto
Hk .

Let us focus on the problem of characterizing quantum probability measures in
terms of trace-class operators and unit vectors up to phase.

Remark 6.37 We shall avoid using already introduced terms like mixed states and
pure states which correspond, in the absence of superselection rules, to quantum-
state operators (positive trace-class operators of unit trace) and unit vectors modulo
phase, respectively. We shall explain in a short while that these mathematical objects
do not (yet) correspond one-to-one with extremal quantum probability measures and
generic quantum probability measures. Physically, speaking, the safest approach is
to assume that quantum states are nothing but quantum probability measures. �
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It is possible to adapt Gleason’s result simply by observing that ρ ∈ MR(H) defines
an analogous quantum probability measure ρk on LRk

(Hk) = L (Hk) by

ρk(P ) := 1

ρ(Pk)
ρ(P ) , P ∈ L (Hk) ,

provided ρ(Pk) �= 0. If dim(Hk) �= 2 we can exploit Gleason’s theorem. According
to Proposition 4.45, the set S (H) of quantum-state operators on H contains all
operators T ∈ B1(H) satisfying T ≥ 0 and tr(T ) = 1.

Theorem 6.38 Let H be a complex separable Hilbert space, and assume that the
von Neumann algebra R on H satisfies (S1) and (S2). In the ensuing coherent
decomposition (6.18) we suppose dimHk �= 2 for every k ∈ K . Then the following
facts hold.

(a) If T ∈ S (H), then ρT ∈ MR(H) if

ρT : LR(H) � P �→ tr(T P ) .

(b) For ρ ∈ MR(H) there exists T ∈ S (H) such that ρ = ρT .
(c) If T1, T2 ∈ S (H), then ρT1 = ρT2 if and only if PkT1Pk = PkT2Pk for all

k ∈ K , Pk being the orthogonal projector onto Hk .
(d) A unit vector ψ ∈ H defines an extremal measure if and only if it belongs to a

coherent sector. More precisely, a measure ρ ∈ MR(H) is extremal if and only
if there exist k0 ∈ K and a unit vector ψ ∈ Hk0 such that

ρ(P ) = 0 if P ∈ L (Hk), k �= k0 and ρ(P ) = 〈ψ|Pψ〉 if P ∈ L (Hk0)

Proof (a) is obvious from Proposition 4.45, as the restriction to LR(H) of a
quantum probability measure ρ on L (H) is a similar measure. Let us prove (b).
Evidently, every ρ|L (Hk) is a positive measure with 0 ≤ ρ(Pk) ≤ 1. We can apply
Gleason’s theorem to find a positive Tk ∈ B(Hk) with tr(Tk) = ρ(Pk) such that
ρ(Q) = tr(TkQ) if Q ∈ L (Hk). Notice also that ||Tk|| ≤ ρ(Pk) because

||Tk|| = sup
λ∈σp(Tk)

|λ| = sup
λ∈σp(Tk)

λ ≤
∑

λ∈σp(Tk)

dλλ = tr(Tk) = ρ(Pk) .

If Q ∈ LR(H), Q = ∑
k Qk , where Qk := PkQ ∈ L (Hk), QkQh = 0 if k �= h.

Therefore by σ -additivity

ρ(Q) =
∑

k

ρ(Qk) =
∑

k

tr(TkQk)

since Hk ⊥ Hh, which can be written ρ(Q) = tr(T Q) for T := ⊕kTk ∈ B1(H).
It is clear that T ∈ B(H) because, if x = ∑

k xk, xk ∈ Hk , is a unit vector, then
||T x|| ≤ ∑

k ||Tk|| ||xk|| ≤ ∑
k ||Tk||1 ≤ ∑

k ρ(Pk) = 1. In particular ||T || ≤ 1.
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T ≥ 0 because each Tk ≥ 0. Hence |T | = √
T ∗T = √

T T = T via functional
calculus, and also |Tk| = Tk . Moreover, using the spectral decomposition of T ,
whose PVM commutes with each Pk , one easily has |T | = ⊕k |Tk| = ⊕kTk. The
condition

1 = ρ(I) =
∑

k

ρ(Pk) =
∑

k

tr(TkPk) =
∑

k

tr(|Tk|Pk)

is equivalent to saying tr |T | = 1, using a Hilbert basis of H made of the union
of bases in each Hk . We have obtained, as we wanted, that T ∈ B1(H), T ≥ 0,
tr(T ) = 1 and ρ(Q) = tr(T Q) for all Q ∈ LR(H).

(c) The proof is straightforward from LRk
(Hk) = L (B(Hk)), because Rk =

B(Hk) and, evidently, ρT1 = ρT2 if and only if ρT1 �L (Hk)= ρT2 �L (Hk) for all
k ∈ K .

(d) It is clear that if ρ has more than one component, ρ|L (Hk) �= 0 cannot be
extremal because it is, by construction, a convex combination of other states which
vanish on some of the coherent subspaces. Therefore only states such that only one
restriction ρ �L (Hk0 ) does not vanish may be extremal. Now Proposition 4.51 (a)
implies that among these states the extremal ones are precisely those of the form
claimed in (d). 
�
Remark 6.39

(a) Take ψ = ∑
k∈K ckψk where the ψk ∈ Hk are unit vectors, and suppose

||ψ||2 = ∑
k |ck|2 = 1. This vector induces a state ρψ on R by means of

the standard procedure (which is merely a trace with respect to Tψ := 〈ψ| 〉ψ)

ρψ(P ) = 〈ψ|Pψ〉 P ∈ LR(H) .

In this case however, since PPk = PkP and ψk = Pkψk , we have

ρψ(P ) = 〈ψ|Pψ〉 =
∑

k

∑

h

ckch〈ψk |Pψk〉

=
∑

k

∑

h

ckch〈Pkψk|PPhψk〉 =
∑

k

∑

h

ckch〈ψk|PkPPhψh〉

=
∑

k

∑

h

ckch〈ψk |PPkPhψk〉 =
∑

k

∑

h

ckch〈ψ|PPkψ〉δkh

=
∑

k

|ck|2〈ψk |Pψk〉 = tr(T ′
ψP)
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where

T ′
ψ =

∑

k∈K

|ck|2〈ψk | 〉ψk .

We conclude that the apparent pure state described by the vector ψ and the
apparent mixed state described by the operator T ′

ψ cannot be distinguished,
simply because the algebraR is too small to distinguish between them. Actually
they define the same probability measure, i.e. the same quantum state, and this is
an elementary case of (c) in the above theorem, with T1 = 〈ψ| 〉ψ and T2 = T ′

ψ .
This fact is often stated as follows in the argot of physicists:

no coherent superpositions ψ = ∑
k∈K ckψk of pure states ψk ∈ Hk

from different coherent sectors are possible; only incoherent superpositions∑
k∈K |ck|2〈ψk | 〉ψk are allowed.

(b) It should be clear that the one-to-one correspondence between extremal quan-
tum measures and atomic elementary observables (one-dimensional projectors)
here does not work. Consequently, notions like the probability amplitude
must be handled with great care. In general, however, everything pans out—
correspondence included—if one stays in a fixed superselection sector Hk .

(c) We leave to the reader the easy proof of the fact that the Lüders-von Neumann
postulate on post-measurement states (see Sect. 4.4.7) can be stated as it stands
also in the presence of superselection rules, no matter which T ∈ S (H)

we use to describe a quantum probability measure ρ: the post-measurement
probability measure ρ′ does not depend on the chosen representation of ρ by
operators. Besides, it is worth stressing that since the PVM of an observable
in R (or affiliated to R) commutes with the central projectors Pk defining the
superselection sectors Hk , if an extremal quantum state is initially represented
by a vector belonging to a sector Hk , there is no chance to leave that sector by
means of a subsequent measurement of any observable in R. �

Example 6.40 Going back to Example 6.32, states (probability measures on
LR(H)) where Q takes the value −e with probability 1 are said states of electrons.
When Q takes the value +e with probability 1 one talks about states of positrons,
to be absolutely thorough. However, as soon as we measure Q, its value cannot later
change due to measurements of other observables, since all physically meaningful
observables commute with Q and the postulate of collapse leaves the state in the
initial eigenspace of Q. This means that once the charge has been observed and the
particle is baptized an electron or a positron, from that moment on it is impossible
to put the system in a state where the value of Q is not defined and the particle is
in an electron-positron superposition. In principle it could still be possible to put
the system into a similar superposed state in view of time evolution. This is not the
case however, since the conservation law of the electrical charge stipulates that the
observable Q is a constant of motion. �
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6.3.4 The General CaseR ⊂ B(H): Quantum Probability
Measures, Normal and Algebraic States

Let us finally focus on the various notions of quantum state one can adopt in the
completely general setup R ⊂ B(H), where H is not necessarily separable, and
introduce the relevant terminology. In principle, amongst other possibilities, one can
always define states in terms of quantum probability measures on LR(H), so that
they form the convex body MR(H). In particular, due to Proposition 4.45, quantum
state operators T ∈ S (H) still represent (certain) quantum probability measures in
the sense of Definition 6.35, namely σ -additive probability measures in MR(H).
Obviously T and T ′ := V T V −1, where V ∈ GR, define the same measure if the
global gauge group GR is not trivial (represented by pure phases), because

tr(AV T V −1) = tr(V −1AV T ) = tr(AV −1V T ) = tr(AT ) , if A ∈ R.

So there are many ways to describe the same state in terms of quantum-state
operators, and a meaningful definition of pure quantum states is again provided
by extremal elements of MR(H), if any, rather than unit vectors.

Let us pass to the converse problem: can all σ -additive probability measures
in MR(H)be written in terms of quantum-state operators, i.e., positive trace-class
operators of trace one in the generic caseR ⊂ B(H)? The answer is only partially
positive [Dvu92, Ham03].

(1) If H is separable, and assuming that the type decomposition of R does not
include type-I2 summands, Gleason’s theorem still holds: positive trace-class
operators of unit trace represent all σ -additive probability measures on LR(H),
with the caveat that several distinct operators may represent the same measure
if R � B(H).

(2) If H is not separable, and again dispensing with type-I2 factors in R, then
positive trace-class operators of trace one represent all completely additive
probability measures on LR(H) but only them. The latter’s set is denoted by
MR(H)ca , cf. Remark 4.46. Again the proviso holds that many operators may
represent the same measure if R � B(H).

Notice that MR(H)ca ⊂ MR(H), with equality if and only if H is separable, for
otherwise MR(H)ca is properly included in MR(H). So, if we want to work with
von Neumann algebras on non-separable Hilbert spaces with the intent to describe
quantum states in terms of probability measures, it might be convenient to redefine
quantum probability measures by restricting to the completely-additive ones if we
also wish that these measures are represented by quantum-state operators. A far-
reaching discussion on the structure of additive measures on von Neumann algebras
in terms of operators can be found in [Ham03].



6.3 Superselection Rules and Other Structures of the Algebra of Observables 247

There is an alternative definition of quantum states on R that does not identify
them to (σ /completely-additive) probability measures on LR(H), but still captures
all probability measures (σ /completely-additive) induced by quantum-state opera-
tors: these are the algebraic states. We will discuss the concept further in the last
chapter, motivating its necessity in a more general context.

Definition 6.41 Let R be a von Neumann algebra on H.

(1) An algebraic state on R is a linear map ω : R → C such that ω(I) = 1 and
ω(A∗A) ≥ 0 if A ∈ R

(2) The algebraic states ωT induced by quantum-state operators T ∈ S (H):

ωT (A) := tr(T A) for A ∈ R,

are called normal (algebraic) states of R, and their set is the folium of R. A
pure normal state is an extremal element of the convex body of normal states
on R. �

Remark 6.42

(a) We stress that the map associating T ∈ S (H) to the algebraic state ωT : R →
C is very far from being injective in general (it depends on how big R is).

(b) If R = B(H) (also with H non-separable), as we already know, the set of pure
normal states coincides with the set of vector states T = 〈ψ|·〉ψ for unit vectors
ψ ∈ H. For smaller von Neumann algebras this fact is usually false.

(c) From the standpoint of the measure theory on LR(H), algebraic states define
additive, but not necessarily σ -additive or completely additive probability
measures. The set of additive measures on LR(H) is denoted by MR(H)a .
Evidently MR(H)a ⊃ MR(H) ⊃ MR(H)ca .

(d) Normal states are defined even if R does contain type-I2 summands. In this
case, however, they are not able to capture all completely-additive probability
measures on LR(H).

(e) Suppose ρ ∈ MR(H)a and R is free of type-I2 summands. If there exists P ∈
LR(H) such that ρ(Q) = 0 for Q ∈ LR(H) iff PQ = QP = 0, then P is
called the support of ρ. It turns out that ρ ∈ MR(H) is induced by a normal
state, i.e., ρ ∈ M (H)ca if and only if it admits a support [Ham03]. �

Remark 6.43 If the Hilbert space is finite-dimensional, the various definitions
of quantum state based on additive, σ -additive, completely-additive probability
measures, rather than normal states or algebraic states all coincide. In view of the
assorted inequivalent possibilities in the general case, in the rest of the book we
shall always specify which notion of quantum state we are adopting in that specific
situation. At any rate algebraic states will not show up until the last chapter. �
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6.4 Composite Systems and von Neumann Algebras:
Independent Subsystems

When departing from elementary QM, the notion of independent subsystems
is much more delicate than the picture presented in Sect. 4.4.8 and has to be
discussed carefully. We refer the reader to [Tak10] for general technical results,
to [Sum90, Ham03] for a discussion on the various notions of independence of
subsystems in Quantum Theory and their interplay, and to [Sum90, Haa96, Red98]
for Quantum Field Theory.

6.4.1 W∗-Independence and Statistical Independence

It is customary to work with von Neumann algebras of observables instead of
lattices of orthogonal projectors, and the overall perspective of Sect. 4.4.8 to define
independent subsystems is reversed: one starts from the overall system and defines
the subsystems inside it. As a matter of fact, one demands that

(A)′ there exist a von Neumann algebra of observables A on H associated to
the overall system, and two (or more) von Neumann algebras A1,A2 ⊂ A
describing subsystems;

(B)′ the subsystems are compatible, in the sense that the algebras A1 and A2
commute: A1A2 = A2A1 for each pair of (selfadjoint) elements A1 ∈
A1, A2 ∈ A2;

(C)′ every pair of normal states on A1 and A2, respectively described by quantum-
state operators T1 ∈ B1(H), T2 ∈ B1(H), admits a common extension
on (A1 ∪ A2)

′′ given by a quantum-state operator T ∈ B1(H), satisfying
tr(T A1) = tr(T1A1) and tr(T A2) = tr(T2A2) for A1 ∈ A1 and A2 ∈ A2.

Property (C)′ goes under the name of W∗-independence2 of A1 and A2 [Sum90,
Ham03]. What it means is we can fix states on A1 and A2 independently: for every
choice of two independent states on the two parts of the system, there is a state of
the overall system which encapsulates those choices.

If, in (C)′, for every given T1, T2 we can choose T so that tr(T A1A2) =
tr(T1A1)tr(T2A2) for every A1 ∈ A1 and A2 ∈ A2, then A1 and A2 are said to be
statistically independent. In this case, T defines a normal product state of T1 and
T2. Algebraic independence is a necessary condition for statistical independence
[Sum90, Red98, Ham03]: if A1A2 = 0 then either A1 = 0 or A2 = 0.

From [Ham03, Proposition 11.2.16] and the picture representing the various
implications on p. 364 of that book, we have the following general result.

2Considering algebraic states instead of normal states defines C∗-independence, a notion eligible
for generic C∗-algebras as well.
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Proposition 6.44 Under hypotheses (A)′,(B)′, (C)′, the unital ∗-algebra in A
consisting of finite linear combinations of finite products of elements in A1,A2 is
naturally isomorphic to the algebraic tensor product A1 ⊗ A2 (6.4) as a unital ∗-
algebra. The isomorphism φ is the unique linear extension of A1A2 �→ A1 ⊗ A2,
for A1 ∈ A1 and A2 ∈ A2.

The result can be strengthened when A1,A2,A are factors, in accordance with
[Tak10, vol. I, p. 228, Exercise 1].

Proposition 6.45 Assume (A)′, (B)′ and suppose that (C)′ holds true at least for one
triple (T1, T2, T ), where T is a product state of T1, T2. If A1,A2,A are factors, the
von Neumann algebra (A1∪A2)

′′ ⊂ A generated byA1,A2 is isomorphic toA1⊗A2
as unital ∗-algebra. Hence it is also completely and isometrically isomorphic to
it as a von Neumann algebra (Proposition 6.9). The isomorphism � of unital ∗-
algebras is a weakly-continuous extension of φ.

The most evident difference with the elementary case is that, in general, the
isomorphisms φ and � do not force a tensor factorization of the Hilbert space itself.
However there is an important situation discovered by von Neumann and Murray
where this special decomposition takes place. See, e.g., the discussion in [Tak10,
vol. I, p. 229, Notes].

Proposition 6.46 Assume that A1 ⊂ B(H) is a type-I factor, and A2 = A′
1. Then

H is isometrically isomorphic to H1 ⊗ H2 for a suitable couple of Hilbert spaces
H1,H2 and a Hilbert space isomorphism U : H → H1 ⊗ H2 such that UA1U

−1 =
B(H1)⊗ CI2 and UA2U

−1 = CI1⊗ B(H2). (In particular, A2 is a type-I factor
too, ∗-isomorphic to B(H2).)

It is easy to prove that the two maps arising from U , π1 : A1 � A1 �→ A′
1 ∈ B(H1),

where UA1U
−1 = A′

1 ⊗ I2, and the analogous π2 are unital ∗-isomorphisms
identifying the von Neumann algebras Ai and B(Hi ). These ∗-isomorphisms are
actually isometric, weakly and strongly continuous due to Proposition 6.9. The
claim of Proposition 6.46 can be rephrased by saying that the map A1A2 �→
π1(A1) ⊗ π2(A2), with A1 ∈ A1 and A2 ∈ A2, extends to a spatial isomorphism of
the von Neumann algebras B(H) = (A1 ∪ A2)

′′ and π1(A1)⊗ π2(A2).

Remark 6.47 Under the hypotheses (and consequent thesis) of Proposition 6.46
with A := B(H), (A)′ and (B)′ are evidently true, while (C)′ holds in its stronger
version of statistical independence. In fact, if T1 ∈ B1(H) represents a normal
state on A1, then T ′

1 = U−1T1U ∈ B1(H1 ⊗ H2) represents a normal state
on π1(A) ⊗ CI2 = U−1A1U with tr(T1A1) = tr(T ′

1π1(A1) ⊗ I2) for every
A1 ∈ A1. There is however (exercise) another positive unit-trace operator T ′′

1 ∈
B1(H1) such that tr(T ′

1π1(A1) ⊗ I2) = tr(T ′′
1 π1(A1)) for every A1 ∈ A1.

Similarly for T2 and a corresponding pair T ′
2, T

′′
2 . Eventually, T := U(T ′′

1 ⊗
T ′′

2 )U−1 satisfies tr(T A1A2) = tr(T1A1)tr(T2A2) due to the first formula in
Proposition 4.56 (c). �
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Example 6.48 As elementary example of “hidden” independent subsystems, con-
sider a quantum system with Hilbert space H := C4 (e.g., a physical system whose
Hamiltonian has four eigenvalues and one-dimensional eigenspaces) and define the
algebras of observables of two subsystems as (I henceforth denotes the identity
operator on B(C2))

A1 :=
{[

A 0

0 A

] ∣
∣
∣
∣
∣
A ∈ B(C2)

}

, so that A2 := A′
1 =

{[
αI βI

γ I δI

] ∣
∣
∣
∣
∣

[
α β

γ δ

]

∈ B(C2)

}

.

A1 is a factor as one immediately proves using that B(C2) is irreducible. It
is necessarily of type I (in fact, type I2), since the overall space is finite-
dimensional. Proposition 6.46 and Remark 6.47 imply that the two subalgebras
represent independent subsystems (satisfying (A)′,(B)′,(C)′) which are statistically
independent. As the reader can check, the unitary operator U of Proposition 6.46
is the unique linear map U : C4 → C2 ⊗ C2 such that U(1, 0, 0, 0)t = (1, 0)t ⊗
(1, 0)t , U(0, 1, 0, 0)t = (0, 1)t ⊗ (1, 0)t , U(0, 0, 1, 0)t = (1, 0)t ⊗ (0, 1)t , and
U(0, 0, 0, 1)t = (0, 1)t ⊗ (0, 1)t . With these definitions,

U

[
A 0
0 A

]

U−1 = A ⊗ I and U

[
αI βI

γ I δI

]

U−1 = I ⊗
[
α β

γ δ

]

,

and the maps

π1 : A1 �
[
A 0
0 A

]

�→ A ∈ B(C2) and π2 : A2 �
[
αI βI

γ I δI

]

�→
[
α β

γ δ

]

∈ B(C2)

are injective unital ∗-homomorphisms. Throughout, H1 := C4 and H2 := C2 are
the standard Hermitian inner product spaces, and C2 ⊗C2 comes equipped with the
standard Hermitian inner product of Hilbert tensor products. It is worth stressing
that, with the chosen subsystems, the unit vector �+ = 2−1/2(1, 0, 0, 1)t ∈ H is
actually an entangled state for the subsystems: it is a Bell state (5.9) producing
the maximum possible violation of the BCHSH inequality. This fact can be tested
if we are able to give a physical meaning to the selfadjoint operators of the two
subalgebras in terms of observables, and concoct the experimental procedure to
evaluate them. �

In elementary QM, statistical independence is natural. By reversing the construc-
tion of Sect. 4.4.8, the algebras of observables of the subsystems Si are assumed
to be the full B(Hi ) (here coinciding with πi(Ai )), hence type I factors, and the
Hilbert space of the compound is supposed to be H1 ⊗ H2 (here U(H)). The first
formula in Proposition 4.56 (c) is just stating statistical independence.

It should be evident from this analysis that every definition of entangled state on
a system described by the von Neumann algebra A = A(H), which can be given
in this general context, depends heavily on the choice of the possible independent
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subsystems A1 (here a factor of type I ) and A2 = A′
1 in the decomposition of A. A

given normal state on A may be entangled for a certain choice of subsystems and
not entangled for another. Actually, the entire discussion of Chap. 5 on the BCHSH
inequality and its quantum failure can be lifted to this more abstract and general
level, also for independent subalgebras which are not type-I factors [Sum90, Red98,
Ham03].

6.4.2 The Split Property

If we keep all the assumptions of Proposition 6.46 except the request that the factor
A1 be of type I the pair A1,A2 turn out to be W∗-independent, but statistical
independence necessarily fails [Ham03]. So, with reference to a composite quantum
system as in Proposition 6.46, statistical independence holds only for type-I
factors, and this fact separates general quantum theory and elementary QM rather
starkly. As already pointed out, in Local Quantum Field Theory in Minkowski
spacetime, the von Neumann algebras of observables associated to relevant regions
of spacetime are not of type I , but rather type III [Sum90, Haa96, Ara09, Yng05].
Therefore, using Hilbert tensor products to describe independent subsystems
associated to causally separated regions and supposing statistical independence
may be mathematically and physically inappropriate, unless very peculiar technical
conditions are in place. One such is the so-called split property [Sum90, Haa96,
Ara09, Yng05, Ham03], which generalizes the hypotheses of Proposition 6.46.

Definition 6.49 Two commuting von Neumann algebras A1,A2 satisfy the split
property if there exists a type-I factor R with A1 ⊂ R and A2 ⊂ R′. �
There is a technical result [Ham03] relating the split property to the tensor product.
Let R be a von Neumann algebra on a Hilbert space K (different from H in general).
A homomorphism of unital ∗-algebras π : R → B(H) is said to be normal if for
every unit vector x ∈ H there exists a positive unit-trace operator Tx ∈ B(K) such
that 〈x|π(A)x〉 = tr(TxA) if A ∈ R. In this case π(R) ⊂ B(H) is a von Neumann
algebra as well [Ham03, p. 64]. We have the following result [Ham03, Sum90].

Proposition 6.50 A pair of commuting von Neumann algebras A1,A2 on a com-
mon Hilbert space H satisfies the split property if and only if there exist Hilbert
spaces Hi and normal, injective and unital ∗-homomorphisms πi : Ai → B(Hi ),
i = 1, 2, such that the map A1A2 �→ π1(A1) ⊗ π2(A2), with A1 ∈ A1, A2 ∈ A2,
extends to a spatial isomorphism of the von Neumann algebras (A1 ∪ A2)

′′ and
π1(A1)⊗ π2(A2).

Overlooking these issues is sometimes a source of misunderstandings when
we deal with technically delicate subjects: for instance, the thermal properties of
Minkowski vacuum restricted to the two causally separated Rindler wedges. Similar
caution is recommended when one tries to construct quantum gravity theories within
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quantum information approaches based on finite-dimensional Hilbert spaces, where
the tensor product of the subsystems’ Hilbert spaces is a natural tool.

Generally speaking, when one handles a composite quantum system, the overall
system’s algebra of observables is always isomorphic to a tensor product, of some
sort or other, of the algebras of observables of the subsystems. Which sort depends
strictly on the kind of algebra one uses (∗-algebra, C∗-algebra, von Neumann
algebra) and the type of state (normal, algebraic) under requirements akin to (A)′,
(B)′, (C)′. If the algebra of observables is defined in terms of unital C∗-algebras, as
will happen in the last chapter, the notion of tensor product is even more delicate:
for there exist many possibilities to define such an object, none physically more
meaningful than the others [KaRi97, Tak10, BrRo02].
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