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Introduction

This book faithfully reflects and perfects the 63-h MSc course, Mathematical
Physics: Quantum and Quantum-Relativistic Theories, I taught at Trento University
in the academic year 2017–2018. (That course is a sweeping expansion of the mini-
course held at the “XXIV International Fall Workshop on Geometry and Physics”
in Zaragoza in September 2015.) The overall intention is to present the machinery
needed to formalize and develop physics’ ideas about quantum theories in Hilbert
spaces both rigorously and in a concise and self-contained way. Notably, the last
chapter eyes the C∗-algebra formulation and proves the basic relevant propositions
of that theory. Chapter 5 addresses issues related to the philosophical foundations
of quantum theories, such as realism, non-contextuality, and locality.

As a matter of fact, the reader is introduced to the beautiful web of mutual
connections existing between logic, lattice theory, probability, and spectral theory,
including the basic theory of von Neumann algebras that underpins the mathematics
of quantum theories. This book should appeal to a dual readership: on one hand
mathematicians who wish to acquire the tools that unlock the physical aspects of
quantum theories and on the other physicists eager to solidify their understand-
ing of the mathematical scaffolding of quantum theories. Several examples and
solved exercises accompany the mathematical statements—most of which carefully
demonstrated—and physical motivations are provided for every mathematical
notion. That said, I must point out that this is not a manual on (higher) quantum
mechanics. There are many (very good) books that treat standard or advanced
material such as the Schrödinger equation using the proper machinery of PDEs,
for which reason those topics are not found here.

Some of the present contents appear in [Mor18], other parts are completely
new, for instance Chap. 5, the last section of Chap. 6, and some material in
Chap. 8. Despite a good degree of ideological overlap, [Mor18] is more complete
mathematically, but its 950+ pages do not make it suitable for a single Master
course. Most of the proofs here are in fact novel, because they were developed
autonomously to reflect the relative conciseness of the lectures to which this text
is a companion.

The book is organized as follows.

xi



xii Introduction

Chapter 1 is a brisk review of elementary facts and properties typical of quantum
systems, either of physical or mathematical nature. I have not explored the full depth
of the mathematical details, but pointed out instead a number of technical issues that
crop up even in a naive approach.

The closely related Chaps 2 and 3 present technical definitions and results of
functional analysis and spectral theory on complex Hilbert spaces, H, including the
classical theorems on the spectral decomposition of (unbounded) self-adjoint opera-
tors and bounded normal operators and the so-called measurable functional calculus.
The proofs are unabridged and self-contained. This machinery is eventually put to
use toward the elementary yet rigorous formulation of quantum mechanics (QM) in
infinite-dimensional Hilbert spaces.

The mathematical structure of QM is investigated in Chap. 4 from a more
sophisticated viewpoint, namely, through orthomodular lattices. The framework
allows one to justify various basic assumptions of QM, like the mathematical nature
of observables as self-adjoint operators or quantum states as trace-class operators.
Thus, quantum theory turns out to be the theory of probability measures on the non-
Boolean lattice L (H) of elementary observables. A key tool of that analysis is the
theorem of Gleason that characterizes probability measures on L (H) in terms of
trace-class operators, a special kind of compact operators.

Chapter 5 deals with the foundations of quantum theory. Some of the relevant
issues are implications of Gleason’s theorem and concern hidden-variable inter-
pretations of QM such as the Kochen-Specker theorem and the related notions
of realism and non-contextuality. We then examine the famous Bell (BCHSH)
inequality and the entanglement phenomenon, in relation to locality, causality, and
the less considered problem of contextuality.

After introducing von Neumann algebras, their properties and physical signif-
icance, in Chap. 6, we focus on the algebra of observables in the presence of
superselection rules. Several physical technicalities are addressed with the help of
this machinery, to name but a few, the notions of factor, maximal sets of compatible
observables, and their use in the preparation of quantum states, superselection rules,
and gauge groups.

Chapter 7 tackles quantum symmetries, illustrated in terms of the Wigner
and Kadison theorems. We discuss basic facts about groups of quantum sym-
metries, especially in relation to the problem of their unitarization. We state
Bargmann’s condition and focus on strongly continuous one-parameter unitary
groups. We prove von Neumann’s theorem and the celebrated Stone theorem and
highlight the latter’s role in describing the time evolution of quantum systems.
The quantum formulation of Noether’s theorem closes this part. The chapter’s final
section introduces elementary results on continuous unitary representations of Lie
groups: in particular, a theorem by Nelson proposes sufficient conditions for lifting
(anti-)self-adjoint representations of Lie algebras to unitary representations of
associated simply connected Lie groups.

To wrap up the book, Chap. 8 presents a circle of ideas about the so-called
(C∗-)algebraic formulation of quantum theories, including important notions such
as spontaneous symmetry breaking.



Introduction xiii

The mathematical prerequisites necessary to understand the proofs are abstract
measure theory [Coh80, Rud86], basics on complex Hilbert spaces [Rud86,Mor18],
and the Fourier(-Plancherel) transform. Acquaintance with undergraduate quantum
mechanics would be preferable but is not strictly necessary. For Chap. 7, the
reader should possess a basic knowledge of Lie groups and their representations.
A compendium of what is relevant to physics can be found in [NaSt82], [Var84],
(classical texts that emphasize the analytical aspects of the theory of Lie groups)
and [HiNe13] (a recent and complete treatise on the subject). As modern general
references on the mathematical foundations of quantum theories, I recommend
[Tes14, Lan17, Mor18].

I am grateful to Antonio Lorenzin for helping me correct many mistakes of
various nature that affected a preliminary version and to Nicolò Drago, Elio Fabri,
Sonia Mazzucchi, Davide Pastorello, Nicola Pinamonti, Giovanni Stecca, Alex
Strohmaier, and Chris Van de Ven for useful technical discussions and suggestions.
I would like to thank Aldo Rampioni at Springer Publishing for the kind support.
As usual, a big thanks goes to Simon Chiossi for revising the English text.

University of Trento and Valter Moretti
Trento Institute for Fundamental Physics and Applications
November 2018



Chapter 1
General Phenomenology of the Quantum
World and Elementary Formalism

We quickly review in this chapter the most relevant common features of quantum
systems. Readers interested in a concise introduction to the physics of Quantum
Mechanics (QM) will profit from [SaTu94]: putting aside the mathematical rigour,
it discusses Dirac’s formulation of QM from a modern and smart perspective. Here
the intention is to formalize in a simple way the ideas that will be developed in full
in the subsequent chapters, after introducing the appropriate tools.

1.1 The Physics of Quantum Systems

This first section focuses on phenomenological aspects of quantum systems: in
particular, when a physical system can be said to have a quantum nature and what
are the basic features of this quantum nature.

1.1.1 When Is a Physical System a Quantum System?

QuantumMechanics can be roughly defined as the physics of the microscopic world
(elementary particles, atoms, molecules). This realm is characterized by a universal
constant known as Planck’s constant h. An associated constant—nowadays of
more frequent use—is the reduced Planck constant

h̄ := h

2π
= 1.054571726× 10−34 J s .

The physical dimensions of h (or h̄) are those of an action, i.e. energy ×
time. A simple but effective check on the appropriateness of a quantum physical
description of the physical system under consideration consists in comparing the
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2 1 General Phenomenology of the Quantum World and Elementary Formalism

value of a characteristic action of the system with h̄. Let us consider two examples.
First take a macroscopic pendulum (of length, say, ∼1m, mass ∼1 kg, maximum
speed ∼1ms−1). By multiplying the maximum kinetic energy by the period of the
oscillations we find a typical action of roughly 2 J s >> h. In this situation, quantum
physics is definitely inappropriate, an expectation that is matched by our day-to-day
experience. If instead we look at a hydrogen atom, the first ionization energy of the
electron orbiting its proton multiplied the orbital period of rotation gives (using the
classical formula with radius of order of 1Å) a typical action comparable to h. Here
Quantum Mechanics is necessary.

1.1.2 Basic Properties of Quantum Systems

A triple of features specific to Quantum Mechanics (QM), which seem to be
very different from properties of Classical Mechanics (CM), is listed below. These
remarkable general properties concern the physical quantities of physical systems.
In QM physical quantities are called observables.

(1) Randomness. If we measure an observable of a quantum system, the outcomes
appear to be stochastic: when measuring the same observable A on completely
identical systems prepared in the same physical state, one generally finds
different outcomes a, a′, a′′ . . ..

If we refer to the standard interpretation of the formalism of QM (see [SEP]
for a nice up-to-date account on the various interpretations), this randomness
of measurement outcome should not be ascribed to an incomplete knowledge
of the state of the system, as happens, for instance, in Classical Statistical
Mechanics. Randomness, rather than epistemic, is ontological, and as such it
is a fundamental property of quantum systems.

On the other hand, QM allows to compute the probability distribution of all
the outcomes of a given observable, once the state of the system is known.

Moreover, it is always possible to prepare a state ψa in which a certain
observable A is defined and where it takes the value a. That is, repeated
measurements of A give rise to the same value a with probability 1. (Note that
we can perform simultaneous measurements on identical systems all prepared
in state ψa , or we can perform different subsequent measurements on the
same system in state ψa . In the latter case these measurements have to be
performed in rapid succession to prevent the system’s state from evolving under
Schrödinger evolution, see (3) below.) States where observables take definite
values cannot be prepared for all observables simultaneously, as discussed
in (2).

(2) Compatible and Incompatible Observables. The second standout feature of
QM is the existence of incompatible observables. In contrast to CM, there are
physical quantities which cannot be measured simultaneously since there is no
physical instrument capable of such a task. If an observable A is defined in a
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given state ψ—i.e. it attains a precise value a with probability 1 if measured—
an observable B incompatible with A turns out to be not defined in the state
ψ: it may attain several different values b, b′, b′′ . . ., none with probability 1,
in case of measurement. So, if we measure B we generally obtain a spectrum
of values described by a distribution of frequencies, as mentioned in (1), by
identifying the frequencies with corresponding a priori probabilities.
Incompatibility is symmetric: A is incompatible with B if and only if B is
incompatible with A, though it is not transitive.
Compatible observables do exist and, by definition, they can be measured
simultaneously. The component x of the position of a particle and the com-
ponent y of its momentum are an example, if we refer to the rest space of a
given inertial reference frame.
A popular instance of incompatible observables are pairs of canonically
conjugate observables, like the position X and the momentum P of a particle
along the same fixed axis of a reference frame. There is a lower bound for the
product of the standard deviations—resp. �Xψ , �Pψ—for the outcomes of
the measurements of these observables in a given state ψ . These measurements
have to be performed on different identical systems all prepared in the same
state ψ . The lower bound is independent of the state, and is encoded in the
celebrated formula (a theorem in modern formulations)

�Xψ�Pψ ≥ h̄/2 , (1.1)

which contains the Planck constant.
(3) Collapse of the State. Measurements of QM usually change the state of the

system and give rise to a post-measurement state other that the state in which the
measurement is performed. (We are considering rather idealized measurement
procedures, which tend to be very often destructive.) Assuming ψ is the initial
state, immediately after the measurement of an observable A that returns value
a among a plethora of possible values a, a′, a′′, . . ., the state settles in state ψ ′,
in general different form ψ . Relative to ψ ′, the probabilities of the outcomes of
A change to 1 for value a and 0 for all other values. In this sense A becomes
defined in state ψ ′.
If we measure a pair of incompatible observables A, B in alternation and
repeatedly, the outcomes will interfere with each other: if the first outcome of
A is a, after a measurement of B a subsequent measurement of A gives a′ �= a

in general. Instead, if A and B are compatible, the outcomes of subsequent
measurements do not disturb one other.
Beside that, in CM there are measurements that, in practice, perturb and are
perturbed by the state of the system. It is however theoretically possible to tweak
this interference so to render it negligible. In QM this is not always possible, as
manifested by (1.1).
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Two types of time evolution of the state of a system exist in QM. One is due to
the dynamics and is encoded in the famous Schrödinger equationwe shall encounter
in a short while. It is nothing but a quantum version of the classical Hamiltonian
evolution [Erc15]. The other type is the sudden change of the state caused by the
measuring procedure of an observable, which we outlined in (3): the collapse of the
state (or of the wavefunction) of the system.

The physical nature of the second type of evolution remains, nowadays still,
a source of animated debate in the community of physicists and philosophers of
science. Several attempts have been made to reduce state collapse to a dynamical
evolution of the whole physical system, including the measuring instruments and
the environment by means of de-coherence processes [SEP, BGJ00]. None of these
approaches seem to be completely satisfactory, however, at least until now [Lan17].

1.2 Elementary Quantum Formalism: The
Finite-Dimensional Case

Remark 1.1 Unless said otherwise, we shall adopt a unit system where h̄ = 1
throughout the book. �

We include here a number of technical details to complete the picture. We intend
to show how (1)–(3) should be interpretedmathematically in practice (we shall swap
(2) and (3) for convenience). A good part of the chapter is meant to justify and
expand these ideas, and place them in a sound mathematical background.

In order to simplify, with the exception of Sect. 1.3 we shall indicate by H a
finite-dimensional complex vector space endowed with a Hermitian scalar product
〈·|·〉. The linear entry is the second one. Given H, B(H) is the complex algebra of
operators A : H → H. We remind that if A ∈ B(H), H finite-dimensional, the
adjoint operator A∗ ∈ B(H) is the unique linear operator satisfying

〈A∗x|y〉 = 〈x|Ay〉 for allx, y ∈ H. (1.2)

A is called selfadjoint when A = A∗. As a consequence,

〈Ax|y〉 = 〈x|Ay〉 for all x, y ∈ H. (1.3)

As 〈·|·〉 is linear in the second argument and anti-linear in the first, evidently all
eigenvalues of a selfadjoint operator A must be real.

The mathematical axioms describing quantum systems are:

1. a quantummechanical system S is associated with a (finite-dimensional, for now)
complex vector space H endowed with a Hermitian scalar product 〈·|·〉;

2. observables are described by selfadjoint operators A on H;
3. states are equivalence classes of unit vectors ψ ∈ H, with ψ ∼ ψ ′ iff ψ = eiaψ ′

for some a ∈ R.
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Remark 1.2

(a) States are therefore in one-to-one correspondence to elements of the complex
projective space PH. The states we consider in this introduction are actually
called pure states. A more general notion will be introduced later.

(b) H is a very simple instance of a complex Hilbert space: it is automatically
complete in view of its finite-dimensionality.

(c) Since dim(H) < +∞, every selfadjoint operator A ∈ B(H) admits a spectral
decomposition

A =
∑

a∈σ(A)

aP (A)
a , (1.4)

where σ(A) is the finite set of eigenvalues, which must be real as A is
selfadjoint, and P

(A)
a is the orthogonal projector onto the a-eigenspace. Note

that PaPa′ = 0 if a �= a′, for eigenvectors with different eigenvalues are
orthogonal. �
Let us see how assumptions 1–3 allow to phrase the physical properties of

quantum systems (1)–(3) in mathematically solid form.

(1) Randomness The eigenvalues of an observable A are interpreted physically as
the possible values of the outcomes of a measurement of A.

Given a state, represented by the unit vector ψ ∈ H, the probability to obtain
a ∈ σ(A) for A is

μ
(A)
ψ (a) := ||P (A)

a ψ||2 .

Going along with this interpretation, the expectation value of A in state ψ is

〈A〉ψ :=
∑

a∈σ(A)

aμ
(A)
ψ (a) = 〈ψ|Aψ〉 .

Hence

〈A〉ψ = 〈ψ|Aψ〉 . (1.5)

Similarly, the standard deviation �Aψ turns out to be

�A2
ψ :=

∑

a∈σ(A)

(a − 〈A〉ψ)2μ
(A)
ψ (a) = 〈ψ|A2ψ〉 − 〈ψ|Aψ〉2 . (1.6)
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Remark 1.3

(a) We emphasize that the phase of a unit vector ψ ∈ H (eiaψ and ψ represent the
same quantum state for every a ∈ R) is actually harmless.

(b) If A is an observable and f : R → R is a given map, f (A) is interpreted as an
observable whose values are f (a) if a ∈ σ(a): taking (1.4) into account,

f (A) :=
∑

a∈σ(A)

f (a)P (A)
a . (1.7)

For polynomials f (x) = ∑n
k=0 akx

k , we have f (A) = ∑n
k=0 akA

k, as
expected. The selfadjoint operator A2 can be interpreted in this way, as the
natural observable whose values are a2 when a ∈ σ(A). Then the last term in
(1.6) reads, by taking (1.5) into account,

�A2
ψ = 〈A2〉ψ −〈A〉2ψ = 〈(A−〈A〉ψI)2〉ψ = 〈ψ|(A−〈A〉ψI)2ψ〉 . (1.8)

�
(3) Collapse of the State Let a be the outcome of the (idealized) measurement of
A when the state is represented by ψ . The post-measurement state is given by the
unit vector

ψ ′ := P
(A)
a ψ

||P (A)
a ψ||

. (1.9)

Remark 1.4 The above formula is meaningless if μ
(A)
ψ (a) = 0, as it should. Yet, the

choice of phase in ψ does not cause trouble due to the linearity of P
(A)
a .

(2) Compatible and Incompatible Observables Two observables A and B are
compatible—i.e. they can bemeasured simultaneously—if and only if the associated
operators commute:

AB − BA = 0 .

SinceH has finite dimension,A andB are compatible if and only if the associated
spectral projectors commute as well (the proof is elementary):

P (A)
a P

(B)
b = P

(B)
b P (A)

a a ∈ σ(A) , b ∈ σ(B) .

In particular,

||P (A)
a P

(B)
b ψ||2 = ||P (B)

b P (A)
a ψ||2
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has the natural interpretation of the probability to obtain outcomes a and b for a
simultaneous measurement of A and B. If, conversely,A and B are incompatible, it
may happen that

||P (A)
a P

(B)
b ψ||2 �= ||P (B)

b P (A)
a ψ||2 .

Furthermore, by exploiting (1.9) one can understand

||P (A)
a P

(B)
b ψ||2 =

∣∣∣∣∣

∣∣∣∣∣P
(A)
a

P
(B)
b ψ

||P (B)
b ψ||

∣∣∣∣∣

∣∣∣∣∣

2

||P (B)
b ψ||2 (1.10)

as the probability of obtaining first b and then a in successive measurements of B

and A. �
Remark 1.5

(a) In general the role of A and B in (1.10) cannot be swapped, because
P

(A)
a P

(B)
b �= P

(B)
b P

(A)
a when A and B are incompatible. The measurement

procedures “interfere with each other”, as we saw earlier.
(b) The interpretation of (1.10) as probability of successive measurements is

consistent also if A and B are compatible. In that case the probability of
obtaining first b and then a in successive measurements of B and A is identical
to the probability of measuring a and b simultaneously. In turn, it coincides with
the probability of obtaining first a and then b in successive measurements of A

and B.
(c) A is always compatible with itself. Moreover P

(A)
a P

(A)
a = P

(A)
a , by definition

of projector. This fact has the immediate consequence that if we obtain a

measuring A so that the state immediately after the measurement is represented
by ψa = ||P (A)

a ψ||−1ψ , it will remain ψa even after other measurements of A,
and the outcome will always be a. Versions of this phenomenon, especially
in relationship to the decay of unstable particles, have been experimentally
confirmed and go under the name of quantum Zeno effect. �

Example 1.6 An electron admits a triple of internal observables Sx , Sy , Sz known
as the three components of the spin. Very roughly speaking, we can think of the spin
as the angular momentum of the particle in a moving frame always at rest with the
centre of the particle and keeping its axes parallel to the ones of the reference frame
of the laboratory where the electron moves. In view of its peculiar properties the spin
cannot actually have a complete classical analogue, and this naive interpretation is
eventually untenable. For instance, one cannot “stop” the spin of a particle or change
the constant value of S2 = S2

x + S2
y + S2

z : this quantity is a characteristic property
of the particle like the mass. The electron’s spin is described by an internal Hilbert
space Hs , which has dimension 2 so it can be identified with C

2. Up to a constant
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factor involving h̄ (depending on conventions), the spin observables

Sx = h̄

2
σx , Sy = h̄

2
σy , Sz = h̄

2
σz . (1.11)

correspond to the well-known Pauli matrices

σx =
[
0 1
1 0

]
, σy =

[
0 −i

i 0

]
, σz =

[
1 0
0 −1

]
. (1.12)

Observe that [Sa, Sb] �= 0 if a �= b, implying that the spin’s components are
incompatible observables. In fact, one has

[Sx, Sy ] = ih̄Sz

and the similar identities obtained by permuting cyclically the indices. These
commutation relations are the same as for the observables Lx ,Ly ,Lz describing the
angular momentum in the lab frame, which do possess classical analogues (we shall
return to these in Example 7.44). In contrast to CM, the observables describing the
angular momenta are incompatible and cannot be measured simultaneously. The
failure of compatibility is related to the appearance of h̄ in the right-hand side of

[Lx,Ly ] = ih̄Lz .

That number is extremely small when compared with macroscopic scales. This is
the ultimate reason why the incompatibility of Lx and Lz is practically undetectable
in macroscopic systems.

Direct inspection proves that σ(Sa) = {±h̄/2}, and similarly σ(La) = {nh̄ |
n ∈ Z}. Therefore the components of the angular momentum take discrete
values in QM, another difference with CM. Though since the gap between the
two nearest values is extremely small if compared to typical angular momenta of
macroscopic systems, in practice this discreteness becomes imperceptible and thus
disappears. �

1.2.1 Time Evolution

At this point a few words on time evolution are in order, while we reserve a broader
discussion for later.

Among the class of observables of a quantum system described in a given
inertial reference frame, the (quantum) Hamiltonian H plays a fundamental role.
We are assuming that the system interacts with a stationary physical environment
and everything refers to the rest space of an inertial system. The one-parameter
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group of unitary operators associated with H (see (1.7) for notation)

Ut := e−itH :=
∑

h∈σ(H)

e−ithP
(H)
h , t ∈ R (1.13)

describes the time evolution of quantum states, as follows. Let the state at time t = 0
be represented by the unit vector ψ ∈ H, so at time t the state is represented by

ψt = Utψ .

(The vector ψt has norm 1 since Ut is unitary and thus preserves norms.) Taking
(1.13) into account, this identity is equivalent to

i
dψt

dt
= Hψt . (1.14)

Equation (1.14) is nothing but a form of the celebrated Schrödinger equation. If the
environment is not stationary, a more complicated description can be given where
H is replaced by a family of (selfadjoint) Hamiltonian operators H(t) parametrised
by time t ∈ R. Time dependence accounts for the evolution in time of the external
system interacting with our quantum system. In that case, it is simply assumed that
the time evolution of states is again provided by the equation above where H is
replaced by H(t):

i
dψt

dt
= H(t)ψt . (1.15)

This equation permits one to define a two-parameter groupoid of unitary operators
U(t2, t1), where t2, t1 ∈ R, such that

ψt2 = U(t2, t1)ψt1 , t2, t1 ∈ R .

The groupoid structure arises from the following identities: U(t, t) = I ,
U(t3, t2)U(t2, t1) = U(t3, t2) and U(t2, t1)

−1 = U(t2, t1)
∗ = U(t1, t2).

In our elementary setup, where H is finite-dimensional,Dyson’s formula holds

U(t2, t1) =
+∞∑

n=0

(−i)n

n!
∫ t2

t1

· · ·
∫ t2

t1

T [H(τ1) · · ·H(τn)] dτ1 · · · dτn

with the simple hypothesis that the map R � t �→ Ht ∈ B(H) is continuous (adopt-
ing any topology compatible with the vector-space structure of B(H)) [Mor18]. In
the above formula we set T [H(τ1) · · ·H(τn)] = H(τπ(1)) · · ·H(τπ(n)), where the
bijective function π : {1, . . . , n} → {1, . . . , n} is a permutation with τπ(1) ≥ · · · ≥
τπ(n).
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1.3 A First Look at the Infinite-Dimensional Case, CCRs
and Quantization Procedures

All the formalism introduced, excluding certain technicalities we shall examine at a
later stage, holds also for quantum systems whose complex vector space of states H
is infinite-dimensional.

To extend the ideas of Sect. 1.2 to the setup where finite-dimensionality is
relaxed, it only seems natural to assume that H is complete for the norm 〈·|·〉.
Hence H becomes a complex Hilbert space. In particular, completeness ensures the
existence of spectral decompositions generalizing (1.4), when referring to compact
selfadjoint operators.

Notation 1.7 Henceforth S (Rn) will denote the vector space of C∞ complex-
valued functions on R

n which, together with derivatives of all orders in any set
of coordinates, decay faster than negative powers of |x| as |x| → +∞.

From now on C∞c (Rn) will indicate the vector space of C∞ complex-valued
maps on R

n with compact support. Finally, dnx will denote the Lebesgue measure
on Rn. �

1.3.1 The L2(R, dx) Model

The simplest example of a quantum system described in an infinite-dimensional
Hilbert space is a quantum particle confined to the real line R. In this case, the
Hilbert space is H := L2(R, dx), dx denoting the standard Lebesgue measure on
R. States are still represented by elements of PH, namely equivalence classes [ψ]
of measurable functions ψ : R→ C with unit norm, ||[ψ]|| = ∫

R
|ψ(x)|2dx = 1.

Remark 1.8 Note how we have two distinct quotients: ψ and ψ ′ define the same
element [ψ] in L2(R, dx) iff ψ(x)−ψ ′(x) �= 0 on a set of zero Lebesgue measure.
Two unit vectors [ψ] and [φ] define the same state if [ψ] = eia[φ] for some
a ∈ R. �
Notation 1.9 In the sequel we shall adopt the standard convention of many
functional analysis textbooks and denote by ψ , instead of [ψ], the elements of
spaces L2. Tacitly we shall identify functions that differ at most on zero-measure
sets. �

The functions ψ defining states (up to zero-measure sets and phases) are called
wavefunctions. There is a pair of fundamental observables describing our quantum
particle moving in R. One is the position observable. The corresponding selfadjoint
operator X is the position operator defined by

(Xψ)(x) := xψ(x) , x ∈ R , ψ ∈ L2(R, dx) .
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The other observable is the momentum P . Restoring h̄ for the occasion, the
momentum operator is

(Pψ)(x) := −ih̄
dψ(x)

dx
, x ∈ R , ψ ∈ L2(R, dx) .

We are immediately confronted by a number of mathematical issues with these,
actually quite naive, definitions. Let us begin with X. First of all, in general Xψ �∈
L2(R, dx) even if ψ ∈ L2(R, dx). To fix the problem, one could simply restrict the
domain of X to the linear subspace

D(X) :=
{
ψ ∈ L2(R, dx)

∣∣∣∣
∫

R

|xψ(x)|2dx < +∞
}

. (1.16)

Even if

〈Xψ|φ〉 = 〈ψ|Xφ〉 for all ψ,φ ∈ D(X), (1.17)

holds, we cannot argue that X is properly selfadjoint because we have not yet given
the definition of adjoint to an operator defined on a non-maximal domain in an
infinite-dimensional Hilbert space. Identity (1.2) in an infinite-dimensional Hilbert
space does not define a (unique) operatorX∗ without further technical requirements.
(Readers need not hold their breath, for X is truly selfadjoint on some domain
(1.16) according to a general definition, see the next chapter.) From a very practical
viewpoint however, (1.17) implies that all the eigenvalues of X, if any, must be
real, which seems sufficient to adopt the standard interpretation of eigenvalues as
outcomes of measurements of the observable X. Unfortunately life is not as easy:
for every fixed x0 ∈ R there is no ψ ∈ L2(R, dx) with Xψ = x0ψ and ψ �= 0.
(A function ψ satisfying Xψ = x0ψ must also satisfy ψ(x) = 0 if x �= x0, due
to the definition of X. Hence ψ = 0 in L2(R, dx), simply because {x0} has zero
Lebesgue measure!)

All this seems to prevent the existence of a spectral decomposition of X like
(1.4), since X does not admit eigenvectors in L2(R, dx) (and a fortiori in D(X)).

The definition of P appears to suffer from even worse problems. Its domain
cannot be the whole L2(R, dx) but should be a subset of differentiable functions
with derivative in L2(R, dx). The weakest notion of differentiability we can assume
is weak differentiability, leading to this candidate for domain

D(P) :=
{

ψ ∈ L2(R, dx)

∣∣∣∣∣ ∃ w-
dψ(x)

dx
,

∫

R

∣∣∣∣w-
dψ(x)

dx

∣∣∣∣
2

dx < +∞
}

.

(1.18)
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Above w- dψ(x)
dx

denotes the weak derivative of ψ .1 As a matter of fact D(P)

coincides with the Sobolev space H 1(R).
Again, without a precise definition of adjoint on an infinite-dimensional Hilbert

space (with non-maximal domain) we cannot say anything more precise about the
selfadjointness of P with that domain. (As before P will turn out to be selfadjoint
under the general definition we shall give in the next chapter.)

Passing to the Fourier-Plancherel transform, one finds (some work is needed)

〈Pψ|φ〉 = 〈ψ|Pφ〉 for all ψ,φ ∈ D(P), (1.19)

so that eigenvalues are real provided they exist. Exactly as we saw for X, neither P

admits eigenvectors. The naive eigenvectors with eigenvalue p ∈ R are functions
proportional to the map R � x �→ eipx/h̄, which does not belong to L2(R, dx) nor
D(P). We will tackle these issues in the next chapter in a very general fashion.

Remark 1.10

(a) The space of Schwartz functionsS (R) satisfies

S (R) ⊂ D(X) ∩D(P),

and furthermore S (R) is dense in L2(R, dx) and invariant under X and P :
X(S (R)) ⊂ S (R) and P(S (R)) ⊂ S (R). This observation has many
technical consequences that will resurface elsewhere.

(b) Although we shall not pursue the following, we stress that X admits a set of
eigenvectors if we enlarge the domain of X to the space S ′(R) of Schwartz
distributions in a standard way, taking (a) into account. If T ∈ S ′(R),

〈X(T ), f 〉 := 〈T ,X(f )〉 for every f ∈ S (R).

Thus the eigenvectors in S ′(R) of X with eigenvalue x0 ∈ R are the
distributions cδ(x − x0). This class of eigenvectors can be exploited to build
a spectral decomposition of X similar to (1.4).

Using the same procedure P admits eigenvectors in S ′(R), which are just
the above exponential functions. As before, these eigenvectors allow to construct
a spectral decomposition of P akin to (1.4). This procedure’s core idea can be
traced back to Dirac [Dir30], and in fact some 10years later Schwartz established
the theory of distributions. The modern construction of spectral decompositions
of selfadjoint operators was developed by Gelfand using rigged Hilbert spaces
[GeVi64]. �

1f : R → C, defined up to zero-measure sets, is the weak derivative of g ∈ L2(R, dx) if∫
R

g dh
dx

dx = − ∫
R

f hdx for every h ∈ C∞
c (R). If g is differentiable, its standard derivative

coincides with the weak one.
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1.3.2 The L2(Rn, dnx) Model and Heisenberg’s Inequalities

Consider a quantum particle moving in R
n with Hilbert space L2(Rn, dnx).

Introduce observablesXk and Pk representing position and momentumwith respect
to the k-th axis, k = 1, 2, . . . , n. These operators, which are defined in analogy
to the case n = 1, have smaller domains than the full Hilbert space. We shall do
not recall the domains’ expressions (on which the operators turn out to be properly
selfadjoint, see the definition in the next chapter). Let us just mention that all admit
S (Rn) as a common invariant subspace of their domains. On it

(Xkψ)(x) = xkψ(x) , (Pkψ)(x) = −ih̄
∂ψ(x)

∂xk
, ψ ∈ S (Rn) (1.20)

and so

〈Xkψ|φ〉 = 〈ψ|Xkφ〉 , 〈Pkψ|φ〉 = 〈ψ|Pkφ〉 for all ψ,φ ∈ S (Rn), (1.21)

By direct inspection one easily proves that the canonical commutation relations
(CCRs)

[Xh,Pk] = ih̄δhkI , [Xh,Xk] = 0 , [Ph, Pk] = 0 (1.22)

hold provided the operators are restricted to S (Rn). If A and B have different
domains, the commutator [A,B] := AB − BA is intended defined where both AB

and BA make sense, S (Rn) in the case of concern. Assuming that (1.5) and (1.8)
are still valid for Xk and Pk and ψ ∈ S (Rn), (1.22) easily leads to the Heisenberg
uncertainty relations,

�Xkψ�Pkψ ≥ h̄

2
, for ψ ∈ S (Rn) , ||ψ|| = 1 , k = 1, 2, . . . , n . (1.23)

Exercise 1.11

(1) Derive inequality (1.23) from (1.22), using (1.5) and (1.8).

Solution Using (1.5), (1.8) and the Cauchy-Schwarz inequality, it is easy to show
(we omit the index k for simplicity)

�Xψ�Pψ = ||X′ψ||||P ′ψ|| ≥ |〈X′ψ|P ′ψ〉|

where X′ := X − 〈X〉ψI and P ′ := X − 〈X〉ψI . Next notice that

|〈X′ψ|P ′ψ〉| ≥ |Im〈X′ψ|P ′ψ〉| = 1

2
|〈X′ψ|P ′ψ〉 − 〈P ′ψ|X′ψ〉|.
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Taking advantage of (1.21) and the definitions of X′ and P ′, and exploiting (1.22),
we obtain

|〈X′ψ |P ′ψ〉−〈P ′ψ |X′ψ〉| = |〈ψ |(X′P ′−P ′X′)ψ〉| = |〈ψ |(XP−PX)ψ〉| = h̄|〈ψ |ψ〉|

Since 〈ψ|ψ〉 = ||ψ||2 = 1 by hypotheses, (1.23) is proved. Obviously we still have
to justify the validity of (1.5) and (1.8) in the infinite-dimensional case. �

(2) Prove that there exist no operators Xh,Pk , h, k = 1, 2, . . . , n, on a finite-
dimensional Hilbert space H �= {0} satisfying (1.22).

Solution Supposing such operators exist, we would have

iδhk dim(H) = tr([Xh,Pk]) = tr(XhPk)−tr(PkXh) = tr(PkXh)−tr(PkXh) = 0,

and this is not possible for h = k since dim(H) > 0. �

1.3.3 Failure of Dirac’s Quantization and Deformation
Quantization Procedure

A philosophically remarkable consequence of the CCRs (1.22) is that they resemble
the classical canonical commutation relations of the Hamiltonian variables qh, pk

for the standard Poisson bracket {·, ·}P ,

{qh, pk}P = δh
k , {qh, qk}P = 0 , {ph, pk}P = 0 . (1.24)

as soon as one identifies (ih̄)−1[·, ·] with {·, ·}P . This fact, initially noticed by Dirac
[Dir30], leads to the idea of “quantization” of a classical Hamiltonian theory [Erc15,
Lan17].

In modern language Dirac’s procedure goes like this. Start from a classical
system described on a symplectic manifold (
, ω), for instance 
 := R

2n and ω

the canonical symplectic form. The (real) Lie algebra g := (C∞(
,R), {·, ·}P )

with Lie bracket {f, g}P := ω(df, dg) gives a Poisson structure. To “quantize”
the system, one seeks a “quantization map” Q associating classical observables
f ∈ C∞(
,R) (or in a Lie subalgebra, e.g. a polynomial algebra if 
 = R

2n)
to quantum observables Q(f ), i.e. selfadjoint operators restricted2 to a common
invariant domainS in some Hilbert space H. The map Q : f �→ Q(f ) is expected

2The restriction should be defined so that it admits a unique selfadjoint extension. A sufficient
requirement on S is that every Q(f ) is essentially selfadjoint on it, see the next chapter.
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to satisfy certain conditions, including

1. injectivity;
2. R-linearity;
3. Q(1) = I |S (1 being the constant map 1 on 
);
4. [Q(f ),Q(g)] = ih̄Q({f, g}P )

5. if (
, ω) is the standard R
2n, then Q(xk) = Xk|S and Q(pk) = Pk|S , k =

1, 2, . . . , n;
6. the image of Q is irreducible (the only operators commuting with all elements of

Q(g) are multiples of I ).

Requirements 1, 2 and 4 say that the map Q : f �→ Q(f ) is an injective Lie-
algebra homomorphism transforming g in a real Lie algebra of operators with Lie
bracket proportional to i[Q(f ),Q(g)]. This apparently natural set of requirements
turns out to be mathematically contradictory in view of the various versions of the
Groenewold-van Hove theorem. See [GGT96] for a reasoned survey on the subject.
Alas the problem persists if we only take a subset of the conditions, and replace
C∞(
,R) with a smaller subalgebra, for instance polynomials onR2n. In summary,
no quantization map exists if we insist it agree strictly with Dirac’s original take.
The problem can be overcome within the paradigm of Deformation Quantization,
where requirement 4 is relaxed and one allows for additional higher powers of h̄

in the right-hand side. Everything relies upon an associative but non-commutative
quantum product ∗h̄ : C∞(
,R)× C∞(
,R) → C∞(
,R) encoding all quantum
properties already onC∞(
,R). Furthermore, the commutator associated with ∗h̄ is
supposed to coincide with the commutator of operators under the quantization map.
The latter does not add further quantum properties to the game, since everything is
already included in ∗h̄; it just identifies elements of the quantum (non-commutative)
structure (C∞(
,R), ∗h̄) with operators in a suitable (and in a sense unnecessary)
Hilbert space:

[Q(f ),Q(g)] = Q(f ∗h̄ g − g ∗h̄ f ) .

Assuming that ∗h̄ can be expanded in powers of h̄, the first-order approximation of
the ∗h̄-commutator is requested to equal { , }P , hence replacing requirement 4 above
with:

[Q(f ),Q(g)] = Q(f ∗h̄ g−g∗h̄f ) = Q(ih̄{f, g}P +O(h̄2)) = ih̄Q({f, g}P )+O(h̄2).

This modification proves to be feasible and fruitful. There are other remarkable
procedures of “quantization” in the literature, but we shall not insist on them [Erc15,
Lan17].
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Example 1.12 Consider a spinless particle in 3D with mass m > 0, whose potential
energy is a real function U ∈ C∞(R3) with polynomial growth and bounded below.
Classically, its Hamiltonian function reads

h :=
3∑

k=1

p2
k

2m
+ U(x) .

A brute-force quantization procedure in L2(R3, d3x) would consist in replacing
every classical object with operators. This may just about make sense when there
are no ordering ambiguities when translating functions like p2x, since classically
p2x = pxp = xp2. But the new identities would be false at the quantum level. In
our case these problems do not arise, so

H :=
3∑

k=1

P 2
k

2m
+ U , (1.25)

where (Uψ)(x) := U(x)ψ(x), could be accepted as a first quantum model of the
Hamiltonian function of our system. The operator is at least defined on S (R3),
where 〈Hψ|φ〉 = 〈ψ|Hφ〉. The existence of selfadjoint extensions is a delicate
issue (see [Mor18] and especially [Tes14]) that we shall not address. Taking (1.20)
into account, one immediately finds that onS (R3)

H := − h̄2

2m
�+ U ,

where � is the standard Laplace operator on Rn (n = 3 at present)

� =
n∑

k=1

∂2

∂x2
k

. (1.26)

If we assume that the equation describing the evolution of the quantum system is
still3 (1.14), we find the known form of Schrödinger’s equation,

ih̄
dψt

dt
= − h̄2

2m
�ψt + Uψt ,

for ψτ ∈ S (R3) and τ varying in a neighbourhood of t (this requirement may be
relaxed). To be very accurate, the meaning of the derivative on the left should be
specified. We shall only say that it is computed with respect to the natural topology
of L2(R3, d3x). �

3The factor h̄ has to be added in the left-hand side of (1.14) if our unit system has h̄ �= 1.



Chapter 2
Hilbert Spaces and Classes of Operators

The main goal of this and the next chapter is to lay out the mathematics sufficient
to extend to infinite dimensions the elementary formulation of QM of the first
chapter. As we saw in Sect. 1.3, the main issue concerns the fact that in the infinite-
dimensional case there exist operators representing observables, think X and P ,
which do not have proper eigenvalues and eigenvectors. So, naive expansions such
as (1.4) cannot be extended verbatim. They, together with eigenvalues viewed as
values of an observable associated with a selfadjoint operator, play a crucial role
in the mathematical interpretation of the quantum phenomenology of Sect. 1.1
discussed in Sect. 1.2. In particular we need a precise definition of selfadjoint
operator and something on spectral decompositions in infinite dimensions. These
tools are basic elements of the spectral theory of Hilbert spaces, which von
Neumann created in order to set up Quantum Mechanics rigorously and first saw
the light in his famous book [Neu32]. It was successively developed by various
scholars and has since branched out in many different directions in pure and
applied mathematics. As a matter of fact the notion of Hilbert space itself, as
we know it today, appeared in the second chapter of that book, and was born
out of earlier constructions by Hilbert and Riesz. Reference textbooks include
[Ped89, Rud91, Schm12, Tes14, Mor18].

2.1 Hilbert Spaces: A Round-Up

We shall assume the reader is well acquainted with the basic definitions of the
theory of normed, Banach and Hilbert spaces, including in particular orthogonality,
Hilbert bases (also called complete orthonormal systems), their properties and
use [Rud91, Mor18]. We shall nevertheless summarize a few results especially
concerning orthogonal sets and Hilbert bases.
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Remark 2.1 We shall only deal with complex Hilbert spaces, even if not mentioned
explicitly. �

2.1.1 Basic Properties

Definition 2.2 A Hermitian inner product on the complex vector space H is a
map 〈·|·〉 : H×H→ C such that, for a, b ∈ C and x, y, z ∈ H,

(i) 〈x|y〉 = 〈y|x〉,
(ii) 〈x|ay + bz〉 = a〈x|y〉 + b〈x|z〉,
(iii) 〈x|x〉 ≥ 0, and x = 0 if 〈x|x〉 = 0.

The space H is a (complex) Hilbert space if it is complete for the norm ||x|| :=√〈x|x〉, x ∈ H. �
Remark 2.3 A closed subspace H0 in a Hilbert space H is a Hilbert space for the
restriction of the inner product, since it contains the limit points of its Cauchy
sequences. �

The mere (semi-)positivity of the inner product, regardless of completeness,
guarantees the Cauchy-Schwartz inequality

|〈x|y〉| ≤ ||x|| ||y|| , x, y ∈ H .

Another easy, and purely algebraic observation is the polarization identity of the
inner product (with H not necessarily complete)

4〈x|y〉 = ||x + y||2 − ||x − y||2 − i||x + iy||2 + i||x − iy||2 for of x, y ∈ H,

(2.1)

which immediately implies the following elementary fact.

Proposition 2.4 If H is a complex vector space with Hermitian inner product 〈 | 〉,
any linear isometry L : H → H (||Lx|| = ||x|| for all x ∈ H) preserves the inner
product: 〈Lx|Ly〉 = 〈x|y〉 for x, y ∈ H.

The converse is obviously true. Similarly to the above identity, we have another
useful formula for a linear map A : H→ H, namely:

4〈x|Ay〉 = 〈x + y|A(x + y)〉 − 〈x − y|A(x − y)〉 − i〈x + iy|A(x + iy)〉

+ i〈x − iy|A(x − iy)〉 for of x, y ∈ H. (2.2)

From it one deduces the next fact in an easy way.



2.1 Hilbert Spaces: A Round-Up 19

Proposition 2.5 Let A : H → H be a linear map on the complex vector space H
with Hermitian inner product. If 〈x|Ax〉 = 0 for all x ∈ H, then A = 0.

This is not always true if H is a real vector space with a symmetric real inner
product.

Let us state another key result of the theory (e.g., see [Rud91, Mor18]):

Theorem 2.6 (Riesz’s Lemma) LetH be a Hilbert space. A functional φ : H→ C

is linear and continuous if and only if it has the form φ = 〈x| 〉 for some x ∈ H. The
vector x is uniquely determined by φ.

2.1.2 Orthogonality and Hilbert Bases

Notation 2.7 Given M ⊂ H, the space M⊥ := {y ∈ H | 〈y|x〉 = 0 ∀x ∈ M}
denotes the orthogonal (complement) to M . When N ⊂ M⊥ (which is patently
equivalent to M ⊂ N⊥), we write N ⊥ M . �

Evidently M⊥ is a closed subspace of H because the inner product is continuous.
The operation ⊥ enjoys several nice properties, all quite easy to prove (e.g., see
[Rud91, Mor18]). In particular,

spanM = (M⊥)⊥ and H = spanM ⊕M⊥ (2.3)

where spanM indicates the set of finite linear combinations of vectors in M , the
overline denotes the topological closure and ⊕ is the direct sum of (orthogonal)
subspaces. (We remind that a vector space X is the direct sum of subspacesX1,X2,
written X = X1⊕X2, if every x ∈ H can be decomposed as x = x1+ x2 for unique
elements x1 ∈ X1 and x2 ∈ X2.)

Here is an elementary but important technical lemma [Mor18].

Lemma 2.8 Let H be a Hilbert space. If {xn}n∈N ⊂ H is a sequence such that
〈xk|xh〉 = 0 for h �= k, then the following facts are equivalent.

(a)
∑+∞

n=0 xn := limN→+∞
∑N

n=0 xn exists in H;
(b)

∑+∞
n=0 ||xn||2 < +∞.

If (a) and (b) hold, then

+∞∑

n=0
xn =

+∞∑

n=0
xf (n) ∈ H ,

for every bijective map f : N → N. In other words, the series in (a) can be
rearranged arbitrarily and the sum does not change.
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Definition 2.9 A Hilbert basis N of a Hilbert space H is a set of orthonormal
vectors (i.e. ||u|| = 1 and 〈u|v〉 = 0 for u, v ∈ N with u �= v) such that if s ∈ H
satisfies 〈s|u〉 = 0 for every u ∈ H, then s = 0. �

Hilbert bases always exist as a consequence of Zorn’s lemma. (An explicit
example in L2(R, dx) is constructed in Example 2.59 (4) below.) As a consequence
of (2.3),

Proposition 2.10 A set of orthonormal vectors N ⊂ H is a Hilbert basis for H if
and only if span N = H.

If M ⊂ H is an orthonormal set, Bessel’s inequality

||x||2 ≥
∑

u∈M

|〈u|x〉|2 for every x ∈ H

can be proved in a straightforward way. Hilbert bases are exactly orthonormal sets
saturating the inequality. In fact, a generalized version of Pythagoras’ theorem
holds.

Proposition 2.11 A set of orthonormal vectors N ⊂ H is a Hilbert basis of H if
and only if

||x||2 =
∑

u∈N

|〈u|x〉|2 for every x ∈ H.

The above sum is understood as the supremum of
∑

u∈F |〈u|x〉|2 over finite sets
F ⊂ N .

Remark 2.12

(a) IfN is a Hilbert basis and x ∈ H, at most countablymany elements |〈u|x〉|2, u ∈
N , are non-zero: only a finite number of values |〈u|x〉|2 can belong in [1,+∞)

for otherwise the sum would diverge, and the same argument tells only a finite
number can belong in [1/2, 1), in [1/3, 1/2) and so on. Since these sets form
a countable partition of [0,+∞), the number of non-vanishing terms |〈u|x〉|2
is either finite or countable. The sum ||x||2 = ∑

u∈N |〈u|x〉|2 can therefore
be interpreted as a standard series by summing over non-zero elements only.
Furthermore, it may be rearranged without altering the sum because the series
converges absolutely.

(b) All Hilbert bases of H have the same cardinality and H is separable, i.e. it
admits a dense countable subset, if and only if H has a Hilbert basis that is
either finite or countable. �
As a consequence of Lemma 2.8 and remark (a) above, if N ⊂ H is a Hilbert

basis, any x ∈ H may be written as a sum

x =
∑

u∈N

〈u|x〉u . (2.4)
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More precisely, since only finitely or countably many 〈un|x〉 do not vanish, the
decomposition is either a finite sum or a series limm→+∞

∑m
n=0〈un|x〉un, computed

with respect to the norm of H, where the order of the un does not matter by
Lemma 2.8. For this reason the terms are not labelled.

Decomposition (2.4) and the continuity of the inner product immediately imply,
for every x, y ∈ H,

〈x|y〉 =
∑

u∈N

〈x|u〉〈u|y〉 (2.5)

The sum is absolutely convergent (by the Cauchy-Schwartz inequality), another
reason for why it can be rearranged.

2.1.3 Two Notions of Hilbert Orthogonal Direct Sum

Hilbert structures can be built by summing orthogonally a given family of Hilbert
spaces. There are two such constructions (see, e.g., [Mor18]).

(1) The first case is the Hilbert (orthogonal direct) sum of closed subspaces
{Hj }j∈J of a given Hilbert space H, with Hj �= {0} for every j ∈ J . Here
J is a set with arbitrary cardinality and we suppose Hr ⊥ Hs when r �= s. Let
span{Hj }j∈J denote the set of finite linear combinations of vectors in the Hj ,
j ∈ J . The Hilbert orthogonal direct sum of the Hj is the closed subspace
of H

⊕

j∈J

Hj := span{Hj }j∈J .

By Proposition 2.10 if Nj ⊂ Hj is a Hilbert basis of Hj , then ∪j∈J Nj is a
Hilbert basis of

⊕
j∈J Hj . Decomposing x ∈ ⊕

j∈J Hj over every Nj , we
have corresponding elements xj ∈ Hj such that

∀x ∈
⊕

j∈J

Hj , ||x||2 =
∑

j∈J

||xj ||2 .

Furthermore, by Lemma 2.8,

∀x ∈
⊕

j∈J

Hj , x =
∑

j∈J

xj , xj ∈ Hj for j ∈ J

where the sum is a series, since at most countably many xj do not vanish,
and the sum can be rearranged. The sum is direct in the sense that every
x ∈ ⊕

j∈J Hj can be decomposed uniquely as a sum of vectors xj ∈ Hj . If
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we take another decomposition, namely x = ∑
j∈J x ′j with x ′j ∈ Hj for j ∈ J ,

then 0 = x − x = ∑
j∈J (x ′j − xj ). By computing the norm, and since for

different j we have orthogonal vectors, 0 = ∑
j∈J ||x ′j − xj ||2 hence x ′j = xj

for every j ∈ J .
(2) If {Hj }j∈J is a family of non-trivial Hilbert spaces, we can define a sec-

ond Hilbert space
⊕

j∈J Hj , called Hilbert (direct orthogonal) sum of the
{Hj }j∈J . To this end, consider the elements x = {xj }j∈J of the standard direct

sum of the complex vector spaces Hj whose norm ||x|| :=
√∑

j∈J ||xj ||2j
is finite. This defines a Hilbert-space structure for the inner product 〈x|x ′〉 =∑

j∈J 〈xj |x ′j 〉j , with obvious notation.
The two definitions are manifestly interrelated. Indeed, according to the

second definition, (a) everyHj is a closed subspace of
⊕

j∈J Hj , (b)Hj ⊥ Hk if
j �= k for the inner product 〈 | 〉, and (c) ⊕

j∈J Hj is also the Hilbert orthogonal
direct sum according to the first definition.

2.1.4 Tensor Product of Hilbert Spaces

If {Hj }j=1,2,...,N is a finite family of Hilbert spaces (which are not necessarily
subspaces of a larger Hilbert space), their Hilbert tensor product is constructed as
follows. First consider the standard ‘algebraic’ tensor productH1⊗alg · · · ⊗alg HN .
We can endow this space with the inner product that extends

〈x1 ⊗ · · · ⊗ xN |y1 ⊗ · · · ⊗ yN 〉 :=
N∏

j=1
〈xj |yj 〉j for xj , yj ∈ Hj , j = 1, . . . , N

(2.6)

(linearly in the first slot, anti-linearly in the second one). It is easy to prove [Mor18]
that there exists only one such Hermitian inner product on H1 ⊗alg · · · ⊗alg HN .
The Hilbert tensor product H1 ⊗ · · · ⊗ HN of the family {Hj }j=1,2,...,N is the
completion of H1 ⊗alg · · · ⊗alg HN with respect to the norm induced by the inner
product extending (2.6).

As a consequence, given Hilbert bases Nj ⊂ Hj , the orthonormal set

{u1 ⊗ · · · ⊗ uN | uj ∈ Nj , j = 1, . . . , N}

is a Hilbert basis of H1 ⊗ · · · ⊗HN [Mor18].

Remark 2.13 Consider the Hilbert spaces L2(Xj , μj ), j = 1, . . . , N , where each
μj is σ -finite. The Hilbert space L2(X1 × · · · × XN,μ1 ⊗ · · · ⊗ μN) turns out to
be naturally isomorphic to L2(X1, μ1)⊗ · · · ⊗L2(XN,μN) [Mor18]. The Hilbert-
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space isomorphism is the unique continuous linear extension of

L2(X1, μ1)⊗ · · · ⊗ L2(XN,μN) � f1 ⊗ · · · ⊗ fN �→ f1 · · · fN

∈ L2(X1 × · · · ×XN,μ1 ⊗ · · · ⊗ μN) ,

where f1 · · · fN is the pointwise product:

(f1 · · · fN)(s1, . . . , sN ) := f1(s1) · · ·fn(sN) ,

if (s1, . . . , sn) ∈ X1 × · · · ×XN . �

2.2 Classes of (Unbounded) Operators on Hilbert Spaces

Keeping in mind we are aiming for spectral analysis for its use in QM, we had better
introduce a number of preparatory notions on operator algebras.

2.2.1 Operators and Abstract Algebras

From now on an operator will be a linear map A : X → Y from a complex linear
space X to another linear space Y . In case Y = C, we say that A is a functional
on X.

As our interest lies in Hilbert spacesH, an operator A on H will implicitly mean
a linear map A : D(A) → H, whose domain D(A) ⊂ H is a subspace of H. In
particular

I : H � x �→ x ∈ H

denotes the identity operator defined on the whole space (D(I) = H). If A is an
operator on H, Ran(A) := {Ax | x ∈ D(A)} is the image or range of A.

Notation 2.14 If A and B are operators on H

A ⊂ B means that D(A) ⊂ D(B) and B|D(A) = A,

where |S indicates restriction to S. We also adopt the usual conventions regarding
standard domains for combinations of A,B:

(i) D(AB) := {x ∈ D(B) | Bx ∈ D(A)} is the domain of AB,
(ii) D(A+ B) := D(A) ∩D(B) is the domain of A+ B,
(ii) D(αA) = D(A) for α �= 0 is the domain of αA. �
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With these definitions it is easy to prove that

(1) (A+ B)+ C = A+ (B + C),
(2) A(BC) = (AB)C,
(3) A(B + C) = AB + BC,
(4) (B + C)A ⊃ BA+ CA,
(5) A ⊂ B and B ⊂ C imply A ⊂ C,
(6) A ⊂ B and B ⊂ A imply A = B,
(7) AB ⊂ BA implies A(D(B)) ⊂ D(B) if D(A) = H,
(8) AB = BA implies D(B) = A−1(D(B)) if D(A) = H (so A(D(B)) = D(B)

if A is surjective).

In the next blockwe introduce abstract algebraic structureswhich describe spaces
of operators on a Hilbert space.

Definition 2.15 Let A be an associative algebra over C.

(1) A is a Banach algebra if it is a Banach space such that ||ab|| ≤ ||a|| ||b|| for
a, b ∈ A. A unital Banach algebra is a Banach algebra with multiplicative unit
1 satisfying ||1|| = 1.

(2) A is a (unital) ∗-algebra if it is an (unital) algebra equipped with an anti-linear
map A � a �→ a∗ ∈ A, called involution, such that (a∗)∗ = a and (ab)∗ =
b∗a∗ for a, b ∈ A. The ∗-algebra A is said to be positive if a∗a = 0 implies
a = 0.

(3) A is a (unital)C∗-algebra if it simultaneously is a (unital) Banach algebra and a
∗-algebra satisfying ||a∗a|| = ||a||2 for a ∈ A. (A C∗-algebra is automatically
positive.)

A ∗-homomorphism A → B of ∗-algebras is an algebra homomorphism
preserving involutions and units if present. A bijective ∗-homomorphism is called
∗-isomorphism.

A (unital C)∗-subalgebra is a subset B of a given (unital C)∗-algebra A that is
a (unitalC)∗-algebra for the restricted (unitalC)∗-algebra operations ofA, provided
they are well defined. If present, the unit ofB is the unit ofA. In caseB is a (unital)
C∗-subalgebra, the two norms agree. �
Exercise 2.16 Prove that 1∗ = 1 in a unital ∗-algebra, and ||a∗|| = ||a|| if a ∈ A
when A is a C∗-algebra.

Solution From 1a = a11 = a and the definition of ∗, we immediately have a∗11∗ =
11∗a∗ = a∗. Since (b∗)∗ = b, we have found that b11∗ = 11∗b = b for every
b ∈ A. The uniqueness of the unit implies 11∗ = 11. Regarding the second property,
||a||2 = ||a∗a|| ≤ ||a∗|| ||a|| so that ||a|| ≤ ||a∗||. Everywhere replacing a by a∗
and using (a∗)∗, we also obtain ||a∗|| ≤ ||a||, so that ||a∗|| = ||a||. �

We remind the reader that an operator A : X → Y , where X and Y are normed
complex vector spaces with respective norms || · ||X and || · ||Y , is said to be
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bounded if

||Ax||Y ≤ b||x||X for some b ∈ [0,+∞) and all x ∈ X. (2.7)

As is well known [Rud91, Mor18],

Proposition 2.17 An operator A : X → Y of normed spaces is continuous if and
only if it is bounded.

Proof It is evident that bounded implies continuous because, for x, x ′ ∈ X, ||Ax −
Ax ′||Y ≤ b||x−x ′||X. Conversely, if A is continuous then it is continuous at x = 0,
so ||Ax||y ≤ ε for ε > 0 if ||x||X < δ for δ > 0 sufficiently small. If ||x|| = δ/2
we therefore have ||Ax||Y < ε and hence, dividing by δ/2, we also find ||Ax ′||Y <

2ε/δ, where ||x ′||X = 1. Multiplying by λ > 0 gives ||Aλx ′||Y < 2λε/δ, which can
be rewritten ||Ax||Y < 2 ε

δ
||x|| for every x ∈ X, proving that A is bounded. ��

For bounded operators it is possible to define the operator norm,

||A|| := sup
0 �=x∈X

||Ax||Y
||x||X

(
= sup

x∈X, ||x||X=1
||Ax||Y

)
.

It is easy to prove that this is a norm on the complex vector space B(X, Y ) of
bounded operators T : X → Y , X,Y complex normed, with linear combinations
αA+βB ∈ B(X, Y ) for α, β ∈ C and A,B ∈ B(X, Y ) defined by (αA+βB)x :=
αAx + βBx for every x ∈ X.

An important, elementary technical result is stated in the following proposition.

Proposition 2.18 Let A : S → Y be a bounded operator defined on the subspace
S ⊂ X, where X,Y are normed spaces with Y complete. If S is dense in X, then A

can be extended to a unique continuous, bounded operator A1 : X → Y . Moreover
||A1|| = ||A||.
Proof Uniqueness is obvious from continuity: if S � xn → x ∈ X and A1, A

′
1 are

continuous extensions, A1x − A′1x = limn→+∞ A1xn − A′1xn = limn→+∞ 0 = 0.
Let us construct a linear continuous extension. If x ∈ X, there exists a sequence
S � xn → x ∈ X since S is dense. But {Axn}n∈N is Cauchy because {xn}n∈N is
Cauchy and ||Axn−Axm||Y ≤ ||A||||xn−xm||X, so the limitA1x := limn→+∞ Axn

exists because Y is complete. The limit does not depend on the sequence: if S �
x ′n → x, then ||Axn − Ax ′n|| ≤ ||A|| ||xn − x ′n|| → 0, so A1 is well defined. It is
immediate to prove that A1 is linear from the linearity of A, henceA1 is an operator
which extendsA to the wholeX. By construction, ||A1x||Y = limn→+∞ ||Axn||Y ≤
limn→+∞ ||A||||xn||X ≤ ||A||||x||X, so ||A1|| ≤ ||A||, in particular A1 is bounded.
On the other hand

||A1|| = sup{||A1x|| ||x||−1 | x ∈ X \ {0}} ≥ sup{||A1x|| ||x||−1 | x ∈ S \ {0}}

= sup{||Ax|| ||x||−1 | x ∈ S \ {0}} = ||A|| ,
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so that ||A1|| ≥ ||A|| as well, proving ||A1|| = ||A||. ��
Notation 2.19 From now on,B(H) := B(H,H) will denote the space of bounded
operators A : H→ H on the Hilbert space H. �

B(H) acquires the structure of a unital Banach algebra: the complex vector space
structure is the standard one of operators, the algebra’s associative product is the
composition of operators with unit I , and the norm is the above operator norm,

||A|| := sup
0 �=x∈H

||Ax||
||x|| .

This definition of ||A|| holds also for bounded operatorsA : D(A) → H, if D(A) ⊂
H but D(A) �= H. It immediately follows

||Ax|| ≤ ||A|| ||x|| if x ∈ D(A).

As we already know, || · || is a norm onB(H). Furthermore, it satisfies

||AB|| ≤ ||A|| ||B|| A,B ∈ B(H) .

It is also evident that ||I || = 1. ActuallyB(H) is a Banach space and hence a unital
Banach algebra, due to the following fundamental result:

Theorem 2.20 If H is a Hilbert space, B(H) is a Banach space for the operator
norm.

Proof The only non-trivial property is the completeness of B(H), so let us prove
it. Consider a Cauchy sequence {Tn}n∈N ⊂ B(H). We want to show that there
exists T ∈ B(H) which satisfies ||T − Tn|| → 0 as n → +∞. Define T x :=
limn→+∞ T x for every x ∈ H. The limit exists because {Tnx}n∈N is Cauchy from
||Tnx−Tmx|| ≤ ||Tn−Tm||||x||. The linearity of T is easy to prove from the linearity
of every Tn. Next observe that ||T x − Tmx|| = || limn Tnx − Tmx|| = limn ||Tnx −
Tmx|| ≤ ε||x|| if m is sufficiently large. Assuming that T ∈ B(H), dividing by ||x||
the inequality and taking the sup over ||x|| �= 0 proves that ||T − Tm|| ≤ ε and
therefore ||T − Tm|| → 0 for m → +∞, as wanted. This ends the proof because
T ∈ B(H) since ||T x|| ≤ ||T x − Tmx|| + ||Tmx|| ≤ ε||x|| + ||Tm||||x||, and thus
||T || ≤ (ε + ||Tm||) < +∞. ��
Remark 2.21 The same proof is valid forB(X, Y ), provided the normed space Y is
|| · ||Y -complete. In particular the topological dual of the normed space X, denoted
by X∗ = B(X,C), is complete since C is complete. �
Exercise 2.22 Prove that on a Hilbert space H �= {0} there are no operators
Xh,Pk ∈ B(H), h, k = 1, 2, . . . , n satisfying the CCRs (1.22).

Solution It is enough to consider n = 1. Suppose that [X,P ] = iI (where we
set h̄ = 1 without loss of generality) for X,P ∈ B(H). By induction [X,Pk] =
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kiP k−1 if k = 1, 2, . . .. Hence

k||Pk−1|| = ||[X,Pk]|| ≤ 2||X|| ||Pk || ≤ 2||X||||P ||||Pk−1|| .

Dividing by ||Pk−1|| (which cannot vanish, otherwise Pk−2 = 0 from [X,Pk−1] =
(k − 1)iP k−2, and then P = 0 by induction, which is forbidden since [X,P ] =
iI �= 0), we have k ≤ 2||X|| ||P || for every k = 1, 2, . . .. But this is impossible
because X,P ∈ B(H). �

2.2.2 Adjoint Operators

By introducing the notion of adjoint operator we can show B(H) is a unital C∗-
algebra. To this end, we may consider, more generally, unbounded operators defined
on non-maximal domains.

Definition 2.23 Let A be a densely-defined operator on the Hilbert space H. Define
the subspace of H

D(A∗) := {
y ∈ H | ∃zy ∈ H s.t. 〈y|Ax〉 = 〈zy |x〉 ∀x ∈ D(A)

}
.

The linear map A∗ : D(A∗) � y �→ zy is called the adjoint operator to A. �
Let us explain why the definition is well posed. The element zy is uniquely

determined by y, since D(A) is dense. If zy, z
′
y satisfy 〈y|Ax〉 = 〈zy |x〉 and

〈y|Ax〉 = 〈z′y |x〉, then 〈zy − z′y |x〉 = 0 for every x ∈ D(A). By taking a sequence
D(A) � xn → zy − z′y we conclude that ||zy − z′y || = 0. Therefore zy = z′y
and A∗ : D(A∗) � y �→ zy is a well-defined function. Next, by definition of
D(A∗) we have that azy + bzy ′ satisfies 〈ay + by ′|Ax〉 = 〈azy + bzy ′ |x〉 for
y, y ′ ∈ D(A∗) and a, b ∈ C, by the inner product’s (anti-)linearity, so eventually
A∗ : D(A∗) � u �→ zu is linear too.

Remark 2.24

(a) IfD(A) is not dense,A∗ cannot be defined in general. As an example, consider a
closed subspace M � H, so M⊥ �= {0}. Define A : D(A) = M � x �→ x ∈ H.
If 0 �= y ∈ M⊥ we have 〈y|Ax〉 = 〈y|x〉 = 0, and hence y ∈ D(A∗) and
A∗y = y. But this is inconsistent, for 〈y|Ax〉 = 0 = 〈2y|x〉 implies A∗y = 2y.
In this context the alleged function A∗ would necessarily be multi-valued.

(b) By construction, we immediately have that

〈A∗y|x〉 = 〈y|Ax〉 for x ∈ D(A) and y ∈ D(A∗) .

�
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Exercise 2.25 Prove that D(A∗) can equivalently be defined as the set (subspace)
of y ∈ H such that the functional D(A) � x �→ 〈y|Ax〉 is continuous.
Solution This is a simple application of the Riesz lemma, after extending D(A) �
x �→ 〈y|Ax〉 to a continuous functional on D(A) = H by continuity. �

Remark 2.26

(a) If both A and A∗ are densely defined then A ⊂ (A∗)∗. The proof follows from
the definition of adjoint operator.

(b) If A is densely defined and A ⊂ B then B∗ ⊂ A∗. The proof is immediate from
the definition of adjoint.

(c) If A ∈ B(H) then A∗ ∈ B(H) and (A∗)∗ = A. Moreover

||A∗||2 = ||A||2 = ||A∗A|| = ||AA∗|| .

(See Exercise 2.28.)
(d) From the definition of adjoint one has, for densely defined operatorsA,B on H,

A∗ + B∗ ⊂ (A+ B)∗ and A∗B∗ ⊂ (BA)∗ .

Furthermore

A∗ + B∗ = (A+ B)∗ and A∗B∗ = (BA)∗ , (2.8)

whenever B ∈ B(H) and A is densely defined.
(e) By (c), and (2.8) in particular, it is clear that B(H) is a unital C∗-algebra with

involutionB(H) � A �→ A∗ ∈ B(H). �
Definition 2.27 If A is a (unital) ∗-algebra and H a Hilbert space, a representation
of A on H is a ∗-homomorphism π : A → B(H) for the natural (unital) ∗-algebra
structure ofB(H). The representation π is called faithful if it is injective.

Two representations π1 : A → B(H1) and π2 : A → B(H2) are said to be
unitarily equivalent if there exists a Hilbert space isomorphism U : H1 → H2
such that

Uπ1(a)U−1 = π2(a) for all a ∈ A.

�
Exercise 2.28 Prove that A∗ ∈ B(H) if A ∈ B(H) and that, in this case, (A∗)∗ =
A, ||A|| = ||A∗|| and ||A∗A|| = ||AA∗|| = ||A||2.
Solution IfA ∈ B(H), for every y ∈ H the linear mapH � x �→ 〈y|Ax〉 is continu-
ous (|〈y|Ax〉| ≤ ||y||||Ax|| ≤ ||y||||A||||x||), therefore Theorem 2.6 guarantees that
there exists a unique zy,A ∈ H with 〈y|Ax〉 = 〈zy,A|x〉 for all x, y ∈ H. The map
H � y �→ zy,A is linear because zy,A is unique and the inner product is anti-linear
on the left. The map H � y �→ zy,A fits the definition of A∗, so it coincides with
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A∗ and D(A∗) = H. Since 〈A∗x|y〉 = 〈x|Ay〉 for x, y ∈ H implies (conjugating)
〈y|A∗x〉 = 〈Ay|x〉 for x, y ∈ H, we have (A∗)∗ = A. To prove that A∗ is bounded
observe that ||A∗x||2 = 〈A∗x|A∗x〉 = 〈x|AA∗x〉 ≤ ||x|| ||A|| ||A∗x||, so that
||A∗x|| ≤ ||A|| ||x|| and ||A∗|| ≤ ||A||. Using (A∗)∗ = A, we have ||A∗|| = ||A||.
Regarding the last identity, it is evidently enough to prove that ||A∗A|| = ||A||2.
First of all, ||A∗A|| ≤ ||A∗|| ||A|| = ||A||2, so that ||A∗A|| ≤ ||A||2. On the
other hand ||A||2 = (sup||x||=1 ||Ax||)2 = sup||x||=1 ||Ax||2 = sup||x||=1〈Ax|Ax〉 =
sup||x||=1〈x|A∗Ax〉 ≤ sup||x||=1 ||x||||A∗Ax|| = sup||x||=1 ||A∗Ax|| = ||A∗A||. We
have found that ||A∗A|| ≤ ||A||2 ≤ ||A∗A||, so ||A∗A|| = ||A||2. �

Exercise 2.29 Prove that if A ∈ B(H), then A∗ is bijective if and only if A is
bijective. In this case (A−1)∗ = (A∗)−1.

Solution If A ∈ B(H) is bijective we have AA−1 = A−1A = I . Taking
adjoints, (A−1)∗A∗ = A∗(A−1)∗ = I∗ = I from Remark 2.26 (d), which implies
(A−1)∗ = (A∗)−1 by the uniqueness of inverses. IfA∗ is bijective, taking the adjoint
of (A∗)−1A∗ = A∗(A∗)−1 = I and using (A∗)∗ = A shows that A is bijective as
well. �

2.2.3 Closed and Closable Operators

Definition 2.30 Let A be an operator on the Hilbert space H.

(1) A is said to be closed if its graph

G(A) := {(x,Ax) ⊂ H×H | x ∈ D(A)}

is closed in the product topology of H×H.
(2) A is closable if it admits closed extensions. This is equivalent to saying that the

closure of the graph of A is the graph of an operator, denoted by A and called
the closure of A.

(3) If A is closable, a subspace S ⊂ D(A) is called a core for A if A|S = A. �
Referring to (2), given an operator A we can always define the closure of the

graph G(A) in H × H. In general this closure will not be the graph of an operator,
because there may exist sequences D(A) � xn → x and D(A) � x ′n → x such
that T xn → y and T xn → y ′ with y �= y ′. However, both pairs (x, y) and (x, y ′)
belong to G(A). If this is not the case—this is precisely condition (a) below—G(A)

is indeed the graph of an operator, written A, that is closed by definition. Therefore
A always admits closed extensions: at least there is A. If, conversely, A admits
extensions by closed operators, the intersectionG(A) of the (closed) graphs of these
extensions is still closed; furthermore,G(A) is the graph of an operator which must
coincide with A by definition.
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Remark 2.31

(a) Directly from the definition and using linearity, A is closable if and only if
there are no sequences of elements xn ∈ D(A) such that xn → 0 and Axn →
y �= 0 as n → +∞. Since G(A) is on one hand the union of G(A) and its
accumulation points in H × H and on the other, if A is closable, it is also the
graph of the operator A, we conclude that

(i) D(A) consists of the elements x ∈ H such that xn → x and Axn → yx for
some sequence {xn}n∈N ⊂ D(A) and some yx ∈ D(A)

(ii) Ax = yx .

(b) As a consequence of (a), if A is closable then aA + bI is closable and
aA+ bI = aA+ bI for every a, b ∈ C.

Caution: this generally fails if we replace I with a closable operator B.
(c) Directly by definition A is closed if and only if D(A) � xn → x ∈ H and

Axn → y ∈ H imply x ∈ D(A) and y = Ax. �
A useful proposition is the following.

Proposition 2.32 Consider an operator A : D(A) → H, with D(A) dense, on the
Hilbert space H. The following facts hold.

(a) A∗ is closed.
(b) A is closable if and only if D(A∗) is dense, and in this case A = (A∗)∗.

Proof The Hermitian product ((x, y)|(x ′y ′)) := 〈x|x ′〉 + 〈y|y ′〉 makes the standard
direct sum H⊕ H a Hilbert space. Now consider the operator

τ : H⊕ H � (x, y) �→ (−y, x) ∈ H⊕H . (2.9)

It is easy to check that τ ∈ B(H⊕ H) and

τ ∗ = τ−1 = −τ (2.10)

(adjoints inH⊕H). By direct computation one sees that τ and ⊥ (onH⊕H) commute

τ (F⊥) = (τ (F ))⊥ if F ⊂ H⊕H. (2.11)

Let us prove (a). The following noteworthy relation is true for every operator A :
D(A) → H with D(A) dense in H (so A∗ exists)

G(A∗) = τ (G(A))⊥ . (2.12)

Since the right-hand side is closed (it is the orthogonal space to a set), the graph of
A∗ is closed and A∗ is therefore closed by definition. To prove (2.12) observe that,
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by definition of τ , τ (G(A))⊥ = {(y, z) ∈ H ⊕ H | ((y, z)|(−Ax, x)) = 0 ,∀x ∈
D(A)} , that is

τ (G(A))⊥ = {(y, z) ∈ H⊕ H | 〈y|Ax〉 = 〈z|x〉 ,∀x ∈ D(A)} .

Since A∗ exists, the pair (y, z) ∈ τ (G(A))⊥ can be written (y,A∗y) by definition
of A∗. Hence τ (G(A))⊥ = G(A∗), proving (a).

(b) From the properties of ⊥ we immediately have G(A) = (G(A)⊥)⊥. Since τ

and ⊥ commute by (2.11), and ττ = −I (2.10),

G(A) = −τ ◦τ ((G(A)⊥)⊥) = −τ (τ (G(A))⊥)⊥ = τ (τ (G(A))⊥)⊥ = τ (G(A∗))⊥ .

The minus sign disappeared since the subspace is closed under multiplication by
scalars and by (2.12). Now suppose that D(A∗) is dense, so that (A∗)∗ exists. Using
(2.12) again, we have G(A) = G((A∗)∗). The right-hand side is the graph of an
operator, so if D(A∗) is dense, then A is closable. By definition of closure, A =
(A∗)∗.

Vice versa, suppose that A is closable, so that A exists and G(A) = G(A).
Then τ (G(A∗))⊥ = G(A) is the graph of an operator and hence cannot contain
pairs (0, y) with y �= 0, by linearity. In other words, if (0, y) ∈ τ (G(A∗))⊥, then
y = 0. This is the same as saying that ((0, y)|(−A∗x, x)) = 0 for all x ∈ D(A∗)
implies y = 0. Summing up, 〈y|x〉 = 0 for all x ∈ D(A∗) implies y = 0. As
H = D(A∗)⊥ ⊕ (D(A∗)⊥)⊥ = D(A∗)⊥ ⊕ D(A∗), we conclude that D(A∗) = H,
which proves the density. ��
Corollary 2.33 Let A : D(A) → H an operator on the Hilbert space H. If both
D(A) and D(A∗) are densely defined then

A∗ = A
∗ = A∗ = (((A∗)∗)∗ .

The Hilbert-space version of the closed graph theorem holds (e.g., see [Rud91,
Mor18]).

Theorem 2.34 (Closed Graph Theorem) Let A : H → H be an operator, H a
Hilbert space. Then A is closed if and only if A ∈ B(H).

An important corollary is the Hilbert version of the bounded inverse theorem of
Banach (e.g., see [Rud91, Mor18]).

Corollary 2.35 (Banach’s Bounded Inverse Theorem) Let A : H → H be an
operator, H a Hilbert space. If A is bijective and bounded its inverse is bounded.

Proof The graph of A−1 : H → H is closed because A is bounded and a fortiori
closed, and its graph is the same as that of A−1. Theorem 2.34 implies that A−1 is
bounded. ��
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Exercise 2.36 Consider B ∈ B(H) and a closed operator A on H such that
Ran(B) ⊂ D(A). Prove that AB ∈ B(H).

Solution AB is well defined by hypothesis and D(AB) = H. Exploiting
Remark 2.31 (c) and the continuity of B, one easily sees that AB is closed as
well. Theorem 2.34 eventually proves AB ∈ B(H). �

2.2.4 Types of Operators Relevant in Quantum Theory

Definition 2.37 An operator A on a Hilbert space H is called

(0) Hermitian if 〈Ax|y〉 = 〈x|Ay〉 for x, y ∈ D(A),
(1) symmetric if it is densely defined and Hermitian, which is equivalent to say

A ⊂ A∗.
(2) selfadjoint if it is symmetric and A = A∗,
(3) essentially selfadjoint if it is symmetric and (A∗)∗ = A∗.
(4) unitary if A∗A = AA∗ = I ,
(5) normal if it is closed, densely defined and AA∗ = A∗A. �
Remark 2.38

(a) If A is unitary then A,A∗ ∈ B(H). Furthermore an operator A : H → H
is unitary if and only if it is surjective and norm-preserving. (See Exercise
2.43). Unitary operators are the automorphisms of the Hilbert space. An
isomorphism of Hilbert spaces H,H′ is a surjective linear isometry T : H →
H′. Any such also preserves inner products by Proposition 2.1.2.

(b) A selfadjoint operator A does not admit proper symmetric extensions, and
essentially selfadjoint operators admit only one selfadjoint extension. (See
Proposition 2.39 below).

(c) A symmetric operator A is always closable because A ⊂ A∗ and A∗ is
closed (Proposition 2.32). In addition, by Proposition 2.32 and Corollary 2.33,
the reader will have no difficulty in proving the following are equivalent for
symmetric operators A:

(i) (A∗)∗ = A∗ (A is essentially selfadjoint),
(ii) A = A∗,
(iii) A = (A)∗.

(d) Unitary and selfadjoint operators are instances of normal operators. �
The elementary results on (essentially) selfadjoint operators stated in (b) are

worthy of a proof.

Proposition 2.39 Let A : D(A) → H be a densely-defined operator on the Hilbert
space H. Then
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(a) if A is selfadjoint, it does not admit proper symmetric extensions.
(b) If A is essentially selfadjoint, it admits a unique selfadjoint extension A∗ = A.

Proof

(a) Let B be a symmetric extension of A. By Remark 2.26 (b) A ⊂ B implies
B∗ ⊂ A∗. As A = A∗ we have B∗ ⊂ A ⊂ B. Since B ⊂ B∗, we conclude that
A = B.

(b) Let B be a selfadjoint extension of the essentially selfadjoint operatorA, so that
A ⊂ B. Therefore A∗ ⊃ B∗ = B and (A∗)∗ ⊂ B∗ = B. Since A is essentially
selfadjoint, we haveA∗ ⊂ B. HereA∗ is selfadjoint andB is symmetric because
selfadjoint, so (a) forces A∗ = B. That is, every selfadjoint extension of A

coincides with A∗. Finally, A∗ = A by Remark 2.38 (c).
��

Here is an elementary yet important result that helps to understand why in QM
observables are very often described by unbounded selfadjoint operators defined on
proper subspaces.

Theorem 2.40 (Hellinger-Toeplitz Theorem) A selfadjoint operator A on a
Hilbert space H is bounded if and only if D(A) = H (and hence A ∈ B(H)).

Proof Assume that D(A) = H. As A = A∗, we have D(A∗) = H. Since A∗
is closed, Theorem 2.34 implies A∗(= A) is bounded. Conversely, if A = A∗
is bounded, since D(A) is dense, we can extend it with continuity to a bounded
operator A1 : H → H. The extension, by continuity, trivially satisfies 〈A1x|y〉 =
〈x|A1y〉 for all x, y ∈ H, hence A1 is symmetric. Since A∗ = A ⊂ A1 ⊂ A∗1,
Proposition 2.39 (a) implies A = A1. ��

Let us pass to unitary operators. The relevance of unitary operators is manifest
from the fact that the nature of an operator does not change under Hermitian
conjugation by a unitary operator.

Proposition 2.41 Let U : H → H be a unitary operator on the complex Hilbert
spaceH andA another operator onH. The operatorsUAU∗ andU∗AU (defined on
U(D(A)) andU∗(D(A))) are symmetric, selfadjoint, essentially selfadjoint, unitary
or normal if A is respectively symmetric, selfadjoint, essentially selfadjoint, unitary
or normal.

Proof SinceU∗ is unitary whenU is and (U∗)∗ = U , it is enough to prove the claim
for UAU∗. First of all notice that D(UAU∗) = U(D(A)) is dense if D(A) is dense
since U is bijective and isometric, and U(D(A)) = H if D(A) = H because U is
bijective. By direct inspection, applying the definition of adjoint operator, one sees
that (UAU∗)∗ = UA∗U∗ and D((UAU∗)∗) = U(D(A∗)). Now, if A is symmetric
A ⊂ A∗, then UAU∗ ⊂ UA∗U∗ = (UAU∗)∗, so that UAU∗ is symmetric as well.
If A is selfadjoint A = A∗, then UAU∗ = UA∗U∗ = (UAU∗)∗, so that UAU∗ is
selfadjoint as well. If A is essentially selfadjoint it is symmetric and (A∗)∗ = A∗,
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so UAU∗ is symmetric and U(A∗)∗U∗ = UA∗U∗, that is (UA∗U∗)∗ = UA∗U∗.
This means ((UAU∗)∗)∗ = (UAU∗)∗, and UA∗U∗ is essentially selfadjoint. If A

is unitary, we haveA∗A = AA∗ = I and henceUA∗AU∗ = UAA∗U∗ = UU∗. As
U∗U = I = UU∗, the latter is equivalent to UA∗U∗UAU∗ = UAU∗UA∗U∗ =
U∗U = I , that is (UA∗U∗)UAU∗ = (UAU∗)UA∗U∗ = I . Hence UAU∗ is
unitary as well. At last if A is normal, UAU∗ is normal too, by the same argument
of the unitary case.

��
Remark 2.42 The same proof goes through if U : H → H′ is an isometric and
surjective linear map. A minor change allows to adapt the proof to U : H → H′
isometric, surjective but anti-linear, that is U(αx+βy) = αUx+βUy if α, β ∈ C

and x, y ∈ H. We leave to the reader these straightforward generalizations. �
Exercise 2.43

(1) Prove that A,A∗ ∈ B(H) if A is unitary.

Solution Since D(A) = D(A∗) = D(I) = H and ||Ax||2 = 〈Ax|Ax〉 =
〈x|A∗Ax〉 = ||x||2 if x ∈ H, it follows that ||A|| = 1. Due to Remark 2.26 (c),
A∗ ∈ B(H). �

(2) Prove that an operator A : H → H is unitary iff it is surjective and norm-
preserving.

Solution IfA is unitary (Definition 2.37 (3)), it is manifestly bijective. AsD(A∗) =
H, moreover, ||Ax||2 = 〈Ax|Ax〉 = 〈x|A∗Ax〉 = 〈x|x〉 = ||x||2, so A is also
isometric. If A : H→ H is isometric its norm is 1 and hence A ∈ B(H). Therefore
A∗ ∈ B(H). The condition ||Ax||2 = ||x||2 can be rewritten as 〈Ax|Ax〉 =
〈x|A∗Ax〉 = 〈x|x〉, and so 〈x|(A∗A − I)x〉 = 0 for x ∈ H. Writing x = y ± z

and x = y ± iz, the previous identity implies 〈z|(A∗A− I)y〉 = 0 for all y, z ∈ H.
By taking z = (A∗A − I)y we finally have ||(A∗A − I)y|| = 0 for all y ∈ H and
thus A∗A = I . In particular, A is injective for it admits left inverse A∗. Since A is
also surjective it is bijective, and its left inverse (A∗) is also a right inverse, that is
AA∗ = I .

(3) Suppose A : H → H satisfies 〈x|Ax〉 ∈ R for all x ∈ H (and in particular
if A ≥ 0, which means 〈x|Ax〉 ≥ 0 for all x ∈ H). Show that A∗ = A and
A ∈ B(H).

Solution We have 〈x|Ax〉 = 〈x|Ax〉 = 〈Ax|x〉 = 〈x|A∗x〉 where, as D(A) = H,
the adjointA∗ is well defined everywhere on H. Hence 〈x|(A−A∗)x〉 = 0 for every
x ∈ H. Writing x = y ± z and x = y ± iz we obtain 〈y|(A − A∗)z〉 = 0 for all
y, z ∈ H. We conclude that A = A∗ by choosing y = (A − A∗)z. Theorem 2.40
ends the proof. �



2.2 Classes of (Unbounded) Operators on Hilbert Spaces 35

Example 2.44 Recall the Fourier transform F : S (Rn) → S (Rn) of f ∈
S (Rn) is defined as1

(Ff )(k) := 1

(2π)n/2

∫

Rn

e−ik·xf (x)dnx, (2.13)

where k·x is the Euclidean inner product of k and x inRn, see, e.g. [Rud91,Mor18]).
It is a linear bijection with inverseF− : S (Rn) → S (Rn),

(F−g)(x) := 1

(2π)n/2

∫

Rn

eik·xg(k)dnk , (2.14)

so that

F ◦F− = F− ◦F = ıS (Rn) . (2.15)

It is known (e.g., [Rud91, Mor18]) thatF andF− preserve the inner product

〈Ff |Fg〉 = 〈f |g〉 , 〈F−f |F−g〉 = 〈f |g〉 ∀f, g ∈ S (Rn) (2.16)

and therefore they also preserve the L2(Rn, dnx)-norm. In particular, ||F || =
||F−|| = 1. As a consequence of Proposition 2.18, the density of S (Rn)

in L2(Rn, dnx) [Rud91] implies that F and F− extend to unique continuous
bounded operators F̂ : L2(Rn, dnx) → L2(Rn, dnk) and F̂− : L2(Rn, dnk) →
L2(Rn, dnx) such that F̂−1 = F̂−, because also (2.15) trivially extends to
L2(Rn, dnx) by continuity. Since the inner product is continuous, from (2.16) we
finally obtain

〈F̂f |F̂g〉 = 〈f |g〉 , 〈F̂−f |F̂−g〉 = 〈f |g〉 ∀f, g ∈ L2(Rn, dnx) . (2.17)

To summarize, F̂ is an isometric, surjective linear map from L2(Rn, dnx) to
L2(Rn, dnx), and therefore a unitary operator. The same properties are enjoyed by
the inverse F̂−. The unitary map F̂ is the Fourier-Plancherel operator. �
Remark 2.45 Let X be a topological space, and indicate the space of continuous
maps vanishing at infinity by

C0(X) := {f : X → C continuous | ∀ε > 0 ∃Kε ⊂ X compact with |f (x)| < ε if x �∈ Kε}.

It is evident that the linear maps (2.13) and (2.14) are well defined if we allow
f ∈ L1(Rn, dnx), g ∈ L1(Rn, dnk). The ranges of these extensions are not

1In QM, k · x has to be replaced by k·x
h̄

and (2π)n/2 by (2πh̄)n/2 in unit systems where h̄ �= 1.
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subsets of L1, however. They are called L1-Fourier transform and inverse L1-
Fourier transform respectively, and satisfy the following properties (see, e.g.,
[Rud91, Mor18])

(a) F (L1(Rn, dnx)) ⊂ C0(R
n), the latter being the Banach space of complex

continuous maps on Rn vanishing at infinity with norm || · ||∞;
(b) ||F (f )||∞ ≤ ||f ||1, and henceF : L1(Rn, dnx) → C0(R

n) is continuous;
(c) F : L1(Rn, dnx) → C0(R

n) is injective and F−(F (f )) = f if F (f ) ∈
L1(R, dnk) for any f ∈ L1(R, dnx).

Analogous properties hold by swappingF andF−. It is worth pointing out that
(a) implies the famed Riemann-Lebesgue lemma: F (f )(k) → 0 uniformly as
|k| → +∞ provided f ∈ L1(Rn, dnx). �

2.2.5 The Interplay of Ker , Ran, ∗, and ⊥

Pressing on, we establish two technical facts which will be useful several times in
the sequel.

Proposition 2.46 If A : D(A) → H is a densely-defined operator on the Hilbert
space H,

Ker(A∗) = Ran(A)⊥ , Ker(A) ⊂ Ran(A∗)⊥ . (2.18)

The inclusion becomes an equality if A ∈ B(H).

Proof By the definition of adjoint operator we know that

〈A∗y|x〉 = 〈y|Ax〉 , ∀x ∈ D(A) ,∀y ∈ D(A∗) . (2.19)

If y ∈ Ker(A∗), then 〈y|Ax〉 = 0 for all x ∈ D(A) due to (2.19), so that
y ∈ Ran(A)⊥. If, conversely, y ∈ Ran(A)⊥, then 〈y|Ax〉 = 0 for all x ∈
D(A). This means that y ∈ D(A∗), by definition of D(A∗), and A∗y = 0.
We have proved that Ker(A∗) = Ran(A)⊥. Regarding the second inclusion, if
x ∈ Ker(A), we have from (2.19) that 〈A∗y|x〉 = 0 for every y ∈ D(A∗) and
therefore x ∈ Ran(A∗)⊥. Hence Ker(A) ⊂ Ran(A∗)⊥. To conclude, observe
that the requirement x ∈ Ran(A∗)⊥ entails from (2.19) that 〈y|Ax〉 = 0 for
every y ∈ D(A∗) provided x ∈ D(A). If A ∈ B(H), then x ∈ H belongs to
D(A) = H, and 〈y|Ax〉 = 0 for every y ∈ D(A∗) = H. Therefore Ax = 0, and so
Ker(A) ⊃ Ran(A∗)⊥. ��

For densely-defined operatorsA the domainD(A∗) is dense, and the first relation
implies Ker(A∗∗) = Ran(A∗)⊥. By Proposition 2.32 we can strengthen (2.18),

Ker(A∗) = Ran(A)⊥ , Ker(A) = Ran(A∗)⊥ . (2.20)
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Replacing A with A− λI, λ ∈ C in (2.18) we find the following useful relations,

Ker(A∗ − λI) = [Ran(A− λI)]⊥ , Ker(A− λI) ⊂ [Ran(A∗ − λI)]⊥.

(2.21)

Once again, the inclusion becomes an equality if A ∈ B(H), or if A is closable and
A is replaced by A.

2.2.6 Criteria for (Essential) Selfadjointness

Let us review common tools for studying the (essential) selfadjointness of symmet-
ric operators, briefly. If A is a densely-defined symmetric operator on the Hilbert
space H, define the deficiency indices [ReSi80, Rud91, Schm12, Tes14, Mor18]

n± := dimH± (cardinal numbers in general), where H± := Ker(A∗ ± iI ).

Proposition 2.47 Let A be a symmetric operator on a Hilbert space H.

(a) The following are equivalent:

(i) A is selfadjoint,
(ii) n+ = n− = 0 and A is closed,
(iii) Ran(A± iI ) = H.

(b) The following are equivalent as well:

(i) A is essentially selfadjoint,
(ii) n+ = n− = 0.
(iii) Ran(A± iI ) = H.

Proof

(a) Assume (i) A = A∗. Then A is closed because A∗ is closed. Furthermore, if
A∗x±± ix = 0 then 〈x|A∗x〉 = ±i||x±||2. But 〈x±|A∗x±〉 = 〈x±|Ax±〉 is real,
so the only possibility is ||x±|| = 0 and n± = 0. We have proved that (i) implies
(ii). Let us show that (ii) implies (iii). Suppose that A is symmetric, closed and
n± = 0. The latter condition explicitly reads Ker(A∗ ± iI ) = {0}, which in
turn means that Ran(A± iI ) is dense in H due to (2.21). Since A± iI is closed
becauseA is closed, we even have (iii) Ran(A± iI ) = H because Ran(A± iI )

is closed as well. Indeed, suppose that Axn + ixn → y. As A ⊂ A∗ we get
||xn||2 ≤ ||Axn||2 + ||xn||2 = ||Axn + ixn||2, and then {xn}n∈N is Cauchy,
xn → x ∈ H. Since A + iI is closed, x ∈ D(A + iI ) and y = (A + iI )x as
we wanted. The case of A − iI is identical. To conclude, let us prove that (iii)
implies (i) A∗ = A. Since A is symmetric it suffices to show D(A∗) ⊂ D(A).
Take y ∈ D(A∗). SinceRan(A±iI ) = H, we must haveA∗y±iy = Ax±±ix±
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for some x+, x− ∈ D(A). As A∗�D(A)= A, we have (A∗ ± iI )(y − x±) = 0.
But we know that Ker(A∗ ± iI ) = Ran(A± iI )⊥ = {0}, so y = x± ∈ D(A),
concluding the proof of (a).

(b) If (i) holds then A∗ is selfadjoint: A∗∗ = A∗, so (ii) holds by (ii) in part (a).
Furthermore, (ii) is equivalent to (iii) by (2.21). To conclude, it is enough to
demonstrate that (ii) forces the closure A to be selfadjoint (A exists because
A∗ ⊃ A). But this is equivalent to claim (i) by Remark 2.38 (c). As A is
symmetric we can use (a). We know that A

∗ = A∗ from Corollary 2.33. Since
A∗ satisfies (ii) by hypothesis, A

∗
satisfies (a)(ii) and A is closed, hence it is

selfadjoint because (a)(ii) implies (a)(i).
��

When A ⊂ A∗ one has

D(A∗) = D(A)⊕A∗ H− ⊕A∗ H+ ,

where the orthogonal sum is taken with respect to the inner product 〈ψ|φ〉A∗ :=
〈ψ|φ〉 + 〈A∗ψ|A∗φ〉 and the three subspaces are closed in the induced norm
topology. (This formula is proved in [ReSi75, p. 138], where A is also assumed
closed. Here we exploit the fact that A

∗ = A∗.) We are in a position to quote
a celebrated theorem of von Neumann that relies on the above decomposition
[ReSi75, Tes14, Mor18].

Theorem 2.48 A symmetric operator A : D(A) → H on a Hilbert space H admits
selfadjoint extensions if and only if n+ = n−. These extensions AU are restrictions
of A∗ and correspond one-to-one to surjective isometries U : Ker(A∗ − iI ) →
Ker(A∗ + iI ). In fact,

AU(x + y + Uy) := Ax + A∗(y + Uy) = Ax + iy − iUy ,

with D(AU) := {x + y + Uy | x ∈ D(A) , y ∈ H−}.
Remark 2.49

(a) It is easy to prove from the theorem that A′U : x + y + Uy �→ Ax + iy − iUy,
x ∈ D(A), y ∈ H−, is symmetric, essentially selfadjoint and that AU is its
unique selfadjoint extension.

(b) The original version of Theorem 2.48 also assumed A closed. However, since:
A is symmetric if A is symmetric; the deficiency indices of A and A are
identical, as the reader easily proves; finally, A and A share the same selfadjoint
extensions, then closedness can be dropped from the hypotheses [Mor18]. �
In view of Theorem 2.48, there is a nice condition for symmetric operators to

admit selfadjoint extensions due to von Neumann. Recall that by a conjugation we
mean an isometric, surjective anti-linear map C with CC = I .

Proposition 2.50 If A : D(A) → H is a symmetric operator on a Hilbert space
H and there is a conjugation C : H → H such that CA ⊂ AC, then A admits
selfadjoint extensions.
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Proof Using the definition of A∗ and D(A∗) and observing that (from
the polarization formula (2.1)) 〈Cy|Cx〉 = 〈y|x〉, the condition AC ⊃
CA implies the condition CA∗ ⊂ A∗C . Therefore, remembering CC = I ,
we have that A∗x = ±ix if and only if A∗Cx = C(±ix) = ∓iCx. Since C

preserves orthogonality and norms, it transforms a Hilbert basis of H+ into a
Hilbert basis of H− and vice versa. We conclude that n+ = n−. The claim then
follows from Theorem 2.48. ��

If we take C to be the standard conjugation of functions in L2(Rn, dnx), this
result proves in particular that all operators in QM in Schrödinger form, such as
(1.25), admit selfadjoint extensions when defined on dense domains.

Exercise 2.51 Relying on Proposition 2.47 and Theorem 2.48, prove that a sym-
metric operator that admits a unique selfadjoint extension is necessarily essentially
selfadjoint.

Solution By Theorem 2.48, n+ = n− if the operator admits selfadjoint extensions.
Furthermore, if n± �= 0 there are many selfadjoint extension, again by Theo-
rem 2.48. The only possibility to have uniqueness is n± = 0. Proposition 2.47
implies A is essentially selfadjoint. �

Useful criteria to establish the essential selfadjointness of a symmetric operator
are due to Nelson and Nussbaum. Both rely upon an important definition.

Definition 2.52 Let A be an operator on a Hilbert space H. A vector ψ ∈
∩n∈ND(An) such that

+∞∑

n=0

tn

n! ||A
nψ || < +∞ for some t > 0, or

+∞∑

n=0

tn

(2n)! ||A
nψ || < +∞ for some t > 0,

is respectively called analytic, or semi-analytic, for A. �
Let us then state the criteria of Nelson and Nussbaum [ReSi80, Mor18, Schm12].

Theorem 2.53 (Nelson’s Criterion) A symmetric operator A on a Hilbert space
H is essentially selfadjoint if D(A) contains a dense set of analytic vectors or,
equivalently, a set of analytic vectors whose finite span is dense in H.

The equivalence is due to the simple fact that a linear combination of analytic
vectors is analytic. Recall that the (finite) span of a Hilbert basis is dense, and if
Aψ = aψ then

+∞∑

n=0

tn

n! ||A
nψ|| =

+∞∑

n=0

antn

n! ||ψ|| = eat ||ψ|| < +∞ for some t ∈ R.

Then
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Corollary 2.54 If A is a symmetric operator admitting a Hilbert basis of eigenvec-
tors in D(A), then A is essentially selfadjoint.

Theorem 2.55 (Nussbaum’s Criterion) Let A be a symmetric operator on a
Hilbert space H such that 〈ψ|Aψ〉 ≥ c||ψ||2 for some constant c ∈ R and every
ψ ∈ D(A). Then A is essentially selfadjoint if D(A) contains a dense set of semi-
analytic vectors.

Another useful criterion to establish the essential selfadjointness of a symmetric
operator is due to Nussbaum and (independently) Masson and McClary. It relies
upon an important definition.

Definition 2.56 Let A be an operator on a Hilbert space H. A vector ψ ∈
∩n∈ND(An) such that

+∞∑

n=0
||Anψ||− 1

n = +∞ or
+∞∑

n=0
||Anψ||− 1

2n = +∞

are respectively called quasi-analytic, or Stieltjes, for A. �
Let us then state the criteria of Nussbaum and Masson-McClary [Sim71, ReSi80,

Schm12].

Theorem 2.57 (Nussbaum-Masson-McClary Criterion) Let A be a symmetric
operator on a Hilbert spaceH such that 〈ψ|Aψ〉 ≥ c||ψ||2 for some constant c ∈ R

and every ψ ∈ D(A). Then A is essentially selfadjoint if D(A) contains a dense set
of Stieltjes vectors.

Remark 2.58 The following implications hold

• analytic⇒ quasi-analytic⇒ Stieltjes;
• analytic⇒ semi-analytic⇒ Stieltjes.

2.2.7 Position and Momentum Operators and Other Physical
Examples

In this section we shall exhibit selfadjoint operators of great relevance in quantum
physics.

Example 2.59

(1) Take m ∈ {1, 2, . . . , n} and define operators X′
m and X′′

m in L2(Rn, dnx) with
dense domains D(X′

m) = C∞c (Rn), D(X′′
m) = S (Rn) by

(X′
mψ)(x) := xmψ(x) , (X′′

mφ)(x) := xmφ(x) ,
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where xm is the m-th component of x ∈ R
n. Both are symmetric but not

selfadjoint. They admit selfadjoint extensions because they commute with the
standard complex conjugation of maps (see Proposition 2.50). It is possible to
show that both are essentially selfadjoint, as we set out to do. First define the
k-axis position operator Xm on L2(Rn, dnx) with domain

D(Xm) :=
{
ψ ∈ L2(Rn, dnx)

∣∣∣∣
∫

Rn

|xmψ(x)|2dnx

}

and

(Xmψ)(x) := xmψ(x) , x ∈ R
n . (2.22)

Just by definition of adjoint X∗
m = Xm, so that Xm is selfadjoint [Mor18].

Similarly (see below)X′
m
∗ = X′′

m
∗ = Xm, where we know the last is selfadjoint.

Hence X′
m and X′′

m are essentially selfadjoint. By Proposition 2.39 (b), X′
m and

X′′
m admit a unique selfadjoint extension which must coincide with Xm itself.

We conclude that C∞c (Rn) and S (Rn) are cores (see Definition 2.30) for the
m-axis position operator.

Let us prove that X′
m
∗ = Xm (the proof for X′′

m
∗ is identical). By direct

inspection one easily sees that X′
m
∗ ⊂ Xm. Let us prove the converse inclusion.

As φ ∈ D(X′
m
∗
) if and only if there exists ηφ ∈ L2(Rn, dnx) such that∫

φ(x)xmψ(x)dx = ∫
ηφ(x)ψ(x)dx, that is

∫
(φ(x)xm − ηφ(x))ψ(x)dx = 0,

for every ψ ∈ C∞c (Rn). Fix a compact set K ⊂ R
n of the form [a, b]n. The

function K � x �→ φ(x)xm − ηφ(x) clearly belongs in L2(K, dx) (the same
would not hold if K were Rn). Since we can L2(K)-approximate that function
with a sequence ψn ∈ C∞c (Rn;C) such that supp(ψn) ⊂ K , we conclude that∫
K |φ(x)xm − ηφ(x)|2dx = 0, so that K � x �→ φ(x)xm − ηφ(x) is zero a.e.
Since K = [a, b]n was arbitrary, we infer that Rn � x �→ φ(x)xm = ηφ(x) a.e.
In particular, both φ and R

n � x �→ xmφ(x) are in L2(Rn, dx) (the latter
because it coincides a.e. with ηφ ∈ L2(Rn, dx)). Therefore D(X′

m
∗
) � φ

implies φ ∈ D(Xm), and consequently X′
m
∗ ⊂ Xm as required.

(2) Form ∈ {1, 2, . . . , n}, the k-axis momentum operator Pm is obtained from the
position operator using the unitary Fourier-Plancherel operator F̂ introduced in
Example 2.44. On

D(Pm) :=
{
ψ ∈ L2(Rn, dnx)

∣∣∣∣
∫

Rn

|km(F̂ψ)(k)|2dnk

}

it is defined by

(Pmψ)(x) := (F̂−1KmF̂ψ)(x) , x ∈ R
n . (2.23)

Above, Km is the m-axis position operator written for functions (in
L2(Rn, dnk)) whose variable, for pure convenience, is called k instead of
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x. Indicating by ψ̂ these functions (as is customary in quantum physics’
textbooks) we have

(
Kmψ̂

)
(k) := kmψ̂(k) k ∈ R

n . (2.24)

Proposition 2.41, as a consequence of the fact that F̂ is unitary, guarantees that
Pm is selfadjoint since Km is. It is possible to describe Pm more explicitly if we
restrict the domain. Taking ψ ∈ C∞c (Rn) ⊂ S (Rn) or directly ψ ∈ S (Rn),
F̂ reduces to the standard integral Fourier transform (2.13) with inverse (2.14).
Using these,

(Pmψ)(x) = (F̂−1KmF̂ψ)(x) = −i
∂

∂xm

ψ(x) (2.25)

because in S (Rn), which is invariant under the Fourier (and inverse Fourier)
transformation,

∫

Rn

eik·xkm(Fψ)(k)dnk = −i
∂

∂xm

∫

Rn

eik·x(Fψ)(k)dnk .

Hence we are led to consider the operators P ′
m and P ′′

m on L2(Rn, dnx) with

D(P ′
m) = C∞c (Rn) , D(P ′′

m) = S (Rn)

(P ′
mψ)(x) := −i

∂

∂xm

ψ(x) , (P ′′
mφ)(x) := −i

∂

∂xm

φ(x)

for x ∈ R
n and ψ,φ in the respective domains. These two operators are

symmetric as one can easily prove by integrating by parts, but not selfadjoint.
They admit selfadjoint extensions because they commute with the conjugation
(Cψ)(x) = ψ(−x) (see Proposition 2.50). It is further possible to prove
that they are essentially selfadjoint using Proposition 2.47 [Mor18]. However
we already know that P ′′

m is essentially selfadjoint for it coincides with the
essentially selfadjoint operator F̂−1K ′′

mF̂ , because S (Rn) is invariant under
F̂ . The unique selfadjoint extension of both operators turns out to be Pm.
We conclude that C∞c (Rn) and S (Rn) are cores for the m-axis momentum
operator.

S (Rn) is an invariant domain for the selfadjoint operators Xk and Pk , on
which the CCRs (1.22) hold.

As a final observation note that for n = 1 the domain D(P) coincides with
(1.18). On that domain P is (−i) times the weak derivative.

(3) The simplest manifestation of Nelson’s criterion occurs in L2([0, 1], dx).

Consider A = − d2

dx2
with domain D(A) given by the maps in C2([0, 1]) such

that ψ(0) = ψ(1) and dψ
dx

(0) = dψ
dx

(1). The operator A is symmetric (just



2.2 Classes of (Unbounded) Operators on Hilbert Spaces 43

integrate by parts), in particular its domain is dense since it contains the Hilbert
basis of exponential maps ei2πnx , n ∈ Z, which are eigenvectors ofA. Therefore
A is also essentially selfadjoint on D(A).

(4) A more interesting case is the Hamiltonian operator of the harmonic oscil-
lator H [SaTu94]. The classical Hamiltonian of a one-dimensional harmonic
oscillator of mass m > 0 and angular frequency ω > 0 is

h = p2

2m
+ mω2x2

2
where (x, p) ∈ R

2 .

In terms of the momentum and position operators defined on the common
invariant domain S (R), one obtains the symmetric—but not selfadjoint—
operator

H0 = 1

2m
P 2�S (R) +mω2

2
X2�S (R)= − 1

2m

d2

dx2 +
mω2

2
x2

where P := P1 in the notation of Example (2), D(H0) := S (R) (evidently),
and both d

dx
and the multiplication by x2 act onS (R).

We claim H0 is essentially selfadjoint. It is convenient to define operators
A,A†,N : S (R) → L2(R, dx) by

A† :=
√

mω

2h̄

(
x − h̄

mω

d

dx

)
, A :=

√
mω

2h̄

(
x + h̄

mω

d

dx

)
, N := A†A .

(2.26)

These operators have common domainS (R) which is also invariant:

A(S (R)) ⊂ S (R) , A†(S (R)) ⊂ S (R) , N(S (R)) ⊂ S (R) .

Applying Definition 2.23 to the first two objects in (2.26) and integrating by
parts gives A†

� A∗ and A � (A†)∗. The inclusion is strict because D(A∗)
and D((A†)∗) also contain, for instance, C1 maps with compact support which
do not belong to S (R). The operator N is Hermitian and symmetric because
S (R) is dense in L2(R, dx). By direct computation

H0 = h̄

(
A†A+ 1

2
I

)
= h̄

(
N + 1

2
I

)
.

We have the commutation relation

[A,A†] = IS (R) (2.27)
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(both sides are viewed as operatorsS (R) → S (R)). Let us suppose that there
exists ψ0 ∈ S (R) such that

||ψ0|| = 1 , Aψ0 = 0 . (2.28)

Starting from (2.27) and using an inductive procedure on the vectors

ψn := 1√
n! (A

†)nψ0 ∈ S (R) , (2.29)

it is easy to prove that (e.g., see [SaTu94, Mor18] for elementary details)

Aψn =
√

nψn−1 , A†ψn =
√

n+ 1ψn+1 , 〈ψn|ψm〉 = δnm (2.30)

for n,m = 0, 1, 2, . . .. Finally, the ψn are eigenvectors of H0 (and N) since

H0ψn = h̄ω

(
A†Aψn + 1

2
ψn

)
= h̄ω

(
A†√nψn−1 + 1

2
ψn

)
= h̄ω

(
n+ 1

2

)
ψn . (2.31)

As a consequence, if we can find ψ0, {ψn}n∈N is an orthonormal set. It actually
is a Hilbert basis called the Hilbert basis of Hermite functions. To prove it,
by Definition 2.10 it suffices to demonstrate that the span of the ψn has trivial
orthogonal complement:

if f ∈ L2(R, dx),

∫

R

f (x)ψn(x)dx = 0 for every n ∈ N implies f = 0.

To this end, observe that (2.28) admits a unique solution inS (R) up to constant
unit factors, namely

ψ0(x) = 1

π1/4
√

s
e
− x2

2s2 , s :=
√

h̄

mω
.

From (2.29), by rescaling the argument of ψn,

ψn(x) = √
sHn(x/s), Hn(x) := 1√

2nπ1/2n!

(
x − d

dx

)n

e−x2/2 , n = 0, 1, . . . .

In particular ψn ∈ S (R). Furthermore, since Hn(x)e+ x2
2 is a polynomial of

degree n, the condition
∫
R

f ψndx = 0 for every n ∈ N implies by induction

∫

R

f (x)xne−x2/2dx = 0 for every n ∈ N.
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(Notice that the integrand is a product of L2 functions, and hence is L1). Hence,
∀k ∈ R,

∫

R

e−ikxf (x)e−
x2
2 dx =

∫

R

lim
N→+∞

N∑

n=0

(−ik)n

n! xnf (x)e−
x2
2 dx

= lim
N→+∞

N∑

n=0

(−ik)n

n!
∫

R

f (x)xne−
x2
2 dx = 0 .

Integral and sum can be exchanged by dominated convergence, since

∣∣∣∣∣

N∑

n=0

(−ik)n

n! xnf (x)e−
x2
2

∣∣∣∣∣ ≤
N∑

n=0

|k|n
n! |x|

n|f (x)|e− x2
2

=
+∞∑

n=0

|k|n
n! |x|

n|f (x)|e− x2
2 = e|kx|− x2

2 |f (x)|

and the function R � x �→ e|kx|− x2
2 |f (x)| is L1.

We have shown that the L1-Fourier transform of R � x �→ f (x)e−x2/2

vanishes everywhere. Since the L1-Fourier transform is linear and injective (see
Remark 2.45), f (x)e−x2/2 = 0 a.e., and hence f = 0 in L2 as we wanted. We
have established that the set of eigenvectors {ψn}n∈N ⊂ S (R) ofH0 is a Hilbert
basis of L2(R, dx), as promised.

Using Nelson’s criterion the symmetric operatorH0 is essentially selfadjoint
in D(H0) = S (R), because H0 admits a Hilbert basis of eigenvectors with
corresponding eigenvalues h̄ω(n + 1

2 ). It is worth stressing that, physically
speaking, theHamiltonian operator of the harmonic oscillator is the selfadjoint
operator H := H0 = H ∗

0 . This is however completely determined by the non-
selfadjoint operator H0.

(5) Assume as usual h̄ = 1. The operator

P ′ := −i
d

dx
acting on f ∈ D(P ′) := {f ∈ C2([0, 1]) | supp(f ) ⊂ (0, 1)}

is sometimes called, improperly, momentum operator in a box. (Evidently
at 0 and 1 only the right and the left derivatives are considered, and with
little effort one may define it on [a, b] instead of [0, 1]). D(P ′) is dense in
L2([0, 1], dx) and it is easy to prove that P ′ is symmetric using integration by

parts. Moreover P ′ commutes with the conjugation (Cψ)(x) := ψ
(
1
2 − x

)
,

so it admits selfadjoint extensions (n+ = n−) by Proposition 2.50. It is easy to
see that n± ≥ 1 because χ±(x) := e±x satisfies 〈χ±|P ′f 〉 = ±i〈χ±|f 〉 for
every f ∈ D(P ′), which means P ′∗χ± = ±iχ±. Actually a closer scrutiny
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(exercise!) shows that n± = 1. In any case, Proposition 2.47 tells P ′ is not
essentially selfadjoint because n± > 0. It is possible to find various selfadjoint
extensions of P ′ (the only ones admitted, by Theorem 2.48) as we proceed to
illustrate. For α ∈ R, extend P ′ to

P ′
αf := −i

df

dx
for f ∈ D(P ′

α) := {f ∈ C2([0, 1]) | f (1) = eiαf (0)}
(2.32)

and observe that D(P ′
α) = D(P ′

α′) if α′ = α + 2kπ , k ∈ Z, so that we can
restrict α to [0, 2π). By direct inspection, it is also evident that P ′

α ⊂ P ′
α
∗,

i.e., P ′
α is symmetric: boundary terms cancel out in the inner product and

〈f |P ′
αg〉 = 〈P ′

αf |g〉 if f, g ∈ D(P ′
α). Actually P ′

α is essentially selfadjoint
because it admits the Hilbert basis of eigenvectors

uα,n(x) := ei2π(α+n)x , n ∈ Z .

That is indeed a Hilbert basis because uα,n = Uαu0,n where (Uαψ)(x) :=
eiαxψ(x), ψ ∈ L2([0, 1], dx), defines a unitary operator, and u0,n(x) =
ei2πnx , n ∈ Z, is a well-known Hilbert basis of L2([0, 1], dx). Thus we
have found a family of selfadjoint extensions of P ′ labelled by α ∈ [0, 2π):
Pα := P ′

α = P ′
α
∗. If α, α′ ∈ [0, 2π) and α �= α′, then Pα �= Pα′

since the eigenvalues are different: α + 2nπ and and α′ + 2nπ (n ∈ Z)
respectively. These selfadjoint extensions were constructed just by specializing
the boundary conditions defining the domain of the original symmetric operator
P ′ according to (2.32). Using Theorem 2.48 and Remark 2.49 (a) it is easy to
prove that (exercise!) P ′ has no further selfadjoint extensions (i.e., other than
the Pα , α ∈ [0, π)) [ReSi80, Tes14, Mor18]. In contrast to what happens for
the momentum operator defined on the entire L2(R, dx), Pα does not leave
invariant its core D(P ′

α) (think of the core S (R), which is invariant under the
action of the momentum operator onL2(R, dx)). Given these domain issues, Pα

fails in particular the Heisenberg commutation relations relatively to the natural
definition of the selfadjoint position operator X,

(Xf )(x) = xf (x) for f ∈ D(X) :=
{
f ∈ L2([0, 1], dx)

∣∣∣∣
∫ 1

0
|xf (x)|2dx < +∞

}
,

restricted to the common core D(P ′
α). In fact, this space is a core for X as

well but, again, it is not invariant under it: in general PαXf will not make
sense if f ∈ D(P ′

α), so [X,Pα] cannot be computed on D(Pα), in contrast to
the position and momentum operators on R and referring to the common core
S (R). �



Chapter 3
Observables and States in General
Hilbert Spaces: Spectral Theory

The overall goal of this chapter is to extend the elementary decomposition of a
Hermitian operator (1.4) on a finite-dimensional Hilbert space seen in Chap. 1 to a
formula valid in the infinite-dimensional case. We do this to make rigorous sense of
the spectral decompositions of (generally unbounded) selfadjoint operators repre-
senting observables, such as momentum and position. What we need is called Spec-
tral Theory on Hilbert spaces, which will be the subject of this chapter. After stating
and proving the theory’s major theorems, we shall apply them to the elementary
presentation of quantum theory introduced in the first chapter to produce a mathe-
matically sound formulation. The proofs to certain technical results are relegated to
the last section. Reference books are [Ped89, Rud91, Schm12, Tes14, Mor18].

3.1 Basics on Spectral Theory

As we shall see in a short while, when we pass to infinite dimensions sums are
replaced by integrals and σ(A) must be enlarged to encompass more than just the
eigenvalues of A. This is because, as already noticed in the first chapter, there exist
operators playing crucial roles in QM that should be decomposed as prescribed by
(1.4) yet do not have eigenvalues.

Notation 3.1 If A : D(A) → H is injective, A−1 indicates its inverse when the
codomain of A is restricted to Ran(A). In other words, A−1 : Ran(A) → D(A). �

3.1.1 Resolvent and Spectrum

The definition of spectrum of the operator A : D(A) → H extends the notion
eigenvalue. The eigenvalues of A are numbers λ ∈ C such that (A − λI)−1 is not
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defined. A naive generalization to infinite dimensions is not viable due to a number
of topological issues. As a matter of fact, even if (A − λI)−1 does exist it may be
bounded or unbounded, and its domain Ran(A − λI) may or not be dense. These
features permit us to define a suitable extension of the notion of eigenvalue.

Definition 3.2 Let A be an operator on the Hilbert space H. The resolvent set of A

is the subset of C

ρ(A) := {λ ∈ C|(A−λI) is injective, Ran(A− λI) = H, (A−λI)−1is bounded}.

The spectrum of A is the complement σ(A) := C \ ρ(A) and consists of the union
of the following pairwise-disjoint three parts:

(i) the point spectrum, σp(A), for which A− λI is not injective (its elements are
the eigenvalues of A),

(ii) the continuous spectrum, σc(A), for which A − λI is injective,
Ran(A− λI) = H and (A− λI)−1 is not bounded,

(iii) the residual spectrum, σr(A), where A− λI is injective and Ran(A− λI) �=
H.

If λ ∈ ρ(A), the operator

Rλ(A) := (A− λI)−1 : Ran(A− λI) → D(A)

is called the resolvent operator of A. �
The following technically elementary fact defines approximate eigenvector an
element of the continuous spectrum. Even if proper eigenvectors do not exist, they
can be approximated arbitrarily well.

Proposition 3.3 Let A : D(A) → H be an operator on the Hilbert space H and
take λ ∈ σc(A). For every ε > 0 there exists xε ∈ D(A) with ||xε|| = 1 such that
||Axε − λxε || < ε.

Proof Since λ ∈ σc(A), we have that (A − λI)−1 : Ran(A− λI) → D(A) is not
bounded. Therefore, for every ε > 0 there is yε ∈ Ran(A − λI) with yε �= 0 such
that

||(A− λI)−1yε || > ε−1||yε|| .

By construction, we may write yε = (A− λI)zε for some zε ∈ D(A) \ {0}, so that

||(A− λI)−1(A− λI)zε || > ε−1||(A− λI)zε || .

In other words, ε||zε || > ||Azε−λzε ||. It is now evident that xε := ||zε||−1zε fulfils
the claim. ��



3.1 Basics on Spectral Theory 49

The property is also valid (a) if λ ∈ σp(A), simply by choosing xε as a λ-eigenvector
irrespective of ε, and also (b) if λ ∈ σr(A) in case (A − λI)−1 is not bounded.
For this reason, it is sometimes convenient to decompose σ(A) in a different way
when we deal with operators admitting residual spectrum (this is not the case
for normal operators, as we shall see shortly). The approximate point spectrum
σap(A) consists of λ ∈ σ(A) such that, for every ε > 0, there exists xε ∈ D(A)

with ||Axε−λxε|| < ε and ||xε|| = 1 (including the case Ker(A−λI) = {0}). The
residual pure spectrum σrp(A) is just σ(A) \ σap(A).

In Hilbert spaces the spectrum and the resolvent are invariant under unitary
operators and, more generally, under isomorphisms or anti-isomorphisms. The
following elementary result, proven by using basic properties of surjective linear
isometries, confirms this.

Proposition 3.4 If U : H → H′ is an isometric surjective linear (or anti-linear)
map between Hilbert spaces and A is any operator on H, then σ(UAU−1) = σ(A).
In particular,

σp(UAU∗) = σp(A) , σc(UAU−1) = σc(A) , σr (UAU−1) = σr(A) .

(3.1)

The next technically important proposition is concerned with resolvents and spectra
of closed operators, where things simplify quite a lot.

Proposition 3.5 Let A : D(A) → H be a closed operator on the Hilbert space H
(for instance A ∈ B(H)). Then λ ∈ ρ(A) if and only if the inverse to A− λI exists
and belongs inB(H). In particular Ran(A− λI) = H.

Proof If (A − λI)−1 ∈ B(H), then Ran(A− λI) = Ran(A − λI) = H and
(A− λI)−1 is bounded, so that λ ∈ ρ(A) by definition. Let us prove the converse,
and suppose that λ ∈ ρ(A). We know that (A−λI)−1 is defined on the dense domain
Ran(A−λI) and is bounded. To conclude, it is therefore enough to prove that y ∈ H
implies y ∈ Ran(A− λI). To this end, notice that if y ∈ H = Ran(A− λI), then
y = limn→+∞(A − λI)xn for some xn ∈ D(A − λI). The sequence of elements
xn converges. Indeed, H is complete and {xn}n∈N is Cauchy because (1) xn = (A−
λI)−1yn, (2) ||xn − xm|| ≤ ||(A − λI)−1|| ||yn − ym||, and (3) yn → y. To finish
the proof, we observe that A − λI is closed since A is closed (Remark 2.31 (b)).
Consequently (Remark 2.31 (c)) x = limn→+∞ xn ∈ D(A − λI) and y = (A −
λI)x ∈ Ran(A− λI). ��
Remark 3.6

(a) As a consequence of this result, if A : D(A) → H is closed or A ∈ B(H) the
definition of resolvent simplifies:

ρ(A) := {λ ∈ C | ∃(A− λI)−1 ∈ B(H)} .
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Some textbooks give this definition from the very beginning. In these cases,
since the operators (A − λI)−1 have the same domain H when λ ∈ ρ(A),
Rμ(A)− Rλ(A) is defined everywhere.

(b) The conclusion of Proposition 3.5 can actually be stated in an even stronger
form. Since A is closed, A − λI and its inverse (A − λI)−1 are closed as
well (they have the same graph). So if A is defined everywhere on H, it is
automatically bounded by the closed graph theorem. So we have an alternative
version of Proposition 3.5. �

Proposition 3.7 Let A : D(A) → H be a closed operator on the Hilbert space H
(for example, A ∈ B(H)). Then λ ∈ ρ(A) if and only if A − λI : D(A) → H is a
bijection.

The definitions of resolvent and spectrum can be extended as they stand to the
case where H is replaced by a complex Banach space [Rud91, Mor18]. Even more
generally, they adapt to abstract unital Banach algebras if we interpret operators as
elements of the algebra.

Definition 3.8 If A is a unital Banach algebra, the resolvent of an element a ∈ A
is made of all λ ∈ C such that a − λ1 admits inverse, written Rλ(a), in A. The
spectrum of a ∈ A is σ(a) := C \ ρ(a). �
No finer spectral decompositions are made in this context.

A closed operator A satisfies the resolvent identity, which is evidently valid also
for unital Banach algebras (replacing Rz(A) by Rz(a)).

Proposition 3.9 Let A : D(A) → H be a closed operator (or, more strongly, A ∈
B(H)) on the Hilbert space H and take μ, λ ∈ ρ(A). Then

Rμ(A)− Rλ(A) = (μ− λ)Rμ(A)Rλ(A) , (3.2)

called the resolvent identity.

Proof First of all Rλ(A)(A − λI) = I �D(A) and (A − μI)Rμ(A) = I . As a
consequence,Rλ(A)(A−λI)Rμ(A) = Rμ(A) andRλ(A)(A−μI)Rμ(A) = Rλ(A).
Taking the difference produces (3.2). ��
We shall prove that if A ∈ B(H) then ρ(A) �= ∅. The same applies to unital Banach
algebras.

Proposition 3.10 Let H be a Hilbert space and A ∈ B(H). Then λ ∈ ρ(A) if
|λ| > ||A||, so σ(A) is bounded by ||A||.
Proof The series Sλ := −∑+∞

n=0 λ−(n+1)An (where A0 := I ) converges in the
operator norm of B(H) when |λ| > ||A|| since it is dominated by the complex
series

∑+∞
n=0 |λ|−(n+1)||A||n andB(H) is a Banach space. Furthermore

Sλ(A− λI) = (A− λI)Sλ =
+∞∑

n=0

(
−λ−(n+1)An+1 + λ−nAn

)
= I ,
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so Sλ = Rλ(A) and λ ∈ ρ(A). ��
A few general properties of the spectrum and the resolvent set deserve special
attention because they crop up in QM. The most important are encapsulated in the
following proposition.

Proposition 3.11 Let A : D(A) → H be a closed operator on the Hilbert space H.
Then

(a) ρ(A) is open, σ(A) is closed and ρ(A) � λ �→ 〈x|Rλ(A)y〉 ∈ C is holomorphic
for every x, y ∈ H if ρ(A) �= ∅.

(b) If A ∈ B(H), then

(i) σ(A) �= ∅,
(ii) ρ(A) �= ∅.
(iii) σ(A) is compact.

If A is a unital Banach algebra and a ∈ A, then ρ(a) is open, σ(a) is closed and
part (b) holds with a replacing A.

Proof Let us start from (b). Statement (ii) has already been proved in Proposi-
tion 3.10, and this proves (iii) provided (i) holds. (i) is established by studying
the function ρ(A) � λ �→ fxy(λ) := 〈y|(A − λI)−1x〉 ∈ C for every given
x, y ∈ H. Using the expansion in the proof of Proposition 3.10, we have fxy(λ) =
−∑+∞

n=0 λ−(n+1)〈y|Anx〉. The series, for |λ| > |λ0|, is dominated by the numerical

series
∑+∞

n=0 λ
−(n+1)
0 ||A||n||x||||y||, which converges as |λ0| > ||A||. Therefore the

series of fxy converges absolutely and uniformly on {λ ∈ C | |λ| > |λ0|}. Exploiting
the dominated convergence theorem we conclude that fxy(λ) → 0 as |λ| → +∞.
But fxy is holomorphic because it is a uniform limit of holomorphic maps (use
Morera’s theorem). Now, if ρ(A) = C Liouville’s theorem would imply that fxy

is constant for every y, x ∈ H, so fxy(λ) = 0 everywhere because of the limit
we computed. It would follow (A − λI)−1 = 0, a contradiction. We conclude that
ρ(A) �= C, so σ(A) �= ∅.

If we look at the Banach algebra picture and take a ∈ A, the function fxy has to
be replaced by F(λ) = f ((a − λ1)−1) for every element f of the topological dual
A∗, but the proof proceeds similarly.

(a) Assume λ0 ∈ ρ(A) and consider λ ∈ C with |λ − λ0| < ||Rλ0(A)||−1. We
therefore have

A− λI = [(λ0 − λ)I + (A− λ0I)] = (A− λ0I)[(λ− λ0)Rλ0(A)+ I ]
= Rλ0(A)−1[(λ− λ0)Rλ0(A)+ I ] ,

so that

(A− λI)−1 = [(λ− λ0)Rλ0(A)+ I ]−1Rλ0(A)
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provided [(λ − λ0I)Rλ0(A) + I ]−1 exists. With the same argument used for
Proposition 3.10, when |λ− λ0| < ||Rλ0(A)||−1 we have

[(λ− λ0)Rλ0(A)+ I ]−1 =
+∞∑

n=0
(λ0 − λ)nRλ0(A)n . (3.3)

We have demonstrated that every point λ0 ∈ ρ(A) admits an open neigh-
bourhood where Rλ(A) exists. We can therefore say that ρ(A) ⊂ C is open
and its complement σ(A) is closed. If ρ(A) �= ∅ the map ρ(A) � λ �→
〈x|(A− λI)−1y〉 admits Taylor expansion around every λ ∈ ρ(A), constructed
trivially out of (3.3). Hence the function is holomorphic.

The same proof works for unital Banach algebras A, by simply replacing
〈x|Rλ(A)y〉 with f (Rλ(a)), where f ∈ A∗.

��
Remark 3.12

(a) If A ∈ B(H) is normal, the spectral radius formula holds

sup{|λ| | λ ∈ σ(A)} = ||A|| . (3.4)

The spectral radius of A is the expression on left. We shall derive this formula
for selfadjoint operators as an immediate consequence of the spectral theorem.
However, Proposition 3.80 provides a general version for normal operators
whose proof is independent of the spectral theorem. This formula holds also
in abstract unital C∗-algebras: replacing A is a normal element a: a∗a = aa∗.

(b) Item (i) in Proposition 3.11 (b) for unital Banach algebras implies the well-
known Gelfand–Mazur theorem, whereby a Banach algebra whose every non-
zero element is invertible is isomorphic to C. Indeed a − λa1 must be non-
invertible for some λa ∈ σ(a) ⊂ C, and hence a = λa1. �

3.1.2 Spectra of Special Operator Types

We are ready to state and prove general properties of the spectra of selfadjoint and
unitary operators.

Proposition 3.13 Let A : D(A) → H be a densely-defined operator on the Hilbert
space H. Then

(a) if A is selfadjoint, then σ(A) ⊂ R.
(b) If A is unitary, then σ(A) ⊂ T := {z ∈ C | |z| = 1}.
(c) If A is normal, in particular selfadjoint or unitary, the following hold (where

the bar denotes complex conjugation of the single elements):
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(i) σr (A) = σr(A
∗) = ∅,

(ii) σp(A) = σp(A∗); in particular if x �= 0, Ax = λx if and only if A∗x =
λx,

(iii) σc(A) = σc(A∗).

(d) If A is normal (in particular selfadjoint or unitary), then eigenvectors with
distinct eigenvalues are orthogonal.

Proof

(a) Suppose λ = μ+ iν with ν �= 0 and let us prove λ ∈ ρ(A). If x ∈ D(A),

〈(A− λI)x|(A− λI)x〉 = 〈(A−μI)x|(A−μI)x〉 + ν2〈x|x〉 + iν[〈Ax|x〉 − 〈x|Ax〉] .

The last summand vanishes as A is selfadjoint. Hence ||(A− λI)x|| ≥ |ν| ||x||.
With a similar argument we obtain ||(A − λI)x|| ≥ |ν| ||x||. The operators
A−λI andA−λI are injective, and ||(A−λI)−1|| ≤ |ν|−1, where (A−λI)−1 :
Ran(A− λI) → D(A). Notice that, from (2.21),

Ran(A− λI)
⊥ = [Ran(A− λI)]⊥ = Ker(A∗ − λI) = Ker(A− λI) = {0} ,

where the last equality makes use of the injectivity ofA−λI . Summarising:A−
λI in injective, (A− λI)−1 bounded and Ran(A− λI)

⊥ = {0}, i.e. Ran(A−
λI) is dense in H; therefore λ ∈ ρ(A), by definition of resolvent set.

(b) Suppose that λ ∈ C and |λ| �= 1, and we want to prove λ ∈ ρ(A). If x ∈ H =
D(A) we have

〈(A− λI)x|(A− λI)x〉 = 〈Ax|Ax〉 + |λ|2〈x|x〉 − 2Re(λ〈Ax|x〉) .

In other words, using 〈Ax|Ax〉 = 〈x|x〉 = ||x||2 and |〈Ax|x〉| ≤ ||x||2||A|| =
||x||2,

||(A− λI)x||2 ≥ (1+ |λ|2)||x||2 − 2|λ|||x||2 = (1+ |λ|2 − 2|λ|)||x||2 .

Summing up, we have proved that ||(A− λI)x||2 ≥ (1− |λ|)2||x||2.
As in (a), since (1−|λ|)2 �= 0, the previous inequality implies that Ker(A−

λI) = {0}, that ||(A− λI)−1|| ≤ (1 − |λ|)−1, and that Ran(A − λI) is dense

because Ran(A− λI)
⊥ = Ker(A∗ − λI) = {0} (A∗ is unitary as A is unitary

and |λ| = |λ| �= 1, so the previous argument applies).
(c) First of all observe that A normal implies Ker(A) = Ker(A∗). Indeed, if

x ∈ Ker(A), then Ax = 0 and hence A∗Ax = A∗0 = 0, so by definition
of normal operator AA∗x = A∗Ax = 0. In particular x ∈ D(A∗) and therefore
〈x|AA∗x〉 = 0. As a consequence, ||A∗x||2 = 〈A∗x|A∗x〉 = 〈x|AA∗x〉 = 0
and then x ∈ Ker(A∗). Suppose, conversely, that x ∈ Ker(A∗). Then A∗x = 0
and AA∗x = A0 = 0. Using normality, A∗Ax = AA∗x = 0. In particular,
since normal operators are closed by definition, x ∈ D(A) = D(A) =
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D((A∗)∗) and therefore 〈x|A∗Ax〉 = 0 means 〈(A∗)∗x|Ax〉 = 〈Ax|Ax〉 = 0,
which is nothing but ||Ax||2 = 0, i.e. x ∈ Ker(A).

Let us prove (i) σr(A) = ∅. Suppose λ ∈ σ(A), but λ �∈ σp(A). Then
A−λI must be injective, that is Ker(A−λI) = {0}. Since A−λI is normal if
A is normal (in particular closed Remark 2.31 (b)), we conclude that Ker(A∗−
λI) = Ker(A−λI) = {0}. Therefore [Ran(A−λI)]⊥ = Ker(A∗−λI) = {0}
due to (2.21), andRan(A− λI) = H. Consequently λ ∈ σc(A) and no complex
number in σ(A) is allowed to belong in σr(A). Observing that A∗ is normal if
A is normal, we conclude that σr(A

∗) = ∅ as well. Statement (ii) σp(A) =
σp(A∗) immediately descends from Ker(A − λI) = Ker(A∗ − λI), using
(2.20) and noticing that the operators are closed. Let us apply the argument
used above to show that Ker(A) = Ker(A∗) on A − λI and A∗ − λI : then
||(A− λI)x|| = 0 if and only if ||(A∗ − λI)x|| = 0, furnishing (ii). The proof
of (iii) σc(A) = σc(A∗) is more involved. Suppose λ ∈ σc(A), so Ker(A− λI)

is trivial—also Ker(A∗−λI) is trivial and (A∗−λI)−1 exists—and the inverse
(A−λI)−1 is an element ofB(H) due to Proposition 3.5 since normal operators
are closed by definition. From (A − λI)−1(A − λI) = I |D(A), using (2.8),
we have (A∗ − λI)(A − λI)−1∗ = I |∗D(A) = I . In particular (A∗ − λI)(A −
λI)−1∗|Ran(A∗−λI) = I |Ran(A∗−λI). Since we know that (A∗−λI) is a bijection

from D(A∗) to Ran(A∗ − λI), we conclude

(A− λI)−1∗|Ran(A∗−λI) = (A∗ − λI)−1

because inverses are unique. In particular, the right-hand side is bounded since
the left-hand side is bounded. Hence λ ∈ σc(A) implies λ ∈ σc(A

∗). We may
replicate the argument starting from A∗ and observe that (A∗ − λI)∗ = A− λI

to conclude that λ ∈ σc(A
∗) implies λ = λ ∈ σc(A). This ends the proof of

(iii).
(d) If λ �= μ and Au = λu, Av = μv, then μ〈u|v〉 = 〈u|Av〉 = 〈A∗u|v〉 = λ〈u|v〉,

so (μ−λ)〈u|v〉 = 0. The latter is only possible for 〈u|v〉 = 0 becauseμ−λ �= 0.
��

Example 3.14 The m-axis position operator Xm on L2(Rn, dnx), introduced in
Example 2.59 (1), satisfies

σ(Xm) = σc(Xm) = R . (3.5)

The arguments is as follows. First observe that σ(Xm) ⊂ R since the operator is
selfadjoint (Proposition 3.13). However we saw in Sect. 1.3 that σp(Xm) = ∅, and
σr(Xm) = ∅ again by selfadjointness (Proposition 3.13). Let us examine when a
number r ∈ R belongs to ρ(Xm). If no r ∈ R belongs to ρ(Xm), we must conclude
that σ(Xm) = σc(Xm) = R.

Suppose that, for some r ∈ R, (Xm − rI)−1 exists and is bounded. If ψ ∈
D(Xm − rI) = D(Xm) with ||ψ|| = 1 then ||ψ|| = ||(Xm − rI)−1(Xm − rI)ψ||,
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and hence ||ψ|| ≤ ||(Xm − rI)−1|| ||(Xm − rI)ψ||. Therefore ||(Xm − rI)−1|| ≥
||(Xm − rI)ψ||−1. For every given ε > 0, it is easy to manufacture ψ ∈ D(Xm)

with ||ψ|| = 1 and ||(Xm − rI)ψ|| < ε. Assuming m = 1, it suffices to consider
sets of the form [r − 1/k, r + 1/k] × R

n−1 and functions ψk ∈ C∞c (Rn,C) such
that supp(ψk) ⊂ [r − 1/k, r + 1/k] × R

n−1 and
∫
Rn |ψk|2dnx = 1. As k → +∞

0 ≤ ||(Xm−rI)ψ||2 ≤
∫

Rn

|x1−r|2|ψ(x)|2dnx ≤ 4

k2

∫

Rn

|ψ(x)|2dnx = 4

k2
→ 0.

Therefore (Xm − rI)−1 cannot be bounded and r ∈ σ(Xm). More precisely r ∈
σc(Xm), since no other possibility is allowed.

By Proposition 3.4 we also conclude that

σ(Pm) = σc(Pm) = R , (3.6)

simply because the momentum operator Pm is related to the position operator
by means of a unitary operator, namely the Fourier-Plancherel operator F̂ of
Example 2.59 (2). �

3.2 Integration of Projector-Valued Measures

We introduce in this section the most important technical tool in spectral theory,
the notion of projector-valued measure, whose repercussions in the interpretation of
quantum theories are paramount. Before we do it, let us prove a few important and
elementary facts concerning orthogonal projectors.

3.2.1 Orthogonal Projectors

Definition 3.15 Let H be a Hilbert space. An operator P ∈ B(H) is called an
orthogonal projectorwhenPP = P andP ∗ = P . The set of orthogonal projectors
of H is denoted byL (H). �
A well-known relation exists between orthogonal projectors and closed subspaces.

Proposition 3.16 Let H be a Hilbert space with orthogonal projectors L (H).
Then

(a) if P ∈ L (H), then P(H) is a closed subspace.
(b) If P ∈ L (H), then Q := I − P ∈ L (H) and Q(H) = P(H)⊥.
(c) There is an orthogonal sum H = P(H) ⊕ Q(H), so any z ∈ H decomposes

uniquely as z = x + y with x = P(z) ∈ P(H), y = Q(z) ∈ Q(H).
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(d) IfH0 ⊂ H is a closed subspace, there exists exactly one P ∈ L (H) that projects
H onto H0, i.e. P(H) = H0.

Proof

(a) It is clear that P(H) is a subspace. It is also closed because, if x =
limn→+∞ Pxn, then x = Px. Indeed, Px = P limn→+∞ P(xn) =
limn→+∞ PPxn = limn→+∞ Pxn = x since P is continuous.

(b) We have (I − P)∗ = I∗ − P ∗ = I − P and (I − P)(I − P) = I − 2P +
PP = I − 2P + P = I − P , so Q := I − P ∈ L (H). Let us prove that
Q(H) = P(H)⊥. First of all, observe that y ∈ Q(H) and x ∈ P(H) yield
〈y|x〉 = 〈(I−P)y|Px〉 = 〈y|(I−P)Px〉 = 〈y|(P−PP)x〉 = 〈y|(P−P)x〉 =
0. Therefore Q(H) ⊂ P(H)⊥. To conclude, we have to prove that Q(H) ⊃
P(H)⊥. If y ∈ P(H)⊥ we have 〈Py|u〉 = 〈y|Pu〉 = 0 for u ∈ H and therefore
Py = 0. As a consequence, if we define z = y + x with x ∈ P(H), we obtain
Qz = (I−P)y+(I−P)x = x+y−Py−Px = z−Py−Px = z−0−x = y.
In other words, if y ∈ P(H)⊥, then y ∈ Q(H), proving Q(H) ⊃ P(H)⊥.

(d) and (c). Consider a closed subspace H0. It is a Hilbert space in its own
right since it contains the limits of its Cauchy sequences (which converge in H
since H is Hilbert). Therefore H0 admits a Hilbert basis N . It is easy to prove
that if N ′ is a Hilbert basis of H⊥0 , then N ∪ N ′ is a Hilbert basis of H. By
taking M = H0, so that span M = H0, in (2.3) we obtain the orthogonal sum
H = H0 ⊕ H⊥0 . Consider the operator Px := ∑

z∈N 〈z|x〉z for x ∈ H. Using
the Hilbert decomposition u = ∑

z∈N∪N ′ 〈z|u〉z, one immediately proves that
||P || ≤ 1, PP = P , 〈Px|y〉 = 〈x|Py〉 and hence P = P ∗, so P ∈ L (H).
Finally, P(H) = H0 since N is a Hilbert basis of H0.

Let us demonstrate that the orthogonal projector P satisfying P(H) = H0 is
uniquely determined by H0. The same proof also establishes (c). Since P(H) ∩
Q(H) = {0}, because the subspaces are mutually orthogonal and I = P+Q, we
conclude that z ∈ H can be decomposed uniquely as z = x + y with x ∈ P(H)

and y ∈ Q(H) and x = Pz, y = Qz. This fact proves that a P with P(H) = H0
is unique: if P ′(H) = H0, we would have that Q′ := I − P ′ projects onto H⊥0
and z ∈ H is uniquely decomposed as z = x + y with x ∈ H0, y ∈ H⊥0 where
x = Pz = P ′z and y = Qz = Q′z. Hence P ′z = Pz for all z ∈ H.

��
If P ∈ L (H), then P and Q := I −P project onto mutually orthogonal subspaces,
and PQ = QP = 0. This fact is rather general, according to the next elementary
result.

Proposition 3.17 Let H be a Hilbert space. Two projectors P,Q ∈ L (H) project
onto orthogonal subspaces if and only if PQ = 0. In this case QP = 0 as well.

Proof If P(H) ⊥ Q(H) then for every x, y ∈ H we have 0 = 〈Px|Qy〉 =
〈x|PQy〉. Therefore PQ = 0. Taking adjoints we obtain QP = 0. If conversely
PQ = 0, from the identity above we have 〈Px|Qy〉 = 0 for every x, y ∈ H, so that
P(H) ⊥ Q(H). ��
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Let us prove further properties of orthogonal projectors related with a natural order
relation, which will play a crucial role in the next chapter.

Notation 3.18 Referring to Proposition 3.16, if P,Q ∈ L (H) we write P ≥ Q

whenever P(H) ⊃ Q(H). �
Proposition 3.19 If H is a Hilbert space and P,Q ∈ L (H),

(a) P ≥ Q is equivalent to PQ = Q. In this case QP = Q too.
(b) P ≥ Q is equivalent to 〈x|Px〉 ≥ 〈x|Qx〉 for every x ∈ H.

Proof

(a) If P(H) ⊃ Q(H), there exists a Hilbert basis NP = NQ ∪ N ′
Q of P(H)

whereNQ,N ′
Q are a Hilbert bases ofQ(H),Q(H)⊥P (orthogonality referring to

P(H)). From Q = ∑
z∈NQ

〈z|·〉z and P = Q+∑
z∈N ′

Q
〈z|·〉z we have PQ = Q.

The converse implication is obvious. Assume PQ = Q. If x ∈ Q(H) then
Qx = x. Therefore Px = PQx = Qx = x, hence x ∈ P(H) and then
Q(H) ⊂ P(H) as wanted. Finally, taking adjoints on PQ = Q we obtain
QP = Q since P and Q are selfadjoint.

(b) Assume P ≥ Q, i.e. Q(H) ⊂ P(H). If x ∈ H, the vector Px ∈ P(H)

decomposes as y + z where y := QPx ∈ Q(H) and z ∈ P(H) is orthogonal to
y. Therefore ||Px||2 = ||QPx||2 + ||z||2. From (a), ||Px||2 = ||Qx||2 + ||z||2
which implies ||Px||2 ≥ ||Qx||2, namely 〈x|Px〉 ≥ 〈x|Qx〉 for every x ∈ H.
Conversely, if 〈x|Px〉 ≥ 〈x|Qx〉 for every x ∈ H, then ||Px||2 ≥ ||Qx||2 for
every x ∈ H, so that Px = 0 implies Qx = 0 for every x ∈ H. In other words
P(H)⊥ ⊂ Q(H)⊥. Applying ⊥ again, we eventually get P(H) ⊃ Q(H).

��
Proposition 3.20 If H is a Hilbert space and {Pn}n∈N ∈ L (H) is a sequence such
that either (i) Pn ≤ Pn+1 for all n ∈ N or (ii) Pn ≥ Pn+1 for all n ∈ N, then
Pnx → Px, for every x ∈ H and some P ∈ L (H), as n → +∞.

Proof Assume Pn ≤ Pn+1 for all n ∈ N. For any x ∈ H, the sequence {Pnx}n∈N
is Cauchy. Indeed, for n > m and using Proposition 3.19 (a) alongside the
selfadjointness and idempotence of orthogonal projectors, ||Pnx − Pmx||2 equals

〈x|(Pn − Pm)(Pn − Pm)x〉 = 〈x|(Pn − Pm − Pm + Pm)x〉 = ||Pnx||2 − ||Pmx||2 .

Since the sequence of numbers ||Pnx||2 = 〈x|Pnx〉 is non-decreasing and bounded
by ||x||2, it converges to some real number and hence it is a Cauchy sequence. This
implies that {Pnx}n∈N is Cauchy as well. The map P : H � x �→ limn→+∞ Pnx ∈
H is linear by construction. Furthermore, 〈Px|y〉 = 〈x|Py〉 for every x, y ∈ H by
continuity of the inner product, so P = P ∗. Finally, for every x, y ∈ H we also have
〈Px|Py〉 = limn→+∞〈Pnx|Pny〉 = limn→+∞〈x|Pny〉 = 〈x|Py〉, so that PP = P

and therefore P ∈ L (H). The other case’s proof is identical up to trivial changes.
��
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3.2.2 Projector-Valued Measures (PVMs)

At this juncture we can state one of the most important definitions in spectral theory.

Definition 3.21 LetH be a Hilbert space and �(X) a σ -algebra on X. A projector-
valued measure (PVM) on X is a map P : �(X) � E �→ PE ∈ L (H) such that

(i) PX = I ,
(ii) PEPF = PE∩F ,
(iii) if N ⊂ N and {Ek}k∈N ⊂ �(X) satisfies Ej ∩Ek = ∅ for k �= j , then

∑

j∈N

PEj x = P∪j∈N Ej x for every x ∈ H.

We say that P is concentrated on S ∈ σ(X) if PE = PE∩S for every E ∈ �(X). �
Remark 3.22

(a) Taking N = {1, 2} in (i) and (iii) tells that P∅ = 0, using E1 = X and E2 = ∅.
Property (ii) entails that PEPF = 0 if E ∩ F = ∅ from Proposition 3.17.
In particular, the vectors PEj x in (iii) are orthogonal. Therefore a series (for
N = N)

∑

j∈N
PEj x , (3.7)

where Ej ∩ Ek = ∅ for k �= j , always converges. An alternative argument
for convergence is to invoke Proposition 3.20, since the operators

∑n
j=0 PEj

are orthogonal projectors and
∑n

j=0 PEj ≤ ∑n+1
j=0 PEj . (Series (3.7) can be

rearranged because by Bessel’s inequality (2.1.2) we have

∑

j∈N
||PEj x||2 ≤

∑

j∈N

∑

u∈Mj

|〈u|x〉|2 < +∞,

where Mj ⊂ PEj (H) is a Hilbert basis of PEj (H). Now Lemma 2.8 guarantees
(3.7) converges and can be rearranged.) Proving explicitly that the series
converges is nonetheless a useful exercise. For a given ε > 0, we use the inner
product’s continuity and the fact that PEj x ⊥ PEk x if j �= k, to compute, for
m > n > Nε ,

∣∣∣∣∣∣

∣∣∣∣∣∣

m∑

j=0
PEj

x −
n−1∑

j=0
PEj

x

∣∣∣∣∣∣

∣∣∣∣∣∣

2

=
∣∣∣∣∣∣

∣∣∣∣∣∣

j=m∑

j=n

PEj
x

∣∣∣∣∣∣

∣∣∣∣∣∣

2

=
〈j=m∑

j=n

PEj
x

∣∣∣∣∣∣

k=m∑

k=n

PEk
x

〉

=
j=m∑

j=n

〈
PEj

x

∣∣∣∣∣∣

k=m∑

k=n

PEk
x

〉
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=
j=m∑

j=n

〈
x

∣∣∣∣∣∣
PEj

k=m∑

k=n

PEk
x

〉
=

j=m∑

j=n

〈
x

∣∣∣∣∣∣

k=m∑

k=n

PEj
PEk

x

〉
=

j=m∑

j=n

〈
x

∣∣∣∣∣∣

k=m∑

k=n

δjkPEk
x

〉

=
j=m∑

j=n

〈
x

∣∣∣PEj
x

〉
=

j=m∑

j=n

〈
x

∣∣∣PEj
PEj

x
〉
=

j=m∑

j=n

〈
PEj

x

∣∣∣PEj
x

〉
=

j=m∑

j=n

||PEj
x||2 < ε.

Hence (3.7) converges, as truncated sums form a Cauchy sequence.
In summary, (iii) can be viewed as a condition on the value of the sum of the

series and not an assumption about its convergence.
(b) If x, y ∈ H, �(X) � E �→ 〈x|PEy〉 =: μ

(P)
xy (E) is a complex measure whose

(finite) total variation [Rud91] will be denoted by |μ(P)
xy |. This follows from

the definition of PVM, in particular the inner product’s continuity implying σ -
additivity: if the setsEn ⊂ �(X), n ∈ N ⊂ N, are pairwise disjoint (En∩Em =
∅ for n �= m),

μ(P)
xy (∪n∈NEn) =

〈
x

∣∣P∪n∈NEny
〉 =

〈
x

∣∣∣∣∣
∑

n∈N

PEny

〉
=

∑

n∈N

〈
x

∣∣PEny
〉 =

∑

n∈N

μ(P)
xy (En) .

The definition of μxy gives us immediately three important facts.

(i) μ
(P)
xy (X) = 〈x|y〉.

(ii) μ
(P)
xx is always positive and finite, and μ

(P)
xx (X) = ||x||2.

(iii) Consider a simple function [Rud91] s = ∑n
k=1 skχEk , where sk ∈ C and

the sets Ek ∈ �(X), k = 1, . . . , n, are pairwise disjoint, and χE is the
characteristic function of the set E, i.e. the map χE(x) = 0 if x �∈ E and
χE(x) = 1 if x ∈ E. If h denotes the Radon–Nikodym derivative of μxy

with respect to its total variation |μxy | (see, e.g., [Mor18]), we have

∫

X

sdμxy =
∫

X

shd|μxy | =
n∑

k=1
sk

∫

Ek

hd|μxy | =
n∑

k=1
skμxy(Ek)

=
〈
x

∣∣∣∣∣

n∑

k=1
skPEky

〉
.

If we define

∫

X

s(λ)dP (λ) :=
n∑

k=1
skPEk
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we may then write

∫

X

sdμxy =
〈
x

∣∣∣∣
∫

X

s(λ)dP (λ) y

〉
. (3.8)

The entire machinery of Spectral Theory and Measurable Functional Calculus
is contingent on formula (3.8) (extended from simple functions s to general
measurable functions f ). �

Example 3.23

(1) The simplest example of a PVM arises from a Hilbert basis N in a Hilbert space
H. Let �(N) be the power set of N . For E ∈ �(N) and z ∈ H we define

PEz :=
∑

x∈E

〈x|z〉x

and P∅ := 0. It is easy to prove that the collection of PE thus defined forms
a PVM on N . (This definition works even if H is not separable and N is
uncountable, since for every y ∈ H at most countably many elements x ∈ E

satisfy 〈x|y〉 �= 0). Observe that PNx = ∑
u∈N 〈u|x〉u = x for every x ∈ H, so

that PN = I as required.
In particular μ

(P)
xy (E) = 〈x|PEy〉 = ∑

z∈E〈x|z〉〈z|y〉 and μ
(P)
xx (E) =∑

z∈E |〈x|z〉|2.
(2) A more sophisticated version of (1) is built out of the Hilbert sum of a family

of non-trivial, pairwise-orthogonal closed subspaces {Hj }j∈J of a Hilbert space
H = ⊕

j∈J Hj . Defining once again �(J ) as the family of subsets of J , for
E ∈ �(J ) and z ∈ H we set P∅ = 0 and

PEz :=
∑

j∈E

Qjz ,

where Qj is the orthogonal projector onto Hj . It is easy to prove that the PE

form a PVM on N. Since
⊕

j∈J Hj = H we have
∑

j∈J Qjx = x for every
x ∈ H, so PJ = I as requested.

In particular μ
(P)
xy (E) = 〈x|PEy〉 = ∑

j∈E〈x|Qjy〉 and μ
(P)
xx (E) =∑

j∈E ||Qjx||2.
The reader can prove without difficulty that

∫

J

f (j)dμxx(j) =
∑

j∈J

f (j)||Qjx||2 (3.9)

if f is μxx-integrable. This formula is trivial for simple functions, and extends
easily to general maps using dominated convergence.
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(3) Here is a PVM of a completely different sort, this time on L2(Rn, dnx). To
every E in the Borel σ -algebraB(Rn) associate the orthonormal projector

(PEψ)(x) := χE(x)ψ(x) ∀ψ ∈ L2(Rn, dnx) .

Note P∅ := 0. It is easy to prove that the collection of PE is a PVM.
In particular μ

(P)
fg (E) = 〈f |PEg〉 = ∫

E
f (x)g(x)dnx and μ

(P)
ff (E) =∫

E
|f (x)|2dnx.
The reader can easily check that

∫

Rn

f (x)dμgg(x) =
∫

Rn

f (x)|g(x)|2dnx (3.10)

if f is μgg-integrable. This is trivial for simple functions, and can be gener-
alized easily to measurable functions using the theorem of dominated conver-
gence. �

The following pivotal result [Rud91,Mor18, Schm12] generalizes (3.8) from simple
functions to measurable functions of a suitable type.

Theorem 3.24 Let H be a Hilbert space, P : �(X) → L (H) a PVM, and f :
X → C a measurable function. Define

�f :=
{
x ∈ H

∣∣∣∣
∫

X

|f (λ)|2μ(P)
xx (λ) < +∞

}
.

The following facts hold.

(a) �f is a dense subspace in H and there exists a unique operator

∫

X

f (λ)dP (λ) : �f → H (3.11)

such that
〈
x

∣∣∣∣
∫

X

f (λ)dP (λ)y

〉
=

∫

X

f (λ)dμ(P)
xy (λ) ∀x ∈ H ,∀y ∈ �f . (3.12)

(b) The operator in (3.11) is closed and normal.
(c) The adjoint operator to (3.11) satisfies

(∫

X

f (λ) dP (λ)

)∗
=

∫

X

f (λ) dP (λ) . (3.13)
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(d) The operator in (3.11) satisfies

∣∣∣∣

∣∣∣∣
∫

X

f (λ) dP (λ)x

∣∣∣∣

∣∣∣∣
2

=
∫

X

|f (λ)|2dμ(P)
xx (λ) ∀x ∈ �f . (3.14)

Proof (I. Existence and Uniqueness) We start by proving that if �f is subspace of
H, then there is a unique operator denoted by

∫
X

f (λ)dP (λ) satisfying (3.12). The
proof of this fact relies on this preliminary lemma.

Lemma 3.25 If f : X → C is measurable, then

∫

X

|f (λ)| d|μ(P)
xy |(λ) ≤ ||x||

√∫

X

|f (λ)|2dμ
(P)
yy (λ) ∀y ∈ �f ,∀x ∈ H .

(3.15)

Proof We henceforth write μxy in place of μ
(P)
xy for the sake of shortness. The idea

is initially to establish the inequality for simple functions and then pass to arbitrary
functions. Take x ∈ H and y ∈ �f . Let s : X → C be a simple function,h : X → C

the Radon–Nikodym derivative of μxy with respect to |μxy |, so that |h(x)| = 1 and
μxy(E) = ∫

E hd|μxy |. For an increasing sequence of simple functions zn such
that zn → h−1 pointwise, with |zn| ≤ |h−1| = 1, by the dominated convergence
theorem we have

∫

X

|s|d|μxy | =
∫

X

|s|h−1dμxy = lim
n→+∞

∫

X

|s|zndμxy = lim
n→+∞

〈
x

∣∣∣∣∣

Nn∑

k=1
zn,kPEn,k

y

〉
.

In the last step we used part (iii) in Remark 3.22 (b) for the simple function

|s|zn =
Nn∑

k=1
zn,kχEn,k

and we have supposed that, for fixed n, the sets En,k are disjoint from one another.
The Cauchy–Schwartz inequality immediately yields

∫

X

|s|d|μxy | ≤ ||x|| lim
n→+∞

∣∣∣∣∣

∣∣∣∣∣

Nn∑

k=1
zn,kPEn,k y

∣∣∣∣∣

∣∣∣∣∣ = ||x|| lim
n→+∞

√∫

X

|szn|2dμyy ,

where, in computing the norm, we used P ∗
En,k

PEn,k′ = PEn,k PEn,k′ = δkk′PEn,k since

En,k ∩ En,k′ = ∅ for k �= k′. Next observe that as |szn|2 → |sh−1|2 = |s|2,
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dominated convergence yields

∫

X

|s|d|μxy | ≤ ||x||
√∫

X

|s|2dμyy .

At last, replace s above by a sequence of simple functions sn → f ∈ L2(X, dμyy)

pointwise, with |sn| ≤ |sn+1| ≤ |f |. The monotone convergence theorem and the
dominated convergence theorem, applied respectively to the left- and right-hand side
of the previous inequality, eventually produce (3.15). ��
To proceed with the main proof we notice that inequality (3.15) also proves that
f ∈ L2(X, dμ

(P)
yy ) implies f ∈ L1(X, d|μ(P)

xy |) for x ∈ H, hence the right-hand
side of (3.12) makes sense. General measure theory guarantees that

∣∣∣∣
∫

X

f (λ) dμ(P)
xy (λ)

∣∣∣∣ ≤
∫

X

|f (λ)| d|μ(P)
xy |(λ) ,

whence (3.15) implies that H � x �→ ∫
X

f (λ) dμ
(P)
xy (λ) is continuous at x = 0.

This map is also anti-linear if f is simple, as follows from the definition of μxy

and the left anti-linearity of the inner product. Anti-linearity extends to measurable
functions f via the usual approximation procedure of measurable functions by
simple functions. We conclude that, for y ∈ �f , the map

H � x �→
∫

X

f (λ) dμ
(P)
xy (λ)

is linear and continuous. Riesz’s Lemma guarantees the existence of a unique vector,
indicated by

∫
X

f (λ)dP (λ)y, satisfying

∫

X

f (λ) dμ
(P)
xy (λ) =

〈∫

X

f (λ)dP (λ)y

∣∣∣∣ x

〉
.

Conjugating both sides we obtain (3.12). As we have assumed �f is a subspace, the
map

�f � y �→
∫

X

f (λ) dμ(P)
xy (λ)

is linear when f is simple, as immediately follows from the definition of μ
(P)
xy and

the right linearity of the inner product. As before, linearity extends to measurable
functions f by approximating measurable functions with simple maps. As a
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consequence of (3.12)

�f � y �→
∫

X

f (λ)dP (λ)y

is linear as well. The uniqueness of this operator is an immediate consequence of
the uniqueness in Riesz’s Lemma.

(II. �f is a Dense Subspace) Let us show that �f is a subspace first. It contains 0
so it is not empty. Moreover, directly by definition of �f , it is clear that if x ∈ �f ,

then ax ∈ �f for every a ∈ C, because μ
(P)
ax,ax(E) = |a|2μ(P)

xx (E) independently
of E and so

∫

X

|f |2dμ(P)
ax,ax = |a|2

∫

X

|f |2dμ(P)
x,x < +∞ .

Next suppose that x, y ∈ �f . We therefore have ||PE(x + y)||2 ≤ (||PEx|| +
||PEy||)2 ≤ 2||PEx||2 + 2||PEy||2. As a consequence μ

(P)
x+y,x+y(E) = ||PE(x +

y)||2 ≤ 2μ(P)
xx (E)+ 2μ(P)

yy (E). Therefore

∫

X

|f |2dμ
(P)
x+y,x+y ≤ 2

∫

X

|f |2dμ(P)
xx +

∫

X

|f |2dμ(P)
yy < +∞ ,

and hence x + y ∈ �f . Let us pass to the density of �f . Consider the countable
partition of X made by measurable sets Fn := {λ ∈ X | n ≤ |f (λ)|2 < n + 1}, for
n = 0, 1, 2, . . . . By the σ -additivity of P , if z ∈ H then z = PXz = ∑+∞

n=0 PFnz.
Therefore the span of the unions of closed subspaces Hn := PFn(H) is dense in H.
If we prove that Hn ⊂ �f for every n, since �f is a subspace, we immediately
infer that it is dense. Let us prove it. If x ∈ Hn, then x = PFnx and therefore

μ
(P)
xx (E) = 〈PFnx|PEPFnx〉 = 〈x|PE∩Fnx〉 = μ

(P)
xx (E ∩ Fn). Since

∫

X

|f |2dμ(P)
xx =

∫

Fn

|f |2dμ(P)
xx ≤

∫

Fn

(n+ 1)dμ(P )
xx ≤ (n+ 1)||x||2 < +∞

we have x ∈ �f , as wanted.

(III. Proof of Eq. (3.14)) For x ∈ �f , using (3.12), we obtain

∣∣∣∣

∣∣∣∣
∫

X

f dPx

∣∣∣∣

∣∣∣∣
2

=
〈∫

X

f dPx

∣∣∣∣
∫

X

f dPx

〉
=

∫

X

f dν (3.16)

where

ν(E) = μ
(P)∫
X f dPx,x

(E) =
〈∫

X

f dPx

∣∣∣∣PEx

〉
=

∫

X

f dμ
(P)
PEx,x .
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Since μ
(P)
PEx,x(F ) = 〈PEx|PFx〉 = 〈x|PE∩F x〉, we have

ν(E) =
∫

E

f dμ(P)
xx .

Using the definition of integral (of a complex measure), it immediately follows

∫

X

sdν =
∫

X

s · f dμ(P)
xx

for a simple function s. A standard argument based of dominated convergence (take
a sequence of simple maps sn tending to f pointwise, with |sn| ≤ |f |) allows to
establish

∫

X

f dν =
∫

X

|f |2dμ(P)
xx

as |f |2 is μxx-integrable. Inserting this result in (3.16) we obtain (3.14), as claimed.

(IV. Proof of Eq. (3.13) and the Closure of
∫
X f dP ) Since the adjoint is always

closed, Eq. (3.13) and
∫
X

f dP = (
∫
X

f dP)∗ would imply
∫
X

f dP is closed. So
let us prove Eq. (3.13). From (3.12) it is easy to see that

∫
X f dP ⊂ (

∫
X f dP)∗:

noticing that μ(P)
yx (E) = μ

(P)
xy (E), namely, if x, y ∈ �f then

〈
y

∣∣∣∣
∫

X

f dPx

〉
=

∫

X

f dμ(P)
yx =

∫

X

f dμ
(P)
xy =

〈
x

∣∣∣∣
∫

X

f dPy

〉
=

〈∫

X

f dPy
∣∣ x

〉
. (3.17)

Therefore we only have to prove that
∫
X f dP ⊃ (

∫
X f dP)∗. This is equivalent to

show that if y ∈ D((
∫
X

f dP)∗) then y ∈ �f = �f . So let us prove this then, for
which we need an intermediate result.

Lemma 3.26 Under the assumptions of Theorem 3.24

(i)
∫
X χEdP = PE for every E ∈ �(X)

(ii)
∫
X f dPPE =

∫
X f · χEdP for every E ∈ �(X)

(iii) if f is bounded on E ∈ �(X) then (
∫
X

f · χEdP)∗ = ∫
X

f · χEdP .

Proof (i) is true since 〈x|PEy〉 = μxy(E) = ∫
E 1dμ

(P)
xy , and so (3.12) holds and

uniquely determines
∫
X χEdP .

Concerning (ii), the domain of
∫
X f dPPE consists of the x ∈ H such that PEx ∈

�f , that is
∫
X
|f |2dμ

(P)
PEx,PEx < +∞. Since μ

(P)
PEx,PEx(F ) = 〈PEx|PF PEx〉 =

〈x|PE∩F x〉 = μ
(P)
xx (E ∩F), the condition can be rephrased as

∫
X χE · |f |2dμ

(P)
xx <

+∞, or
∫
X |χE · f |2dμ

(P)
xx < +∞. Therefore

∫
X f dPPE and

∫
X χE · f dP have

the same domain. If x ∈ H and y ∈ �χ ·f , 〈x|
∫
X

f dPPEy〉 = ∫
X

f dμ
(P)
x,PEy =
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∫
X f dμ

(P)
PEx,PEy = ∫

E f dμ
(P)
x,y = ∫

E f · χEdμ
(P)
x,y , which implies

∫
X f dPPE =∫

X f · χEdP again by (3.12).
(iii) is true because �f ·χE = H and

∫
X

f · χEdP ∈ B(H) from (3.14). Hence
replacing f with f · χE in (3.17) ensures that

∫
X f · χEdP = ∫

X f · χEdP is the
adjoint of

∫
X f · χEdP . ��

To resume part IV of the main theorem, we claim (i), (ii), and (iii) imply y ∈ �f if

y ∈ D((
∫
X f dP)∗). We start by defining En := {λ ∈ X | |f (λ)| < n}. Then from

(i)–(iii) we have

PEn

(∫

X

f dP

)∗
= P ∗

En

(∫

X

f dP

)∗
⊂

(∫

X

f dPPEn

)∗
=

(∫

X

f · χEndP

)∗

=
∫

X

f · χEndP .

Hence if y ∈ D((
∫
X

f dP)∗) we infer

∫

X

f · χEndPy = PEn

(∫

X

f dP

)∗
y ,

and so

∣∣∣∣

∣∣∣∣
∫

X

f · χEndPy

∣∣∣∣

∣∣∣∣
2

=
∣∣∣∣

∣∣∣∣PEn

(∫

X

f dP

)∗
y

∣∣∣∣

∣∣∣∣
2

≤
∣∣∣∣

∣∣∣∣

(∫

X

f dP

)∗
y

∣∣∣∣

∣∣∣∣
2

.

Using (3.14),

∫

X

|f · χEn |2dμ(P)
yy ≤

∣∣∣∣

∣∣∣∣

(∫

X

f dP

)∗
y

∣∣∣∣

∣∣∣∣
2

.

Since |f · χEn |2 ≤ |f · χEn+1 |2 → |f |2 as n → +∞, the monotone convergence
theorem implies

∫

X

|f |2dμ(P)
yy ≤

∣∣∣∣

∣∣∣∣
(∫

X

f dP

)∗
y

∣∣∣∣

∣∣∣∣
2

< +∞ ,

that is to say y ∈ �f , as wanted.

(V. Proof that
∫
X

f dP is Normal) The same argument used in the previous lemma
to establish (ii) givesPE

∫
X

f dPx = ∫
X

χE ·f dPx if x ∈ �f . Consider the domain
of

∫
X f dP

∫
X f dP . It consists of vectors x ∈ �f such that

∫

X

|f |2dμ
(P)∫
X f dPx,

∫
X f dPx

< +∞ . (3.18)
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Let us write this condition in a simpler way. First observe that

μ
(P)∫
X f dPx,

∫
X f dPx

(E) =
〈∫

X
f dPx

∣∣∣∣PE

∫

X
f dPx

〉
=

〈
PE

∫

X
f dPx

∣∣∣∣PE

∫

X
fdPx

〉

=
〈∫

X

χE · f dPx

∣∣∣∣
∫

X

χE · f dPx

〉
=

∫

E

|f |2dμ(P)
xx .

Starting from simple functions and generalizing to measurable functions, it is
therefore easy to prove that

∫

X

gdμ
(P)∫
X f dPx,

∫
X f dPx

=
∫

X

|f |2gdμ(P)
xx .

In summary, (3.18) reads

D

(∫

X

f dP

∫

X

f dP

)
= �|f |2 .

Now replace f by |f |2 in the first statement of the theorem we are proving: that
domain is dense and D(

∫
X f dP

∫
X f dP) = D(

∫
X f dP

∫
X f dP). To finish the

proof consider x ∈ D(
∫
X

f dP
∫
X

f dP) = D(
∫
X

f dP
∫
X

f dP). We have

〈
x

∣∣∣∣
∫

X

f dP

∫

X

f dP x

〉
=

〈∫

X

f dP x

∣∣∣∣
∫

X

f dPx

〉
=

∫

X

|f |2dμ(P )
xx =

〈∫

X

f dP x

∣∣∣∣
∫

X

f dP x

〉

=
〈
x

∣∣∣∣
∫

X

fdP

∫

X

f dP x

〉
.

In other words
〈
x

∣∣∣∣

(∫

X

f dP

∫

X

f dP −
∫

X

f dP

∫

X

f dP

)
x

〉
= 0 .

By polarization we finally obtain

〈
y

∣∣∣∣

(∫

X

f dP

∫

X

f dP −
∫

X

f dP

∫

X

f dP

)
x

〉
= 0 ,

for every x, y ∈ D(
∫
X

f dP
∫
X

f dP) = D(
∫
X

f dP
∫
X

f dP). Since this domain is
dense,

∫
X f dP

∫
X f dP − ∫

X f dP
∫
X f dP = 0, and the proof ends.

��
The theorem just proved has technically important consequences, which we list in
the following corollary and the subsequent proposition.
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Corollary 3.27 Under the hypotheses of Theorem 3.24, the following hold.

(a) If f : X → C only assumes non-negative real values, then

〈
x

∣∣∣∣
∫

X

f dPx

〉
≥ 0 ∀x ∈ �f .

(b) If T is an operator on H with D(T ) = �f such that

〈x |T x 〉 =
∫

X

f (λ) dμ(P)
xx (λ) ∀x ∈ �f , (3.19)

then

T =
∫

X

f (λ)dP (λ) .

Proof

(a) The proof is evident from (3.12), taking y = x and noticing thatμ(P)
xx is positive.

(b) From the definition ofμxy we easily have (for simplicity we omit the superscript
(P ))

4μxy(E) = μx+y,x+y(E)−μx−y,x−y(E)− iμx+iy,x+iy(E)+ iμx−iy,x−iy(E) .

This identity implies, by the definition of integral, that for a simple function

4
∫

X

sdμxy =
∫

X

sdμx+y,x+y −
∫

X

sdμx−y,x−y − i

∫

X

sdμx+iy.x+iy + i

∫

X

sdμx−iy,x−iy

if x, y ∈ �s . The customary approximation of measurable functions f by
simple functions (via dominated convergence) gives

4
∫

X

f dμxy =
∫

X

f dμx+y,x+y −
∫

X

f dμx−y,x−y − i

∫

X

f dμx+iy.x+iy

+ i

∫

X

f dμx−iy,x−iy

for x, y ∈ �f . Similarly, by the elementary properties of the inner product

4〈x|Ty〉 = 〈x+y|T (x+y)〉−〈x−y|T (x−y)〉−i〈x+iy|T (x+iy)〉+i〈x−iy|T (x−iy)〉

when x, y ∈ D(T ). Collecting everything, it is now obvious that (3.19) implies

〈x |Ty 〉 =
∫

X

f (λ)μ(P )
xy (λ) ∀x, y ∈ �f ,
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so
〈
x

∣∣∣∣
(

T −
∫

X

f (λ)dP (λ)

)
y

〉
= 0 ∀x, y ∈ �f .

Since x varies in a dense set �f , we have that Ty − ∫
X

f (λ)dP (λ)y = 0 for
every y ∈ �f , which is the claim.

��
Example 3.28

(1) Consider the PVM of Example 3.23 (2). Using Corollary 3.27 (b) and (3.9) we
have

∫

J

f (λ)dP (λ)z =
∑

n∈J

f (j)Qj z

for every f : J → C (which is necessarily measurable with our definition of
�(J )). Correspondingly, the domain of

∫
J

f (λ)dP (λ) is

�f :=
⎧
⎨

⎩z ∈ H

∣∣∣∣∣∣

∑

j∈J

|f (j)|2||Qjz||2 < +∞
⎫
⎬

⎭ .

According to Corollary 3.27 (b) in fact, from (3.10) we have
〈
z

∣∣∣∣
∫

J

f (j)dP (j)z

〉
=

∑

j∈J

f (j)||Qjz||2 =
∫

R

f (j)dμzz

for every z ∈ �f .
(2) Now take to PVM in Example 3.23 (3). By Corollary 3.27 (b) and (3.10)

(∫

Rn

f (λ)dP (λ)ψ

)
(x) = f (x)ψ(x) , x ∈ R

n .

Correspondingly, the domain of
∫
Rn f (λ)dP (λ) turns out to be

�f :=
{
ψ ∈ L2(Rn, dnx)

∣∣∣∣
∫

Rn

|f (x)|2|ψ(x)|2dnx < +∞
}

.

In fact, for every ψ ∈ �f , Corollary 3.27 (b) and (3.10) give

〈
ψ

∣∣∣∣
∫

Rn

f (λ)dP (λ)ψ

〉
=

∫

Rn

f (x)|ψ(x)|2dnx =
∫

Rn

f dμψψ .

�
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3.2.3 PVM-Integration of Bounded Functions

We now state and prove a proposition about the most important properties of∫
X

f dP when f : X → C is bounded or, more weakly, P -essentially bounded.
Some of these have already been exploited in the proof of Theorem 3.24; however,
they turn out to be so useful in the practice that they deserve a separate presentation.

If μ is a σ -additive positive measure on a σ -algebra �(X),

||f ||(μ)∞ := inf {r ≥ 0 | μ({x ∈ X | |f (x)| > r}) = 0} .

Since the integral sees only non-zero measure sets in �(X), for instance,

∫

X

|f |dμ ≤ ||f ||(μ)∞
∫

X

1dμ .

The same definition can be extended to PVMs:

||f ||(P )∞ := inf {r ≥ 0 | P({x ∈ X | |f (x)| > r}) = 0}

and f is said to be P -essentially bounded if ||f ||(P )∞ < +∞.
Note that if PE = 0, then μ

(P)
xy (E) = 0 for E ∈ �(X). Therefore a P -essentially

bounded map f is also μ
(P)
xx -essentially bounded for every x ∈ �f . In particular,

since zero-measure sets for P evidently have zero measure for μ
(P)
xx as well,

0 ≤ ||f ||(μ(P)
xx )∞ ≤ ||f ||(P )∞ ≤ ||f ||∞ ≤ +∞ . (3.20)

A seminorm p : X → R on a complex vector space X by definition satisfies
p(x) ≥ 0, p(ax) = |a|p(x) and p(x + y) ≤ p(x) + p(y) for all x, y ∈ X and
a ∈ C.

It is easy to prove that || ||(P )∞ is a seminorm on the vector space of P -essentially
bounded, measurable, complex-valued functions on X. Moreover, |f | ≤ |g|
pointwise implies ||f ||(P )∞ ≤ ||g||(P )∞ and ||f · g||(P )∞ ≤ ||f ||(P )∞ ||g||(P )∞ , where f · g
is the pointwise product (f · g)(x) = f (x)g(x) for x ∈ X.

Proposition 3.29 Let P : �(X) → L (H) be a PVM.

(a) A map f is P -essentially bounded if and only if

∫

X

f (λ) dP (λ) ∈ B(H) .

In this case
∣∣∣∣

∣∣∣∣
∫

X

f (λ) dP (λ)

∣∣∣∣

∣∣∣∣ ≤ ||f ||(P )∞ ≤ ||f ||∞ . (3.21)
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(b) We have

∫

X

χE dP = PE , if E ∈ �(X). (3.22)

In particular,

∫

X

1 dP = I . (3.23)

For a simple function s = ∑n
k=1 skχEk , where sk ∈ C and Ek ∈ �(X), k =

1, . . . , n,

∫

X

n∑

k=1
skχEkdP =

n∑

k=1
skPEk . (3.24)

(c) Let f, fn : X → R be measurable functions such that ||f ||(P )∞ , ||fn||(P )∞ ≤ K <

+∞ for some K ∈ R and every n ∈ N. If fn → f pointwise as n →+∞, then

∫

X

fndPx →
∫

X

f dPx as n →+∞, for every x ∈ H . (3.25)

(d) If f, g : X → C are P -essentially bounded and a, b ∈ C, then

∫

X

(af + bg) dP = a

∫

X

f dP + b

∫

X

gdP , (3.26)

∫

X

f dP

∫

X

gdP =
∫

X

f · g dP . (3.27)

Proof

(a) Assume f is P -essentially bounded. Since μxx(X) = ||x||2 < +∞ for every
x ∈ H,
∫

X

|f (λ)|2dμ(P )
xx (λ) ≤ (||f ||(μ(P )

xx )∞ )2
∫

X

1dμ(P )
xx ≤ (||f ||(P )∞ )2

∫

X

1dμ(P )
xx = ||x||2 (|f ||(P )∞ )2 ,

so that �f = H. Next, dividing by ||x||2 and taking the sup over the elements
x �= 0, (3.14) implies (3.21). If, instead, f is not P -essentially bounded, then
for every n ∈ N, there is En ∈ �(X) with PEn �= 0 and |f (λ)| ≥ n if λ ∈ En.
Pick xn ∈ PEn(H) with ||xn|| = 1 for every n ∈ N. If xn �∈ �f for some n, then∫
X f dP �∈ B(H) because the domain of the operator is smaller than the entire
H and the proof ends. If xn ∈ �f for every n ∈ N, from Theorem 3.24 (d),
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we have || ∫X f dPxn||2 =
∫
X |f |2dμ

(P)
xnxn =

∫
En
|f |2dμ

(P)
xnxn , where we have

used that μ
(P)
xnxn(F ) = 〈xn|PF xn〉 = 〈PEnxn|PF PEnxn〉 = 〈xn|PF∩Enxn〉 =

μ
(P)
xnxn(F ∩En). Therefore ||

∫
X f dPxn||2 ≥

∫
En

n2dμ
(P)
xnxn = n2

∫
En

1dμxnxn =
n2

∫
X
1dμ

(P)
xnxn

= n2||xn||2 = n2. Hence || ∫
X

f dP || cannot be finite and∫
X

f dP �∈ B(H).
(b) By direct inspection

〈y |PEx 〉 = μ(P)
yx (E) =

∫

E

1dμ(P)
yx (λ) =

∫

X

χE(λ)dμ(P)
yx (λ) ∀x, y ∈ �χE

= H .

This proves (3.22), which also implies (3.23) for E = X, since PX = I . The
proof of (3.24) is a trivial extension of this argument by linearity of the integral
in μ

(P)
yx and linearity of the inner product.

(c) Under the given hypotheses,

∣∣∣∣

∣∣∣∣
(∫

X

f dP −
∫

X

fndP

)
x

∣∣∣∣

∣∣∣∣
2

=
∣∣∣∣

∣∣∣∣
∫

X

f − fn dPx

∣∣∣∣

∣∣∣∣
2

=
∫

X

|f − fn|2dμ(P)
xx .

The first equality comes from (3.26), whose proof is independent of the present
argument. Note that |f −fn|2 ≤ 4K2 almost everywhere with respect to P , and
hence also with respect to μ

(P)
xx . In addition,

∫ |K2|dμ
(P)
xx = ||x||2K2 < +∞,

so the dominated convergence theorem implies
∫
X |f − fn|2dμ

(P)
xx → 0 as

n →+∞, proving our assertion.
(d) (i) First observe that �af+bg,�f ,�g = H because f, g, af + bg are P -

essentially bounded (||af + bg||(P )∞ ≤ |a|||f ||(P )∞ + |b|||g||(P )∞ ), so both sides
of (c)(i) are defined everywhere. Next, from standard properties of the integral,
for every x ∈ H

∫

X

af + bg dμ(P)
yx = a

∫

X

f dμ(P)
yx + b

∫

X

gdμ(P)
yx .

Using (3.12) we find

〈
y

∣∣∣∣
∫

X

af + bg dPx

〉
= a

〈
y

∣∣∣∣
∫

X

f dPx

〉
+ b

〈
y

∣∣∣∣
∫

X

g dPx

〉

=
〈
y

∣∣∣∣
(

a

∫

X

f dP + b

∫

X

g dP

)
x

〉
.

The proof ends since x, y ∈ H are arbitrary.
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Let us prove (3.27). First consider a pair of simple functions s = ∑n
k=1 skχEk

and t = ∑m
h=1 thχFh . The pointwise product s · t is simple. Indeed,

s · t =
n∑

k=1
skχEk

m∑

h=1
thχFh =

∑

k,h

skthχEkχFh =
∑

(k,h)∈In×Im

skthχEk∩Fh

=
∑

(k,h)∈In×Im

(s · t)(k,h)PG(k,h)
,

where Il := {1, 2, . . . , l} and G(k,h) := Ek ∩ Fh. Exploiting (3.24), we
immediately find

∫

X

sdP

∫

X

tdP =
n∑

k=1
skPEk

m∑

h=1
thPFh =

∑

h,k

skthPEkPFh

=
∑

(k,h)∈In×Im

skthPEk∩Fh =
∑

(k,h)∈In×Im

(s · t)(k,h)PG(k,h)
=

∫

X

s · tdP .

We have proved the claim for simple functions f, g. Taking arbitrary P -
essentially bounded functions f, g, consider two sequences of simple maps
sn → f and tn → g pointwise, such that |sn| ≤ |sn+1| ≤ |f | and |tn| ≤
|tn+1| ≤ |g| for all n ∈ N. Evidently sn·tn → f ·g, |sn·tn| ≤ |sn+1·tn+1| ≤ |f ·g|
plus ||sn||(P )∞ ≤ ||f ||(P )∞ , ||tn||(P )∞ ≤ ||g||(P )∞ and ||sn · tn||(P )∞ ≤ ||f · g||(P )∞ ≤
||f ||(P )∞ ||g||(P )∞ . We can apply (c) to obtain, for every x, y ∈ H,

〈∫

X

sndPx

∣∣∣∣
∫

X

tndPy

〉
=

〈
x

∣∣∣∣
∫

X

sndP

∫

X

tndPy

〉

=
〈
x

∣∣∣∣
∫

X

sn · tndPy

〉
→

〈
x

∣∣∣∣
∫

X

f · gdPy

〉

as n → +∞. On the other hand, using (c) again and exploiting the inner
product’s continuity, we also have

〈∫

X

sndPx

∣∣∣∣
∫

X

tndPy

〉
→

〈∫

X

f dPx

∣∣∣∣
∫

X

gdPy

〉

as n →+∞. Summarizing,

〈∫

X

f dPx

∣∣∣∣
∫

X

gdPy

〉
=

〈
x

∣∣∣∣
∫

X

f · gdPy

〉
,
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which, from (3.13) and using that the domain of
∫
X f dP is H, implies

〈
x

∣∣∣∣
∫

X

f dP

∫

X

gdPy

〉
=

〈
x

∣∣∣∣
∫

X

f · g dPy

〉
.

Since x, y ∈ H are arbitrary, (3.27) indeed holds.
��

Remark 3.30

(a) Consider f : X → C measurable and P -essentially bounded. We may redefine
it so that it maps complex numbers z ∈ C with |z| > ||f ||(P )∞ to 0. We thus
obtain a measurable function f ′ ∈ Mb(X) such that

∫
X

f ′dP = ∫
X

f dP . With
regard to the integration of measurable functions in a PVM, therefore, bounded
functions carry the same information as P -essentially bounded functions.

(b) The first inequality in Proposition 3.29 (a) is actually an equality [Rud91,
Mor18],

∣∣∣∣

∣∣∣∣
∫

X

f (λ) dP (λ)

∣∣∣∣

∣∣∣∣ = ||f ||(P )∞ . (3.28)

See the solution of Exercise 3.35 for a proof.
(c) Consider a set X equipped with a σ -algebra �(X). The set

Mb(X) := {f : X → C | f is measurable and ||f ||∞ < +∞}

is a commutative C∗-algebra with unit. The norm making Mb(X) a complete
vector space is || · ||∞, the involution the standard complex conjugation of func-
tions f ∗(x) = f (x) for x ∈ X, the algebra multiplication is the commutative
pointwise product of maps (f · g)(x) = f (x)g(x), and the complex vector
space structure is the standard one: (af + bg)(x) := af (x)+ bg(x) if x ∈ X,
a, b ∈ C, and f, g ∈ Mb(X). The algebra’s unit is the constant map 1(x) = 1 if
x ∈ X. The C∗-property ||f ∗ · f ||2 = ||f ||2 is nothing but |||f |2||∞ = ||f ||2∞.

Suppose now a PVM P : �(X) → L (H) is also given. The map

πP : Mb(X) � f �→
∫

X

f dP ∈ B(H)

preserves the structure of ∗-algebra and the unit, and hence is a representation. It
is further continuous and norm-decreasing because of (3.21). This representa-
tion is neither injective nor isometric in general; however it enjoys a topological
property unrelated to the continuity in the norms of Mb(X) and B(H). The
feature descends immediately from (3.14), by using μ

(P)
xx (X) < +∞.
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Proposition 3.31 Retaining the above notation, ifMb(X) � fn → f pointwise
as n → +∞, and there is a constant K ≥ 0 such that |fn| ≤ K , then
πP (fn)x → πP (f )x for every x ∈ H.

(d) Consider a topological space X and take its Borel σ -algebra B(X) as
�(X). Then the observation made in (c) holds provided we replace
Mb(X) with the commutative unital C∗-algebra Cb(X) := {f : X →
C | f is continuous and ||f ||∞ < +∞}. Recall that if X is compact, then
Cb(X) = C(X) := {f : X → C | f is continuous}. An important result in the
theory of C∗-algebras (see [Mor18]) establishes that

Theorem 3.32 (Commutative Gelfand–Najmark Theorem) A commutative
unital C∗-algebra is isometrically ∗-isomorphic to the unital C∗-algebra C(X)

for some compact Hausdorff space X. �

3.2.4 PVM-Integration of Unbounded Functions

To conclude, we state a proposition concerning the most important and general
properties of the integral in a PVM of a measurable, possibly unbounded, function.

Proposition 3.33 Consider a PVM P : �(X) → H, measurable functions f, g :
X → C and let af , f ·g, and f + g, with a ∈ C, indicate the pointwise operations.
Then

(a) For a ∈ C

a

∫

X

f dP =
∫

X

af dP .

(b) D(
∫
X

f dP + ∫
X

gdP) = �f ∩�g and

∫

X

f dP +
∫

X

gdP ⊂
∫

X

(f + g)dP ,

with equality if and only if �f+g = �f ∩�g.
(c) D(

∫
X

f dP
∫
X

gdP) = �f ·g ∩�g and

∫

X

f dP

∫

X

gdP ⊂
∫

X

(f · g)dP

with equality if and only if �f ·g ⊂ �g .
(d) D

(
(
∫
X f dP)∗

∫
X f dP

) = D
(∫

X f dP(
∫
X f dP)∗

) = �|f |2 and

(∫

X

f dP

)∗ ∫

X

f dP =
∫

X

|f |2dP =
∫

X

f dP

(∫

X

f dP

)∗
.
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(e) If U : H → H′ is a surjective linear (or anti-linear) isometry, �(X) � E �→
P ′

E := UPEU−1 is a PVM on H′ and

U

(∫

X

f dP

)
U−1 =

∫

X

f dP ′ .

In particular, D
(∫

X f dP ′) = UD(
∫
X f dP) = U(�f ).

(f) If φ : X → X′ is measurable for the σ -algebras �(X),�′(X′) and f : X′ →
C is measurable, then

(i) �′(X′) � E′ �→ P ′(E′) := P(φ−1(E′)) is a PVM on X′.
(ii) we have

∫

X′
f dP ′ =

∫

X

f ◦ φ dP .

Furthermore

�′
f = �f ◦φ ,

where �′
f is the domain of

∫
X′ f dP ′.

Proof Items (a), (e), and (f) are proved straightforwardly by checking the def-
initions. (d) is a trivial consequence of (c) and Theorem 3.24 (b)–(c). Part (b)
can be proved in �f ∩ �g with the same argument used for the first identity in
Proposition 3.29 (d). Besides, D(

∫
X

f dP + ∫
X

gdP) = �f ∩ �g is the very
definition of domain of a sum of operatorsA+B. By this relation the last statement
is obvious. Similarly, (c) can be proved as the second identity in Proposition 3.29 (d),
by working in D(

∫
X

f dP
∫
X

gdP) and using D(
∫
X

f dP
∫
X

gdP) = �f ·g ∩ �g.
The latter is established as follows. D(

∫
X

f dP
∫
X

gdP) is made of vectors x ∈ H
such that both x ∈ �g and

∫

X

|f |2dμ
(P)∫
X gdPx,

∫
X gdPx

< +∞ .

By the definition of μ
(P)
zz it is easy to prove that

∫

X

|f |2dμ
(P)∫
X gdPx,

∫
X gdPx

=
∫

X

|f |2|g|2dμ(P)
xx ,

hence D(
∫
X

f dP
∫
X

gdP) = �f ·g ∩ �g. With this the last statement is now
obvious. ��
Remark 3.34 It is moreover possible to prove [Mor18] that if P : �(X) → H is a
PVM and f, g : X → C are measurable functions, then

∫

X

f dP

∫

X

gdP =
∫

X

(f · g)dP ,
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and

∫

X

f dP +
∫

X

gdP =
∫

X

(f + g)dP ,

the bar denoting the closure.

Exercise 3.35 Prove formula (3.28) when f : X → C is measurable and P -
essentially bounded.

Solution We already know that || ∫
X

f dP || ≤ ||f ||(P )∞ . In particular if ||f ||(P )∞ = 0

the claim is obvious. Assume then ||f ||(P )∞ > 0. Exactly as in the proof of
Proposition 3.29 (a), for n > 0 there exists En ∈ �(X) such that PE �= 0 and
|f (λ)| ≥ ||f ||(P )∞ − 1/n > 0 if λ ∈ En and n is sufficiently large. Choosing
xn ∈ PEn(H) with ||xn|| = 1, we have

∣∣∣∣

∣∣∣∣
∫

X

f dP xn

∣∣∣∣

∣∣∣∣
2

=
∫

X

|f |2dμ(P )
xnxn

≥
(
||f ||(P )∞ − 1/n

)2 ∫

En

1dμ(P )
xnxn

=
(
||f ||(P )∞ − 1/n

)2
,

that is

||f ||(P )∞ ≤
∣∣∣∣

∣∣∣∣
∫

X

f dPxn

∣∣∣∣

∣∣∣∣+ 1/n .

Since we know that || ∫
X

f dPxn|| ≤ ||f ||(P )∞ (note ||xn|| = 1), this proves that there

is a sequence of unit vectors xn such that || ∫
X

f dPxn|| → ||f ||(P )∞ as n → +∞,
demonstrating the assertion.

Exercise 3.36 Suppose fn → f pointiwise as n → +∞, where fn : X → C are
measurable and |fn| ≤ |f |. Show that

∫

X

fndPx →
∫

X

f dPx if n →+∞, for every x ∈ �f .

Solution Evidently �fn ⊂ �f , so x ∈ �fn if x ∈ �f . Next, using Proposi-
tion 3.33 (b) and (3.14), dominated convergence implies directly || ∫

X
fndPx −∫

X
f dPx||2 = ∫

X
|f − fn|2dμ

(P)
xx → 0 as n → +∞. �

3.3 Spectral Decomposition of Selfadjoint Operators

We are ready to state the fundamental result in the spectral theory of selfadjoint
operators, which extends expansion (1.4) to an integral formula befitting infinite
dimensions. The eigenvalue set is replaced by the full spectrum of the selfadjoint
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operator. After this we shall focus on some relevant consequences in quantum
physics.

Notation 3.37 From now onB(T ) will denote the Borel σ -algebra of the topolog-
ical space T . �
Definition 3.38 Given a PVM P : B(X) → L (H) on the Borel σ -algebra of
a topological space X, the support supp(P ) of P is the complement in X of the
union of all open sets O ⊂ X with PO = 0. �
Remark 3.39 If X is second countable, P is necessarily concentrated on supp(P ),
i.e.,

PE = PE∩supp(P ) if E ⊂ X.

In fact, D := X \ supp(P ) is the union of a number of open sets O with PO = 0.
As the topology is second countable, we can extract a countable subcovering. By
subadditivity of μ

(P)
xx we have μ

(P)
xx (D) = 0 for every x ∈ H. This can be rephrased

as ||PDx|| = 0 for every x ∈ H. Hence PD = 0. If E ∈ B(X), we therefore have
PE = PE∩supp(P ) + PE∩D = PE∩supp(P ). �

3.3.1 Spectral Theorem for Selfadjoint, Possibly Unbounded,
Operators

Prior to stating the theorem, note that (3.13) implies
∫

f (λ)dP (λ) is selfadjoint
when f is real. The idea of the theorem is that every selfadjoint operator looks like
that for a certain map f and a PVM on R associated with the operator itself.

Theorem 3.40 (Spectral Theorem for Selfadjoint Operators) Let A be a selfad-
joint operator on the complex Hilbert space H.

(a) There exists a unique PVM P (A) : B(R) → L (H), called the spectral measure
of A, such that

A =
∫

R

λdP (A)(λ) .

In particular D(A) = �ı , where ı : R � λ �→ λ.
(b) We have

supp(P (A)) = σ(A)

so that P (A) is concentrated on σ(A) (as the standard R is second countable):

P (A)(E) = P (A)(E ∩ σ(A)) , ∀E ∈ B(R) . (3.29)
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(c) λ ∈ σp(A) if and only if P (A)({λ}) �= 0. This happens in particular when λ

is an isolated point of σ(A). At last, P
(A)
{λ} is the orthogonal projector onto the

λ-eigenspace.
(d) λ ∈ σc(A) if and only if P (A)({λ}) = 0, but P (A)(E) �= 0 if E � λ is an open

set in R.

Proof

(a) The existence part of the proof is involved and we postpone it to Sect. 3.6:
Theorem 3.84 for the bounded case and Theorem 3.86 for the unbounded case
(see also [Rud91, Mor18, Schm12]). Let us pass to the issue of uniqueness.
Suppose there are two PVMs P1 and P2 onB(R) satisfying

A =
∫

R

λdPk(λ) k = 1, 2 .

Consider the bounded normal operators

Tk :=
∫

R

1

r − i
dPk(r) .

As we shall see below, either Tk coincides with the resolvent operator Ri(A)

of A for λ = i, so these operators are actually identical and we shall write
simply T .

Using Proposition 3.33 (f) we define new PVMs on the image 
′ ⊂ C of
the continuous, injective map φ : R � r �→ 1

r−i
∈ 
 (which turns out to be

a homeomorphism on the image equipped with the topology induced by C).
We also assume �(
′) := B(
) so that φ : R → 
′ is measurable. So we
set

Q′
k(E) := Pk(φ

−1(E)) , E ∈ B(
′) , k = 1, 2 .

With this choices,

T =
∫


′
zdQ′

k(z, z) , k = 1, 2 .

In Cartesian coordinates,


 =
{

x + iy ∈ C \ {0}
∣∣∣∣∣ x2 +

(
y − 1

2

)2

= 1

4

}

is a circle—centred at i/2 with radius 1/2—without a point (the origin). If
oriented in anti-clockwise manner, the ‘initial’ point 0− formally corresponds
to r = −∞, and the ‘end’ point 0+ is reached when r = +∞.
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It is certainly more practical to consider its compactification 
 := 
′ =

 ∪ {0}, again assuming �(
) =B(
), and extend the PVMs in a trivial way

Qk(F) := Q′
k(F \ {0}) , F ∈ B(
) , k = 1, 2 .

The reader can easily prove that this extension does define well-behaved PVMs
on B(
). In this way the added point satisfies Qk({0}) = 0, even if it belongs
to the supports of the measures (defined as we did for P (A)). For this reason we
also have

T =
∫




zdQk(z, z) , k = 1, 2 .

It is also convenient to have at hand the adjoint of T ,

T ∗ =
∫




zdQk(z, z) , k = 1, 2 .

These operators are bounded and therefore we can apply Proposition 3.29 (d)
to obtain that, for p ∈ C[z, z],

p(T , T ∗) =
∫




p(z, z)dQk(z, z) ,

where the polynomial on the left is defined thinking of the product of operators
as their composition. We also have, for x, y ∈ H,

∫




p(z, z)dμ(Q1)
xy = 〈x|p(T , T ∗)y〉 =

∫




p(z, z)dμ(Q2)
xy . (3.30)

Since 
 is Hausdorff and compact, and C[z, z] (i) contains the constant
polynomial 1, (ii) is closed under complex conjugation and (iii) separates points
inC and hence in 
 (i.e. if γ �= γ ′ ∈ 
 there exists a polynomialp with p(γ ) �=
p(γ ′)), the Stone–Weierstrass theorem implies that these polynomials are
||·||∞-dense in the Banach space C(
) of continuous complex-valued functions
on 
. Using a continuity argument coming from (3.21) and approximating
continuous functions on 
 in terms of the above polynomials, Eq. (3.30) implies

∫




f (z, z)dμ(Q1)
xx =

∫




f (z, z)dμ(Q2)
xx for every f ∈ C(
).

Since in the locally compact Hausdorff space 
 an open set is a countable union
of compact sets with finite μ

(Q2)
xx -measure, these Borel measures are regular

[Rud86]. Hence, the uniqueness in Riesz’s theorem for positive Borel measures
[Rud86] implies that μ(Q1)

xx (E) = μ
(Q2)
xx (E) for every E ∈ B(
). In particular,
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for every E ∈ B(
) and every x ∈ H,

〈x|(Q1(E)−Q2(E))x〉 =
∫




χEdμ(Q1)
xx −

∫




χEdμ(Q2)
xx = 0 ,

proving that Q1(E) = Q2(E) for every E ∈ B(
). Let us return to the initial
PVMs: noting that φ : R → 
′ is a homeomorphism, so φ−1 : 
′ → R is
measurable and φ(F) ∈ B(
′) if F ∈ B(R), we have

P1(F ) = Q′
1(φ(F )) = Q1(φ(F )) = Q2(φ(F )) = Q′

2(φ(F )) = P2(F ) , F ∈ B(R) .

We have established that P (A) is uniquely determined by A.
(b) If λ �∈ supp(P (A)), the map C � r �→ 1

r−λ
= g(r) is P -essentially bounded, so∫

R

1
r−λ

dP (r) ∈ B(H) and �g = H. According to Proposition 3.33 (c),

(A− λI)

∫

R

1

r − λ
dP(r) =

∫

R

r − λ

r − λ
dP (A)(r) =

∫

R

1dP (A)(r) = I

and
∫

R

1

r − λ
dP (r)(A−λI)x =

∫

R

r − λ

r − λ
dP (A)(r)x =

∫

R

1dP (A)x = x if x ∈ D(A) .

We conclude that
∫
R

1
r−λ

dP (r) = Rλ(A) and λ �∈ σ(A). Suppose conversely
that λ �∈ σ(A), and so Rλ(A) := (A − λI)−1 ∈ B(H) exists. Then for
x ∈ D(A) we have x = Rλ(A)(A − λI)x and ||x|| ≤ ||Rλ(A)|| ||(A − λ)x||,
so ||(A− λ)x||2 ≥ ||x||2/||Rλ(A)||2. According to (3.14), taking ||x|| = 1,

∫

R

|r − λ|2dμ(P (A))
xx (r) ≥ 1

||Rλ(A)||2 > 0 . (3.31)

If λ ∈ supp(P (A)), we would have P
(A)
(λ−1/n,λ+1/n) �= 0 and consequently we

would be able to pick out a sequence xn ∈ P
(A)
(λ−1/n,λ+1/n)(H) with ||xn|| = 1,

finding
∫
R
|r − λ|2dμ

(P (A))
xx (r) ≤ 4||xn||/n2 = 4/n2 → 0 as n → +∞. As

(3.31) prevents this from happening, λ �∈ supp(P (A)). This concludes the proof
of (b).

(c) If P
(A)
{λ} �= 0, let 0 �= x ∈ P

(A)
{λ} (H). We have, from (3.22) and Proposition 3.33

(c),

Ax = AP
(A)
{λ} x =

∫

R

rdP (A)(r)

∫

R

χ{λ}(r)dP (r)x =
∫

R

rχ{λ}(r)dP (A)x

=
∫

R

λχ{λ}(r)dP (A)x = λP
(A)
{λ} x = λx .
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Hence λ ∈ σp(A). If conversely λ ∈ σp(A), then Ax = λx for some
eigenvector x ∈ D(A) with ||x|| = 1, so that (A − iI )x = (1 − i)x and
(A− iI )−1x = (λ − i)−1x. Similarly, (A+ iI )−1x = (λ + i)−1x. Exploiting
the same argument we used in proving the uniqueness of P (A), and writing Q

in place of Q1 = Q2, the relations found read

T x =
∫




zdQ(z, z)x = 1

λ− i
x and T ∗x =

∫




zdQ(z, z)x = 1

λ+ i
x .

By considering polynomial compositions of the operators T and T ∗ these
relations can be extended: for instance

∫




(az+ bzz)dQ(z, z)x = aT ∗ + bT T x = a
1

λ− i
x + b

1

λ+ i
T x

=
[
a

1

λ− i
+ b

(
1

λ+ i

)2
]

x ,

and so on. In complete generality, defining t := 1
λ−i

, we have

∫




p(z, z)dQ(z, z)x = p(T , T ∗)x = p(t, t)x

for every polynomial p in the variables z and z. As before, we can extend
to continuous functions f : 
 → C via the Stone–Weierstrass theorem and
uniformly approximating a continuous functions f = f (z, z) on the compact
set 
 by means of a sequence of polynomials pn = pn(z, z) restricted to 
. As
||f − pn �
 ||∞ → 0 as n →+∞, (3.21) implies in particular

pn(t, t)x =
∫




pn(z, z)dQ(z, z)x →
∫




f (z, z)dQ(z, z)x if n →+∞ .

Since pn(t, t) → f (t, t), we eventually obtain

∫




f (z, z)dQ(z, z)x = f (t, t)x . (3.32)

Now it is not hard to construct a sequence of continuous maps on 
 such that
fn → χ{t} pointwise on 
 as n → +∞ and |fn(z, z)| < K < +∞ for some
K > 0 and every (z, z) ∈ 
. (c) and (b) in Proposition 3.29 imply, from (3.32),

Q{t}x =
∫




χ{t}(z, z)dQ(z, z)x = lim
n→+∞

∫




fn(z, z)dQ(z, z)x

= lim
n→+∞ fn(t, t)x = χ{t}(t, t)x = x .
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Since t ∈ 
′ by construction, Q{t} = Q′{t} = P
(A)

{φ−1(t)} = P
(A)
{λ} . We have

discovered that P
(A)
{λ} x = x. Since x �= 0, we also have P

(A)
{λ} �= 0, which

concludes the proof.
It is clear that if λ ∈ σ(A) = supp(P (A)) is isolated, so that there is

an open set O � λ such that O \ {λ} is contained in R \ supp(P (A)), then
P

(A)
{λ} �= 0. For otherwise by additivity we would have P

(A)
O = 0 for some open

set O � λ, forbidding λ ∈ supp(P (A)). Let us prove the last statement in (c):
P

(A)
{λ} (H) = Hλ, where Hλ is the eigenspace of λ ∈ σp(A). We established that

if P
(A)
{λ} �= 0 (or equivalently, λ ∈ σp(A)), x ∈ P

(A)
{λ} (H) satisfies Ax = λx.

ThereforeP
(A)
{λ} (H) ⊂ Hλ. We have also proved that x ∈ Hλ implies P

(A)
{λ} x = x,

that is Hλ ⊂ P
(A)
{λ} (H). In summary, P (A)

{λ} (H) = Hλ.

(d) Assuming λ ∈ σc(A), due to (c), necessarily P
(A)
{λ} = 0, because otherwise λ ∈

σp(A), which is disjoint from σc(A). On the other hand, since λ ∈ supp(P (A)),

for every open set O containing λ, P
(A)
O �= 0. Suppose P

(A)
O �= 0 for every

open neighbourhoodO of λ. This fact forces λ ∈ supp(P (A)) = σ(A), and the
further requirement P (A)

{λ} = 0 yields λ ∈ σc(A) due to (c).
��

Remark 3.41

(a) If P is a PVM on R and f : R→ C is measurable, we can always write

∫

R

f (λ)dP (λ) = f (A),

for the selfadjoint operator A obtained as

A =
∫

R

ı(λ)dP (λ) , (3.33)

due to (3.13), where ı : R � λ → λ. By virtue of the uniqueness statement
in the spectral theorem P (A) = P , which leads us to the conclusion that on a
Hilbert space H, projector-valued measures onB(R) correspond one-to-one to
selfadjoint operators on H.

(b) Theorem 3.40 is a particular case of a more general theorem (see [Rud91,
Mor18] and especially [Schm12]) that is valid when A is a (densely-defined
closed) normal operator. The statement is identical, with the proviso of replacing
R with C. A special case is that in which A is unitary. The spectral theorem for
normal operators onB(H) will show up in Sect. 3.6 disguised as Theorem 3.85.

�
Notation 3.42 Suppose f : σ(A) → C is measurable for the σ -algebra obtained
by restricting the elements of B(R) to σ(A), which coincides with B(σ (A)) when
σ(A) has the induced topology. In view of Theorem 3.40, part (b) in particular, we
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will indifferently use the notations

f (A) :=
∫

σ(A)

f (λ)dP (A)(λ) :=
∫

R

g(λ)dP (A)(λ) =: g(A) . (3.34)

where g : R → C is the extension of f to zero outside σ(A), or any other
measurable function equal to f on supp(P (A)) = σ(A). Obviously g(A) = g′(A)

if g, g′ : R→ C coincide on supp(P (A)) = σ(A). �
Example 3.43

(1) Consider the m-axis position operator Xm on L2(Rn, dnx) introduced in
Example 2.59 (1). We know that σ(Xm) = σc(Xm) = R from Example 3.14.
We are interested in the PVM P (Xm) of Xm defined on R = σ(Xm). Let us fix
m = 1, for the other cases are analogous. The PVM associated to X1 is

(P
(X1)
E ψ)(x) = χE×Rn−1(x)ψ(x) ψ ∈ L2(Rn, dnx) , (3.35)

where E ∈ B(R) is a subset of the first factor of R × R
n−1 = R

n. Indeed,
indicating by Pψ the right-hand side of (3.35), one easily verifies that �x1 =
D(X1). Furthermore, approximating the function R

n � x �→ x1 ∈ R with
simple maps,1

∫

Rn

x1|ψ(x)|2dnx =
∫

R

x1μ
(P)
ψ,ψ (x1) =

∫

R

λμ
(P)
ψ,ψ (λ) ∀ψ ∈ D(X1) = �x1

where μ
(P)
ψ,ψ (E) = 〈ψ|PEψ〉 = ∫

E×Rn−1 |ψ(x)|2dnx. Since the left-hand side
is nothing but 〈ψ|X1ψ〉, Corollary 3.27 (b) confirms (3.35) holds.

(2) Take the m-axis momentum operator Pm on L2(Rn, dnx), introduced in
Example 2.59(2). Taking (2.23) into account, where F̂ (and thus F̂ ∗) is unitary,
by Proposition 3.60 (i) the PVM of Pm is

Q
(Pm)
E := F̂ ∗P (Km)

E F̂ .

The operator Km is Xm represented in L2(Rn, dnk), see Example 2.59 (1).
(3) By a similar argument the PVM of the operator H = H0 relative to the

harmonic oscillator of Example (2.59) (4) is, for E ∈ B(R),

PE =
∑

λ∈E∩h̄ω(N+1/2)
〈ψλ|·〉ψλ

1More generally:
∫
R

∫
Rn−1 g(x1)|ψ(x)|2dxdn−1x = ∫

R
g(x1)dμ

(P )
ψ,ψ (x1) is patently valid for

simple functions. It extends to arbitrary measurable functions, provided both sides make sense,
in view of, for instance, Lebesgue’s dominated convergence theorem for positive measures.
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where

H =
∑

λ∈h̄ω(N+1/2)
λ〈ψλ|·〉ψλ =

∑

n∈N
h̄ω(n+ 1/2)〈ψn|·〉ψn . (3.36)

has domain

D(H) =
{

ψ ∈ L2(R, dx)

∣∣∣∣∣

+∞∑

n=0
(n+ 1/2)2|〈ψn|ψ〉|2 < +∞

}
.

Indeed, since {ψn}n∈N is a Hilbert basis of L2(R, dx), the right-hand side of
(3.36) is selfadjoint as integral of the (real) function ı : R � λ �→ λ ∈ R of
the said PVM (notice that D(H) = �ı). Therefore the right-hand side of (3.36)
is a selfadjoint extension of the H0 in Example (2.59) (4), which is essentially
selfadjoint, so H = H0. We will show that the spectrum of the Hamiltonian H

of the harmonic oscillator is

σ(H) = σp(H) = {h̄ω(n+ 1/2) | n = 0, 1, . . .} .

Evidently σ(H) contains the closed set of eigenvalues h̄ω(n + 1/2). We claim
it cannot contain any point λ other than these numbers. Indeed, suppose that
there is a further λ in σp(H), so that P (H)

{λ} �= 0. If x ∈ P
(H)
{λ} (H), we would have

〈x|ψn〉 = 〈P (H)
{λ} x|P (H)

{h̄ω(n+1/2)}ψn〉 = 〈x|P (H)
{λ}∩{h̄ω(n+1/2)}ψn〉 = 〈x|P (H)

∅
ψn〉 =

0. Therefore x must vanish because it is orthogonal to a Hilbert basis, and
P

(H)
{λ} = 0 contrarily to the hypothesis. There only remains the possibility that

λ ∈ σc(H). Since {h̄ω(n + 1/2) | n = 0, 1, . . .} is closed and λ does not
belong to that set, it cannot be an accumulation point. We can therefore find
δ > 0 such that (λ − δ, λ + δ) ∩ {h̄ω(n + 1/2) | n = 0, 1, . . .} = ∅. With the
same argument as before we can prove that x ∈ P

(H)
(λ−δ,λ+δ)(H) forces x = 0,

and thus P
(H)
(λ−δ,λ+δ) = 0. This violates Theorem 3.40 (d), so we conclude that

σ(H) = σp(H) = {h̄ω(n+ 1/2) | n = 0, 1, . . .}.
(4) An argument similar to that of (2) and (3) applies to the symmetric momentum

operator in a box P ′, introduced in Example (2.59) (5). The selfadjoint
extensions Pα , α ∈ [0, 2π) of P ′ are

Pα =
∑

n∈Z
(α + 2nπ)〈uα,n| · 〉 uα,n ,

so in particular

σ(Pα) = σp(Pα) = {α + 2πn | n ∈ Z} .
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Replacing α with α + 2kπ , k ∈ Z, leaves Pα invariant since it merely relabels
the same eigenvectors coherently with their eigenvalues.

(5) In general it is false that if a selfadjoint operator A admits a Hilbert basis
of eigenvectors then its spectrum only contains eigenvalues. Since σ(A) is
closed, but σp(A) is not always closed, points of σp(A) might accumulate in
the continuous spectrum.

Using the Hilbert basis {ψn}n∈N of the previous example, consider the
selfadjoint bounded operator

A =
∑

λ∈Q∩[0,1]
λ〈ψnλ |·〉ψnλ : L2(R, dx) → L2(R, dx)

where Q ∩ [0, 1] � q �→ nq ∈ N a bijection. We may define A equivalently as

A =
∫

R

λdP(λ)

where, for every E ∈ B(R),

PE =
∑

λ∈E∩Q∩[0,1]
λ〈ψnλ |·〉ψnλ .

The operator A is evidently bounded and it is easy to prove that ||A|| = 1. The
domain of A is therefore the whole L2(R, dx) = �ı . By the same argument
of the previous example, Q ∩ [0, 1] = σp(A) because {ψn}n∈N is a Hilbert
basis of L2(R, dx). As σp(A) ⊂ σ(A) = σ(A), we have Q ∩ [0, 1] =
[0, 1] = σp(A) ⊂ σ(A). It is easy to prove from (3.37) that σ(A) ⊂ [0, 1]
because ||A|| = 1. We conclude that σ(A) = [0, 1] and [0, 1] \ Q must lie in
σc(A).

(6) More complicated situations exist. Consider an operator of Schrödinger
form

H := 1

2m

n∑

k=1
P 2

k + U(x) = − 1

2m
�+ U(x)

where � is the Laplacian on R
n, Pk is the momentum operator on

L2(Rk, dkx) associated to the k-th coordinate, m > 0 is a constant and U

is a real-valued function on R acting as multiplication operator. Suppose
U = U1 + U2 where U1 ∈ L2(Rk, dkx) and U2 ∈ L∞(Rk, dkx),
k = 1, 2, 3, are real-valued and D(H) = C∞(R). Then H turns out to
be (trivially) symmetric but also essentially selfadjoint [ReSi80, Mor18]
as a consequence of a well-known result (the Kato–Rellich theorem). The
unique selfadjoint extension H = (H ∗)∗ of H physically represents the
Hamiltonian operator of a quantum particle living in R

n with potential
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energy described by U . (This in particular applies to the Hamiltonian of an
electron with attractive Coulomb potential: this is proportional to −1/||x||
in R

3 and decomposes as a sum of functions exactly as above.) In general
σ(H) has both point and continuous parts. If Pλ denotes the orthogonal
projector onto the λ-eigenspace of H , then

∫
σp(H)

λdP (H)(λ) takes this
form

∫

σp(H)

λdP (H)(λ) =
∑

λ∈σp(H)

λP
(H)
λ .

On the contrary,
∫
σc(H)

λdP (H)(λ) has a much more complicated expres-

sion. Under a unitary transformation,
∫
σc(H) λdP (H)(λ) decomposes spec-

trally in analogy to the position operator X, which acts by multiplication
on L2(R, dx); the difference is that now several copies of L2-spaces may

appear. If Hp := P
(H)

σp(H)
(H) is the closed subspace spanned by the eigenspaces

of H and Hc := P
(H)

σc(H)
(H), we have an orthogonal decomposition H =

Hc ⊕ Hp. The operator Hp := ∫
σp(H) λdP (H)(λ) leaves invariant the sub-

space

D(Hp) :=

⎧
⎪⎨

⎪⎩
ψ ∈ Hp

∣∣∣∣∣∣∣

∑

E∈σp(H)

E2||P (H)
E ψ||2 < +∞

⎫
⎪⎬

⎪⎭
,

whereas Hc :=
∫
σc(H)

λdP (H)(λ) fixes

D(Hc) :=
{
ψ ∈ Hp

∣∣∣∣
∫

σc(H)

E2dμP(H)

ψ,ψ (E) < +∞
}

.

In this sense, H = Hc ⊕ Hp. A possible situation (not the only one)
is that Hc is isomorphic to a direct sum ⊕N

n=1L2(σc(H), dE), and Hc :
(ψ1, . . . , ψN) �→ (ı · ψ1, . . . , ı · ψN) acts as a multiple of the identity in
each slot: (ı · ψk)(E) := Eψk(E) . �

Definition 3.44 Selfadjoint operators admitting a Hilbert basis of eigenvectors are
said to have a pure point spectrum. �
Remark 3.45 Having a pure point spectrum does not automatically mean that
σp(A) = σ(A), as illustrated in example (4) above. However it implies that σc(A)

cannot have interior points (this is forbidden by Theorem 3.40 (d)). �
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3.3.2 Some Technically Relevant Consequences of the Spectral
Theorem

The spectral theorem has repercussions pointing in several directions. We shall
mention just a few which have a relevant impact on quantum theory. The first result
concerns the positivity of selfadjoint operators.

Proposition 3.46 If A is a selfadjoint operator on the Hilbert space H, A is
positive, that is 〈x|Ax〉 ≥ 0 for every x ∈ D(A) (also written A ≥ 0) if and
only if σ(A) ⊂ [0,+∞).

Proof Suppose σ(A) ⊂ [0,+∞). If x ∈ D(A) we have 〈x|Ax〉 = ∫
σ(A) λdμx,x ≥

0 by (3.12) (where μ stands for μ(P (A))), since μx,x is a positive measure ad σ(A) ∈
[0,+∞).

Conversely, we shall prove that A is not positive if σ(A) contains a λ0 < 0.
Using parts (c) and (d) of Theorem 3.40, one finds an interval [a, b] ⊂ σ(A) with
[a, b] ⊂ (−∞, 0) and P

(A)
[a,b] �= 0 (possibly a = b = λ0). If x ∈ P

(A)
[a,b](H) with

x �= 0, then μxx(E) = 〈x|PEx〉 = 〈x|P ∗[a,b]PExP[a,b]〉 = 〈x|P[a,b]PEP[a,b]x〉 =
〈x|P[a,b]∩Ex〉 = 0 if [a, b] ∩ E = ∅. Therefore, 〈x|Ax〉 = ∫

σ(A) λdμx,x =∫
[a,b] λdμx,x ≤

∫
[a,b] bμx,x < b||x||2 < 0. ��

Another remarkable result, about bounds on the extended spectrum, holds for
normal operators as well, and is independent of the spectral theorem (it can be used
to prove the spectral theorem, actually). We shall follow a much more elementary
route in Proposition 3.80.

Proposition 3.47 A selfadjoint operator is bounded (and its domain is the entire
H) if and only if σ(A) is bounded. In this case

||A|| = sup{|λ| | λ ∈ σ(A)} .

Proof From Proposition 3.10 we have that if A ∈ B(H) then ||A|| ≥ sup{|λ| | λ ∈
σ(A)}. If, conversely, σ(A) is bounded and hence compact (it is closed), by
restricting the integration domain to X = σ(A) the continuous map ı : σ(A) �
λ → λ is bounded. Then (3.14) implies that A = ∫

σ(A)
ıdP (A) is bounded and the

following inequality holds

||Ax||2 =
∫

σ(A)

|λ|2dμ(P (A))

xx (λ) ≤ (sup{|λ| | λ ∈ σ(A)})2
∫

σ(A)

1dμ(P (A))

xx (λ)

= (sup{|λ| | λ ∈ σ(A)})2 ||x||2 .

Hence ||A|| ≤ sup{|λ| | λ ∈ σ(A)}, so

||A|| = sup{|λ| | λ ∈ σ(A)} . (3.37)
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In this case, furthermore, D(A) = �ı = H. ��
Remark 3.48 Proposition 3.47 explains the reason why observables A in QM are
very often represented by unbounded selfadjoint operators. The spectrum σ(A) is
the set of values of the observableA. When, as it frequently happens, an observable
is allowed to take arbitrarily large values (think of X or P ), it cannot be represented
by a bounded selfadjoint operator simply because its spectrum is not bounded. �
Concerning the covariance of a selfadjoint operator and its PVM under unitary
transformations (or surjective linear isometries), another simple yet technically
important result is the following.

Proposition 3.49 Let A : D(A) → H be a selfadjoint operator on the Hilbert
space H and U : H → H′ an isometric, surjective linear (or anti-linear) map.
Then UAU−1, with domain D(UAU−1) = U(D(A)), is selfadjoint as well
(Proposition 2.41 and the subsequent remark) and

P
(UAU−1)
E = UP

(A)
E U−1 for every E ∈ B(R).

Proof If x ∈ D(A),

∫

R

ı dμ(P (A))
xx = 〈x|Ax〉 = 〈Ux|UAU−1Ux〉 =

∫

R

ı dμ
(P (UAU−1))
Ux,Ux =

∫

R

ı dμ(U−1P (UAU−1 )U)
x,x .

In the last passage we used

μ
(P (UAU−1 ))
Ux,Ux (E)=〈Ux|P (UAU−1)

E Ux〉 = 〈x|U−1P (UAU−1)
E Ux〉 = μ

(U−1P (UAU−1 )U)
x,x (E) .

Applying Corollary 3.27 (b), we conclude that

A =
∫

R

ı d U−1P (UAU−1)U .

The uniqueness of the PVM of A implies

P
(A)
E = U−1P (UAU−1)

E U , if E ∈ B(R),

which is the claim we wanted to prove. ��
The notion of function of a selfadjoint operator (3.34) is just a generalization of
the analogous (1.7) that was introduced for the finite-dimensional case, and may
be used in QM applications. In finite dimensions the eigenvalue set of f (A) is the
image under f of the eigenvalue set of A: σ(f (A)) = f (σ(A)). But what about the
infinite-dimensional case?

If f : R→ C is Borel measurable (we could equivalently use an f : σ(A) → C

Borel measurable forB(σ (A))) andA : D(A) → H is selfadjoint, it is quite evident
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that

f (σp(A)) ⊂ σp(f (A)) . (3.38)

In fact, if λ ∈ σp(A) there is x = P
(A)
{λ} x �= 0 by the spectral theorem. Therefore

∫

R

f dP (A)x =
∫

R

f dP (A)P
(A)
{λ} x =

∫

R

f dP (A)

∫

R

χ{λ}dP (A)x =
∫

R

f · χ{λ}dP (A)x

=
∫

R

f (λ)χ{λ}dP (A)x = f (λ)

∫

R

χ{λ}dP (A)x = f (λ)x ,

hence f (λ) ∈ σp(f (A)). In the infinite-dimensional case there exist simple
counterexamples disproving the converse inclusion f (σp(A)) ⊃ σp(f (A)). The

simples instance is χE(A) = P
(A)
E . This operator is an orthogonal projector and as

such it only has point spectrum, given by a non-empty subset of {0, 1}, even in case
σ(A) = σc(A) so χE(σp(A)) = ∅.

Pressing on, let us introduce a new notion to the purpose.

Definition 3.50 Let P : B(X) → L (H) be a PVM on a topological space X. If
f : X → C is measurable, we call P -essential rank the set

essrank(f ) := {z ∈ C | Pf−1(O) �= 0 if O is open and O � z} .

�
Since f is Borel measurable and O (open) belongs to B(C), f−1(O) ∈ B(X)

and therefore the essential rank is well defined. Here is an almost immediate
consequence of the definition.

Proposition 3.51 Let P : B(X) → L (H) be a PVM on a topological space X. If
f : X → C is measurable, then

σ

(∫

X

f dP

)
= essrank(f ) .

Proof If z �∈ essrank(f ) there exists an open set B � z in C with Pf−1(B) = 0.
If Br(z) is an open ball of radius r centred at z and contained in B, by additivity
Pf−1(Br (z))

= 0 (and Pf−1(B\Br(z))
= 0). The map X � λ �→ g(λ) := 1

f (λ)−z
is

therefore P -essentially bounded with ||g||(P )∞ ≤ 1/r , since P{λ∈X | |g(λ)|>1/r} =
0. Hence

∫
X

1
f (λ)−z

dP (λ) ∈ B(H) from Proposition 3.29 (a). In addition, by
Propositions 3.33 (c) and 3.29 (a)

∫

X

1

f (λ)− z
dP (λ)

∫

X
(f (λ)−z)dP (λ)x =

∫

X

f (λ)− z

f (λ)− z
dP (λ)x = x if x ∈ D(

∫

x
f dP )
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so that z ∈ ρ
(∫

X
f dP

)
, i.e. z �∈ σ

(∫
X

f dP
)
.

If z ∈ essrank(f ), then Pf−1(O) �= 0 for every open set O containing z. This
holds for every ball B1/n(z) of radius 1/n, n = 1, 2, . . ., centred at z. (In particular
f−1(B1/2(z)) �= ∅, otherwise Pf−1(B1/2(z))

= 0.) We claim that if R := (
∫
X
(f −

zI)dP )−1 exists it cannot be bounded, and hence z ∈ σc

(∫
X

f dP
)
. Indeed, ||x|| =

||R ∫
X
(f − zI)dPx|| would imply, taking ||x|| = 1,

||R||2 ≥ 1

|| ∫
X
(f − zI)dPx||2 =

1
∫
X
|f − zI |2dμ

(P)
xx

≥ 1

supf (λ)∈B1/n(z)
|f (λ)− z|2 ∫

X 1dμ
(P)
xx

= n2 ,

which is not bounded as n = 1, 2, . . .. If R := (
∫
X
(f − zI)dP )−1 is not defined,

then z ∈ σp

(∫
X

f dP
)
. Since the residual spectrum is empty, as

∫
X
(f − zI)dP

is normal, we have established that z ∈ essrank(f ) implies z ∈ σ
(∫

X
f dP

)
,

concluding the proof. ��
Remark 3.52 A subtler argument [Rud91, Mor18] proves that z ∈ essrank(f )

belongs to σp

(∫
X f dP

)
if and only if Pf−1({z}) �= 0. �

The relevant corollary of Proposition 3.51 and the spectral theorem is the following
one.

Corollary 3.53 Let A be a selfadjoint operator on the Hilbert space H and f :
σ(A) → C a continuous map. Then

σ(f (A)) = f (σ(A)) . (3.39)

The closure above is unnecessary if A is bounded.

Proof In view of Proposition 3.51 and Theorem 3.40, we just need to prove
essrank(f ) = f (supp(P (A))). If z = f (r) for some r ∈ supp(P (A)) and
O � z is open, then f−1(O) is open since f is continuous and it contains r .
Hence Pf−1(O) �= 0 by the very definition of support. This proves essrank(f ) ⊂
f (supp(P (A))). As essrank(f ) is closed by definition (its complement is open),
we have essrank(f ) = essrank(f ) ⊂ f (supp(P (A))). To conclude, suppose
z ∈ f (supp(P (A))). If O � z is open, it must have non-empty intersection with
f (supp(P (A)). Hence f−1(O) is open, non-empty and f−1(O)∩ supp(P (A)) �= ∅.
From the definition of support, P

(A)

f−1(O)
�= 0. By definition z ∈ essrank(f ). We

established that essrank(f ) ⊃ f (supp(P (A))) and hence concluded the proof.
Regarding the last statement, if A is bounded σ(A) is compact by Proposition 3.11
(b). Since f is continuous, f (σ(A)) is compact, and closed because C is Hausdorff,
so that f (σ(A)) = f (σ(A)). ��
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Remark 3.54 It is fundamental to stress that in QM (3.39) permits us to adopt the
standard operational approach to interpret the observable f (A): it is the observable
whose set of possible values is (the closure of) the set of real numbers f (a) where
a is a value of A. �
A final result which will be useful later in many contexts is the following
proposition.

Proposition 3.55 If H is a Hilbert space and B ∈ B(H), then B is a linear
combination of unitary operators.

Proof As we know, B can be written as complex linear combination of selfadjoint
operators B = 1

2 (B + B∗) + i 1
2i (B − B∗), so it is sufficient to prove the claim

for selfadjoint operators. Consider A∗ = A ∈ B(H). If ||A|| = 0 the thesis is
trivial, so we assume ||A|| > 0. Then A′ := 1

||A||A satisfies ||A′|| ≤ 1, so σ(A′) ⊂
[−1, 1] by Proposition 3.47. Moreover, A′± := A′ ± i

√
I − A′2 ∈ B(H) are well

defined via spectral theory (integrating the corresponding functions on σ(A′)). It is
easy to prove that A′± are unitary, for Theorem 3.24 and Proposition 3.29 guarantee
A′±

∗
A′± = A′±A′±

∗ = I . By construction, A′ = 1
2A+ + 1

2A−. ��

3.3.3 Joint Spectral Measures

The last spectral tool we need to introduce are joint spectral measures (see, e.g.,
[ReSi80, Mor18]). Everything is stated in the following theorem, whose proof is
long and technical in most books. In Sect. 3.6 we shall present an original argument,
which by character befits our presentation of the spectral machinery.

Theorem 3.56 (Joint Spectral Measure) Let A := {A1, A2, . . . , An} be a set of
selfadjoint operators on the Hilbert space H. Suppose that their spectral measures
commute:

P
(Ak)
Ek

P
(Ah)
Eh

= P
(Ah)
Eh

P
(Ak)
Ek

∀k, h ∈ {1, . . . , n} ,∀Ek,Eh ∈ B(R) .

Then there exists a unique PV M P(A) on Rn such that

P
(A)
E1×···×En

= P
(A1)
E1

· · ·P (An)
En

, ∀E1, . . . , En ∈ B(R) .

For every f : R→ C measurable,

∫

Rn

f (xk)dP (A)(x) = f (Ak) , k = 1, . . . , n (3.40)

where x = (x1, . . . , xk, . . . , xn) and f (Ak) :=
∫
R

f (λ)dP (Ak).
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Finally, B ∈ B(H) commutes with P (A) if and only if it commutes with all P (Ak),
k = 1, 2, . . . , n.

Proof See Sect. 3.6. ��
Definition 3.57 The PVM P (A) in Theorem 3.56 is called the joint spectral
measure of A1, A2, . . . , An, and its support supp(P (A)), i.e. the complement in
R

n of the largest open set O with P
(A)
O = 0, is called the joint spectrum of

A1, A2, . . . , An. �
Example 3.58 The simplest example is provided by considering the n position
operators Xm on L2(Rn, dnx). It should be clear that the n spectral measures
commute because the operator P

(Xk)
E , for E ∈ B(R), acts as multiplication by

χR×···×R×E×R×···×R, where E is in the k-th position. The joint spectrum of the n

operators Xm coincides with Rn itself.
A completely analogous situation holds for the n momentum operators Pk , since

they are related to the position operators by means of the unitary Fourier-Plancherel
operator, as already seen several times. Again, the joint spectrum of the n operators
Pm coincides with Rn itself. �
Here is a useful fact proved by von Neumann (see [RiNa90] for a proof).

Theorem 3.59 Let A,B be (possibly unbounded) selfadjoint operators on the
Hilbert space H. If the spectral measures of A and B commute, then there is a
third (possibly unbounded) selfadjoint operator C on H such that A = f (C) and
B = g(C) for some Borel measurable functions f, g : R→ R.

3.3.4 Measurable Functional Calculus

The following proposition provides useful features of f (A), where A is selfadjoint
and f : R → C is Borel measurable. These properties constitute the so-called
measurable functional calculus. We suppose here that A = A∗, but statements can
be reformulated for normal operators too [Mor18].

Proposition 3.60 Let A be a selfadjoint operator on the complex Hilbert space H
and let f, g : σ(A) → C be measurable functions. Let af , f · g, f + g indicate the
pointwise operations (a ∈ C). The following facts hold.

(a) If f (λ) = pn(λ) := ∑n
k=0 akλ

k with an �= 0, then

pn(A) =
n∑

k=0
akA

k with D(pn(A)) = �pn = D(An),

where the right-hand side is defined on its standard domain, and A0 := I ,
A1 := A, A2 := AA, and so forth.



94 3 Observables and States in General Hilbert Spaces: Spectral Theory

(b) If f = χE is the characteristic function of E ∈ B(σ (A)), then

f (A) = P (A)(E) .

(c) Using bar to denote complex conjugation,

f (A)∗ = f (A) .

(d) For a ∈ C,

af (A) = (af )(A) .

(e) D(f (A)+ g(A)) = �f ∩�g and

f (A)+ g(A) ⊂ (f + g)(A) .

There is equality above if and only if �f+g = �f ∩�g.
(f) D(f (A)g(A)) = �f ·g ∩�g and

f (A)g(A) ⊂ (f · g)(A) ,

with equality if and only if �f ·g ⊂ �g .
(g) We have D(f (A)∗f (A)) = �|f |2 and

f (A)∗f (A) = |f |2(A) .

(h) If f ≥ 0 then

〈x|f (A)x〉 ≥ 0 for x ∈ �f .

(i) If x ∈ �f ,

||f (A)x||2 =
∫

σ(A)

|f (λ)|2dμ(P (A))
xx (λ) .

In particular, if f is bounded or P (A)-essentially bounded on σ(A), f (A) ∈
B(H) and

||f (A)|| ≤ ||f ||(P (A))∞ ≤ ||f ||∞ .

(j) If U : H→ H′ is a linear (or anti-linear) surjective isometry, then

Uf (A)U−1 = f (UAU−1)
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and, in particular, D(f (UAU−1)) = UD(f (A)) = U(�f ).
(k) If φ : R→ R is measurable, thenB(R) � E �→ P ′(E) := P (A)(φ−1(E)) is a

PVM on R. Defining the selfadjoint operator

A′ =
∫

R

λ′dP ′(λ′)

such that P (A′) = P ′, we have

A′ = φ(A)

and

f (A′) = (f ◦ φ)(A) and �′
f = �f ◦φ

for every f : R→ C measurable.

Proof Everything but (a), (b), (c) and (i) are trivial reformulations of the corre-
sponding statements in Proposition 3.33. As a matter of fact, (b), (c), (h) and (i)
are nothing but (3.22), (3.13), (a) in Corollary 3.27 and (3.14) respectively. Item (a)
is easy to prove. Let us initially focus on the case pn(λ) = λn. Observe that A =∫
σ(A)

λdP (A)λ = p1(A). Let us prove claim for a given n knowing it is true for n−1:
An = AAn−1 = ∫

R
λdP (A)(λ)

∫
R

λn−1dP (A)(λ) = ∫
R

λndP (A)(λ) = pn(A). In
the penultimate equality we used Proposition 3.33 (c): the condition �f ·g ⊂ �g

is satisfied for f = ı and g = ın−1 because the measure μ
(P)
xx is finite and hence∫

R
|λ|2ndμxx(λ) < +∞ implies

∫
R
|λ|2(n−1)dμxx(λ) < +∞.

Let us pass to polynomials. For every polynomial pm(λ) = ∑m
k=0 akλ

k of
degree m (i.e. am �= 0) set pm(A) := ∑m

k=0 akA
k . For m = 0 it is clear

that p1(A) = ∫
a0dP (A)(λ) = a0I . Suppose inductively that pn−1(A) =∫

σ(A) pn−1(λ)dP (A)(λ). From Proposition 3.33 (b), if an �= 0 then anA
n +

pn−1(A) = ∫
R

anλ
n + pn−1(λ)dP (A)(λ). This is because the condition �f+g =

�f ∩ �g in Proposition 3.33 (b) is satisfied for f = an ın and g = pn−1 since

�an ın+pn−1 = �ın , again from the finiteness of μ
(P)
xx . Putting everything together,

we have
∑n

k=0 akA
k = ∫

σ(A) p(λ)dλ for every polynomial p(λ) = ∑n
k=0 akλ

k of
degree n. It is obvious that D(pn(A)) = D(An) (if an �= 0) by the definition of
standard domain. ��

3.3.5 A First Glance at One-Parameter Groups of Unitary
Operators

Let us start with an elementary result based on Proposition 3.60.
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Proposition 3.61 If A : D(A) → H is a selfadjoint operator on the Hilbert space
H, then

R � t �→ Ut := eitA

is a one-parameter group of unitary operators, i.e.

(i) Ut is unitary for t ∈ R,
(ii) U0 = I and UtUs = Ut+s for every t, s ∈ R.

As a consequence of (i) and (ii), U∗
t = (Ut )

−1 = U−t for t ∈ R.

Proof Ut = ∫
R

eitλdP (A)(λ) is an element of B(H) because the function in
the integral is bounded due to Proposition 3.60 (i). Then the conclusion follows
immediately from (b), (c) and (f) in Proposition 3.60, since ei0 = 1, eitλeisλ =
ei(t+s)λ and eitλ = e−itλ. ��
We have a pair of important technical facts about the one-parameter group of unitary
operators introduced above.

Proposition 3.62 If A : D(A) → H is a selfadjoint operator on the Hilbert space
H, the one-parameter group of unitary operators

R � t �→ Ut := eitA

is strongly continuous, i.e. Utx → Usx if t → s for every fixed x ∈ H.
Furthermore

Ut(D(A)) = D(A) and UtA = AUt for t ∈ R.

Proof Since Uu is isometric, ||Utx − Usx|| = ||Us(Ut−sx − x)|| = ||Ut−sx −
x||. Therefore continuity at any s ∈ R is equivalent to continuity at 0. Next,
Proposition 3.60 (i) entails that

||Utx − x||2 =
∫

R

|eitλ − 1|2dμ(P (A))
xx → 0 for t → 0,

where we used dominated convergence theorem and noticed that μ
(P (A))
xx is finite

and |eitλ − 1|2 ≤ 4. Regarding the second statement, observe that

UtP
(A)
E =

∫

R

eitλdP (A)

∫

R

χEdP (A) =
∫

R

χEeitλdP (A)

=
∫

R

χEdP (A)

∫

R

eitλdP (A) = P
(A)
E Ut ,
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by (i), (b) and (f) in Proposition 3.60. As a consequence, μ
(P (A))
Utx,Utx

(E) =
||P (A)

E Utx||2 = ||UtP
(A)
E x||2 = ||P (A)

E x||2 = μ
(P (A))
xx (E). Therefore

∫
R
|λ|2dμ

(P (A))
xx = ∫

R
|λ|2dμ

(P (A))
Utx,Utx

, meaning Ut (D(A)) = D(A). Now

Proposition 3.60 (f) proves that UtA = ∫
R

eitλλdP (A) = AUt if we write these
operators in terms of integrals and observing that the condition on the domains
necessary and sufficient to write = in place of ⊂ is here satisfied. ��
Proposition 3.63 If A : D(A) → H is a selfadjoint operator on the Hilbert space
H and x ∈ D(A), then

−i
d

dt

∣∣∣∣
t=s

eitAx = eisAAx = AeisAx .

Proof Let us start with s = 0. Notice that if x ∈ D(A), Proposition 3.60 (i) yields

∣∣∣∣

∣∣∣∣
1

h
(eihAx − x)− iAx

∣∣∣∣

∣∣∣∣
2

=
∫

R

∣∣∣∣
1

h
(eihr − 1)− ir

∣∣∣∣
2

dμ(P (A))
xx (r) . (3.41)

The integrand tends to 0 pointwise as h → 0. On the other hand the mean value
theorem, applied to real and imaginary parts of the argument of the absolute value,
says that

∣∣∣∣
1

h
(eihr − 1)− ir

∣∣∣∣
2

= ∣∣−r sin(h0r)+ ir cos(h′0r)− ir
∣∣2

= ∣∣− sin(h0r)+ i cos(h′0r)− i
∣∣2 r2 ≤ 9r2

for some h0, h
′
0 ∈ [−|H |, |H |]. The map R � r �→ r2 is μ

(P (A))
xx -integrable since

x ∈ D(A) = �ı2 . Finally, dominated convergence theorem proves that the limit of
the left-hand side of (3.41) vanishes when h → 0. This establishes the claim for
s = 0. The case s �= 0 can be proved by observing that

∣∣∣∣

∣∣∣∣
1

h
(ei(s+h)Ax − eisAx)− ieisAAx

∣∣∣∣

∣∣∣∣
2

=
∣∣∣∣

∣∣∣∣e
isA

[
1

h
(eihAx − x)− iAx

]∣∣∣∣

∣∣∣∣
2

=
∣∣∣∣

∣∣∣∣
1

h
(eihAx − x)− iAx

∣∣∣∣

∣∣∣∣
2

and applying the previous proposition. ��
Exercise 3.64 Prove that if A ∈ B(H) is selfadjoint on the Hilbert space H, then

eitA =
+∞∑

n=0

(it)n

n! An
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for every t ∈ R, where the series converges in operator norm.

Solution By Proposition 3.60 (i), using the fact that eitA − ∑N
n=0

(it )n

n! An is
bounded,

∣∣∣∣∣

∣∣∣∣∣e
itA −

N∑

n=0

(it)n

n! An

∣∣∣∣∣

∣∣∣∣∣ =
∣∣∣∣∣

∣∣∣∣∣

∫

σ(A)

eitr −
N∑

n=0

(it)n

n! rn dP (A)

∣∣∣∣∣

∣∣∣∣∣ ≤ sup
r∈σ(A)

∣∣∣∣∣e
itr −

N∑

n=0

(itr)n

n!

∣∣∣∣∣ .

For a fixed t ∈ R, the limit as N → +∞ of the right-most term vanishes, proving
the thesis. This is because the power series ez = ∑+∞

n=0
zn

n! has convergence radius+∞, hence it converges uniformly in every closed disc centred at the origin with
finite radius. Therefore the convergence is uniform on any compact set of C. In
particular on σ(A), which is compact by Proposition 3.47) since A is bounded. �.

3.4 Elementary Quantum Formalism: A Rigorous Approach

We return to the discussion started in the introduction to show how, in practice,
the physical hypotheses on quantum systems (1)–(3) must be interpreted mathe-
matically on infinite-dimensional Hilbert spaces. (For convenience we reversed the
order of (2) and (3).)

3.4.1 Elementary Formalism for the Infinite-Dimensional Case

Let us begin by listing the general assumptions for a mathematical description of
quantum systems.

1. A quantummechanical system S is always associated to a Hilbert spaceH, either
finite- or infinite-dimensional;

2. observables are represented in terms of (generally unbounded) selfadjoint oper-
ators A on H,

3. states are equivalence classes

[ψ] = {eiαψ | α ∈ R}

of unit vectors ψ ∈ H (the equivalence relation being ψ ∼ ψ ′ iff ψ = eiaψ ′ for
some a ∈ R).

We set out to show how the above mathematical assumptions enable us to set the
physical properties of quantum systems (1)–(3) of Sect. 1.1.2 in a mathematically
nice form for infinite-dimensional Hilbert spaces H.
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(1) Randomness The Borel subset E ⊂ σ(A) represents the outcomes of
measurement procedures of the observable associated with the selfadjoint operator
A. (In case of continuous spectrum the outcome of a measurement is at least an
interval in view of the experimental errors.) Given a state represented by the unit
vector ψ ∈ H, the probability to obtain outcome E ⊂ σ(A) when measuring A is

μ
(P (A))
ψ,ψ (E) := ||P (A)

E ψ||2 , (3.42)

where we have used the PVM P (A) of the operator A.
Pursuing this interpretation, the expectation value 〈A〉ψ of A, when the state is

represented by the unit vector ψ ∈ H, turns out to be

〈A〉ψ :=
∫

σ(A)

λ dμ
(P (A))
ψ,ψ (λ) . (3.43)

This relation makes sense provided ı : σ(A) � λ → λ belongs to L1(σ (A),μ
(P (A))
ψ,ψ )

(which is equivalent to say that ψ ∈ �|ı|1/2 and, in turn, ψ ∈ D(|A|1/2)). Otherwise
the expectation value is not defined. Since

L2(σ (A),μ
(P (A))
ψ,ψ ) ⊂ L1(σ (A),μ

(P (A))
ψ,ψ )

because μ
(P (A))
ψ,ψ is finite, we have the popular formula, derived from (3.12):

〈A〉ψ = 〈ψ|Aψ〉 if ψ ∈ D(A) . (3.44)

The associated standard deviation �Aψ is

�Aψ :=
√∫

σ(A)

(λ− 〈A〉ψ)2 dμ
(P (A))
ψ,ψ (λ) . (3.45)

This definition makes sense provided ı ∈ L2(σ (A),μ
(P (A))
ψ,ψ ) (i.e. ψ ∈ �ı , or ψ ∈

D(A)).
As before, functional calculus permits us to write the other famed formula

�Aψ =
√
〈ψ|A2ψ〉 − 〈ψ|Aψ〉2 if ψ ∈ D(A2) ⊂ D(A) . (3.46)

We stress that the Heisenberg inequalities, established in Exercise 1.11(1), are now
completely justified, as the reader can easily check.

(3) Collapse of the State If the Borel setE ⊂ σ(A) is the outcome of an (idealized)
measurement of A when the state is represented by the unit vector ψ ∈ H, the new
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state immediately after the measurement is represented by the unit vector

ψ ′ := P
(A)
E ψ

||P (A)
E ψ||

. (3.47)

Remark 3.65 Lo and behold this formula does not make sense if μ
(P (A))
ψ,ψ (E) = 0.

Moreover the arbitrary phase affecting ψ does not really matter due to the linearity
of P

(A)
E . �

(2) Compatible and Incompatible Observables Two observables A, B are
compatible—i.e. they can be measured simultaneously—if and only if their spectral
measures commute, which means

P
(A)
E P

(B)
F = P

(B)
F P

(A)
E , E ∈ B(σ (A)) , F ∈ B(σ (B)) . (3.48)

In this case

||P (A)
E P

(B)
F ψ||2 = ||P (B)

F P
(A)
E ψ||2 = ||P (A,B)

E×F ψ||2 ,

where P (A,B) is the joint spectral measure of A and B, has the natural interpretation
of the probability to obtain outcomes E and F for a simultaneous measurement of
A and B. If instead A and B are incompatible, it may happen that

||P (A)
E P

(B)
F ψ||2 �= ||P (B)

F P
(A)
E ψ||2 .

Sticking to A,B incompatible, (3.47) gives

||P (A)
E P

(B)
F ψ||2 =

∣∣∣∣∣

∣∣∣∣∣P
(A)
E

P
(B)
F ψ

||P (B)
F ψ||

∣∣∣∣∣

∣∣∣∣∣

2

||P (B)
F ψ||2 . (3.49)

The meaning is the probability of obtaining first F and then E in subsequent
measurements of B and A.

Remark 3.66 It is worth stressing that the notion of probability we are using here
cannot be the classical one, because of the presence of incompatible observables.
The theory of conditional probability cannot follow the standard rules. The proba-
bility Pψ(EA|FB), that (in a state defined by a unit vector ψ) a certain observable
A takes value EA when the observable B has value FB , cannot be computed by the
standard procedure

Pψ(EA|FB) = Pψ(EA AND FB)

Pψ(FB)
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if A and B are incompatible: in general, there is nothing which can be interpreted as
the event “EA AND FB” if P

(A)
E and P

(B)
F do not commute! The correct formula is

Pψ(EA|FB) = 〈ψ|P (B)
F P

(A)
E P

(B)
F ψ〉

||P (B)
F ψ||2

,

which leads to well-known properties that depart from the classical theory, the so-
called combination of “probability amplitudes” in particular. As a matter of fact, to
the day we still do not have a clear notion of (quantum) probability. This issue will
be clarified in the next chapter. �

3.4.2 Commuting Spectral Measures

The reason to pass from operators to their spectral measures to define compatible
observables is that, if A ad B are selfadjoint and defined on distinct domains, AB =
BA does not make sense in general. Moreover, there are counterexamples (due to
Nelson) where the commutativity of selfadjoint operators A and B on a common
dense invariant subspace, which is a core for A and B, does not imply that their
spectral measures commute. Nevertheless, general results again due to Nelson give
us the following nice result, which we shall prove later (see Exercise 7.43).

Proposition 3.67 If selfadjoint operators A and B on a Hilbert space H commute
on a common dense invariant domain D where A2 + B2 is essentially selfadjoint,
then the spectral measures of A and B commute.

Definition 3.68 When the spectral measures of two selfadjoint operators A,B

commute, i.e., (3.48) holds, one says that A and B commute strongly. �
In addition to the aforementioned direct result by Nelson, there are several other
technical facts providing necessary and sufficient conditions for the commutativity
of the spectral measures of pairs of selfadjoint operators. The most elementary and
perhaps useful is the following one.

Proposition 3.69 Let A, B be selfadjoint operators on the complex Hilbert space
H. The following facts are equivalent:

(i) A and B strongly commute,
(ii) eitAeisB = eisBeitA for every s, t ∈ R,
(iii) eitAP

(B)
E = P

(B)
E eitA for every t ∈ R and E ∈ B(R),

(iv) eitAB ⊂ BeitA for all t ∈ R, or equivalently eitAB = BeitA for all t ∈ R.

Under any of the above statements: eitA(D(B)) = D(B) for all t ∈ R.

Proof Evidently (i) implies (ii) since
∫
R

sdP (A)
∫
R

tdP (B) = ∫
R

tdP (B)
∫
R

sdP (A)

if s and t are complex simple functions, due to (3.24); the result extends to the
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exponentials by Proposition (3.29) (c) with suitable sequences of bounded simple
functions tending to the exponential functions. Let us prove that (ii) implies (iii).
From (ii) and for x, y ∈ H, we have 〈x|e−itAeisBeitAy〉 = 〈x|eisBy〉, which may be
rephrased as

∫

R

eisrdμ
(P (B))
Utx,Uty

(r) =
∫

R

eisrdμ(P (B))
xy (r) ,

where Ut := eitA. If f ∈ S (R), since both μ
(P (B))
xy and μ

(P (B))
Ut x,Uty

are complex
measures (so their absolute variations are finite measures) we have

∫

R

|f (s)|
∫

R

|eisr |d|μ(P (B))
Ut x,Uty

|(r)ds < +∞,

∫

R

|f (s)|
∫

R

|eisr |d|μ(P (B))
x,y |(r)ds < +∞.

The very definition of integral in a complex measure and the Fubini-Tonelli theorem
imply that

∫

R

(∫

R

f (s)eisrds

)
dμ

(P (B))
Utx,Uty

(r) =
∫

R

(∫

R

f (s)eisreisrds

)
dμ(P (B))

xy (r) .

Since the Fourier transform is a bijection from S (R) onto S (R), the previous
relation reads

∫

R

g(r)dμ
(P (B))
Utx,Uty

(r) =
∫

R

g(r)dμ(P (B))
xy (r) , (3.50)

for every g ∈ S (R). Using the Stone–Weierstrass theorem and a smoothing pro-
cedure, it is possible to prove that if f is a complex, continuous map with compact
support inR, say supp(f ) ∈ [−a, a], there exists a sequence of smooth functions fn

with compact support contained in [−2a, 2a] (obtained by approximating truncated
polynomials outside [−2a, 2a], and then smoothing), such that ||f − fn||∞ → 0
when n → +∞. Since the measures in (3.50) are finite, this fact immediately
implies that (3.50) holds also when g is continuous and compactly supported. Both
Borel measures are regular because, being finite, open sets are countable unions of
compact sets with finite measure [Rud86]. Riesz’s theorem for positive (regular)

Borel measures [Rud86] implies that μ(P (B))
xy (E) = μ

(P (B))
Utx,Uty

(E) for every Borel set

E ∈ B(R). In other words 〈x|(U∗
t P

(B)
E Ut −P

(B)
E )y〉 = 0 for every x, y ∈ H, which

in turn means UtP
(B)
E = P

(B)
E Ut , namely (iii). In order to prove that (iii) implies

the measures P (A), P (B) commute, we proceed as above. Begin by observing that
for x, y ∈ H we have 〈x|eitAP

(B)
E y〉 = 〈x|P (B)

E eitAy〉. The argument used earlier

leads to μ
(A)

P
(B)
E x,y

(F ) = μ
(A)

x,P
(B)
E y

(F ), namely 〈x|P (B)
E P

(A)
F y〉 = 〈x|P (A)

F P
(B)
E y〉 for

all x, y ∈ H and E,F ∈ B(R). This is equivalent to (i).
Finally, assuming eitAB ⊂ BeitA for all t ∈ R, applying e−itA to the right of

both sides and using the fact that t is arbitrary, proves BeitA ⊂ eitAB for all t ∈ R,
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so eitAB = BeitA t ∈ R. This fact is equivalent to eitABe−itA = B. In turn, the
latter is the same as saying that (iii) holds, eitAP

(B)
E e−itA = P

(B)
E for all t ∈ R and

E ∈ B(R), in view of Proposition 3.49. The last statement is immediate from the
second assertion in (iv), by the fact that eitA is bijective. ��
With similar arguments one can proved straightforwardly the following proposition
regarding a special case A ∈ B(H).

Proposition 3.70 Let A, B be selfadjoint operators on the complex Hilbert space
H. If A ∈ B(H) the following facts are equivalent:

(i) A and B strongly commute,
(ii) AB ⊂ BA (with equality if, additionally, B ∈ B(H)) ,
(iii) Af (B) ⊂ f (B)A if f : σ(B) → R is Borel measurable ,
(iv) P

(B)
E A = AP

(B)
E if E ∈ B(σ (B)) .

Proof (i) implies (iv) just using the definition of integral in a PVM that integrates
the function ı with respect to P (A). Integrating again f with respect to P (B) we

obtain (iii) from (iv): observe thatμ(P (B))
Ax,Ax(E) ≤ ||A||2μ(P (B))

x,x (E) (since P (B) andA

commute), so Ax ∈ D(f (B)) if x ∈ D(f (B)). The special choice f = ı produces
(ii) from (iii). Finally (ii) implies AnB ⊂ BAn and also, by Exercise 3.64 and
because our B is closed as selfadjoint, we have eitAB ⊂ BeitA for every t ∈ R.
Proposition 3.69 now gives (i). ��
Another useful result directed toward the converse statement is the following.

Proposition 3.71 Let A, B be selfadjoint operators on the complex Hilbert space
H whose spectral measures commute. Then

(a) ABx = BAx if x ∈ D(AB) ∩D(BA) .
(b) 〈Ax|By〉 = 〈Bx|Ay〉 if x, y ∈ D(A) ∩D(B).

Proof

(a) Take y ∈ D(B) and x ∈ D(AB). Since eitBeisA = eisAeitB , we have
〈e−itBy|eisAx〉 = 〈y|eisAeitBx〉. Computing the t-derivative at t = 0 with
Proposition 3.63 and using the continuity of eisA, we obtain 〈By|eisAx〉 =
〈y|eisABx〉. By the definition of adjoint we have eisAx ∈ D(B∗) = D(B)

and eisABx = B∗eisAx = BeisAx. Assuming x ∈ D(BA) and exploiting
Proposition 3.63 once more, we can finally differentiate eisABx = BeisAx

in s and evaluate at s = 0, using the fact that B is closed. This produces
ABx = BAx.

(b) It suffices to differentiate 〈e−itBy|eisAx〉 = 〈e−isAy|eitBx〉 and use Proposi-
tion 3.63.

��
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3.4.3 A First Look at the Time Evolution of Quantum States

We have already mentioned that for quantum systems in an inertial frame subject to
temporal homogeneity, the time evolution of states is described in terms of a strongly

continuous one-parameter group of unitary operators of the form Ut := e−
it
h̄ H ,

t ∈ R, where the selfadjoint operator H is called the Hamiltonian operator of
the quantum system (it depends on the reference frame). The observable H has
the physical meaning of the energy of the quantum system in the frame of reference
considered. If a quantum state is represented at time t = 0 by the unit vector ψ ∈ H,
where H is the Hilbert space of the system, the evolved state ψt at a generic time
instant t is therefore

ψt = Utψ . (3.51)

We shall not discuss here the motivations of this description of time evolution, but
only make a few observations.

Remark 3.72

(a) If we represent the state ψ at t = 0 by another vector ψ ′ := eiαψ , the evolved
state is represented, coherently, by ψ ′

t = Utψ
′ = eiαUtψ in view of linearity

of Ut . This ensures that the description of time evolution is phase-independent
as expected: it preserves equivalence classes

[ψ] = {eiαψ | α ∈ R}

of unit vectors, i.e. states. As a consequence, we can define an action of time
evolution on states unambiguously:Ut [ψ] := [Utψ].

(b) Since Ut is isometric, the unit normalization of ψt is preserved by time

evolution, in agreement with the interpretation of the measuresμ
(P (A))
ψt ,ψt

, whereby

μ
(P (A))
ψt ,ψt

(R) = 1 (they are probability measures). �
According to Propositions 3.62 and 3.63, if ψ ∈ D(H), from (3.51) we have

d

dt
ψt = d

dt
e
−i t

h̄
H

ψ = −i
1

h̄
He

−i t
h̄
H

ψ = −i
1

h̄
Hψt .

We have thus recovered the celebrated Schrödinger equation:

ih̄
dψt

dt
= Hψt . (3.52)

It is worth stressing that the correct topology to calculate the derivative is the
topology of the Hilbert space. In other words, the Schrödinger equation is not a
standard PDE in the simplest situation in standard QM, namely H = L2(R3, d3x):
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there

H := H0 and H0 = − h̄2

2m
�+ V

for some real function V : R
n → R, and H0 is defined on a suitable dense

linear domain D(H0) ⊂ H of smooth functions, where furthermore it is essentially
selfadjoint. Nevertheless, it is possible to prove that under suitable hypotheses
jointly regular solutions ψ : R× R

3 → C of the PDE interpretation of (3.52),

ih̄
∂ψ(t, x)

∂t
+ h̄2

2m
�xψ(t, x)− V (x)ψ(t, x) = 0

define proper solutions of (3.52).
A very particular class of physically interesting solutions are the so-called

stationary states of a given Hamiltonian operator H . They are defined when
σp(H) �= ∅. If E ∈ σp(H) and ψE ∈ D(H) is a corresponding eigenstate, so
that HψE = EψE , its time evolution is trivial

e−i t
h̄H ψE = e−i t

h̄ EψE .

The quantum state [ψE] associated to ψE is a stationary statewith energyE. Notice
that this state is fixed under time evolution, since states are (normalized) vectors up

to phase, and e−i t
h̄ E is such.

Consider a non-relativistic spinless particle described on H = L2(R3, d3x),
where the position operators along the Cartesian axes of the inertial reference
frame are the multiplication operators Xj of Example 2.59. For a stationary state
ψE ∈ L2(R3, dx) the probability density |ψEt (x)|2 = |ψE(x)|2 of finding the
particle at x ∈ R

3 is constant. For example, look at the electron in the hydrogen
atom (with mass m and electrical charge e, and assuming the proton is located at
the origin and generates the Coulomb force as a geometric point of the matter).
Stationary states with energy levels corresponding to the spectrum of the Coulomb
Hamiltonian H0, where

H0 := − h̄2

2m
�− e2

||x|| : S (R3) → L2(R3, d3x) ,

define the orbitals of the atom.

Remark 3.73 Roughly speaking stationary states are stable states of matter, and all
relatively stable structures of physical objects are described in terms of stationary
quantum states of the Hamiltonian operator of the system. These states may cease to
be stable when the Hamiltonian changes because of interactions with some external
quantum system. For instance, the stationary states of the electron of the hydrogen
atom are stationary as soon as the system is kept isolated. When interacting with
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other systems (especially photons), these states become non-stationary because they
are not represented by eigenvectors of the complete Hamiltonian operator of the
overall system. Even in an isolated hydrogen atom the proton should be treated
quantistically, and the complete system is made of a pair of quantum particles
described on an overall Hilbert spaceL2(R3

e×R
3
p, d3xe⊗d3xp). Usually the motion

of the proton is neglected and is treated classically. This is because its mass is around
2000 times that of the electron, and in many applications where one is essentially
interested in the motion of the electron, it may as well be considered as a fixed
classical particle. �
Example 3.74 Let us consider a free spinless particle of mass m > 0. In
orthonormal Cartesian coordinates of an inertial reference frame, its Hilbert space
is L2(R3, d3x). This explicit representation of the Hilbert space of a non-relativistic
particle, where the position operators are multiplication operators, is called position
picture (or position representation). The Hamiltonian operator H is the unique
selfadjoint extension of the essentially selfadjoint operator

H0 := 1

2m

3∑

k=1
P 2

k : S (R3) → L2(R3, d3x) .

It is evident that it includes only the kinetic part of the energy. In this sense the
particle is free. Now, it is easier to represent the Hilbert space as an L2 space where
the momentum operators are described by multiplication operators. As we know
from the content of Example 2.59 (2) (use Eq. (2.24) in particular), this realisation
of the Hilbert space is related to the position representation by means of the Fourier-
Plancherel operator

F̂ : L2(R3, d3x) � ψ �→ ψ̂ ∈ L2(R3, d3k) .

This Hilbert space isomorphism reduces to the standard integral Fourier transform
onS (R3), and transforms this subspace into itself bijectively (changing the variable
of the functions from x to k). The representation L2(R3, d3k) of the Hilbert space,
where momenta are multiplication operators, is popularly known as the momentum
picture (or momentum representation). The corresponding Hamiltonian operator
H = H0 is represented by the selfadjoint operator

H ′ := F̂H F̂−1 .

Since it is the square of the momentum operator up to the constant factor (2m)−1, it
must act as

(
H ′ψ̂

)
(k) = k2

2m
ψ̂(k) (3.53)
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where k2 := ∑3
j=1 k2j , and

D(H ′) :=
{
ψ̂ ∈ L2(R3, d3k)

∣∣∣ k2ψ̂ ∈ L2(R3, d3k)
}

.

The spectrum of H is continuous and it is not difficult to prove that σ(H) =
σc(H) = [0,+∞) as a byproduct of (3.53). This is expected from physical
considerations, since the energy is purely kinetic.

Time evolution has a direct representation here:

(
e−itH ′

ψ̂
)

(k) := e−it k2
2m ψ̂(k) . (3.54)

Notice that the right-hand side belongs toS (R3) at every time t if it does at t = 0.
Time evolution has a corresponding representation in the space L2(R3, d3x),

obtained through the action of the Fourier-Plancherel isomorphism

e−itH = F̂−1e−itH ′
F̂ .

If ψ ∈ S (R3), we can use the standard integral Fourier transform

ψ̂(k) = 1

(2π)3/2

∫

R3
e−ikxψ(x)d3x and ψ(x) = 1

(2π)3/2

∫

R3
eikxψ̂(k)d3k .

(3.55)

Composing these transformations with (3.54) we find

(
e−itHψ

)
(x) = 1

(2π)3/2

∫

R3
ei(kx− k2t

2m )ψ̂(k)d3k for ψ ∈ S (R3) .

Note in particular that the time evolution leaves fixed the spaceS (R3). �

3.4.4 A First Look at (Continuous) Symmetries and Conserved
Quantities

As we shall discuss better later, physical operations changing the states of a
given quantum system are pictured in terms of either unitary or anti-unitary
transformations U : H→ H, called (quantum) symmetries.

Symmetries U transform vectors ψ �→ ψU := Uψ but preserve norms (U is
isometric by hypothesis) and do not depend on the phase (eiαψ maps to eiαψU ).
We may therefore pass to the quotient, to the effect that the action of a symmetry is
well defined on equivalence classes of vectors, i.e., on pure states: U [ψ] := [Uψ].
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A particular subclass of symmetries are continuous symmetries. These are
strongly continuous one-parameter groups of unitary operators {eisA}s∈R generated
by some selfadjoint operator A : D(A) → H. This A is interpreted as an observable
somehow related to the continuous symmetry, and is called the generator of the
symmetry.

When a continuous symmetry commutes with time evolution, i.e. (always
assuming h̄ = 1)

eisBe−itH = e−itH eisB for all t, s ∈ R , (3.56)

the symmetry is said to be a dynamical symmetry. This feature has a fundamental
consequence. The generator B becomes a constant of motion, in the sense that all
statistical properties of the outcomes of measurements of B on a given state ψ ∈ H
turn out to be independent of the time evolution of ψ . Applying Proposition 3.69, if
E ∈ B(R) the probability that the outcome of measuring B at time t belongs to E

is

μP(B)

Utψ,Utψ
(E) = ||P (B)

E Utψt ||2 = ||UtP
(B)
E ψ||2 = ||P (B)

E ψ||2 = μP(B)

ψ,ψ (E) ,

which coincides to the probability of obtaining E at time t = 0 when measuring B.
The crucial passage above is the swap P

(B)
E Ut = UtP

(B)
E , which is consequence of

(3.56) and Proposition 3.69 for A = H .

Remark 3.75 If B is a constant of motion as defined above, the expectation value
of B and its standard deviation are constant in time, just by definition of expectation
value and standard deviation.

These two facts, albeit immediate from the definition of expectation value and
standard deviation, are usually derived by physicists using Eqs. (3.44) and (3.45)
(when the requirements on the domains are fulfilled) and Proposition 3.69:

〈B〉ψt = 〈Utψ|BUtψ〉 = 〈ψ|U∗
t BUtψ〉 = 〈ψ|BU∗

t Utψ〉 = 〈ψ|Bψ〉 = 〈B〉ψ ,

and

�Bψt
= 〈Utψ |B2Utψ〉 − 〈B〉2ψt

= 〈ψ |U∗
t B2Utψ〉 − 〈B〉2ψ = 〈ψ |B2U∗

t Utψ〉 − 〈B〉2ψ = �Bψ .

�
Example 3.76 Consider the momentum operator Pj along the j -th axis in R

3.
We want to examine the strongly continuous one-parameter group of unitary
operators Va := e−iaPj with a ∈ R. It is convenient to deal with the momentum
representation. As we know, here Pj is nothing but the multiplication operator(
P ′

j ψ̂
)

(k) = kj ψ̂(k), for every ψ ∈ L2(R3, d3k). As in Example 3.74, we adopt

the notation A′ := F̂AF̂−1 to write down the momentum representation A′ of



3.5 Round-Up of Operator Topologies 109

operators given by A in position representation. It is easy to prove that

(
V ′

aψ̂
)
(k) = e−ikj aψ̂ for every ψ ∈ L2(R3, d3k) .

Using (3.55), if ψ ∈ S (R3) then ψ̂ ∈ S (R3) and vice versa, so

(Vaψ) (x) = 1

(2π)3/2

∫

R3
eikx e−ikj aψ̂(k)d3k = 1

(2π)3/2

∫

R3
eikx−kj aψ̂(k)d3k = ψ(x − aej ) .

In other words, Va shift wavefunctions in S (R3) along the coordinate unit vector
ej by the length a. Note that S (R3) is dense in L2(R3, d3x) and Va is continuous.
Moreover, if S (R3) � ψn → ψ ∈ L2(R3, d3x) as n → +∞, then S (R3) �
ψn(· − aej ) → ψ(· − aej ) ∈ L2(R3, d3x) as n → +∞ by the translational
invariance of the Lebesgue measure d3x. Summing up,

e−iaPj ψ = e−iaPj lim
n→+∞ψn = lim

n→+∞ e−iaPj ψn = lim
n→+∞ψn(· − aej ) = ψ(· − aej ) .

In other words,

(
e−iaPj ψ

)
(x) = ψ(x − aej ) for every ψ ∈ L2(R3, d3x) . (3.57)

In the language of physicists, the momentum along the j -th direction is the
generator of physical spatial translations of the quantum system along the j -th axis.

This is not the whole story if we also assume that the Hamiltonian of the particle
is the free Hamiltonian (3.53) in momentum representation. If so, time evolution is
represented by (3.54) again in momentum representation. It is therefore evident that

e−itH e−iaPj = e−iaPj e−itH for every t, a ∈ R.

We conclude that with the above free Hamiltonian the momentum operator along
the j -th direction is a constant of motion. Therefore the statistical features of the
measurements of Pj are invariant along the temporal evolution of the state of the
system. �

3.5 Round-Up of Operator Topologies

There are at least 7 to 9 relevant topologies [KaRi97, BrRo02] in Quantum Theory
which enter the game when one discusses sequences of operators. We shall limit
ourselves to illustrate quickly a few of the most important ones [Mor18]. We shall
work in a Hilbert space H, even though some of our examples adapt to more general
ambient spaces.
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(a) The finest (strongest) topology of all is the uniform operator topology on
B(H). It is the Hausdorff topology induced by the operator norm || || defined
in (2.8).

As a consequence of the definition, a sequence of elements An ∈ B(H) is
said to converge uniformly to A ∈ B(H) when ||An − A|| → 0 as n → +∞.

We already know that B(H) is a Banach algebra for that norm, and a unital
C∗-algebra too.

(b) Take a subspace D ⊂ H and the complex vector space L(D;H) of operators
A : D → H. The strong operator topology on L(D;H) is the Hausdorff
topology induced by the seminorms px where x ∈ D and px(A) := ||Ax||
for A ∈ L(D;H). By definition of topology induced by a family of seminorms,
the open sets are the empty set and (arbitrary) unions of intersections of a finite
number n of open balls B

(x1,...,xn)
r1,...,rn (A0) associated to the seminorms pxi with

xi ∈ D distinct, of arbitrary finite radii ri > 0 and common fixed centre A0 ∈
L(D;H):

B(x1,...,xn)
r1,...,rn

(A0) := {A ∈ L(D;H) | pxi (A− A0) ≤ ri , i = 1, . . . , n} .

Therefore a sequence of elements An ∈ L(D;H) converges strongly to A ∈
L(D;H) when ||(An − A)x|| → 0 as n →+∞ for every x ∈ D.

It should be evident that, if we restrict ourselves to work in B(H), the
uniform operator topology is finer (larger) than the strong operator topology.

(c) The weak operator topology on L(D;H) is the Hausdorff topology induced
by the seminorms px,y with x ∈ H, y ∈ D and px,y(A) := |〈x|Ay〉| if A ∈
L(D;H). In other words, its open sets are the empty set and (arbitrary) unions
of intersections of a finite number n of open ballsB

(x1,y1,...,xn,yn)
r1,...,rn (A0) associated

to the seminorms pxi,yi with xi ∈ H and yi ∈ D distinct, of arbitrary finite radii
ri > 0 and a common fixed centre A0 ∈ L(D;H):

B
(x1,y1,...,xn,yn)
r1,...,rn (A0) := {A ∈ L(D;H) | pxi,yi (A− A0) ≤ ri , i = 1, . . . , n} .

A sequence of elements An ∈ L(D;H) is said to converge weakly to A ∈
L(D;H) when |〈x|(An−A)y〉|| → 0 as n →+∞ for every x ∈ H and y ∈ D.
The weak operator topology lies at the opposite end to the uniform operator
topology, for it is the coarsest (smallest) of all.

We present two more intermediate topologies which depend on the space
B1(H) of trace-class operators we will discuss later.

(d) The ultrastrong topology (also known as σ -strong topology) on B(H) is the
Hausdorff topology associated as above to seminorms pT , with T ∈ B1(H) and
T ≥ 0, where pT (A) := √

tr(T A∗A) if A ∈ B(H). In spite of the name, it is
weaker than the uniform operator topology.

(e) The ultraweak topology (or σ -weak topology) on B(H) is the Hausdorff
topology induced as above by seminorms qT , T ∈ B1(H), defined as qT (A) :=
|√tr(T A)| if A ∈ B(H). It is finer than the weak operator topology.
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The topological dual ofB(H) possesses a special topology of its own.
(f) Any normed spaceB(H) induces a significant weak topology on its topological

dual

B(H)∗ := {f : B(H) → C | f linear and continuous} .

The ∗-weak topology on B(H)∗ is associated as above to the family of
seminorms {pA}A∈B(H) defined as pA(f ) := |f (A)| for every f ∈ B(H)′.
The definition is general, and valid for normed spaces B and their duals B∗
(replacingB(H) andB(H)∗). The Hahn–Banach theorem says that the ∗-weak
topology is Hausdorff because the functionals inB′ separate the elements ofB.
Notice thatB′ is also a normed Banach space for the standard operator norm

||f || = sup
0 �=A∈B

|f (A)|
||A||B .

This topology is stronger than the ∗-weak one. The relevance of the ∗-weak
topology is due in particular to the Banach–Alaoglu theorem, whereby the
closed unit ball inB(H)∗ is compact in the ∗-weak topology.

Example 3.77

(1) If f : R→ C is Borel measurable, and A a selfadjoint operator on H, consider
the sets

Rn := {r ∈ R | |f (r)| < n} for n ∈ N .

It is clear that χRnf → f pointwise as n → +∞ and |χRnf |2 ≤ |f |2. As a
consequence, if we restrict to �f the operators appearing below on the left,

∫

σ(A)

χRnf dP (A)

∣∣∣∣
�f

→ f (A) strongly, as n →+∞,

as an immediate consequence of Lebesgue’s dominated convergence theorem
and the first part of Proposition 3.60 (i). (See also exercise 3.36.)

(2) If in the previous example f is bounded on σ(A), and fn → f uniformly on

σ(A) (or ||f − fn||(P
(A))∞ → 0 P -essentially uniformly), then

fn(A) → f (A) uniformly, as n →+∞,

again by the second part of Proposition 3.60 (i). �
Exercise 3.78 Prove that a selfadjoint operator A on the Hilbert H admits a dense
set of analytic vectors in its domain.
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Solution Consider the family of functions fn = χ[−n,n] where n ∈ N. As in
Example 3.77 (1), we have ψn := fn(A)ψ = ∫

[−n,n] 1dP (A)ψ → ∫
R
1dP (A)ψ =

P
(A)
R

ψ = ψ when n → +∞. Therefore the set D := {ψn | ψ ∈ H , n ∈
N} is dense in H. The elements of D are analytic vectors for A as we go on

to prove. Clearly ψn ∈ D(Ak) since μ
(P (A))
ψn,ψn

(E) = μ
(P (A))
ψ,ψ (E ∩ [−n, n]) by

definition of μ
(P (A))
x,y . Therefore

∫
R
|λk|2dμ

(P (A))
ψn,ψn

(λ) = ∫
[−n,n] |λ|2kdμ

(P (A))
ψ,ψ (λ) ≤

∫
[−n,n] |n|2kdμ

(P (A))
ψ,ψ (λ) ≤ |n|2k ∫

R
dμ

(P (A))
ψ,ψ (λ) = |n|2k||ψ||2 < +∞. Similarly

||Akψn||2 = 〈Akψn|Akψn〉 = 〈ψn|A2kψn〉 =
∫
R

λ2kdμ
(P (A))
ψn,ψn

(λ) ≤ |n|2k||ψ||2. We

conclude that
∑+∞

k=0
(it )k

k! ||Akψn|| converges for every t ∈ C because it is dominated

by
∑+∞

k=0
|t |k
k! |n|2k||ψ||2 = e|t | |n|2 ||ψ||2. �

3.6 Existence Theorems of Spectral Measures

This final section is devoted to proving the existence of a PVM P (A) : B(R) →
L (H) for a selfadjoint operator A : D(A) → H on a Hilbert space H, which was
announced in Theorem 3.40 (a). The remaining statements of that theorem have
been already established. As an intermediate result we shall demonstrate the spectral
theorem for normal operators on B(H). We will furnish a proof of Theorem 3.56
on joint spectral measures.

3.6.1 Continuous Functional Calculus

Let us start by establishing general properties of the spectral theory of bounded
operators and unital C∗-algebras.

Proposition 3.79 Take A ∈ B(H) for some Hilbert space H and let p : C→ C be
a complex polynomial of fixed degree n = 0, 1, . . .. Then

σ(p(A)) = p(σ(A)) , (3.58)

where p(A) is understood as in Proposition 3.60 (a). Furthermore

σ(A∗) = {λ | λ ∈ σ(A)} .

All this holds also if we replace A ∈ B(H) by a ∈ A, where A is any unital C∗-
algebra.

Proof We use explicitly Proposition 3.7: for any A ∈ B(H), λ ∈ σ(A) iff A− λI :
H→ H is bijective.
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First of all we factor polynomials irreducibly with help of the fundamental
theorem of algebra: p(z) = c(z − λ1)

n1 · · · (z − λk)
nr , where the complex

roots λ1, . . . , λr have multiplicity n1, . . . , nr > 0,
∑

l nk = n and c �= 0. A
corresponding decomposition holds for p(A) = c(A − λ1I)n1 · · · (A − λkI)nk .
Define μ := p(λ). As the polynomial C � z �→ p′(z) := p(z) − μ has a zero
at z = λ, its factorization contains the term (z − λ), whence p(A) − μI has
(A − λI) as a factor. If λ ∈ σ(A), the operator (A − λI) is not bijective and
therefore p′(A) := p(A) − μI (factored as (A − λ′kI )n

′
k ) cannot be a bijection

from H to H: indeed, if (A − λI) is not injective, we can swap it over to the
end in the product p′(A) (factors commute), whence p′(A) cannot be injective.
If (A − λI) is not surjective, we can move it in front of p′(A) (as first factor), so
p′(A) cannot be surjective. All in all, λ ∈ σ(A) implies μ = p(λ) ∈ σ(p(A)), i.e.
p(σ(A)) ⊂ σ(p(A)). Let us prove the opposite inclusion. Suppose μ ∈ σ(p(A)).
We know that p(z) − μ = c(z − α1)

n′1 · · · (z − αk′)
n′

r′ . If all αk′ belonged to
ρ(A), the operator p(A) : H → H would be bijective with left and right inverse
c−1(A − α1I)−n′1 · · · (A − αk′I)

−n′
r′ , an absurd. So at least one of the αk′ must

belong to σ(A), and p(αk′) − μ = 0. In other words μ ∈ p(σ(A)), which proves
σ(p(A)) ⊂ p(σ(A)).

The second statement is quite obvious by observing that if T ∈ B(H), then T ∗ is
bijective if and only if T is (Exercise 2.29). In this case (T ∗)−1 = (T −1)∗. Applying
this to A−λI proves the claim. With obvious modifications the argument still holds
whenB(H) is replaced by a unital C∗-algebra A. ��
We pass now to an important consequence, whose proof holds for any unital C∗-
algebra in place of B(H). The first assertion extends Proposition 3.47 and proves
that it is actually independent of the spectral theorem.

Proposition 3.80 If A ∈ B(H) is normal (A∗A = AA∗) then

sup{|λ| | λ ∈ σ(A)} = ||A|| . (3.59)

If A = A∗ and p : R→ C is a polynomial, then

||p(A)|| = ||p�σ(A) ||∞ . (3.60)

The results are valid also by replacing A with a in a unital C∗-algebra A.

Proof Let us prove (3.59). We need a preliminary, and quite interesting, lemma.

Lemma 3.81 (Gelfand’s Formula for the Spectral Radius) If A ∈ B(H) for
some Hilbert space H, then

sup{|λ| | λ ∈ σ(A)} = lim
n→+∞ ||A

n||1/n . (3.61)

The formula is valid for elements a ∈ A in a unital C∗-algebra as well.
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Proof Define rA := sup{|λ| | λ ∈ σ(A)}. If |λ| > rA, then the resolvent Rλ(A) is
well defined. The Banach-space-valued map ρ(A) � λ �→ Rλ(A) is holomorphic,
and its Taylor expansion reads

Rλ(A) = −
+∞∑

n=0
ζ n+1T n

where ζ = 1/λ. It converges at least for |ζ | < 1/||A|| (Proposition 3.10). The
renowned Hadamard theorem (very easily generalizable to holomorphic maps with
values in Banach spaces) guarantees that the convergence radius is determined by
the first singularity, which necessarily belongs to σ(A). The series−∑+∞

n=0 ζ n+1T n

therefore converges for |ζ | < 1/rA and has convergence radius R ≥ 1/rA.
Hadamard’s formula for R then reads

1/R = lim sup
n

||T n||1/n ≤ rA .

On the other hand (3.58) implies σ(An) = {μn | μ ∈ σ(A)}, so by Proposition 3.10
we have

rn
A = rAn ≤ ||An||

and hence rA ≤ lim infn ||An||1/n. In summary rA ≤ lim infn ||An||1/n ≤
lim supn ||An||1/n = rA, which is what we claimed. ��
Let us take up the proof of Proposition 3.80 and suppose A = A∗. Then ||A2|| =
||A∗A|| = ||A||2 and, similarly, ||(A2)2|| = ||A2||2 = ||A||4, ||(A4)2|| = ||A4||2 =
||A||8 and so on. In general ||A2n|| = ||A||2n

. Applying (3.61), we find

sup{|λ| | λ ∈ σ(A)} = lim
n→+∞ ||An||1/n = lim

n→+∞ ||A2n ||1/2n = lim
n→+∞ ||A||2n/2n = ||A|| .

Now consider A ∈ B(H), so ||An|| = ||(An)∗An||1/2 = ||(A∗)nAn||1/2. If A is
normal, all operators commute and ||An|| = ||(A∗A)n||1/2. SinceA∗A is selfadjoint,
we can implement the result above:

sup{|λ| | λ ∈ σ(A)} = lim
n→+∞ ||A

n||1/n = lim
n→+∞ ||(A

∗A)n||1/(2n) =
(

lim
n→+∞ ||(A

∗A)n||1/n

)1/2

= ||A∗A||1/2 = ||A|| .

At last, let us prove (3.60). Since A is selfadjoint, p(A) is normal. Therefore

||p(A)|| = sup{|λ| | λ ∈ σ(p(A))} = sup{|λ| | λ ∈ p(σ(A))} = ||p�σ (A)||∞ ,

where we exploited (3.58) in the last passage. ��



3.6 Existence Theorems of Spectral Measures 115

The utmost consequence of these propositions is the following theorem, which
establishes the existence and continuity of the so-called continuous functional
calculus for bounded selfadjoint operators. The theorem holds as it stands for unital
C∗-algebras.

Theorem 3.82 Let A ∈ B(H) be a selfadjoint operator on the Hilbert space H.
There exists a unique representation of unital ∗-algebras (Definition 2.27), called
continuous functional calculus,

� : C(σ(A)) � f → f (A) ∈ B(H)

that is continuous (with respect to || · ||∞ on the domain and the operator norm
on the codomain) and such that �(ı) = A (where ı : σ(A) � x �→ x ∈ R).
Furthermore

(a) � is isometric and hence injective,
(b) B ∈ B(H) commutes with every f (A) if B commutes with A.

The theorem holds replacingB(H) by a unitalC∗-algebraA and A by a selfadjoint
element a ∈ A.

Proof If f ∈ C(σ(A)), there exist complex polynomials pn → f uniformly
on σ(A) as n → +∞ by the Stone–Weierstrass theorem. Define f (A) :=
limn→+∞ pn(A). Due to (3.60), the sequence pn(A) is Cauchy. Hence there
is a limit element in B(H) because this space is complete (Theorem 2.20).
It is evident that the limit point does not depend on the sequence, since a
different sequence would satisfy ||p′n(A) − pn(A)|| = ||p′n �σ(A) −pn �σ(A)

||∞ → 0. The map f �→ f (A) is evidently isometric. Next observe that,
if we only consider polynomials, f �→ f (A) is linear, it preserves the prod-
uct, and f �→ f (A)∗. These features are preserved under the limiting pro-
cess when f ∈ C(σ(A)) is a general map. By construction f (1) = I and
f (ı) = A. If B commutes with A, it commutes with all polynomials p(A).
Hence

Bf (A) = B lim
n→+∞pn(A) = lim

n→+∞Bpn(A) = lim
n→+∞pn(A)B = f (A)B .

To conclude, we prove that a continuous representation of unital ∗-algebras � :
C(σ(A)) → B(H) coincides with � if we impose �(ı) = A. In fact, �(ı) =
�(ı) = A and �(1) = �(1) = I , therefore �(p) = �(p) for every polynomial
p. By continuity, if pn → f as n → +∞ in the norm || · ||∞ on σ(A), we have
�(f ) = �(f ). All arguments carry through if we take a unitalC∗-algebraA instead
ofB(H) and an element a = a∗ ∈ A instead of A.

��
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3.6.2 Existence of Spectral Measures for Bounded Selfadjoint
Operators

A cardinal consequence of Theorem 3.82 is the following proposition, which goes
in the direction of the spectral theorem. Recall that Mb(σ(A)) indicates the unital
C∗-algebra of complex, bounded and Borel-measurable functions on σ(A), with
norm || · ||∞. We point out that in order to formulate this result the Hilbert
structure is essential, so no straightforward generalizations exist for abstract C∗-
algebras.

Proposition 3.83 Let A ∈ B(H) be a bounded selfadjoint operator on the Hilbert
spaceH. There exists a norm-decreasing (hence continuous) representation of unital
∗-algebras (Definition 2.27) � ′ : Mb(σ(A)) → B(H) such that � ′(ı) = A . The
representation also satisfies:

(a) � ′�C(σ(A))= � ,
(b) B ∈ B(H) commutes with � ′(f ) for every f ∈ Mb(σ(A)) if B commutes with

A,
(c) Suppose Mb(σ(A)) � fn → f pointwise as n → +∞ and |fn| ≤ K for some

K ∈ [0,+∞) and all n. Then

� ′(fn)x → � ′(f )x for every x ∈ H.

Proof Taking x, y ∈ H, the linear map C(σ(A)) � f �→ Fx,y(f ) := 〈x|�(A)y〉
satisfies |Fx,y(f )| ≤ ||x|| ||y|| ||f ||∞. Riesz’s theorem for complex measures
[Rud91] implies that there exists a unique complex, regular Borel measure μxy :
B(σ (A)) → C such that

〈x|�(f )y〉 =
∫

σ(A)

f dμxy ∀f ∈ C(σ(A)) , (3.62)

and also ||Fxy || = |μxy |(σ (A)) ≤ ||x|| ||y||. Actually, all complex Borel measures
on B(σ (A)) are regular since the open sets of σ(A) are unions of countably
many compact sets [Rud91]. Since �(f ) = �(f )∗ and by standard inner product
properties the complex measuresμxy(E),μyx(E) produce the same result when we
integrate continuous functions. In view of uniqueness, therefore,μxy(E) = μyx(E).
Using Riesz’s Lemma, if f ∈ Mb(σ(A)) there exists a unique operator � ′(f ) ∈
B(H) such that

〈x|� ′(f )y〉 =
∫

σ(A)

f dμxy ∀x, y ∈ H , (3.63)

and |〈x|� ′(f )y〉| ≤ ||f ||∞|μxy |(σ (A)) ≤ ||f ||∞||x|| ||y||, so ||� ′(f )|| ≤ ||f ||∞.
By construction � ′(1) = I and � ′(ı) = A. Furthermore Mb(σ(A)) � f �→ � ′(f )

is linear and therefore it coincides with � on polynomials. Continuity implies
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that it coincides with � on C(σ(A)), proving (a). � ′ satisfies � ′(f )∗ = � ′(f )

as a consequence of (3.63), the fact that the inner product is Hermitian, and
μxy(E) = μyx(E). To conclude the proof of the first statement it is enough to prove
� ′(f )� ′(g) = � ′(f · g). Take f, g ∈ C(σ(A)). Since �(f · g) = �(f )�(g) and
� ′ extends �:

∫

σ(A)

f · gdμx,y = 〈x|� ′(f · g)y〉 = 〈x|� ′(f )� ′(g)y〉 =
∫

σ(A)

f dμx,�′(g)y .

Riesz’s theorem implies that μx,�′(g)y equals the complex, regular Borel measure λ

such that

λ(E) =
∫

σ(A)

gdμxy .

Therefore
∫

σ(A)

f · gdμxy =
∫

σ(A)

f dλ =
∫

σ(A)

f dμx,� ′(g)y if f ∈ Mb(σ(A)) and g ∈ C(σ(A)).

As a consequence

∫

σ(A)

f · gdμxy =
∫

σ(A)

f dμx,�′(g)y = 〈x|� ′(f )� ′(g)y〉 = 〈� ′(f )∗x|� ′(g)y〉

=
∫

σ(A)

gdμ�′(f )∗x,y

for x, y ∈ H, f ∈ Mb(σ(A)), g ∈ C(σ(A)). By a similar reasoning

∫

σ(A)

f · gdμxy =
∫

σ(A)

gdμ�′(f )∗x,y

must hold also if g ∈ Mb(σ(A)). Summing up, for x, y ∈ H, f, g ∈ Mb(σ(A)), we
have

〈x|� ′(f · g)y〉 =
∫

σ(A)

f · gμxy =
∫

σ(A)

gμ�′(f )∗x,y = 〈� ′(f )∗x|� ′(g)y〉

= 〈x|� ′(f )� ′(g)y〉

whence � ′(f · g) = � ′(f )� ′(g) as required.
The proof of (b) is analogous: if B ∈ B(H) commutes with A, it also commutes

with every polynomial p(A) and hence with every � ′(f ) with f ∈ C(σ(A)) by
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continuity. Therefore, for every f ∈ C(σ(A)).

∫

σ(A)

f dμx,By = 〈x|� ′(f )By〉 = 〈x|B� ′(f )y〉 = 〈B∗x|� ′(f )y〉

=
∫

σ(A)

f dμB∗x,y .

Riesz’s theorem implies that μx,By = μBx,y . The definition of � ′ immediately
entails that 〈x|� ′(f )By〉 = 〈B∗x|� ′(f )y〉 = 〈x|B� ′(f )y〉 for every f ∈
Mb(σ(A)). But this is the thesis, since x, y ∈ H are arbitrary.

Let us prove (c). Since � ′ is a representation of unital ∗-algebras we immediately
have

||� ′(fn)x−� ′(f )x||2 = ||� ′(f −fn)x||2 = 〈� ′(f −fn)x|� ′(f −fn)x〉 = 〈x|� ′(|f −fn|2)x〉 .

By (3.63)

||� ′(fn)x −� ′(f )x||2 =
∫

σ(A)

|f − fn|2dμxy → 0

when n →+∞ by dominated convergence, since |μxy | is finite. ��
We are ready to prove the existence claim in the Spectral Theorem (Theorem 3.40)
for bounded selfadjoint operators.

Theorem 3.84 If A ∈ B(H) is selfadjoint on the Hilbert space H, there exists a
PVM P (A) : B(R) → L (H) such that

A :=
∫

R

ı dP (A) .

More generally, if � ′ : Mb(σ(A)) → B(H) is defined as in Proposition 3.83,

� ′(f ) =
∫

σ(A)

f dP (A)

for every f ∈ Mb(σ(A)).

Proof Refer to Proposition 3.83. The required PVM is nothing but P
(A)
E :=

� ′(χE∩σ(A)) for every E ∈ B(R), P
(A)
∅

:= 0. Indeed, suppose P (A) is a

PVM. If s = ∑N
j=1 sj χEj is a simple function, the linearity of � ′ immediately

shows � ′(s) = ∑N
j=1 sj�

′(χEj ) = ∫
R

s dP (A). Now consider a sequence of
simple functions sn such that |sn| ≤ |sn+1| ≤ |ı| on the compact set σ(A),
vanishing outside σ(A), and converging pointwise to ı on σ(A). As the PVM
is concentrated on σ(A) by construction, Propositions 3.83 (a)–(c) and 3.29
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(c) imply

∫

R

ı dP (A)x =
∫

σ(A)

ı dP (A)x = lim
n→+∞

∫

σ(A)

sn dP (A)x = lim
n→+∞� ′(sn) = � ′(ı)x = Ax .

Since x ∈ H is arbitrary, we get A = ∫
R

ı dP (A), as we wanted. The same argument
(using a sequence of simple functions sn converging to f ∈ Mb(σ(A)) pointwise
and such that |sn| ≤ |sn+1| ≤ |f |) returns the second claim.

To end the proof, there remains to prove that P
(A)
E := � ′(χE∩σ(A)) with

E ∈ B(R) (and obviously P
(A)
∅

:= 0) defines a PVM. But P
(A)
R

= I ,

P
(A)
E P

(A)
F = P

(A)
E∩F , (P

(A)
E )∗ = P

(A)
E (in particular P

(A)
E ∈ L (H)) are immediate

consequences of the fact that � ′ is a representation of unital ∗-algebras, together
with trivial properties of characteristic functions χE , plus � ′(1) = � ′(χσ(A)) = I .
Finally, σ -additivity follows from Proposition 3.83 (c): taking a countable collection
of disjoint sets Ek ∈ B(R), we have

N∑

k=1
χEk∩σ(A) → χσ(A)∩∪N

k=1Ek
pointwise as n →+∞

(all functions are bounded by the constant 1). ��

3.6.3 Spectral Theorem for Normal Operators in B(H)

The functional calculus developed in the previous section permits us to prove the
spectral theorem for normal operators on B(H). In particular it handles selfadjoint
operators onB(H) and unitary operators.

Theorem 3.85 (Spectral Theorem for Normal Operators on B(H)) Let T ∈
B(H) be a normal operator on the complex Hilbert space H.

(a) There exists a unique PVM P (A) : B(C) → L (H), called the spectral measure
of T , such that

T =
∫

C

zdP (T )(z, z) .

In particular D(T ) = �ı , where ı : C � z �→ z.
(b) We have

supp(P (T )) = σ(T ).
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As the standard topology of C is second-countable, P (T ) is concentrated on
σ(T ):

P (T )(E) = P (T )(E ∩ σ(T )) , ∀E ∈ B(C) . (3.64)

(c) z ∈ σp(T ) if and only if P (T )({z}) �= 0; in particular this happens if z is

an isolated point of σ(T ). Finally P
(T )
{z} is the orthogonal projector onto the

eigenspace of z ∈ σp(A).
(d) z ∈ σc(T ) if and only if P (T )({λ}) = 0, but P (T )(E) �= 0 if E � λ is an open

set of C.

Proof (a) Let us prove that there exists a PVM on C with T = ∫
C

zdP (T )(z).
Decompose T = A+iB whereA = 1

2 (T +T ∗) andA = 1
2i (T −T ∗) are selfadjoint,

belong to B(H), and commute because T and T ∗ commute by hypothesis. Notice
that, as a consequence of Proposition 3.83 (b) the spectral measure P (A) of A,
which exists by Theorem 3.84 and satisfies P

(A)
E = � ′

A(χE), commutes with B.
By the same argument the spectral measure P (B) of B commutes with the spectral
measure of A.

Next consider step functions on the compact set K = [−||A||, ||A||] ×
[−||B||, ||B||] ⊂ R

2 ≡ C. A step function is a simple function of the form

s(x, y) =
N∑

i=1

M∑

j=1
sij χIi (x)χJj (y) , z = x + iy ∈ K (3.65)

where sij ∈ C are fixed numbers, I1 := [−||A||, a2], J1 := [−||B||, b2], Ii :=
(ai, ai+1], Jj := (bj , bj+1] for i, j > 1, and aN+1 = ||A||, bn+1 = ||B||. The
decomposition of s ∈ S(K) in (3.65) is not unique, since every such expression can
be refined by adding points ai or bj . It is easy to prove that the set S(K) of step
functions on K is closed under linear combinations and products. Since it evidently
contains the constant function 1 and it is invariant under conjugation, S(K) is a uni-
tal ∗-subalgebra ofMb(K). Referring to (3.65), let us define�0 : S(K) → B(H) by

�0(s) :=
N∑

i=1

M∑

j=1
sij P

(A)
Ii

P
(B)
Jj

=
N∑

i=1

M∑

j=1
sij P

(B)
Jj

P
(A)
Ii

. (3.66)

The definition is well-posed irrespective of the various expansions (3.65) that s

possesses. By direct inspection, one sees that �0 is a homomorphism of unital
∗-algebras and also that

||�0(s)ψ||2 =
N∑

i=1

M∑

j=1
|sij |2||P (A)

Ii
P

(B)
Jj

ψ||2 ≤ sup
i,j

|sij |2
N∑

i=1

M∑

j=1
||P (A)

Ii
P

(B)
Jj

ψ||2

= sup
ij

|sij |2||ψ||2 ,
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using that the sets Ii × Jj are pairwise disjoint and
∑

i,j P
(A)
Ii

P
(B)
Jj

= I because
∪i.j Ii × Jj = K . As a consequence

||�0(s)|| ≤ ||s||∞ if s ∈ S(K).

Since S(K) is dense in C(K) in norm || · ||∞ (a continuous function on a compact
set is uniformly continuous), the same proof as for Theorem 3.82 ensures that
the continuous unital ∗-homomorphism �0 generates a norm-decreasing unital
∗-homomorphism � : C(K) → B(H). Notice that � is not an extension of
�0, since its domain contains continuous maps only, whereas the domain of �0
contains discontinuous functions as well. By definition �(1) = I , and by setting
ı1 : K � (x, y) �→ x and ı2 : K � (x, y) �→ y we have

�(ı1) = A and �(ı2) = B .

Indeed, let sn : [−||A||, ||A||]×[−||B||, ||B||] → R be a sequence of step functions,
constant in the variable y ∈ [−||B||, ||B||] and converging uniformly to the map ı1.
Applying (3.66) gives, with obvious notation,

�0(sn) =
∫

R

sndP (A) → �(ı1) =
∫

R

ı1dP (A) = A, in the uniform topology as n →+∞,

where we exploited (3.21). The story for ı2 is identical.
As last step, and proceeding as in the proof of Proposition 3.83, we may extend�

to a unital ∗-algebra homomorphism �′ : Mb(K) → B(H) completely determined
by the requirement

〈ψ|�′(f )φ〉 =
∫

K

f dνψ,φ ψ, φ ∈ H , f ∈ Mb(K) ,

where νψ.φ : B(K) → C is the unique complex regular Borel measure
satisfying the above relation for f ∈ C(K). An argument that essentially
replicates Proposition 3.83 shows that the homomorphism of unital ∗-algebras
�′ : Mb(K) → B(H) is norm-decreasing (||�′(f )|| ≤ ||f ||∞), satisfies

�′(ı1) = A and �′(ı2) = B , (3.67)

and finally

�′(fn)ψ → �′(f )ψ for every ψ ∈ H, (3.68)

if Mb(K) � fn → f pointwise as n →+∞ and |fn| ≤ M for some M ∈ [0,+∞)

and all n.
The last convergence property in particular implies, along the same lines of

Theorem 3.84, that P
(T )
E := �′(χE∩K) (with P

(T )
∅

:= 0) is a PVM on C ≡ R
2
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when E varies inB(C). By (3.67) moreover,

∫

C

ı1dP (T ) = �′(ı1) = A ,

∫

C

ı2dP (T ) = �′(ı2) = B . (3.69)

Since T = A+ iB and T ∗ = A− iB, these relations read

∫

C

zdP (T )(z, z) = T ,

∫

C

zdP (T )(z, z) = T ∗ . (3.70)

Let us pass to the uniqueness issue. First of all observe that if T = ∫
C

zdP (z, z) then
P must have bounded support: if not, for every n ∈ N, we could find En ∈ B(C)

outside the disc of radius n at the origin of C such that PEn �= 0. Hence we could

pick xn ∈ PEn(H) with ||xn|| = 1. As a consequence ||T xn||2 ≥ |n|2
∫
C
1dμ

(P)
xnxn

=
|n|2 → +∞ as n → +∞, contradicting ||T || < +∞. We conclude that there
exists a sufficiently large compact rectangle K := [a, b] × [c, d] ⊂ R

2 ≡ C

(we can always assume it to be larger than [−||A||, ||A||] × [−||B||, ||B||]),
so that supp(P ) ⊂ K . Hence it suffices to work in K . Taking adjoints of∫
K zdP(z, z) = T = ∫

K zdP (T )(z, z) produces
∫
K zdP(z, z) = T ∗ =∫

K
zdP (T )(z, z). Using standard properties of bounded PVMs, we immediately

have that
∫
K

p(z, z)dP (z, z) = ∫
K

p(z, z)dP (T )(z, z) for every polynomial p

defined on K . But polynomials are || · ||∞-dense in C(K) (Stone–Weierstrass
theorem), so (3.21) implies

∫
K

f (z, z)dP (z, z) = ∫
K

f (z, z)dP (T )(z, z) for every
f ∈ C(K). Applying now the Riesz theorem for positive Borel measures to

∫

K
f dμ

(P )
ψψ =

〈
ψ

∣∣∣∣
∫

K
f dP ψ

〉
=

〈
ψ

∣∣∣∣
∫

K
f dP (T ) ψ

〉
=

∫

K
f dμ

(P (T ))
ψψ ∀f ∈ C(K)

we conclude μ
(P (T ))
ψψ (E) = μ

(P)
ψψ(E) for every E ∈ B(K). Since the supports of the

two measures stay in K , the relation we have found reads μ
(P (T ))
ψψ (E) = μ

(P)
ψψ(E)

for every E ∈ B(C), i.e. 〈ψ|(P (T )
E − PE)ψ〉 = 0 for every ψ ∈ H. This result

immediately leads to the thesis, P (T )
E = PE for every E ∈ B(C).

The proofs of (b), (c) and (d) are identical to those of the corresponding state-
ments in Theorem 3.40, up to trivial changes (R becomes C and λ becomes z). ��

3.6.4 Existence of Spectral Measures for Unbounded
Selfadjoint Operators

At the end of this long detour, we are finally ready to justify the existence of PVMs
for unbounded selfadjoint operators (the Spectral Theorem, 3.40).
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Theorem 3.86 If A is a (generally unbounded) selfadjoint operator on the Hilbert
space H, there exists a PVM P (A) : B(R) → L (H) such that

A :=
∫

R

ı dP (A) .

Proof First of all observe that, if A is normal, its resolvent satisfies Rλ(A)∗ =
Rλ(A

∗). Indeed, we know that λ ∈ ρ(A) iff λ ∈ ρ(A∗) by Proposition 3.13 (c).
In this case Rλ(A)(A − iλI) = I�D(A) implies (A − iλI)∗Rλ(A)∗ = I�∗D(A)= I ,
namely (A∗ + iλI)Rλ(A)∗ = I . Since we also have (A∗ + iλI)Rλ(A

∗) = I and the
inverse is unique, necessarily Rλ(A)∗ = Rλ(A

∗). This results is in particular true
when A = A∗. Next, assuming A = A∗, consider the operator

U := I − 2iR−i (A) ,

called the Cayley transform of A. By the resolvent identity (3.2) and Rλ(A)∗ =
Rλ(A), one immediately proves that UU∗ = U∗U = I . Hence U is unitary and
σ(U) is a closed subset of T = {z ∈ C | |z| = 1} in the topology induced by C due
to Proposition 3.13. Finally,

U =
∫

σ(U)

zdP (U)(z, z)

by Theorem 3.85. We claim that the statement’s selfadjoint operator A coincides
with the selfadjoint operator

A′ :=
∫

σ(U)

i
1+ z

1− z
dP (U)(z, z) (3.71)

(the integrand is real since z = 1/z as z ∈ T). In fact, since R−i (A) = i
2 (U − I)

and taking Proposition 3.33 (c) into account,

(A′ + iI )R−i (A) =
∫

σ(U)

[
i
1+ z

1− z
+ i

]
dP (U)(z, z)

∫

σ(U)

i

2
(z− 1)dP (U)(z, z)

=
∫

σ(U)

[
i
1+ z

1− z
+ i

]
i

2
(z− 1)dP (U)(z, z) =

∫

σ(U)

1dP (U)(z, z) = I .

We conclude thatA′+iI is defined on a domain that containsRan(R−iA) = D(A),
on which it coincides with the unique left inverse of R−i (A). In other words A′ + iI

is an extension of A + iI , so A′ ⊃ A. Since A′ and A are selfadjoint, A′ = A by
Proposition 2.39 (b). To conclude, we shall prove that (3.71) can be decomposed
spectrally on R. As

φ : T � z �→ i
1+ z

1− z
∈ R ∪ {∞}
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is a homeomorphism (R ∪ {∞} is the standard 1-point compactification), then

A = A′ :=
∫

T

i
1+ z

1− z
dP (U)(z, z) =

∫

R∪{∞}
rdP (r) ,

where we have defined the PVM PE = P
(T )

φ−1(E)
for E ∈ B(R ∪ {+∞}) following

Proposition 3.33 (f). Let us explain why ∞ is reached by φ only for z = 1 and
P

(U)
{1} = 0. If P

(U)
{1} �= 0 we would have Ux = x for some x ∈ P

(U)
{1} (H) \ {0}.

Since U := I − 2iR−i (A), then R−i (A)x = 0, contradicting the fact that R−i (A) is
invertible since A is selfadjoint and so −i ∈ ρ(A). We can rewrite the equation as

A =
∫

T\{1}
i
1+ z

1− z
dP (U)(z, z) =

∫

R

rdP (r) .

It is easy to check that the restriction P ′ of P to B(R) is still a PVM on R and the
integral above can be thought of as

A =
∫

R

rdP ′(r) .

The proof is over once we take P (A) := P ′. ��

3.6.5 Existence of Joint Spectral Measures

We shall provide a proof for Theorem 3.56. The argument differs from that
appearing in [Mor18] in view of the distinct presentation of the spectral technology
we have chosen here. In particular, the current proof does not require that the Hilbert
space be separable.

Theorem 3.56 (Joint Spectral Measure) Let A := {A1, A2, . . . , An} be a set of
selfadjoint operators on the Hilbert space H with commuting spectral measures:

P
(Ak)
Ek

P
(Ah)
Eh

= P
(Ah)
Eh

P
(Ak)
Ek

∀k, h ∈ {1, . . . , n} ,∀Ek,Eh ∈ B(R) .

Then there exists a unique PV M P(A) on Rn such that

P
(A)
E1×···×En

= P
(A1)
E1

· · ·P (An)
En

, ∀E1, . . . , En ∈ B(R) . (3.72)

For every f : R→ C measurable, furthermore,

∫

Rn

f (xk)dP (A)(x) = f (Ak) , k = 1, . . . , n (3.73)
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where x = (x1, . . . , xk, . . . , xn) and f (Ak) :=
∫
R

f (λ)dP (Ak).
Finally, B ∈ B(H) commutes with P (A) if and only if it commutes with all P (Ak),

k = 1, 2, . . . , n.

Proof (Existence) We start by assuming Ak ∈ B(H) for k = 1, . . . , n. Then we
may replicate the initial part of the proof of Theorem 3.85, only replacing the
two commuting selfadjoint operators in A,B ∈ B(H) by n commuting selfadjoint
operators Ak ∈ B(H). In this way if K := [−a, a]n ⊂ R

n is sufficiently large and
K ⊃ ×n

k=1σ(Ak), there exists a map �′ : Mb(K) → B(H) with the following
features. It is a norm-decreasing ∗-homomorphism of unital ∗-algebras, it satisfies

�′(ık) = Ak for k = 1, . . . , n (3.74)

where ık : Rn � (x1, . . . , xn) �→ xk ∈ R, and finally

�′(fn)ψ → �′(f )ψ for every ψ ∈ H, (3.75)

if Mb(K) � fn → f pointwise as n →+∞ and |fn| ≤ M for some M ∈ [0,+∞)

and all n.
Invoking the proof of Theorem 3.84, the last convergence property implies that

P
(A)
E := �′(χE∩K) (3.76)

(with P
(A)
∅

:= 0) defines a PVM on Rn when E varies inB(Rn) and

∫

Rn

ıkdP (A) = �′(ık) = Ak , k = 1, . . . , n (3.77)

by (3.74). Now observe that asE ∈ B(R) varies, the family of orthogonal projectors
PE := P

(A)

E×Rn−1 defines a PVM on R. Take a sequence of simple functions sn on K ,
constant in the variables x2, . . . , xn and such that sn → ı1 pointwise with |sn| ≤ |ı1|
(which is bounded onK). Equation (3.75) and Proposition 3.29 (c) allow to rephrase
(3.77) for k = 1 as

∫

R

ı dP = A1 . (3.78)

The uniqueness of the spectral measure of A1 (Theorem 3.40) implies that

P
(A)

E×Rn−1 = PE = P
(A1)
E ∀E ∈ B(R) .

By the same argument,

P
(A)

Rk−1×E×Rn−k = P
(Ak)
E , E ∈ B(R) , k = 1, 2, . . . , n .
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This relation implies, together with (3.76) and the fact that �′ preserves products,

P
(A)
E1×···×En

= �′(χE1×Rn−1 · · ·χRn−1×En
) = �′(χE1×Rn−1) · · ·�′(χRn−1×En

)

= P
(A)

E1×Rn−1 · · ·P (A)

Rn−1×En
= P

(A1)
E1

· · ·P (An)
En

.

Hence (3.72) is true. Let us pass to unbounded selfadjoint operators Ak . We shall
reduce this to the case of bounded operators. To this end, define a family B :=
{B1, . . . , Bn},

Bk :=
∫

R

xk√
1+ x2

k

dP (Ak)(xk)

for every k = 1, 2, . . . , n. It is clear that B∗k = Bk ∈ B(H) due to Theorem 3.24
(c) and Proposition 3.29 (a). Moreover, by Corollary 3.53 σ(Bk) ⊂ [−1, 1], but
±1 �∈ σp(Bk). By contradiction, in fact, if ±1 ∈ σp(Bk) and ψ± ∈ H were a
corresponding eigenvector, then (Bk ± I)ψ± = 0, and so

0 = ||(Bk ± I)2ψ±||2 =
∫

R

⎛

⎝ xk√
1+ x2

k

± 1

⎞

⎠
2

dμ
(Pk)
ψ±ψ± .

Since the positive measure μ
(Pk)
ψ±ψ± does not vanish (ψ± �= 0 because it is an

eigenvector), the integrand would be zero almost everywhere. This is not possible
because

⎛

⎝ xk√
1+ x2

k

± 1

⎞

⎠
2

> 0 for every xk ∈ R.

Let us now focus on the map

φ : R � x �→ x√
1+ x2

∈ [−1, 1] ,

where R = R ∪ {±∞} is the compactification and [−1, 1] is standard. Note that
φ(R) = (−1, 1) and φ(±∞) = ±1. It is easy to see that φ is an homeomorphism,
so φ and φ−1 are Borel measurable.

In view of these properties of φ it is preferable to extend the spectral measures
P (Ak) to new PVMs P̃ (Ak) defined on the Borel algebraB(R), by simply declaring
that P̃

(Ak)+∞ = P̃
(Ak)−∞ = 0 and P̃

(Ak)
E = P

(Ak)
E when E ∩ {+∞} = E ∩ {−∞} = ∅
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for E ∈ B(R). Now it is safe to write

Bk :=
∫

R

xk√
1+ x2

k

dP̃ (Ak)(xk) .

Using the extension, Proposition 3.33 (f) tells

Bk =
∫

[−1,1]
ykdP (Bk)(yk) ,

where

P (Bk)(F ) = P̃ (Ak)(φ−1(F )) for F ∈ B([−1, 1]) . (3.79)

We could extend P (Bk) to the whole B(R) by setting P
(Bk)
1 (F ) := P

(Bk)
1 (F ∩

[−1, 1]) for F ∈ B(R) trivially; we shall however stick to the first choice for
the sake of simplicity, and allow ourselves to interpret the relevant PVM as their
extensions where necessary.

Observe that the spectral measures P (Bk) commute with each other due to (3.79)
and the fact that the PVMs P̃ (Ak) do (the added points ±∞ are harmless). We can
therefore apply the previous proof, construct a PV M P(B) onB(Rn), with support
in [−1, 1]n, which satisfies

P
(B)
F1×···×Fn

= P
(B1)
F1

· · ·P (Bn)
Fn

if Fk ∈ B(R) for k = 1, . . . , n. (3.80)

Let us go back to the unbounded operators Ak , define the homeomorphism

� : Rn � (x1, . . . , xn) �→ (φ(x1), . . . , φ(xn)) ∈ [−1, 1]n

and the PVM on R
n

PE := P
(B)
�(E) E ∈ B(R

n
) .

This is allowed by Proposition 3.33 (f) (� = (�−1)−1 and �−1 is Borel measurable
since � is an homeomorphism). With this definition, (3.80) implies

PE1×···×En = P̃
(A1)
E1

· · · P̃ (An)
En

, ∀E1, . . . , En ∈ B(R) . (3.81)

To conclude the proof of existence, it is enough to rid ourselves of the ‘annoying’
points ±∞. The boundary of R

n
is the union of the 2n sets

F
(k)
± := Rk−1 × {±∞}× Rn−k .
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Every such set has zero P -measure: exploiting (3.81), in fact,

P
F

(1)
+
= P̃

(A1)
{+∞} · · · P̃ (An)

R
= 0

because P̃
(A1){+∞} = P

(B1)
+1 = 0 since +1 �∈ σp(B1) and by Theorem 3.40 (c)–(d).

Hence the boundary of R
n
has zero measure for P . This means that, restricting to

the interior Rn of R
n
, the map P

(A)
E := PE with E ∈ B(Rn), still defines a PVM,

in particular P
(A)
Rn = I . By construction, P (A) satisfies (3.73) since (3.80) holds,

and that ends the existence part of the proof.

(Uniqueness) Let us show uniqueness. We have the following known result of
general measure theory [Coh80, Corollary 1.6.3].

Lemma 3.57 Let �(X) be a σ -algebra on X and P ⊂ �(X) such that

(i) P is closed under finite intersections;
(ii) the σ -algebra generated by P is �(X) itself;
(iii) there is an increasing sequence {Cm}m∈N ⊂ P such that ∪m∈NCm = X.

If μ and ν are positive σ -additive measures on �(X) such that μ(Cm) = ν(Cm) <

+∞ for every m ∈ N, then μ = ν.

Returning to our proof, define �(X) := B(Rn) and let P be the collection of sets
E1×· · ·×En for Ek ∈ B(R). It it known that (R is a separable metric space) the σ -
algebra generated by P is justB(Rn). Now set Cm = (−r, r)m with m ∈ N. Finally,
fix x ∈ H and define μ(F) := 〈x|PF x〉 and ν(F ) := 〈x|P ′

F x〉 for F ∈ B(Rn),
where both P and P ′ satisfy (3.72) in place of P (A). These measures are finite, as
μ(F) = ν(F ) = ||x||2 by definition of PVM, and satisfy μ(Cn) = ν(Cn) < +∞
because of (3.72). Lemma 3.57 proves that 〈x|PF x〉 = 〈x|P ′

F x〉, so that 〈x|(PF −
P ′

F )x〉 = 0. The arbitrariness of x ∈ H and the usual polarization formula imply
PF = P ′

F for every F ∈ B(R).

(Equation (3.73)) The proof is easy. Consider k = 1 for instance. There
exists a sequence of simple functions sm on R converging pointwise to the
measurable function f : R → C, as m → +∞, and such that |sm| ≤
|sm+1| ≤ |f |. Let us write sm(x1) := ∑N

r=1 crχEr and define s′m(x1, . . . , xn) :=∑N
r=1 crχEr×Rn−1(x1, . . . , xn) (so that s′m is constant in x1, . . . , xn and equals sm

in the remaining variable). If ψ ∈ �
(A1)
f , by Theorem 3.24 (d) and dominated

convergence we have

f (A1) =
∫

R

f (x1)dP (A1)ψ = lim
m→+∞

∫

R

smdP (A1)ψ

= lim
m→+∞

∫

Rn

s′mdP (A)ψ =
∫

Rn

f (x1)dP (A)ψ , (3.82)
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where the penultimate equality is justified by (3.72). The same argument, using

monotone convergence and the identity
∫
R
|sm|2dμ

(P (A1))
ψψ = ∫

R
|s′m|2dμ

(P (A))
ψψ , also

proves that ψ ∈ �
(A)
f with obvious notation. Therefore

∫
Rn f (x1)dP (A)ψ is well

defined.

(Last Statement) If B ∈ B(H) commutes with P (A) it evidently commutes with
every P (Ak), k = 1, 2, . . . , n due to (3.72) by just taking all Ek = R but one.
Suppose conversely that U ∈ B(H) is unitary and commutes with every P (Ak). The
PVM defined by the projectors UP

(A)
E U−1, for E ∈ B(Rn), therefore coincides

with P (A) whenE = E1×· · ·×En with Ek ∈ B(R). By the established uniqueness
property, we immediately have UP

(A)
E U−1 = P

(A)
E for every E ∈ B(Rn). In other

words UP
(A)
E = P

(A)
E U for every E ∈ B(Rn). In order to pass from U to a general

B ∈ B(H), it suffices to invoke Proposition 3.55 (whose proof relies only upon the
spectral theorem of selfadjoint operators), write B = aU + bU ′ as complex linear
combination of unitary operators, and finally use the composition’s linearity in the
relation above.

��



Chapter 4
Fundamental Quantum Structures
on Hilbert Spaces

The question we want to address now is: is there anything deeper behind the
phenomenological facts (1), (2), and (3) discussed in the first chapter and the
formalization of Sect. 3.4?

An appealing attempt to answer that question and justify the formalism based
on the spectral theory is due to von Neumann [Neu32] (and subsequently extended
by Birkhoff and von Neumann). This chapter will review quickly the elementary
content of those ideas, adding however several modern results (see also [Var07,
Mor18] for a similar approach and [Red98] for an extensive technical account on
quantum lattice theory and applications).

4.1 Lattices in Classical and Quantum Mechanics

This section introduces the mathematical notion of lattice, which will be used later
to construct a bridge between classical and quantum systems.

4.1.1 A Different Viewpoint on Classical Mechanics

Let us start by analyzing Classical Mechanics (CM). Consider a classical Hamilto-
nian system described on a symplectic manifold (
, ω), where ω = ∑n

k=1 dqk ∧
dpk in any system of local symplectic coordinates q1, . . . , qn, p1, . . . , pn. The
state of the system at time t is a point s ∈ 
, in local coordinates s ≡
(q1, . . . , qn, p1, . . . , pn), whose evolution R � t �→ s(t) solves the Hamiltonian
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equations of motion. Always in local symplectic coordinates, they read

dqk

dt
= ∂h(t, q, p)

∂pk
,

dpk

dt
= −∂h(t, q, p)

∂qk
, k = 1, . . . , n ,

h being the Hamiltonian function of the system, depending on the reference frame.
Every physical elementary property E that the system may possess at a certain time
t , i.e. which can be true or false at that time, can be identified with a subset E ⊂ 
.
The property is true if s ∈ E and it is not if s �∈ E. From this point of view,
the standard set operations ∩, ∪, ⊂, ¬ (where ¬E := 
 \ E from now on is the
complementation) have a logical interpretation:

(i) E ∩ F corresponds to the property “E AND F ”,
(ii) E ∪ F corresponds to the property “E OR F ”,
(iii) ¬E corresponds to the property “NOT E”,
(iv) E ⊂ F means “E IMPLIES F ”.

In this context,

(v) 
 is the property which is always true
(vi) ∅ is the property which is always false.

This identification is possible because, as is well known, the logical connectives
define the same algebraic structure as the set-theory operations.

As soon as we admit the possibility to construct statements including countably
many disjunctions or conjunctions, we can move into abstract measure theory
and interpret states as probability Dirac measures supported on a single point.
To this end, we initially restrict the class of possible elementary properties to the
Borel σ -algebra of 
, B(
). For various reasons this class of sets seems to be
sufficiently large to describe the physics (in particularB(
) contains the pre-images
of measurable sets under continuous functions). A state at time t , s ∈ 
, can be
viewed as a Dirac measure, δs , supported on s itself. If E ∈ B(
), δs(E) = 0 if
s �∈ E or δs(E) = 1 if s ∈ E.

If we do not have a perfect knowledge of the system, as for instance it happens in
statistical mechanics, the state μ at time t is a proper probability measure onB(
),
which now is allowed to attain all values in [0, 1]. If E ∈ B(
) is an elementary
property of the physical system, μ(E) denotes the probability that the property E is
true for the system at time t .

Remark 4.1 The evolution equation of μ, in statistical mechanics is given by the
well-known Liouville equation associate with the Hamiltonian flow. In that case μ

is proportional to the natural symplectic volume of 
, � = ω ∧ · · · ∧ ω (n-times,
where 2n = dim(
)). In fact we have μ = ρ�, where the non-negative function
ρ is the so-called Liouville density satisfying the famous Liouville equation. In



4.1 Lattices in Classical and Quantum Mechanics 133

symplectic local coordinates that equation reads

∂ρ(t, q, p)

∂t
+

n∑

k=1

(
∂ρ

∂qk

∂h

∂pk
− ∂ρ

∂pk

∂h

∂qk

)
= 0 .

We shall not deal any further with this equation in this book. �
More complicated classical quantities of the system can be described by Borel

measurable functions f : 
 → R. Measurability is a good requirement as it permits
one to perform physical operations like computing, for instance, the expectation
value (at a given time) when the state is μ:

〈f 〉μ =
∫




f dμ .

Also elementary properties can be described by measurable functions, in fact they
are identified faithfully with Borel measurable functions g : 
 → {0, 1}. The Borel
set Eg associated to g is g−1({1}) and in fact g = χEg .

A generic physical quantity, a measurable function f : 
 → R, is completely
determined by the class of Borel sets (elementary properties) E

(f )
B := f−1(B)

where B ∈ B(R). The meaning of E
(f )
B is

E
(f )
B = “the value of f belongs to B” (4.1)

It is possible to prove [Mor18] that the map B(R) � B �→ E
(f )
B permits one to

reconstruct the function f . The sets E
(f )
B := f−1(B) form a σ -algebra as well and

the class of sets E
(f )
B satisfies the following elementary properties when B ranges

inB(R).

(Fi) E
(f )

R
= 
,

(Fii) E
(f )
B ∩ E

(f )
C = E

(f )
B∩C ,

(Fiii) If N ⊂ N and {Bk}k∈N ⊂ B(R) satisfies Bj ∩ Bk = ∅ for k �= j , then

∪j∈NE
(f )
Bj

= E
(f )
∪j∈N Bj

.

These conditions just say thatB(R) � B �→ E
(f )
B ∈ B(
) is a homomorphism of

σ -algebras. Notice in particular that, keeping (Fi) and (Fiii), requirement (Fii) can
be replaced by E

(f )

R\E = 
 \ E
(f )

E as the reader immediately proves.
We observe that our model of classical elementary properties can be also viewed

as another mathematical structure, when referring to the notion of lattice we go to
introduce.
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4.1.2 The Notion of Lattice

We remind the reader that in a partially ordered set (X,≥) (or poset), if Y ⊂ X, the
symbol supY denotes, if it exists, the smallest element x of X such that x ≥ y for
every y ∈ Y . Similarly, the symbol infY denotes, if it exists, the largest element x

of X such that y ≥ x for every y ∈ Y .

Definition 4.2 A partially ordered set (X,≥) is a lattice when, for any a, b ∈ X,

(a) sup{a, b} exists in X, and is called join a ∨ b;
(b) inf{a, b} exists in X, and is called meet a ∧ b.

(The poset is not required to be totally ordered.) �
Remark 4.3

(a) In the concrete cases where X = B(R) or X = B(
), ≥ is nothing but ⊃ and
thus ∨ means ∪ and ∧ has the meaning of ∩.

(b) In the general case ∨ and ∧ turn out to be associative, so it makes sense to write
a1 ∨ · · · ∨ an and a1 ∧ · · · ∧ an in a lattice. Moreover they are commutative so

a1 ∨ · · · ∨ an = aπ(1) ∨ · · · ∨ aπ(n) and a1 ∧ · · · ∧ an = aπ(1) ∧ · · · ∧ aπ(n)

for every permutation π : {1, . . . , n} → {1, . . . , n}.
The absorption laws are moreover valid: a∨(a∧b) = a and a∧(a∨b) = a.

(c) It is easy to prove that in a lattice a ≥ b iff a ∨ b = a (equivalently
a ∧ b = b). �

Definition 4.4 A lattice (X,≥) is said to be:

(a) distributive if ∨ and ∧ distribute over one another: for any a, b, c ∈ X,

a ∨ (b ∧ c) = (a ∨ b) ∧ (a ∨ c) , a ∧ (b ∨ c) = (a ∧ b) ∨ (a ∧ c) ;

(b) bounded if it admits a minimum 0 and a maximum 1, called bottom and top;
(c) orthocomplemented if bounded and equipped with a mapping X � a �→ ¬a,

where ¬a is the orthocomplement of a, such that:

(i) a ∨ ¬a = 1 for any a ∈ X,
(ii) a ∧ ¬a = 0 for any a ∈ X,
(iii) ¬(¬a) = a for any a ∈ X,
(iv) a ≥ b implies ¬b ≥ ¬a for any a, b ∈ X;

(d) complete (resp. σ -complete), if every (countable) set {aj }j∈J ⊂ X admits
infimum ∨j∈J aj and supremum ∧j∈J aj .

A lattice with properties (a), (b) and (c) is called a Boolean algebra. A Boolean
algebra satisfying (d) with J = N is a Boolean σ -algebra.
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A sublattice is a subset X0 ⊂ X inheriting the lattice structure from X, in the
following precise sense: the infimum and the supremum of any pair of elements of
X must exist and coincide with the corresponding infimum and supremum in X.
Referring to bounded sublattices and orthocomplemented sublattices, the top, the
bottom and the orthocomplement of the substructure must coincide, by definition,
with those in the larger structure. �

It is easy to prove De Morgan’s laws for an orthocomplemented lattice [Red98,
Mor18] just applying the relevant definitions.

Proposition 4.5 If (X,≥, 0, 1,¬) is an orthocomplemented lattice and A ⊂ X is
finite then, with an obvious notation,

¬ ∨a∈A a = ∧a∈A¬a and ¬ ∧a∈A a = ∨a∈A¬a .

If A is infinite, the terms on either side exist or do not exist simultaneously. If they
do, the formula holds.

Definition 4.6 If X, Y are lattices, a map h : X → Y is a lattice homomorphism
when

h(a ∨X b) = h(a) ∨Y h(b) , h(a ∧X b) = h(a) ∧Y h(b) , a, b ∈ X

(with the obvious notations.) If X and Y are bounded, a homomorphism h is further
required to satisfy

h(0X) = 0Y , h(1X) = 1Y .

If X and Y are orthocomplemented, in addition,

h(¬Xa) = ¬Y h(x) .

If X, Y are complete (σ -complete), h it is further required to satisfy (with J = N)

h(∨j∈J aj ) = ∨j∈J h(aj ) , h(∧j∈J aj ) = ∧j∈J h(aj ) if {aj }j∈J ⊂ X .

In all cases (bounded, orthocomplemented, (σ -)complete lattices, Boolean (σ -)
algebras) if h is bijective it is called isomorphism. �

It is clear that, just because it is a concrete σ -algebra, the lattice of the elementary
properties of a classical system is a lattice which is distributive, bounded (here 0 =
∅ and 1 = 
), orthocomplemented (the orthocomplement being the set complement
in 
) and σ -complete. Moreover, as the reader can easily prove, the above map,
B(R) � B �→ E

(f )
B ∈ B(
), is also a homomorphism of Boolean σ -algebras.

Remark 4.7 Given an abstract Boolean σ -algebra X, does there exist a concrete σ -
algebra of sets that is isomorphic to it? The Loomis-Sikorski theorem [Sik48] gives
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an answer. This guarantees that every Boolean σ -algebra is isomorphic to a quotient
Boolean σ -algebra �/N, where � is a concrete σ -algebra of sets on a measurable
space and N ⊂ � is closed under countable unions; moreover,∅ ∈ N and for any
A ∈ � with A ⊂ N ∈ N, then A ∈ N. The equivalence relation is A ∼ B iff
A ∪ B \ (A ∩ B) ∈ N, for any A,B ∈ �. It is easy to see the coset space �/N

inherits the structure of Boolean σ -algebra from� with respect to the (well-defined)
partial order [A] ≥ [B] if A ⊃ B, A,B ∈ �.

In the simpler case of an abstract Boolean algebra, the celebrated Stone’s
representation theorem [Sto36] proves that it is always isomorphic to a concrete
algebra of sets. �

4.2 The Non-Boolean Logic of QM

It is evident that the classical-like picture illustrated in Sect. 4.1 is untenable for
quantum systems. The deep reason is that there are pairs of elementary properties
E,F of quantum systems which are incompatible. Here, an elementary property
is an observable which, if measured by means of a corresponding experimental
apparatus, can only attain two values: 0 if it is false or 1 if it is true. For instance,
E = “the component Sx of the electron is h̄/2” and F = “the component Sy of
the electron is h̄/2”. There is no physical instrument capable to establish if E AND
F is true or false. We conclude that some of elementary observables of quantum
systems cannot be combined the standard logical connectives. The model of Borel
σ -algebra seems not to be appropriate for quantum systems. However one could try
to use some form of lattice structure different form the classical one.

4.2.1 The Lattice of Quantum Elementary Observables

The fundamental ideas of von Neumann were the following two.

(N1) Given a quantum system, there is a complex separable Hilbert space H
such that the elementary observables—the ones which only assume values
in {0, 1}—are represented faithfully by elements of L (H), the orthogonal
projectors inB(H).

(N2) Two elementary observablesP , Q are compatible if and only if they commute
as projectors.

Remark 4.8

(a) As we shall see later, (N1) has to be modified for quantum systems admitting
superselection rules. For the moment we stick to the above version of (N1).

(b) Separability will play a crucial role in several technical constructions. This
technical requirement could actually be omitted, and proved to hold later
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for specific quantum systems (e.g., elementary particles) as a consequence
of specific physical requirements. However we shall assume it from the
beginning. �
Let us analyse the reasons for von Neumann’s postulates. First of all we observe

that L (H) is in fact a lattice if one remembers the relation between orthogonal
projectors and closed subspaces stated in Proposition 3.16 and equipping the set of
closed subspaces with the natural ordering relation given by set-theoretic inclusion
relation.

Referring to Notation 3.18, if P,Q ∈ L (H), we write P ≥ Q if and only
if P(H) ⊃ Q(H). As announced, it turns out that (L (H),≥) is a lattice and, in
particular, it enjoys the following properties.

Proposition 4.9 Let H be a complex (not necessarily separable) Hilbert space.
For every P ∈ L (H), define ¬P := I − P (the orthogonal projector onto
P(H)⊥ according to Proposition 3.16). Then (L (H),≥, 0, I,¬) is a bounded,
orthocomplemented, complete (so also σ -complete) lattice which is not distributive
if dim(H) ≥ 2.

More precisely,

(i) P ∨Q is the orthogonal projector onto P(H)+Q(H).
The analogue holds for a set {Pj }j∈J ⊂ L (H), namely ∨j∈J Pj is the
orthogonal projector onto span{Pj (H)}j∈J .

(ii) P ∧Q is the orthogonal projector on P(H) ∩Q(H).
The analogue holds for a set {Pj }j∈J ⊂ L (H), namely ∧j∈J Pj is the
orthogonal projector onto ∩j∈J Pj (H).

(iii) The bottom and top elements are respectively 0 and I .
(iv) Referring to (i) and (ii), if J = N

∨n∈N Pn = s- lim
k→+∞∨n≤kPn and ∧n∈N Pn = s- lim

k→+∞∧n≤kPn (4.2)

where “s-” indicates that the limits are computed in the strong operator
topology.

Proof The fact that L (H) is a lattice is evident when we interpret it as a poset of
closed subspaces. It is clear that sup{P(H),Q(H)} = P(H)+Q(H) if P,Q ∈
L (H), since sup{P(H),Q(H)} contains both P(H) and Q(H) and every closed
subspace containing these subspaces must also contain P(H)+Q(H) by linearity
and definition of closure. It is clear that inf{P(H),Q(H)} = P(H) ∩ Q(H) if
P,Q ∈ L (H), since the closed subspace P(H) ∩Q(H) is contained in both P(H)

and Q(H) and every closed subspaces that is part of both P(H) and Q(H) must be
contained in these subspaces must be contain in the closed subspace P(H) ∩Q(H).
A trivial extension of the same arguments proves (i) and (ii). It is evident that
L (H) is bounded with said top and bottom. The fact that ¬P := I − P (that is
the orthogonal projector onto P(H)⊥ as established in Proposition 3.16 (b)) is an
orthocomplement can be immediately proved by direct inspection using properties
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of ⊥ presented in Sect. 2.1.2 and in Proposition 3.16. Failure of distributivity for
dim(H) ≥ 2 immediately arises form the analog for H = C

2 we go to prove. Let
{e1, e2} be the standard basis of C2 and define the subspaces H1 := span{e1},
H2 := span{e2}, H3 := span{e1 + e2}. Finally P1, P2, P3 respectively denote
the orthogonal projectors onto these spaces. By direct inspection one sees that
P1 ∧ (P2 ∨ P3) = P1 ∧ I = P1 and (P1 ∧ P2) ∨ (P1 ∧ P3) = 0 ∨ 0 = 0, so
that P1 ∧ (P2 ∨ P3) �= (P1 ∧ P2) ∨ (P1 ∧ P3). To end the proof, let us prove
(4.2). Consider the former limit. P := s- limk→+∞ ∨n≤kPn exists in L (H) in
view of Proposition 3.20 since ∨n≤kPn projects onto larger and larger subspaces
as n increases. We want to prove that the limit P coincides to the projector onto
span{Pj (H)}j∈J denoted by∨n∈NPn in (i). It is clear that∨n≤kPn ≤ P by definition
of P as it holds that

〈x| ∨n≤k Pnx〉 ≤ sup
k∈N

〈x| ∨n≤k Pnx〉 = lim
k→+∞〈x| ∨n≤k Pnx〉 = 〈x|Px〉 ,

so P(H) contains all subspaces ∨n≤kPn and also each single Pn(H). So P(H)

contains their finite span, by linearity, and also the closure of the span, because
P(H) is closed. Hence P(H) ⊃ span{Pn(H)}n∈N. On the other hand, if x ∈ P(H),
then x = limk→+∞ ∨n≤kPnx ∈ span{Pn(H)}n∈N, hence P(H) ⊂ span{Pn(H)}n∈N.
We conclude that P(H) = span{Pn(H)}n∈N. For (i), this is the same as saying
P = ∨n∈NPn. The proof of the second formula in (4.2) is identical barring trivial
changes. ��

4.2.2 Part of Classical Mechanics is Hidden in QM

To go on, the crucial observation is that (L (H),≥, 0, I,¬) contains lots of Boolean
σ -algebras, and precisely the maximal sets of pairwise compatible projectors.
These σ -algebras in the quantum context could be interpreted as made of classical
observables at least concerning mutual relations.

Proposition 4.10 Let H be a complex separable Hilbert space and consider the
lattice of orthogonal projectors (L (H),≥, 0, I,¬).

Assume that L0 ⊂ L (H) is a maximal subset of pairwise commuting elements
(i.e. if Q ∈ L (H) commutes with every P ∈ L0 then Q ∈ L0). Then L0 contains
0, I , it is ¬-closed. Furthermore, when equipped with the restriction of the lattice
structure of (L (H),≥, 0, I,¬), it becomes a Boolean σ -algebra (in particular the
supremum and the infimum of sequences of elements computed inL0 coincide with
the corresponding inf and sup in the wholeL (H)). Finally, if P,Q ∈ L0,

(i) P ∨Q = P +Q− PQ ,
(ii) P ∧Q = PQ.
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Proof L0 contains both 0 and I because L0 is maximally commutative and is ¬
closed: ¬P = I − P commutes with every element ofL0 if P ∈ L0, so ¬P ∈ L0
due to the maximality condition. Taking advantage of the associativity of ∨ and
∧, and using (iv) in Proposition 4.9, the sup and inf of a sequence of projectors
{Pn}n∈N ⊂ L0 commute with the elements ofL0 since every element ∨n≤kPn and
∧n≤kPn does by direct application of (i) and (ii). Maximality implies that these limit
projectors belong to L0. Finally (i) and (ii) prove by direct inspection that ∨ and ∧
are mutually distributive. Let us prove (ii) and (i) to conclude. If PQ = QP , PQ

is an orthogonal projector and PQ(H) = QP(H) ⊂ P(H) ∩ Q(H). On the other
hand, if x ∈ P(H) ∩Q(H) then Px = x and x = Qx so that PQx = x and thus

P(H)∩Q(H) ⊂ PQ(H) and (ii) holds. To prove (i) observe that P(H)+Q(H)
⊥ =

(P (H) +Q(H))⊥. By linearity, (P (H) + Q(H))⊥ = P(H)⊥ ∩ Q(H)⊥. Therefore
P(H)+Q(H) = (P (H)+Q(H)

⊥
)⊥ = (P (H)⊥ ∩ Q(H)⊥)⊥. Using (ii), and the

fact that I − R is the orthogonal projector onto R(H)⊥, this can be rephrased as
P ∨Q = I − (I − P)(I −Q) = I − (I − P −Q+ PQ) = P +Q− PQ. ��
Remark 4.11

(a) Every set of pairwise commuting orthogonal projectors can be completed to
a maximal set as an elementary application of Zorn’s lemma. However, since
the commutativity property is not transitive, there are many possible maximal
subsets of pairwise commuting elements inL (H) with non-empty intersection.

(b) As a consequence of the proposition, the symbols ∨, ∧ and ¬ have the same
properties in L0 as the connectives of classical logic OR, AND and NOT .
Moreover P ≥ Q can be interpreted as “Q IMPLIES P ”. �
There have been and still are many attempts to interpret ∨ and ∧ as connectives

of a new non-distributive logic when dealing with the whole L (H): a quantum
logic. The first noticeable proposal was due to Birkhoff and von Neumann [BivN36].
Nowadays there are lots of quantum logics [BeCa81, Red98, EGL09], all regarded
with suspicion by physicists. Indeed, the most difficult issue is the physical
operational interpretation of these connectives is to take in account the fact that they
put together incompatible propositions, which cannot be measured simultaneously.
An interesting interpretative attempt, due to Jauch, relies up an identity discovered
by von Neumann. For the proof we will use the machinery of spectral theory and
produce an original proof. More elementary proofs appear in [Red98] and [Mor18],
based on technical propositions we did not discuss in these lectures.

Proposition 4.12 In a Hilbert space H, for every P,Q ∈ L (H) and x ∈ H,

(P ∧Q)x = lim
n→+∞(PQ)nx (4.3)



140 4 Fundamental Quantum Structures on Hilbert Spaces

Proof Fix x ∈ H and (uniquely) decompose it as

x = x0 + y , where x0 ∈ (P ∧Q)(H) = P (H) ∩Q(H) and y ∈ (P (H) ∩Q(H))⊥.

(4.4)

Consider the sequence of operators A1 := P, An := QP, A3 := PQP, A4 :=
QPQP, · · · We want to prove that

Any → 0 . (4.5)

This would conclude the proof because Anx0 = x0 since x0 ∈ P(H) and x0 ∈
Q(H), so that Px0 = Qx0 = x0 and Anx → x0 + 0 = x0; finally, the sequence
{(PQ)nx}n∈N is a subsequence of {Anx}n∈N and thus it converges to the same limit
x0, proving (4.3).

To prove (4.5), observe that the sequence of operators applied to y, {Any}n∈N,
satisfies

||An+1y|| ≤ ||Any|| ,

since eitherAn+1 = PAn orAn+1 = QAn and ||P ||, ||Q|| ≤ 1. The non-increasing
sequence {||Any||}n∈N must therefore admit a limit in view of elementary results of
calculus. If we found a subsequence of {Any}n∈N converging to 0 we would prove
that also ||Any|| → 0 as n →+∞ which, in turn, would entail (4.5). The following
lemma concludes the proof.

Lemma 4.13 The subsequence {A2n+1y}n∈N tends to 0 as n →+∞.

Proof Consider the subsequence of operators {A2n+1}n∈N. Remembering that
PP = P , we have

A3 = PQP =: B, A5 = PQPQP = (PQP)2 = B2, A7 = PQPQPQP = (PQP)3 = B3 , · · ·

· · · , A2n+1 = Bn, · · ·

Notice that

(1) B∗ = (PQP)∗ = P ∗Q∗P ∗ = PQP = B ∈ B(H),
(2) ||B|| ≤ ||P ||||Q||||P || ≤ 1,
(3) σ(B) ⊂ [−||B||, ||B||] (Proposition 3.47),
(4) σ(B) ∈ [0,+∞) (Proposition 3.46) as 〈z|Bz〉 = 〈Pz|QPz〉 = 〈Pz|QQPz〉 =

||QPz||2 ≥ 0.

Collecting these results, we have from the spectral theory

Bnz =
∫

[0,1]
λndP (B)(λ)z if z ∈ H .
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Since λn → χ{1}(λ) pointwise for λ ∈ [0, 1] if n → +∞, exploiting Proposi-
tion 3.29 (b), we conclude that

Bnz → Ez := P
(B)
{1} z as n →+∞ and z ∈ H. (4.6)

With the same argument we can also prove that

Cnz → Fz := P
(C)
{1} z as n → +∞ and z ∈ H, (4.7)

where we have defined the other sequence of operators (which is not a subsequence
of {An}n∈N)

C := QPQ, C2 = (QPQ)2 = QPQPQ, B3 = (QPQ)3 = QPQPQPQ, · · · .

We now prove that the formula of orthogonal projectors holds E = F . To this end,
notice that

(PQP)n(QPQ)m(PQP)lz = (PQP)n+m+l+1z ,

which implies EFE = E. (To prove it, take first the limit as m → +∞ using the
continuity of (PQP)n , next the limit as l →+∞ using the continuity of (PQP)nF

and eventually the limit as n → +∞.) Swapping the role of P and Q we also have
FEF = F . From EFE = E we obtain

0 = 〈z|(E−EFE−EFE+EFE)z〉 = 〈z|(E2−EFE−EFE+EFE)z〉 = 〈z|(E−EF)(E−FE)z〉

= 〈z|(E − FE)∗(E − FE)z〉 = ||(E − FE)z||2 for z ∈ H.

Hence E = FE. Starting from FEF = F , with the same argument, we find F =
EF . Putting together the found results, we find F = E as wanted, since F = F ∗ =
(EF)∗ = FE = E.

To go on, observe that, by construction of E and F , PE = E and QF = F , so
that

E(H) = F(H) ⊂ P(H) ∩Q(H) .

If we apply the result to the sequence Bny in (4.6) with y in (4.4), we obtain

A2n+1y = Bny → Ey ∈ P(H) ∩Q(H) . (4.8)

However we also have that

A2n+1y = Bny → Ey ∈ (P (H) ∩Q(H))⊥ (4.9)



142 4 Fundamental Quantum Structures on Hilbert Spaces

because (P (H) ∩ Q(H))⊥ is closed and every A2n+1y belongs to (P (H) ∩
Q(H))⊥ since, if s ∈ P(H) ∩ Q(H) then 〈s|A2n+1y〉 = 〈s|(QP · · ·QP)y〉 =
〈(PQ · · ·PQ)s|y〉 = 〈s|y〉 = 0 because y ∈ (P (H) ∩Q(H))⊥ by (4.4).

The only possibility permitted by (4.8) and (4.9) is A2n+1y → 0. ��
As said above, the lemma ends the proof. ��
Remark 4.14

(a) The proof actually proves the stronger fact:

Px, QPx, PQPx, QPQPx, PQPQPQPx, · · · → (P ∧Q)x ∀x ∈ H .

We also have

Qx, PQx, QPQx, PQPQx, QPQPQPQx, · · · → (P ∧Q)x ∀x ∈ H ,

since P ∧Q = Q ∧ P

(b) Notice that the result holds in particular if P and Q do not commute, so they are
incompatible elementary observables. The right-hand side of the formula above
can be interpreted as the consecutive and alternated measurement of an infinite
sequence of elementary observables P and Q. As

||(P ∧Q)x||2 = lim
n→+∞ ||(PQ)nx||2 for every P,Q ∈ L (H) and x ∈ H,

the probability that P ∧ Q is true for a state represented by the unit vector
x ∈ H is the probability that the infinite sequence of consecutive alternated
measurements of P and Q produce is true at each step. �

Exercise 4.15 Prove that, if P,Q ∈ L (H), then P +Q ∈ L (H) if and only if P

and Q project onto orthogonal subspaces.

Solution If P and Q project onto orthogonal subspaces then PQ = QP = 0
(Proposition 3.17), so that L (H) � P ∨ Q = P + Q − PQ = P + Q due to
Proposition 4.10. Suppose conversely that P +Q ∈ L (H). Therefore (P +Q)2 =
P+Q. In other words,P 2+Q2+PQ+QP = P+Q, namelyP+Q+PQ+QP =
P + Q so that we end up with PQ = −QP . Applying P on the right, we obtain
PQP = −QP and applying P on the left we produce PQP = −PQP . Hence
PQP = 0. From PQP = −QP , we also have QP = 0 and also PQ = 0 if
taking the adjoint. Proposition 3.17 implies that P and Q project onto orthogonal
subspaces. �
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4.2.3 A Reason Why Observables Are Selfadjoint Operators

We are in a position to clarify why, in this context, observables are PVMs onB(R)

and therefore they are also selfadjoint operators in view of the spectral integration
and disintegration procedure, since PV Ms onB(R) are one-to-onewith selfadjoint
operators. Exactly as in CM, an observable A can be viewed as collection of
elementary YES-NO observables {PE}E∈B(R) labeled on the Borel sets E of R.
Exactly as for classical quantities, (4.1) we can say that the meaning of PE is

PE = “the value of the observable belongs to E” . (4.10)

Assuming, as is obvious, that all those elementary observables are pairwise com-
patible, we can complete {PE}E∈B(R) to a maximal set of compatible elementary
observablesL0 and we can work in there forgetting Quantum Theory. We therefore
expect that they also satisfy the same properties (Fi)-(Fiii) of the classical quantities.
Notice that (Fi)-(Fiii) immediately translate into

(i)’ PR = I ,
(ii)’ PE ∧ PF = PE∩F ,
(iii)’ If N ⊂ N and {Ek}k∈N ⊂ B(R) satisfies Ej ∩ Ek = ∅ for k �= j , then

∨j∈NPEj = P∪j∈N Ej .

Next, taking Proposition 4.10 into account (in particular Propositions 4.9 (iv)
and 4.10 (iv), for (iii) below), these properties become

(i) PR = I ,
(ii) PEPF = PE∩F ,
(iii) If N ⊂ N and {Ek}k∈N ⊂B(R) satisfies Ej ∩ Ek = ∅ for k �= j , then

∑

j∈N

PEj x = P∪j∈N Ej x for every x ∈ H.

(The presence of x is due to the fact that the convergence of the series if N is
infinite is in the strong operator topology as declared in the last statement of
Proposition 4.9.)

In other words we have just found Definition 3.21, specialized to a PVM on R:
observables in QM (viewed as collections of elementary propositions labelled over
the Borel sets of R) are PVMs on R. We also know that PVMs on R are associated
in a 1-1 way to selfadjoint operators, in view of the results presented in the previous
chapter. Indeed, integrating the function ı : R � r �→ r ∈ R with respect to P we
have the normal operator

AP =
∫

R

r dP (r)
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according to Theorem 3.24. This operator is selfadjoint because the integrand
function is real-valued (Theorem 3.24 (c)). Finally, Theorem 3.40 proves that P

is the unique PVM associated to the operator AP and the support of P is σ(AP ).
The operator AP encapsulates all information of the PVM {PE}E∈B(R), i.e. of the
associated observableA as a collection of elementary propositions labelled over the
Borel sets of R.

We conclude that, adopting von Neumann’s framework, in QM observables are
naturally described by selfadjoint operators, whose spectra coincide with the set of
values attained by the observables.

4.3 Recovering the Hilbert Space Structure:
The “Coordinatization” Problem

A reasonable question to ask is whether there are better reasons for choosing to
describe quantum systems via a lattice of orthogonal projectors, other than the kill-
off argument “it works”. To tackle the problem we start by listing special properties
of the lattice of orthogonal projectors, whose proofs are elementary. The notion of
orthomodularity shows up below. It is a weaker version of distributivity of the
∨ with respect to ∧, that we know to be untenable on L (H). A second notion is
that of atom. (See [Red98] for a concise discussion on these properties and a list of
alternative and equivalent reformulations of orthomodularity condition.)

Definition 4.16 If (L ,≥, 0, 1) is a bounded lattice, a ∈ L \ { 0} is called atom if
p ≤ a implies p = 0 or p = a. �

The following theorem collects all relevant properties of the special latticeL (H),
simultaneously defining them. These definitions may actually apply to a generic
orthocomplemented lattice.

Theorem 4.17 In the bounded, orthocomplemented, σ -complete lattice L (H)

of Propositions 4.9 and 4.10, the orthogonal projectors onto one-dimensional
spaces are the only atoms of L (H). Moreover L (H) satisfies these additional
properties:

(i) separability (for H separable): if {Pa}a∈A ⊂ L (H) \ {0} satisfies Pi ≤ ¬Pj ,
i �= j , then A is at most countable;

(ii1) atomicity: for any P ∈ L (H) \ {0} there exists an atom A with A ≤ P ;
(ii2) atomisticity: for every P ∈ L (H)\ {0}, then P = ∨{A ≤ P |A is an atom of

L (H)};
(iii) orthomodularity: P ≤ Q implies Q = P ∨ ((¬P) ∧Q);
(iv) covering property: if A,P ∈ L (H), with A an atom, satisfy A ∧ P = 0,

then

(1) P ≤ A ∨ P with P �= A ∨ P , and
(2) P ≤ Q ≤ A ∨ P implies Q = P or Q = A ∨ P ;

(v) irreducibility: only 0 and I commute with every element ofL (H).
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Proof Everything has an immediate elementary proof. The only pair of properties
which are not completely trivial are orthomodularity and irreducibility. The former
immediately arises form the observation that P ≤ Q is equivalent to PQ = QP =
Q (Proposition 3.17) so that, in particular P and Q commute. Embedding them in
a maximal set of pairwise commuting projectors, we can use Proposition 4.10:

P ∨ ((¬P ) ∧Q) = P ∨ ((I − P )Q) = P ∨ (Q− P ) = P + (Q− P )− P (Q− P )

= P +Q− P − P + P = Q .

Irreducibility can easily be proved observing that if P ∈ L (H) commutes with
all projectors onto one-dimensional subspaces, Px = λxx for every x ∈ H. Thus
P(x+ y) = λx+y(x+ y) but also Px+Py = λxx+λyy and thus (λx −λx+y)x =
(λx+y − λy)y, which entails λx = λy if x ⊥ y. If N ⊂ H is a Hilbert basis,
Pz = ∑

x∈N 〈x|z〉λx = λz for some fixed λ ∈ C. Since P = P ∗ = PP , we
conclude that either λ = 0 or λ = 1, i.e. either P = 0 or P = I , as wanted. ��

Actually, each of the listed properties admits a physical operational interpretation
(e.g. see [BeCa81]). So, based on the experimental evidence of quantum systems, we
could try to prove, in the absence of any Hilbert space, that elementary propositions
with experimental outcome in {0, 1} form a poset. More precisely, we could attempt
to find a bounded, orthocomplemented σ -complete lattice that verifies conditions
(i)–(v) above, and then try to prove this lattice is described by the orthogonal
projectors of a Hilbert space. This is known as the coordinatization problem
[BeCa81], which can be traced back to von Neumann’s first works on the subject.

The partial order relation of elementary propositions can be defined in various
ways. But it will always correspond to the logical implication, in some way or
another. Starting from [Mac63] a number of approaches (either of essentially
physical nature, or of formal character) have been developed to this end: in
particular, those making use of the notion of (quantum) state, which we will see
in a short while for the concrete case of propositions represented by orthogonal
projectors. The object of the theory is now [Mac63] the pair (O,S ), where O is the
class of observables and S the one of states. The elementary propositions form a
subclass L of O equipped with a natural poset structure (L ,≥) (also satisfying a
weaker version of some of the conditions (i)–(v)). A state s ∈ S , in particular,
defines the probability ms(P ) that P is true for every P ∈ L [Mac63]. As a
matter of fact, if P,Q ∈ L , P ≥ Q means by definition that the probability
ms(P ) ≥ ms(Q) for every state s ∈ S . More difficult is to justify that the poset
thus obtained is a lattice, i.e. that it admits a greatest lower bound P ∨Q and a least
upper bound P ∧ Q for every P,Q. There are several proposals, very different in
nature, to introduce this lattice structure (see [BeCa81] and [EGL09] for a general
treatise) and make the physical meaning explicit in terms of measurement outcome.
See Aerts in [EGL09] for an abstract but operational viewpoint and [BeCa81, §21.1]
for a summary on several possible ways to introduce the lattice structure on the
partially ordered sets.
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If we accept the lattice structure on elementary propositions of a quantum
system, then we may define the operation of orthocomplementation by the familiar
logical/physical negation. An apparent problem is the abstract definition of the
notion of compatible propositions, since this notion makes explicit use of the
structure of L (H) as set of operators. Actually also this notion is general and can
be defined for generic orthocomplemented lattices.

Definition 4.18 Let (L ,≥, 0, 1,¬) be an orthocomplemented lattice and consider
two elements a, b ∈ L .

(a) They are said to be orthogonal written a ⊥ b, if ¬a ≥ b (or equivalently
¬b ≥ a).

(b) They are said to be commuting, if a = c1 ∨ c3 and b = c2 ∨ c3 with ci ⊥ cj if
i �= j .

�
Remark 4.19

(a) These notions of orthogonality and compatibility make sense because, a
posteriori, they turn out to be the usual ones when propositions are interpreted
via projectors.

Proposition 4.20 If H Let H a Hilbert space and think of L (H) as an orthocom-
plemented lattice. Two elements P,Q ∈ L (H)

(i) are orthogonal in the sense of Definition 4.18 if and only if they project onto
mutually orthogonal subspaces, which it is equivalent to saying PQ = QP =
0;

(ii) commute in accordance with Definition 4.18 if and only if PQ = QP .

Proof

(i) ¬P ≥ Q is equivalent to Q(H) ⊂ P(H)⊥; in turn, this is the same as PQ =
QP = 0 for Proposition 3.17.

(ii) Assume that P = P1 ∨ P3 and Q = P1 ∨ P2 where PiPj = 0 if i �= j

so that, in particular, Pi and Pj commute. Therefore, embedding the Pj in a
maximal set of commuting projectorsL0, in view of Proposition 4.10 we have
P = P1 + P2 − P1P2 = P1 + P2 and Q = P1 + P3 − P1P3 = P1 + P3
and also PQ = QP since Pi and Pj commute. If conversely, PQ = QP , the
required decomposition comes from choosing P3 := PQ, P1 := P(I − Q),
P2 := Q(I − P). ��

(b) It is not difficult to prove [BeCa81, Mor18] that, in an orthocomplemented lat-
tice L , p, q commute if and only if the intersection of all orthocomplemented
sublattices containing both p and q (an orthocomplemented sublattice in its own
right) is Boolean. �

Now, fully fledged with an orthocomplemented lattice and the notion of com-
patible propositions, we can attach a physical meaning (an interpretation backed
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by experimental evidence) to the requests that the lattice be orthocomplemented,
complete, atomistic, irreducible and that it have the covering property [BeCa81].
Under these hypotheses and assuming there exist at least four pairwise-orthogonal
atoms, Piron ([Pir64, JaPi69],[BeCa81, §21], Aerts in [EGL09]) used projective
geometry techniques to show that the lattice of quantum propositions can be
canonically identified with the closed (in a generalized sense) subsets of a Hilbert
space of sorts. In the latter:

(a) the field is replaced by a division ring (typically not commutative) equipped
with an involution, and

(b) there exists a certain non-singular Hermitian form associated with the involu-
tion.

It has been conjectured by many people (see [BeCa81]) that if the lattice is also
orthomodular and separable, the division ring can only be picked among R,C or H
(quaternion algebra).

More recently Solèr [Sol95] first and then Holland [Hol95] and Aerts–van
Steirteghem [AeSt00] have found sufficient hypotheses, in terms of the existence of
infinite orthogonal systems, for this to happen. These results are usually quoted as
Solèr’s theorem. Under these hypotheses, if the ring is R or C, we obtain precisely
the lattice of orthogonal projectors of the separable Hilbert space. In the case of H,
one gets a similar generalized structure (see, e.g., [GMP13, GMP17]).

In all these arguments irreducibility is not really crucial: if property (v) fails, the
lattice can be split into irreducible sublattices [Jau78, BeCa81]. Physically speaking
this situation is natural in the presence of superselection rules, of which more later.

An evident issue arises here: why do physicists do not know quantum systems
described on real or quaternionic Hilbert spaces?

This is a longstanding problem which was recently solved, at least for the
physical description of elementary relativistic systems [MoOp17, MoOp19]. It
seems that the complex structure is just a sort of accident imposed by relativistic
symmetry.

Remark 4.21 It is worth stressing that the covering property in Theorem 4.17 is
crucial. Indeed there are other lattice structures relevant in physics verifying all the
remaining properties in the aforementioned theorem. Remarkably the family of so-
called causally closed sets in a general spacetime satisfies all said properties but
the covering law (see, e.g. [Cas02]). This obstruction prevents one from endowing
a spacetime with a natural (generalized) Hilbert structure, while it suggests ideas
towards a formulation of quantum gravity. �
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4.4 Quantum States as Probability Measures and Gleason’s
Theorem

As commented in Remark 3.66, the probabilistic interpretation of quantum states is
not well defined because there is no true probability measure in view of the fact that
there are incompatible observables. The idea is to redefine the notion of probability
in the bounded, orthocomplemented, σ -complete lattice like L (H) instead of on a
σ -algebra. The study of these generalized measures is the final goal of this section.

4.4.1 Probability Measures on L (H)

Exactly as in CM, where the generic states are probability measures on Boolean
lattice B(
) of the elementary properties of the system (Sect. 4.1), we can think of
states of a quantum system as σ -additive probability measures on the non-Boolean
lattice of the elementary observablesL (H). A state is therefore a map ρ : L (H) �
P �→ ρ(P ) ∈ [0, 1] that satisfies ρ(I) = 1 and a σ -additive requirement

ρ (∨n∈NPn) =
∑

n∈N
ρ(Pn) ,

where the sequence {Pn}n∈N ⊂ L (H) is made of mutually exclusive elementary
propositions, i.e., simultaneously compatible (PiPj = PjPi ) and independent (Pi ∧
Pj = 0 if i �= j ). In other words, since Pi ∧ Pj = PiPj when the projectors
commute, the said condition can be equivalently stated by requiring that PiPj =
PjPi = 0 for i �= j , also written Pi ⊥ Pj if i �= j . Making use of associativity of
∨ and Proposition 4.10 (i), we have

∨n≤kPn =
k∑

n=0
Pn .

Next, exploiting Proposition 4.9 (iv), we can write the projector∨n∈NPn into a more
effective way:

∨n∈NPn = s- lim
k→+∞∨n≤kPn = s- lim

k→+∞

k∑

n=0
Pn = s-

∑

n∈N
Pn .

(As usual “s-” denotes the limit in the strong operator topology.) The σ -additivity
requirement can be rephrased as

ρ

(
s-

∑

n∈N
Pn

)
=

∑

n∈N
ρ(Pn) (4.11)
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where the sequence {Pn}n∈N ⊂ L (H) satisfies PnPm = 0 for n �= m. Notice that
simple additivity is subsumed just assuming that Pn = 0 for all n excluding a finite
subset of N.

Remark 4.22

(a) The class {Pn}n∈N can always be embedded in a maximal set of commuting
elementary observables L0 that has the structure of a Boolean σ -algebra. A
quantum state ρ restricted toL0 is a standard Kolmogorov probability measure.
Its quantum nature relies on the peculiarity that it acts also on projectors
which are not contained in a common Boolean σ -algebra, namely incompatible
elementary observables.

(b) This is the most general notion of quantum state. The issue remains open about
the existence of sharp states associating either 0 or 1 and not intermediate
values to every elementary proposition, as the non-probabilistic states in phase
space do. If they exist, they must be a special case of these probability measures.
We shall see that actually sharp states do not exist in quantum theories, in
the Hilbert space formulation, differently from classical theories. In this sense
quantum theory is intrinsically probabilistic. �
We address now two fundamental questions.

(1) Do quantum states as above exist?
The answer is positive: if ψ ∈ H and ||ψ|| = 1, the map ρψ : L (H) � P �→

〈ψ|Pψ〉 ∈ [0, 1] satisfies the requirement as the reader immediately proves:
ρψ(I) = 〈ψ|ψ〉 = 1 and (4.11) is valid simply because the inner product is
continuous. It is worth stressing that, as expected form elementary formulations,
ρψ depends on ψ up to a phase. In fact, ρaψ = ρψ if a ∈ C with |a| = 1.

(2) Are unit vectors, up to phase, the unique quantum states?
The answer is negative and quite articulate. The rest of this section is mainly

devoted to answer this question properly. To do it, we need to focus on a
particular class of operators called trace-class operators because they play a
central role in a celebrated characterization due to Gleason of the aforemen-
tioned measures. To define trace-class operators we need two ingredients, the
polar decomposition theorem and the class of compact operators.

4.4.2 Polar Decomposition

Complex numbers z �= 0 can be decomposed in a product z = u|z| of a positive
number, the absolute value |z|, and the phase u, with |u| = 1. Bounded (actually
closed) operators A �= 0 can be analogously decomposed as composition A =
U |A| of their absolute value |A|, which is positive, and a “partial isometry” U with
||U || = 1. To explain how this decomposition works we needs a preliminary result.
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Proposition 4.23 Let H be a Hilbert space and A : H → H a positive operator:
〈x|Ax〉 ≥ 0 for every x ∈ H. There exists a unique positive operator B : H → H
such that A = B2. This operator is bounded and commutes with every operator in
B(H) commuting with A.

It is called the square root of A and is denoted by
√

A.

Proof We remind the reader that a positive operator T : H → H is necessarily in
B(H) and selfadjoint in view of (3) Exercise 2.43. As A ∈ B(H) is selfadjoint,
A = ∫

σ(A) λdP (A)(λ) by Theorem 3.40. Moreover σ(A) ∈ [0,+∞) as proved in

Proposition 3.46. So B := ∫
σ(A)

√
λdP (A)(λ) is selfadjoint positive (using the same

proof as for Proposition 3.46) and

BB =
∫

σ(A)

√
λdP (A)(λ)

∫

σ(A)

√
λdP (A)(λ) =

∫

σ(A)

λdP (A)(λ) = A ,

by Proposition 3.29 (d) as all operators are in B(H). If B ′ ∈ B(H) is positive
and B ′B ′ = A we have

∫
[0+∞)

r2dP (B ′)(r) = A = ∫
[0,+∞)

r2dP (B)(r), that is
∫
[0+∞)

sdQ′(s) = A = ∫
[0,+∞)

sdQ(s) where we have defined QE := P
(B ′)
φ−1(E)

and QE := P
(B)

φ−1(E)
and the homeomorphism φ : [0,+∞) � r �→ r2 ∈ [0,+∞)

according to Proposition 3.33 (f). The uniqueness of the spectral measure of a
selfadjoint operator (extending Q and Q′ onB(R) in the simplest way, i.e. Q1E :=
QE∩[0,+∞)) implies that Q = Q′ = P (A) so that P (B)

E = Qφ(E) = Q′
φ(E) = P

(B ′)
E .

Hence B = B ′.
To conclude, observe that if D∗ = D ∈ B(H) commutes with A, then D

commuteswithAn and hence with eitA for every t ∈ R as a consequence of Exercise
3.64. Proposition 3.69 entails that D commutes with the spectral measure of A

and thus with every operator s(A) = ∫
σ(A) sdP (A), where s is a simple function.

Approximating essentially bounded functions f with simple functions according
to Proposition 3.29 (c), we extend the result to operators f (A). In particular D

commutes with
√

A (which is bounded on σ(A) since compact). If D ∈ B(H) is not
selfadjoint, the previous argument holds true for the selfadjoint operators 1

2 (D+D∗)
and 1

2i (D −D∗). Hence, it holds for their sum D. ��
Definition 4.24 If A ∈ B(H) for a Hilbert space H, the absolute value of A is the
operator |A| := √

A∗A. �
We are ready for the polar decomposition theorem. An extensive discussion, also

applied to closed unbounded operators, appears in [Mor18].

Theorem 4.25 (Polar Decomposition) LetA ∈ B(H) for a Hilbert spaceH. There
is a unique pair P ∈ B(H), U ∈ B(H) such that

(a) A = UP (called polar decomposition of A),
(b) P is positive,
(c) U vanishes on Ker(A) and is isometric on Ran(P ).

Moreover, P = |A| and Ker(U) = Ker(A) = Ker(P ).
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Proof Let us start by observing that A and |A| have the same kernel, since we have
|||A|x||2 = 〈|A|x||A|x〉 = 〈x||A|2x〉 = 〈x|A∗Ax〉 = 〈Ax|Ax〉 = ||Ax||2 Hence,
on Ker(A)⊥ = Ker(|A|)⊥ = Ran(|A|∗) = Ran(|A|) they are injective. So define
U : Ran(|A|) → H by means of Uy := A|A|−1y if y ∈ Ran(|A|). With this
definition, we have A = U |A| no matter how we extend U outside Ran(|A|).
Now notice that ||Ax||2 = ||U |A|x||2 = |||A|x||2 as established above. This
formula proves that U is isometric on Ran(|A|) and, with the standard argument
based on polarization formula, we also have that 〈Uu|Uv〉 = 〈u|v〉 provided
u, v ∈ Ran(|A|). The operator U is in particular continuous and can be extended
on Ran(|A|) by continuity, remaining isometric there. Since H = Ker(A) ⊕
Ker(A)⊥ = Ker(A)⊕Ker(|A|)⊥ = Ker(A)⊕Ran(|A|∗) = Ker(A)⊕Ran(|A|),
if we define U = 0 on Ker(A), we have constructed an operator U ∈ B(H)

such that, together with P := |A|, all requirements (a),(b) and (c) are valid and
also Ker(U) = Ker(A) = Ker(P ). In particular Ker(U) cannot contain non-
vanishing vectors orthogonal to Ker(A), i.e. in Ran(|A|), since U is isometric
thereon. Suppose conversely that there exist U ′, P ′ ∈ B(H) satisfying (a),(b) and
(c). From A = U ′P ′, we have A∗ = P ′∗U ′∗ = P ′ and thus A∗A = P ′U ′∗U ′P ′ =
P ′P ′ = P ′2 (where we have used the fact that, since U ′ is isometric on Ran(P ′),
for every x, y ∈ H, we have 〈x|P ′P ′y〉 = 〈P ′x|P ′y〉 = 〈U ′P ′x|U ′P ′y〉 =
〈x|P ′U ′∗U ′P ′y〉, so that P ′P ′ = P ′U ′∗U ′P ′). Since P ′ is positive, we have
P ′ = √

A∗A = |A| by uniqueness of the square root. As A is injective on Ran(|A|),
the formulaA = U ′|A| implies Uy := A|A|−1y = Uy if y ∈ Ran(|A|). As before,
since U ′ is bounded, U ′ = U on Ran(|A|) by continuity. Finally U = U ′ also
on Ran(|A|)⊥ = Ker(|A|) since both vanish by hypothesis there. Summing up,
U = U ′. ��
Remark 4.26 Observe that if A �= 0, U cannot vanish. Since ||Ux|| ≤ ||x|| by
construction and ||Ux|| = ||x|| on a non-trivial subspace (Ran(P ) �= {0} if A �= 0),
we conclude that ||U || = 1. �

Another related technically useful notion is that of partial isometry.

Definition 4.27 If H is an Hilbert space, an operator U ∈ B(H) that restricts to an
isometry on K1 := Ker(U)⊥ is called a partial isometry with initial space K1
and final space K2 := Ran(U). �

Evidently the U in the polar decomposition A = UP is a partial isometry with
initial space Ker(A)⊥.

Exercise 4.28 Prove that if U ∈ B(H) is a partial isometry with initial space K1
and final space K2, then K2 is closed.

Solution First of all, if y ∈ Ran(U) = K2, there is a sequence of vectors
xn ∈ H with Uxn → y. Decomposing xn = x ′n + x ′′n with respect to the standard
decomposition Ker(U)⊥ ⊕ Ker(U), we can omit the part x ′′n ∈ Ker(U) since
Ux ′′n = 0, and we are allowed to assume Ux ′n → y. Since U acts isometrically
on x ′n, and the sequence of Ux ′ns is Cauchy, the sequence of the x ′ns must be
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Cauchy as well. By continuity of U , y = U(limn→+∞ x ′n) ∈ Ran(U). Therefore
Ran(U) = Ran(U), namely K2 is closed. �

Exercise 4.29 Prove that U ∈ B(H) is a partial isometry with initial space K1 if
and only if U∗U is the orthogonal projector onto K1.

Solution If U is a partial isometry with initial space K1 = Ker(U)⊥, then
〈Ux|Uy〉 = 〈x|y〉 for x, y ∈ K1. However, since H = K1 ⊕ Ker(U), we can
extend by linearity this formula to 〈Ux|Uy〉 = 〈x|y〉 for x ∈ K1 and y ∈ H.
This is equivalent to 〈U∗Ux|y〉 = 〈x|y〉 for x ∈ K1 and y ∈ H, namely
U∗Ux = x if x ∈ K1. On the other hand, U∗Ux = 0 if x ∈ Ker(U) = K⊥

1 .
In other words, U∗U : K1 ⊕ K⊥

1 � x + y �→ x + 0 ∈ K1 ⊕ K⊥
1 , so that

it coincides with the orthogonal projector onto K1. If, conversely U ∈ B(H) is
such that U∗U is the orthogonal projector onto the closed subspace K1, we have
that 〈Ux|Uy〉 = 〈U∗Ux|y〉 = 〈x|y〉 for x, y ∈ K1, so that U is an isometry on
it. Furthermore Ux = 0 is equivalent to ||Ux||2 = 0, that is 〈x|U∗Ux〉 = 0.
Since U∗U is idempotent and selfadjoint, this is equivalent to 〈U∗Ux|U∗Ux〉 = 0,
namely ||U∗Ux|| = 0. We have proved that Ker(U) = U∗U(H)⊥ = K⊥

1 . In other
words, K1 = Ker(U)⊥. In summary, U is a partial isometry with initial space
K1. �

Exercise 4.30 Prove that if U ∈ B(H) is a partial isometry with initial space K1
and final space K2, then U∗ is a partial isometry with initial space K2 and final
space K1. Consequently, UU∗ is the orthogonal projector onto K2.

Solution From the previous exercise, U∗(Ux) = x if x ∈ K1, so Ux ∈ K2.
Since ||Ux|| = ||x||, we have obtained that U∗ is isometric on K2 = Ran(U) =
Ker(U∗)⊥. We furthermore have Ker(U∗) = Ran(U) = K1. The last statement
immediately follows form the previous exercise noticing that (U∗)∗ = U . �

4.4.3 The Two-Sided ∗-Ideal of Compact Operators

We give here the definition of compact operator on a Hilbert space. However the
definition is much more general and can be given for operators A ∈ B(X, Y )

with X,Y normed spaces, preserving many properties of these types of bounded
operators (see, e.g., [Mor18]).

Definition 4.31 Let H be a Hilbert space. An operator A ∈ B(H) is said to be
compact if {Axn}n∈N admits a convergent subsequence if {xn}n∈N ⊂ H is bounded.
The class of compact operators on H is indicated byB∞(H). �
Example 4.32

(1) As an example, every operator A ∈ B(H) such that Ran(A) is a finite-
dimensional subspace of H is necessarily compact. In fact, let us identify
Ran(A) with C

n for n given by the (finite) dimension of Ran(A) by fixing
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a Hilbert basis of Ran(A) (which coincides with Ran(A), since all finite-
dimensional subspaces are closed, the proof being elementary). If {xn}n∈N ⊂ H
is bounded, i.e. ||xn|| ≤ C for all n ∈ N and some (finite) constant C > 0,
then ||Axn|| ≤ ||A||C for n ∈ N. The vectors Axn are therefore contained
in the closed ball in C

n of radius ||A||C and centred at the origin, which is
necessarily compact. Hence {Axn}n∈N admits a convergent subsequence. An
example of such type of compact operator is a finite linear combination of
operators Ax,y : H � z �→ 〈x|z〉y, for x, y ∈ H fixed.

(2) If A ∈ B(H) and P ∈ L (H) is an orthogonal projector onto a finite-
dimensional subspace, then AP ∈ B∞(H). In fact, if e1, . . . , en is an
orthonormal basis of P(H), we have

Ran(AP) =
⎧
⎨

⎩

n∑

j=1
cjfj

∣∣∣∣∣∣
cj ∈ C , j = 1, . . . , n

⎫
⎬

⎭ ,

where fj := Aej for j = 1, . . . , n. Therefore Ran(AP) has dimension ≤ n

and AP is compact due to (1). �
We summarize below the most important properties of compact operators on

Hilbert spaces.

Theorem 4.33 Let H be a Hilbert space and focus on the set of compact operators
B∞(H). A ∈ B(H) is compact if and only if |A| is compact.

FurthermoreB∞(H) is:

(a) a linear subspace ofB(H);
(b) a two-sided ∗-ideal ofB(H), i.e,

(i) AB,BA ∈ B∞(H) if B ∈ B(H) and A ∈ B∞(H),
(ii) A∗ ∈ B∞(H) if A ∈ B∞(H).

(c) a C∗-algebra (without unit if H is not finite-dimensional) with respect to the
structure induced byB(H). In particularB∞(H) is a closed subspace ofB(H).

Proof The first statement immediately arises from the definition of compact opera-
tor and formula |||A|x||2 = 〈|A|x||A|x〉 = 〈x||A|2x〉 = 〈x|A∗Ax〉 = 〈Ax|Ax〉 =
||Ax||2, that implies that {|A|xn}n∈N is Cauchy if and only if {Axn}n∈N is Cauchy.

(a) Fix a, b ∈ C, A,B ∈ B∞(H), and a bounded sequence {xn}n∈N. Extract a
subsequence {xnk }k∈N such that Axnk → y as k → +∞. {xnk }k∈N is bounded,
so that there is a subsequence {xnkh

}h∈N such that Bxnkh
→ z as h → +∞.

By construction (aA+ bB)xnkh
→ ay + bz as h → +∞. Hence, aA+ bB is

compact.
(b) The fact that AB and BA are compact if A ∈ B∞(H) and B ∈ B(H) are

immediate consequences of the fact that B is bounded and the definition of
compact operator. The fact that A∗ is compact if A is compact now immediately
follows from the first statement and the polar decomposition (Theorem 4.25).



154 4 Fundamental Quantum Structures on Hilbert Spaces

In fact, from A = U |A| we have A∗ = |A|U∗, since |A| is compact and U∗ ∈
B(H), A∗ is compact as well.

(c) Let us prove that B∞(H) is a Banach space with respect to the operator norm,
since the remaining requirements for defining a C∗-algebra are valid because of
(a) and (b). LetB(H) � A = limi→+∞ Ai with Ai ∈ B∞(H). Take a bounded
sequence {xn}n∈N in H: ||xn|| ≤ C for any n. We want to prove the existence of
a convergent subsequence of {Axn}. Using a hopefully clear notation, we build
recursively a family of subsequences:

{xn} ⊃ {x(1)
n } ⊃ {x(2)

n } ⊃ · · · (4.12)

such that, for any i = 1, 2, . . ., {x(i+1)
n } is a subsequence of {x(i)

n } with
{Ai+1x(i+1)

n } convergent. This is always possible, because any {x(i)
n } is bounded

by C, being a subsequence of {xn}, and Ai+1 is compact by assumption. We
claim that {Ax

(i)
i } is the subsequence of {Axn} that will converge. From the

triangle inequality

||Ax
(i)
i −Ax

(k)
k || ≤ ||Ax

(i)
i −Anx

(i)
i ||+||Anx

(i)
i −Anx

(k)
k ||+||Anx

(k)
k −Ax

(k)
k || .

With this estimate,

||Ax
(i)
i − Ax

(k)
k || ≤ ||A− An||(||x(i)

i || + ||x(k)
k ||)+ ||Anx

(i)
i − Anx

(k)
k ||

≤ 2C||A− An|| + ||Anx
(i)
i − Anx

(k)
k || .

Given ε > 0, if n is large enough then 2C||A−An|| ≤ ε/2, sinceAn → A. Fix n

and take r ≥ n. Then {An(x
(r)
p )}p is a subsequence of the convergent sequence

{An(x
(n)
p )}p. Consider the sequence {An(x

(p)
p )}p, for p ≥ n: it picks up the

“diagonal” terms of all those subsequences, each of which is a subsequence of
the preceding one by (4.12); moreover, it is still a subsequence of the convergent
sequence {An(x

(n)
p )}p, so it, too, converges (to the same limit). We conclude that

if i, k ≥ n are large enough, then ||Anx
(i)
i − Anx

(k)
k || ≤ ε/2. Hence if i, k are

large enough then ||Ax
(i)
i −Ax

(k)
k || ≤ ε/2+ε/2 = ε. This finishes the proof, for

we have produced a Cauchy subsequence in the Banach space H, which must
converge in the space.

To end the proof of (c), we notice that, evidently, I cannot be compact if H is
infinite-dimensional, since every orthonormal sequence {un}n∈N cannot admit a
convergent subsequence because ||un − um||2 = 2 for n �= m. ��
To conclude this essential summary of properties of compact operators on Hilbert

spaces, we state and prove the version of spectral theorem for selfadjoint compact
operators due to Hilbert and Schmidt. (An alternate proof of this classical theorem
can be found in [Mor18].)
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Theorem 4.34 (Hilbert-Schmidt Decomposition) Let H be a Hilbert space and
consider T ∗ = T ∈ B(H) a compact operator with T �= 0. The following facts
hold.

(a) σ(T ) \ {0} = σp(T ) \ {0}, so that, if 0 ∈ σ(T ), either 0 ∈ σp(T ) or 0 is the
unique element of σc(T ).

(b) σ(T ) is finite or countable. In the latter case 0 is unique accumulation point of
σp(T ).

(c) There exists λ ∈ σp(T ) with ||T || = |λ|.
(d) If λ ∈ σp(T ) \ {0}, the λ-eigenspace has dimension dλ < +∞.
(e) The spectral decomposition

T x =
∑

n∈N

λn〈un|x〉un ∀x ∈ H (4.13)

holds (the ordering is irrelevant), for a finite (N � N) or countable (N = N)
Hilbert basis of eigenvectors {un}n∈N of Ran(T ), where λn ∈ σp(T ) is the
eigenvalue of un.

(f) If N = N and the ordering of the un is such that |λn| ≥ |λn+1|, then

T =
+∞∑

n=0
λn〈un| 〉un , (4.14)

in the uniform operator topology.

Proof

(a) Take λ ∈ σc(T ) \ {0} assuming that it exists. Due to Proposition 3.3, for every
natural number n > 0 there is xn ∈ H with ||xn|| = 1 and ||T xn−λxn|| < 2

n
. In

particular, if P (T ) is the PVM of T , we can always fix xn in the closed subspace
P[λ−1/n,λ+1/n](H). This subspace is not trivial because of (d) Theorem 3.40, as
it contains the non-trivial subspace P(λ−1/n,λ+1/n)(H). Consequently,

||xn − xm|| = |λ|−1 ||λxn − λxm|| ≤ |λ|−1 ||λxn − T xn − λxm + T xm||
+ |λ|−1 ||T xn − T xm|| .

Hence

||xn − xm|| ≤ 4

|λ|n +
1

|λ| ||T xn − T xm|| ,

so that

||T xn − T xm|| ≥ |λ|||xn − xm|| − 4

n
. (4.15)
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Moreover, since λ ∈ σc(T ) and invoking Proposition 3.29 (c), we have as m →
+∞

P
(T )
[λ−1/m,λ+1/m]xn =

∫

R

χ[λ−1/m,λ+1/m]dP (T )xn →
∫

R

χ{λ}dP (T )xn

= P
(T )
{λ} xn = 0xn = 0 .

This fact has the implication that, if n is fixed, then 〈xn|xm〉 → 0 if m → +∞,
because 〈xn|xm〉 = 〈xn|P (T )

[λ−1/m,λ+1/m]xm〉 = 〈P (T )
[λ−1/m,λ+1/m]xn|xm〉 → 0.

Hence, we also have that ||xn − xm||2 = 2 − 2Re〈xn|xm〉 → 2 as m → +∞.
In summary, looking at (4.15), if n is sufficiently large such that

4

n
<
|λ|√2

4
,

we can always take m so large that ||xn − xm|| ≥
√
2
2 , obtaining

||T xn − T xm|| ≥ |λ|
√
2

2
− |λ|

√
2

4
= |λ|

√
2

4
.

Even if the sequence {xn}n∈N is bounded (because ||xn|| = 1 for every n ∈ N),
its image {T xn}n∈N cannot contain Cauchy subsequences since ||T xn−T xm|| ≥
|λ|

√
2
4 if n andm are sufficiently large. This is impossible because T is compact.

The only possibility is λ = 0 concluding the proof of (a).
(b) Suppose that for some sequence of elements σp(T ) � λn → a �= 0 as n →

+∞. Consider eigenvectors xn with T xn = λnxn for ||xn|| = 1. Since xn ⊥ xm

if n �= m (Proposition 3.13 (d)) and λn → a as n →+∞, we have

||T xn − T xm||2 = ||λnxn − λmxm||2 = |λn|2 + |λm|2 ≥ 2|a|2 − ε

for n,m > Nε . If |a| > 0, taking ε = |a|2, we conclude that the sequence
{T xn}n∈N cannot admit Cauchy subsequences, since ||T xn−T xm||2 ≥ |a|2 > 0
for sufficiently large n,m as it instead should, since T is compact and {xn}n∈N
is bounded. In summary, the accumulation point a �= 0 does not exist.
Now remember that σ(T ), and hence σp(T ), are contained in [−||T ||, ||T ||]
(Proposition 3.47). In every compact set [−||T ||,−1/n]∪[1/n, ||T ||] for n ∈ N

with 1/n < ||T ||, the there are finitely many (possibly none) elements of σp(T ),
otherwise there would be an accumulation point and this is forbidden since the
set does not contain 0. We have found that σp(T ) is either finite or countable
and, in this case, 0 is the only accumulation point.

(c) Since sup{|λ||λ ∈ σ(T )} = sup{|λ||λ ∈ σp(T )} = ||T || (Proposition 3.47), and
||T || �= 0 cannot be an accumulation point of σp(T ), there must be λ ∈ σp(T )

with |λ| = ||T ||.
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(d) If λ ∈ σp(T ) �= {0}, define Hλ as the corresponding eigenspace of T and let
{xj }j∈J be a Hilbert basis ofHλ. As a consequence ||T xj−T xk||2 = |λ|2||xj−
xk||2 = |λ|22 if j �= k. So {T xj }j∈J cannot admit a Cauchy subsequence when
J is not finite in spite of {xj }j∈J being bounded and T compact. We conclude
that J is finite, namely dim(Hλ) < +∞.

(e) We assume N = N since the finite case is trivial. Consider a collection of
sets En ⊂ σp(T ) with n ∈ N such that every set En is finite, En+1 ⊃ En

and ∪n∈NEn = σp(T ). Notice that σp(T ) = σ(T ), possibly up to the point
0 ∈ σc(T ), that however does not play any role in the following because
P

(T )
{λ} = 0 if λ ∈ σc(T ) as we know by Theorem 3.40. The sequence of functions

χEnı tends pointwise to χσp(T )ı and is bounded by the constant ||T || since
σ(T ) ⊂ [−||T ||, ||T ||]. Applying Proposition 3.29 (c), we have since P (T )

is concentrated on the eigenvalues,

T x =
∫

R

ı dP (T )x = lim
n→+∞

∫

R

χEn ı dP (T )x = lim
n→+∞

∑

λ∈En

λP
(T )
{λ} x =

∑

λ∈σp(T )

λP
(T )
{λ} x ,

where in the final formula the procedure we adopt to enumerate the eigenvalues
does not matter because the sets En are chosen arbitrarily. If we fix an
orthonormal basis Nλ = {u(λ)

j }j=1,...,dλ in every eigenspace Pλ(H) with λ �= 0
(if λ = 0 is an eigenvalue it does not give contribution to the total sum defining
T x), so that P (T )

{λ} =
∑dλ

j=1〈u(λ)
j | 〉u(λ)

j , we can rearrange the formula as

T x =
∑

λ∈σp(T )

dλ∑

j=1
λ〈u(λ)

j |x〉u(λ)
j .

According to Lemma 2.8, since the vectors in the sum are pairwise orthogonal,
the sum can be rearranged arbitrarily and written into the form where the
pairwise-orthogonal un are the vectors in the union of bases ∪λ∈σp(T )\{0}Nλ,

T x =
∑

n∈N
λn〈un|x〉un ∀x ∈ H ,

with T un = λnun. Observe that, from the formula above, the set of orthonormal
vectors un spans the whole range of T and also its closure, so that they form a
Hilbert basis of Ran(T ). The proof of (e) is over.

(f) Suppose again that N = N, otherwise everything becomes trivial. In this
case 0 must be the unique limit point of the λn in view of (b). Assuming
to order the eigenvectors so that |λn+1| ≤ |λn|, consider the operators
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TN := ∑N−1
n=0 λn〈un| 〉un. Then

||(T − TN)x||2 =
∣∣∣∣∣

∣∣∣∣∣

+∞∑

n=N

λn〈un|x〉un

∣∣∣∣∣

∣∣∣∣∣

2

=
+∞∑

n=N

|λn|2|〈un|x〉|2

≤ |λN |2
+∞∑

n=N

|〈un|x〉|2 ≤ |λN |2||x||2 ,

Hence, dividing by ||x|| and taking the sup over the vectors x with ||x|| �= 0,

||T − TN || ≤ |λN | → 0 if N →+∞.

We have proved that (4.14) is valid in the uniform operator topology, completing
the proof.

��
Example 4.35 Let us come back to the Hamiltonian operator H of the harmonic
oscillator discussed in (3) Example 3.43. It turns out that H−1 ∈ B∞(H). Since
0 �∈ σ(H), necessarily H−1 = R0(H) (the resolvent operator for λ = 0), hence
H−1 ∈ B(H). Moreover applying Corollary 3.53,

σ(H−1) =
{

1

h̄ω(n+ 1/2)

∣∣∣∣ n = 0, 1, 2, . . .

}
= {0} ∪

{
1

h̄ω(n+ 1/2)

∣∣∣∣ n = 0, 1, 2, . . .

}
,

where the points 1
h̄ω(n+1/2) are in the point spectrum as they are isolated (Theo-

rem 3.40). Using the same proof as for proving (f) of Theorem 4.33, we have that

H−1 = lim
N→+∞

N∑

n=0

1

h̄ω(n+ 1/2)
〈ψn|·〉ψn

where the ψn are the eigenvectors of H , according to (3) Example 3.43, and the
limit is in the uniform operator topology. Since the operators after the limit symbol
are of finite rank and thus compact, applying Theorem 4.33 (c), we have that also
H−1 is compact. The same result actually holds true for H−α with α > 0.

4.4.4 Trace-Class Operators

Let us finally introduce an important family of compact operators of trace class. As
a matter of fact, these operators A : H → H are those which admit a well-defined
trace

tr(A) =
∑

u∈N

〈u|Au〉 ,
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where N ⊂ H is a Hilbert basis and tr(A) does not depend on the choice of
the Hilbert basis. This notion of trace is evidently the direct generalization of
the analogous notion in finite-dimensional vectors spaces. This family of compact
operators will play a decisive role in characterization of the class of quantum states.

The traditional procedure to introduce them (see, e.g., [Mor18]) passes through
Hilbert-Schmidt operators, or even Schatten-class operators. However, since these
types are not of great relevance in our concise presentation, we shall follow a much
more direct route.

We start with a definition which becomes illuminating if we think of the trace
as an integration procedure: we should deal with absolutely integrable functions to
make effective the notion of integral. The same happens for the trace.

Definition 4.36 If H is a Hilbert space, B1(H) ⊂ B(H) denotes the set of trace-
class or nuclear operators, i.e. the operators T ∈ B(H) satisfying

∑

z∈M

〈z||T |z〉 < +∞ (4.16)

for some Hilbert basis M ⊂ H. �
A technical proposition is in order after an important remark concerning

alternative definitions ofB1(H).

Remark 4.37 A weaker version of condition (b) below, namely,

∑

u∈N

|〈u|T u〉| < +∞ for every Hilbert basis N,

is equivalent to T ∈ B1(H) in complex Hilbert spaces [Mor18] (but not in real
Hilbert spaces). This condition is sometimes adopted as an alternative definition of
B1(H) in complex Hilbert spaces. �
Proposition 4.38 Let H be a complex Hilbert space. Then for every T ∈ B1(H)

(a) for every Hilbert basis N ⊂ H,

||T ||1 :=
∑

u∈N

〈u||T |u〉 < +∞

and ||T ||1 does not depend on N .
(b) For every Hilbert basis N ⊂ H,

∑

u∈N

|〈u|T u〉| ≤ ||T ||1 < +∞ .

(c) T , |T | and√|T | belong to B∞(H).
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Proof

(a) From Definition 4.36,

+∞ >
∑

z∈M

〈z||T |z〉 =
∑

z∈M

〈√|T |z
∣∣∣
√|T | z

〉
=

∑

z∈M

∣∣∣
∣∣∣
√|T |z

∣∣∣
∣∣∣
2 =

∑

z∈M

∑

u∈N

∣∣∣
〈
u

∣∣∣
√|T | z

〉∣∣∣
2

=
∑

z∈M

∑

u∈N

∣∣∣
〈√|T |u

∣∣∣ z
〉∣∣∣
2 =

∑

u∈N

∑

z∈M

∣∣∣
〈√|T |u

∣∣∣ z
〉∣∣∣
2 =

∑

u∈N

∣∣∣
∣∣∣
√|T |u

∣∣∣
∣∣∣
2 =

∑

u∈N

〈u||T |u〉 .

The crucial passage is swapping the sums
∑

z∈M

∑
u∈N → ∑

u∈N

∑
z∈M . This

exchange is allowed by interpreting the sum as a product integration of a pair
of counting measures on a product space N ×M and using the Fubini-Tonelli
theorem. Observe that only countably many terms |〈u|√|T |z〉|2 of the Cartesian
product N ×M do not vanish, so the spaces are σ -finite and their product can
be defined.

(b) Making use of the polar decomposition of T (Theorem 4.25), we have

∑

u∈N

|〈u|T u〉| =
∑

u∈N

|〈u|U |T |u〉| =
∑

u∈N

∣∣∣
〈
u

∣∣∣U
√|T |√|T |u

〉∣∣∣ =
∑

u∈N

∣∣∣
〈√|T |U∗u

∣∣∣
√|T |u

〉∣∣∣

≤
∑

u∈N

∣∣∣
∣∣∣
√|T |U∗u

∣∣∣
∣∣∣
∣∣∣
∣∣∣
√|T |u

∣∣∣
∣∣∣ ≤

√∑

u∈N

∣∣∣
∣∣∣
√|T |U∗u

∣∣∣
∣∣∣
2
√∑

u∈N

∣∣∣
∣∣∣
√|T |u

∣∣∣
∣∣∣
2 ≤ C

√||T ||1 ,

(4.17)

where

C :=
√∑

u∈N

∣∣∣
∣∣∣
√|T |U∗u

∣∣∣
∣∣∣
2 =

√∑

u∈N

〈u|U |T |U∗u〉 .

Let us study the value of C, proving that it is finite. We start by noticing that
U |T |U∗ is positive and thus coincides with |U |T |U∗|. On the other hand,
U |T |U∗ ∈ B1(H) since it satisfies (4.16) for a Hilbert basis M we go to
construct. First observe that U∗ is a partial isometry according to Exercise 4.30,
so that it is an isometry on a closed subspace K = Ker(U∗)⊥. If L is a Hilbert
basis of K , the vectors U∗v for v ∈ L are an orthonormal system in Ran(U∗)
and this system can always be completed to a Hilbert basisM ofH. In summary,

+∞ > ||T ||1 =
∑

z∈M

〈z||T |z〉 =
∑

v∈L

〈U∗v||T |U∗v〉 +
∑

v∈M\L
〈z||T |z〉 ≥

∑

v∈L

〈v|U |T |U∗|v〉

=
∑

v∈N ′
〈v|U |T |U∗|v〉 = ||U |T |U∗||1 ,
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where, in the last line, we have completed the basis L of K with a Hilbert basis
L′ of K⊥ = Ker(U∗), obtaining a Hilbert basis N ′ = L ∪ L′ of H, so that
〈v|U |T |U∗v〉 = 〈U∗v||T |U∗v〉 = 0 when v ∈ L′. Since we have in this way
established that U |T |U∗ ∈ B1(H), the value of ||U |T |U∗||1 ≤ ||T ||1 must be
independent of the used basis and we can conclude that

C =
√∑

u∈N

〈u|U |T |U∗|u〉 ≤ √||T ||1 .

Inserting in (4.17), we finish the proof of (b),
∑

u∈N |〈u|T u〉| ≤√||T ||1√||T ||1 = ||T ||1 < +∞ .

(c) Consider a Hilbert basis M ⊂ H. If T ∈ B1(H), we have ||T1|| =∑
u∈M

∣∣∣∣√|T |u∣∣∣∣2 < +∞ . As a consequence, the elements u ∈ M such that∣∣∣∣√|T |u∣∣∣∣ �= 0 form a finite or countable subset {un}n∈N . We henceforth assume
N = N, the finite case being trivial. Consider the compact operator

√|T |PN

(see (2) Example 4.32), where PN = ∑N−1
n=0 〈un| 〉un. We have

∣∣∣
∣∣∣
(√|T | −√|T |PN

)
x

∣∣∣
∣∣∣ =

∣∣∣∣∣

∣∣∣∣∣

+∞∑

n=N

〈un|x〉
√|T |un

∣∣∣∣∣

∣∣∣∣∣ ≤
+∞∑

n=N

|〈un|x〉|
∣∣∣
∣∣∣
√|T |un

∣∣∣
∣∣∣

≤
√√√√

+∞∑

n=N

|〈un|x〉|2
√√√√

+∞∑

n=N

∣∣∣
∣∣∣
√|T |un

∣∣∣
∣∣∣
2 ≤ ||x||

√√√√
+∞∑

n=N

∣∣∣
∣∣∣
√|T |un

∣∣∣
∣∣∣
2
.

Hence

∣∣∣
∣∣∣
√|T | −√|T |PN

∣∣∣
∣∣∣ ≤

√√√√
+∞∑

n=N

∣∣∣
∣∣∣
√|T |un

∣∣∣
∣∣∣
2
.

The right-hand side vanishes asN →+∞ because the series
∑+∞

n=1
∣∣∣∣√|T |un

∣∣∣∣2

converges to ||T ||1 < +∞. Since
√|T |PN ∈ B∞(H) and this space is closed

in the uniform topology, it being a C∗-algebra in B(H) (Theorem 4.33), we
have

√|T | ∈ B∞(H). SinceB∞(H) is a two-sided ideal (Theorem 4.33 again)
we have both that |T | = √|T |√|T | ∈ B∞(H), and T = U |T | ∈ B∞(H),
where we have used the polar decomposition of T , so that U ∈ B(H).

��
The general properties ofB1(H) are listed in the next proposition.
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Proposition 4.39 Let H a Hilbert space. Then B1(H) satisfies the following
properties.

(a) B1(H) is a subspace ofB(H) and a two-sided ∗-ideal, namely

(i) AT, T A ∈ B1(H) if T ∈ B1(H) and A ∈ B(H),
(ii) T ∗ ∈ B1(H) if and only if T ∈ B1(H).

(b) || ||1 is a norm makingB1(H) a Banach space and satisfying

(i) ||T A||1 ≤ ||A|| ||T ||1 and ||AT ||1 ≤ ||A|| ||T ||1 if T ∈ B1(H) and A ∈
B(H),

(ii) ||T ||1 = ||T ∗||1 if T ∈ B1(H).

Proof

(a) (We closely follow the proof of [ReSi80].) First of all, observe that |aA| =
|a||A| for a ∈ C so that, to prove that B1(H) is a vector space it suffices to
check that A + B ∈ B1(H) for A,B ∈ B1(H). Let U , V , and W the partial
isometries arising from polar decompositions of A + B, A, and B: A + B =
U |A + B| , A = V |A| , B = W |B| . As a consequence, if N is a Hilbert
basis of H,

∑

u∈N

〈u||A+B|u〉 =
∑

u∈N

〈u|U∗(A+B)u〉 ≤
∑

u∈N

|〈u|U∗V |A|u〉|+
∑

u∈N

|〈u|U∗W |B|u〉|.

However,

∑

u∈N

|〈u|U∗V Au〉| ≤
∑

u∈N

||√|A|V ∗Uu||||√|A|u|| ≤
√∑

u∈N

||√|A|V ∗Uu||2
√∑

u∈N

||√|A|u||2.

The same argument is valid for B. Hence, if we can prove that

∑

u∈N

||√|A|V ∗Uu||2 ≤ tr(|A|) , (4.18)

we can conclude that

∑

u∈N

〈u||A+ B|u〉 ≤ tr(|A|)+ tr(|B|) < +∞ ,

establishing that A + B ∈ B1(H) as wanted. To show (4.18) we need only to
prove that

tr(U∗V |A|V ∗U) ≤ tr(|A|) .
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Referring to a Hilbert basis N � u whose elements satisfy either u ∈ Ker(U)

or u ∈ Ker(U)⊥, we see that

tr(U∗V |A|V ∗U) ≤ tr(V |A|V ∗) .

Iterating the procedure for tr(V |A|V ∗), using a Hilbert basis N � u whose
elements satisfy either u ∈ Ker(V ) or u ∈ Ker(V )⊥, we also conclude that

tr(V |A|V ∗) ≤ tr(|A|) ,

proving our assertion.

(a)(i) Since Proposition 3.55 is valid, exploiting the fact that B1(H) is a
linear space, we have only to prove that UT, T U ∈ B1(H) if T ∈ B1(H)

and U ∈ B(H) is unitary. Observe that |UT |2 = T ∗U∗UT = |T |2 so
|UT | = |T | and thus tr(|UT |) = tr(|T |) < +∞ proving that UT ∈
B1(H). Similarly |T U |2 = U∗T ∗T U = U∗|T |2U , so that |T U | = U∗|T |U
(because this operator is positive and its square is U∗|T |2U ). Therefore we
have tr(|T U |) = tr(U∗|T |U) = ∑

u∈N 〈Uu||T |Uu〉 = tr(|T |) < +∞
(because {Uu}u∈N is a Hilbert basis if N is since U is unitary) and so
T U ∈ B1(H).

(a)(ii) Let T = U |T | the polar decomposition of T . Therefore T ∗ = |T |U∗
and |T ∗|2 = T T ∗ = U |T |2U∗. Since U |T |U∗ U |T |U∗ = U |T |2U∗
because U∗U is the orthogonal projector onto Ran(|A|) (Theorem 4.25 and
Exercise 4.29), we conclude that |T ∗| = U |T |U∗. Now (i) implies that
T ∗ ∈ B1(H) if T ∈ B1(H). Since (T ∗)∗ = T we have also that T ∗ ∈ B1(H)

entails T ∈ B1(H).

(b) If a ∈ C and A ∈ B1(H), we find

||aA||1 =
∑

u∈N

〈u||aA|u〉 =
∑

u∈N

〈u||a||A|u〉 = |a|
∑

u∈N

〈u||A|u〉 = |a|||A||1 .

Proving (a), we have established that ||A + B||1 ≤ ||A||1 + ||B||1 for A,B ∈
B1(H), so that || ||1 : B1(H) → C is a seminorm. On the other hand, if
||A||1 = 0 it means that

∑
u∈N 〈u||A|u〉 = 0 for every Hilbert basis N . Since

every unit vector x ∈ H can be completed to a basis, this implies in particular
that ||√|A|x||2 = 〈x||A|x〉 = 0 and thus |A|x = √|A|2x = 0 for every x ∈ H,
so that ||Ax||2 = 〈Ax|Ax〉 = |||A|2x|| = 0 for every x ∈ H meaning that
A = 0. Hence || ||1 : B1(H) → C is a norm. The proof of the fact that the norm
makesB1(H) a Banach space can be found in [Scha60].

(b)(i) It is sufficient to check that ||AT ||1 ≤ ||A||||T ||1. Indeed, assuming
it, from (ii) whose proof is independent form the present one, we have
||T A||1 = ||A∗T ∗||1 ≤ ||T ∗||||A∗||1 = ||T ||||A||1. Let us prove ||AT ||1 ≤
||A||||T ||1. Consider the polar decomposition T = U |T | and also |AT | =
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W |AT |, so that |AT | = W∗(AT ) = W∗AU |T |. Putting S = W∗AU , we
have, exploiting the usual Hilbert basis N of eigenvectors of the selfadjoint
positive compact operator |T |

||AT ||1 = t r(|AT |) = t r(S|T |) =
∑

u∈N

〈u|S|T |u〉 =
∑

u∈N

λu〈u|Su〉 ≤
∑

u∈N

|λu〈u|Su〉|

≤
∑

u∈N

λu|〈u|Su〉| ≤
∑

u∈N

λu||S|| = ||S||||T ||1 .

Since W∗ and U are partial isometries, ||S|| ≤ ||A||, proving that ||AT ||1 ≤
||A||||T ||1.

(b)(ii) The proof of (a)(ii) established that |T ∗| = U |T |U∗. Making use of a
Hilbert basis N whose elements belong either to Ker(U∗) or Ker(U∗)⊥, we
immediately have ||T ∗||1 = ∑

u∈N 〈U∗u||T |Uu〉 = ||T ||1.
��

We are now in a position to introduce the central mathematical tool of this
section, i.e. the notion of trace of a trace-class operator, listing and proving its main
properties with direct interest to quantum physics.

Proposition 4.40 Let H be a Hilbert space and focus on the space of operators
B1(H). If N ⊂ H is a Hilbert basis, the map

B1(H) � T �→ tr(T ) :=
∑

u∈N

〈u|T u〉 , (4.19)

is well defined, the sum can be rearranged and does not depend on the choice of N .
The complex number tr(T ) is called the trace of T and satisfies the following

further properties.

(a) tr(aA+ bB) = a tr(A)+ b tr(B) for every a, b ∈ C and A,B ∈ B1(H).
(b) tr(A∗) = tr(A) for every A ∈ B1(H).
(c) tr(AB) = tr(BA) if A ∈ B1(H) and B ∈ B(H).
(d) For every A ∈ B1(H),

(i) |tr(A)| ≤ tr(|A|) = ||A||1,
(ii) ||A|| ≤ tr(|A|) = ||A||1.

(e) If A∗ = A ∈ B1(H) then

tr(A) =
∑

λ∈σp(A)

dλλ

where dλ is the dimension of the λ-eigenspace and we assume +∞ · 0 = 0.
(f) If U ∈ B(H) is a bijective operator (in particular unitary), then tr(UAU−1) =

tr(A) for every A ∈ B1(H).
(g) If A ≥ 0 and A ∈ B1(H), then tr(A) ≥ 0.
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Proof First of all we notice that
∑

u∈N 〈u|T u〉 converges absolutely due to Propo-
sition 4.38 (b), so that it can be rearranged. Let us prove that the sum is even
independent of the basis N . Since T = A + iB with A = 1

2 (T + T ∗) and
B = 1

2i (T − T ∗), where A and B are selfadjoint and belong to B1(H) because
of Proposition 4.39 (a), it would be enough demonstrating the assertion for the
case T = T ∗, simply exploiting the linearity of the trace ((a) below, whose
proof does not depend on the present argument). If T ∗ = T ∈ B(H), we can
decompose it as T = T+ − T− where T+ := ∫

[0,+∞)
ıdP (T ) = T P

(T )
[0,+∞) and

T− := − ∫
(−∞,0) ıdP (T ) = −T P

(T )
(−∞,0). Since T ∈ B1(H), also T± ∈ B1(H) due

to (a) Proposition 4.39. Since T± ≥ 0, exploiting again the linearity of the trace, to
complete the proof it is sufficient to establish it in the case T ∗ = T ∈ B1(H) with
T ≥ 0. In this case however T = |T | and therefore Proposition 4.38 (a) proves that
tr(T ) = ∑

u∈N 〈u|T u〉 = ∑
u∈N 〈u||T |u〉 does not depend on N , concluding the

proof.
(a) and (b) Observing that aA + bB, A∗ ∈ B1(H) if A,B ∈ B1(H) due to
Proposition 4.40 (a), the proofs of statements (a) and (b) immediately arise from
elementary properties of inner products, using the fact that 〈u|(aA + bB)u〉 =
a〈u|Au〉 + b〈u|Au〉 and 〈u|Au〉 = 〈u|A∗u〉.
(c) It is sufficient to prove the statement with A∗ = A ∈ B1(H) and B ∈ B(H),
since we can always decompose a genericA ∈ B1(H) into a linear combination of a
pair of selfadjoint trace-class operators 1

2 (A+A∗) and 1
2i (A−A∗) taking advantage

of Proposition 4.39 (a) and finally exploiting the linearity of the trace map. So let
us stick to A∗ = A ∈ B1(H) and B ∈ B(H). We know that AB,BA ∈ B1(H)

by Proposition 4.39 (a). Moreover, we compute the traces with respect to a Hilbert
basis obtained by completing the Hilbert basis of Ran(A) made of eigenvectors of
A according to Theorem 4.34 (e), noticing that A ∈ B∞(H) from Proposition 4.38
(c). Notice that the elements added to the initial basis do not give contribution to
the trace as they belong to Ker(A) = Ker(A∗), so we can ignore them in the sums
below.

tr(AB) =
∑

n∈N

〈un|ABun〉 =
∑

n∈N

〈Aun|Bun〉 =
∑

n∈N

λn〈un|Bun〉 =
∑

n∈N

λn〈un|Bun〉 ,

where we have used σ(A) ⊂ R since A = A∗. Similarly

tr(BA) =
∑

n∈N

〈un|BAun〉 =
∑

n∈N

〈un|Bun〉λn =
∑

n∈N

λn〈un|Bun〉 = tr(AB) .

(d) First of all take advantage of the polar decomposition A = U |A|. Here |A| is
compact due to Proposition 4.38 (c). Since |A| is selfadjoint it being positive (so it is
selfadjoint in view of (3) in Exercise 2.43)), there is a Hilbert basisN of eigenvectors
of |A| obtained by completing that in Theorem 4.34 (e). We have

|tr(A)| =
∣∣∣∣∣
∑

u∈N

〈u|U |A|u〉
∣∣∣∣∣ =

∣∣∣∣∣
∑

u∈N

〈u|Uu〉λu

∣∣∣∣∣ ≤
∑

u∈N

|λu| |〈u|Uu〉| .
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Next observe that |λu| = λu because |A| ≥ 0 and |〈u|Uu〉| ≤ ||u|| ||Uu|| ≤
1||Uu|| ≤ ||u|| = 1 (||U || ≤ 1 since it is a partial isometry). Hence

|tr(A)| ≤
∑

u∈N

λu =
∑

u∈N

〈u||A|u〉 = tr|A| = ||A||1 .

The second statement is obvious. Since A ∈ B∞(H) (Proposition 4.38 (c)), there is
λ ∈ σp(A) such that |λ| = ||A|| because of Theorem 4.34 (c). On the other hand
from (e), whose proof is independent of this argument, ||A||1 ≥ |λ| = ||A||.
(e) Since A∗ = A ∈ B∞(H), there is a Hilbert basis of eigenvectors of A obtained
by completing that in Theorem 4.34 (e). Computing the trace using this basis, taking
Theorem 4.34 (d) into account, we immediately have the thesis.
(f) Exploiting (c), we immediately have tr(UAU−1) = tr((UA)U−1) =
tr(U−1UA) = tr(A).
(g) The proof is evident form the definition of trace.

��
Remark 4.41 It is easy to prove that (c) can be generalized to

tr(T1 · · ·Tn) = tr(Tπ(1) · · · Tπ(n))

if at least one of the Tk belongs to B1(H), the remaining ones are inB(H), and

π : {1, . . . , n} → {1, . . . , n}

is a cyclic permutation. The elementary proof arises by decomposing π in a product
of 2-cycles and finally using (c) recursively, redefining A and B appearing in (c)
at every action of the elementary cyclic permutations. The formula is recalled by
saying that the trace is cyclic. �
Example 4.42 Consider the Hamiltonian operator H of the harmonic oscillator
discussed in (3) Example 3.43, where H−2 ∈ B1(H). The proof is easy: since
0 �∈ σ(H), it must be H−2 = R0(H

2) (the resolvent operator for λ = 0), hence
H−2 ∈ B(H). Moreover H−2 ≥ 0 because its spectrum is positive

σ(H−2) =
{

1

h̄2ω2(n+ 1/2)2

∣∣∣∣n = 0, 1, 2, . . .

}
.

Finally, computing ||H−2||1 using the Hilbert basis of eigenvectors of H , we have

||H−2||1 =
+∞∑

n=0

1

h̄2ω2(n+ 1/2)2
< +∞ .

The same result actually holds true for H−α with α > 1.
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4.4.5 The Mathematical Notion of Quantum State
and Gleason’s Theorem

We have constructed all the mathematical machinery to pursue the description of
quantum states in terms of probabilitymeasures ofL (H) as discussed in Sect. 4.4.1.
According to the discussion in that section, we can give the following general
definition.

Definition 4.43 Let H be a Hilbert space. A quantum probability measure on H
is a map ρ : L (H) → [0, 1] such that the following requirements are satisfied.

(1) ρ(I) = 1 .
(2) If {Pn}n∈N ⊂ L (H) satisfies PkPh = 0 when h �= k for h, k ∈ N, then

ρ

(
s-

∑

n∈N
Pn

)
=

∑

n∈N
ρ(Pn) . (4.20)

The convex set of quantum probability measures in H will be denoted byM (H). �
The last statement refers to the evident fact that λρ1 + (1 − λ)ρ2 ∈ M (H)

if λ ∈ [0, 1] and ρ1, ρ2 ∈ M (H). This result extends trivially to a finite convex
combination

ρ =
n∑

k=1
pkρk ,

where pk ∈ [0, 1] and ∑n
k=1 pk = 1, which defines an element of M (H) if all

ρk ∈M (H).

Remark 4.44 We stress that in these notes the term quantum state corresponds to
the mathematical notion of quantum probability measure. We prefer to explicitly
use the latter in mathematical statements because the former is used ambiguously in
physics, where quantum states are confused with quantum state operators, that we
will introduce shortly. This confusion is usually harmless, but becomes significant
when dealing with superselection rules, see later. �

As already observed in Sect. 4.4.1, unit vectors ψ ∈ H define, up to phase,
quantum probability measures by ρψ(P ) := 〈ψ|Pψ〉 for every P ∈ L (H). This is
not the only case, since finite convex combinations of quantum probability measures
are quantum probability measures as well, as just said. Suppose in particular that
〈ψk |ψh〉 = δhk and consider the finite convex combination

ρ =
n∑

k=1
pkρψk ,
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where pk ∈ [0, 1] and ∑n
k=1 pk = 1. By direct inspection, completing the finite

orthonormal system {ψk}k=1,...,n to a full Hilbert basis of H, one quickly proves
that, defining

T =
n∑

k=1
pk〈ψk| 〉ψk , (4.21)

ρ(P ) can be computed as

ρ(P ) = tr(T P ) , P ∈ L (H) ,

In particular, it turns out that T is in B1(H), it satisfies T ≥ 0 (so it is selfadjoint
due to (3) in Exercise 2.43) and tr(T ) = 1. As a matter of fact, (4.21) is just the
spectral decomposition of T , whose spectrum is {pk}k=1,...,n. This result is general.
Proposition 4.45 Let H be a Hilbert space and define the convex subset of B1(H)

of quantum state operators

S (H) := {T ∈ B1(H) | T ≥ 0 , tr(T ) = 1} .

If T ∈ S (H), the map

ρT : L (H) � P �→ tr(T P ) = tr(PT )

is well defined and ρT ∈M (H).

Proof Observe that tr(T P ) = tr(PT ) is valid in view of Proposition 4.40 (c).
The trace-class operator T is positive, hence selfadjoint, so the eigenvalues λ

belong to [0,+∞). Furthermore, according to Proposition 4.40 (e), 1 = tr(T ) =∑
λ∈σp(A) dλλ and thus λ ∈ [0, 1]. Exploiting in particular Proposition 4.34 (e),

since T ∈ B∞(H) by Proposition 4.38,

tr(T P ) =
∑

n∈M

〈un|T Pun〉 =
∑

n∈M

λn〈un|Pun〉 ≤
∑

n∈M

λn||un||||Pun|| ≤
∑

n∈M

λn = 1 ,

where M ⊂ N and {un}n∈M is a Hilbert basis of Ran(T ) which can be completed
to a Hilbert basis of Ker(T ) = Ran(T )⊥, however these added vectors do not give
contribution to traces as the reader immediately proves. On the other hand, since
T ≥ 0,

0 ≤
∑

n∈M

〈Pun|T Pun〉 = tr(PT P) = tr(T PP) = tr(T P )

and, trivially, tr(IT ) = tr(T ) = 1. Let us prove that the map L (H) � P �→
tr(PT ) is σ -additive to conclude that it fulfils Definition 4.43. If {Pn}n∈N ⊂ L (H)
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satisfies PnPm = 0 for n �= 0, taking advantage of a Hilbert basis of H completing
the Hilbert basis of Ran(T ) made of eigenvectors of T as said in Proposition 4.34
(e),

t r

(
T s-

∑

n∈N
Pn

)
=

∑

l∈M

〈
ul

∣∣∣∣∣T
∑

n∈N
Pnul

〉
=

∑

l∈M

∑

n∈N
〈ul |T Pnul 〉 =

∑

l∈M

∑

n∈N
λl 〈ul |Pnul 〉 .

In other words, since 〈ul |Pnul〉 = 〈ul |PnPnul〉 = 〈Pnul |Pnul〉,

tr

(
T s-

∑

n∈N
Pn

)
=

∑

l∈N

∑

n∈N
λn||Pnul||2 .

Applying the Fubini-Tonelli theorem, since λn||Pnul ||2 ≥ 0, the sums can be
exchanged:

tr

(
T s-

∑

n∈N
Pn

)
=

∑

n∈N

∑

l∈N

λn||Pnul||2 =
∑

n∈N
tr(T Pn) ,

proving σ -additivity. ��
Remark 4.46 Actually, with a little change, remembering that L (H) is complete
and not only σ -complete and that the notion of trace does not need the Hilbert
space’s separability, the proof can be extended to prove thatL (H) � P �→ tr(T P )

is completely additive. In other words, if {Pk}k∈K ⊂ L (H) is such that PkPh = 0
if k �= h and K has any cardinality (when H is not separable), then

tr (T (∨k∈kPk)) =
∑

k∈K

tr(T Pk) ,

where the sum is understood as the supremum of the sums over finite subsets
K0 ⊂ K .

The very remarkable fact is that these operators exhaustS (H) if H is separable
with dimension �= 2, as established by Gleason in 1957; his celebrated theorem
[Gle57] will be adapted to these lectures (see [Ham03] and [Dvu92] for general
treatises on the subject).

Theorem 4.47 (Gleason’s Theorem) Let H be a Hilbert space of finite dimension
�= 2, or infinite-dimensional and separable. The set of quantum probability
measures ρ ∈M (H) is in one-to-one correspondence with the set of quantum-state
operators T ∈ S (H). The bijection is such that

tr(T P ) = ρ(P ) for every P ∈ L (H),
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and preserves the convex structures of the two sets. Finally, quantum probability
measures separate elements inL (H) because quantum-state operators do so.

Comments on the Proof The only very hard part of Gleason’s theorem is the
existence claim, and we will not try to address it here (see [Dvu92, Ham03]). The
remaining statements are quite easy. It is evident by the trace’s linearity that the
complex structures are preserved. The T associated to ρ is unique for the following
elementary reason. Any other T ′ of trace class such that ρ(P ) = tr(T ′P) for any
P ∈ L (H) must also satisfy 〈x|(T − T ′)x〉 = 0 for any x ∈ H. If x = 0 this
is clear, while if x �= 0 we may complete the vector x/||x|| to a basis, in which
tr((T −T ′)Px) = 0 reads ||x||−2〈x|(T −T ′)x〉 = 0, where Px is the projector onto
span{x}. By (3) in Exercise 2.43, we obtain T−T ′ = 0.1 The fact that quantum-state
operators separe the elements ofL (H) is quite obvious since, if tr(T P ) = tr(T P ′)
for all T ∈ S (H), we have in particular 〈x|Px〉 = 〈x|P ′x〉, where we have chosen
T = 〈x|·〉x for every x ∈ H with ||x|| = 1. As before, this implies that P = P ′. �

Remark 4.48

(a) Imposing dimH �= 2 is mandatory, due to a well-known counterexample.
IdentifyingH toC2, one-dimensional projectors Pn correspond one-to-one with

unit vectors n = (n1, n2, n3)
t ∈ R

3 by means of Pn = 1
2

(
I +∑3

j=1 njσj

)
,

where σj are the standard Pauli matrices. Observe that we have Pn ⊥ Pn′ if
and only if n = −n′. If m ∈ R

3 is a fixed unit vector, the map ρ(Pn) :=
1
2

(
1+∑3

j=1(njmj )
3
)
uniquely extends to a quantum probability measure

on L (C2) by additivity, as the reader immediately proves. However, there is
no T as in Gleason’s theorem such that ρ(T Pn) = ρ(Pn) for every one-
dimensional orthogonal projector Pn. This is because, imposing this formula
leads to

∑3
j=1 njTj = ∑3

j=1 n3jm
3
j for a fixed unit vector m := (m1,m2,m3)

t

and all unit vectors n. It is easy to prove that this is impossible for every choice
of the constants Tj = tr(T σj ).

(b) Particles with spin 1/2, like electrons, admit a Hilbert space – in which the
observable spin is defined – of dimension 2. The same occurs to the Hilbert
space on which the polarisation of light is described (cf. helicity of photons).
When these systems are described in full, however, for instance when including
degrees of freedom relative to position or momentum, they are representable on
a separable Hilbert space of infinite dimension.

(c) Gleason’s theorem extends to real and quaternionicHilbert spaces in accordance
to Solér’s theorem, to formulate quantum theories. However this extension is
technically complicated especially in the second case, and it involves subtle

1In a real Hilbert space 〈x|Ax〉 = 0 for all x does not imply A = 0. Think of real skew-symmetric
matrices in R

n equipped with the standard inner product. Gleason’s theorem is valid in real and
quaternionic Hilbert spaces: in the former case uniqueness is valid if we require explicitly that
T = T ∗.
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problems related with the notion of trace. These have been fixed [MoOp18]
only recently. �
Gleason’s characterization of quantum states has an important consequence

discussed explicitly by Bell in 1966 [Bel66] (but already known to Specker in 1960).
It proves that there are no sharp states in QM, i.e. probability measures assigning
1 to some elementary observables and 0 to the remaining ones, differently to what
happens in CM. In a sense, QM is intrinsically probabilistic since it does not admit
sharp measures, as happens in CM. We state Bell’s theorem below and prove it
through a different—butmathematically equivalent—procedure fromBell’s original
argument.

Theorem 4.49 (Bell’s Theorem) Let H be a Hilbert space of finite dimension > 2,
or infinite-dimensional and separable. There is no quantum probability measure
ρ : L (H) → [0, 1], in the sense of Definition 4.43, such that ρ(L (H)) = {0, 1}.
Proof Define S := {x ∈ H | ||x|| = 1} endowed with the topology induced by H,
and let T ∈ B1(H) be the representative of ρ using Gleason’s theorem. The map
fρ : S � x �→ 〈x|T x〉 = ρ(〈x| 〉x) ∈ C is continuous because T is bounded.
We have fρ(S) ⊂ {0, 1}, where {0, 1} is equipped with the topology induced by C.
Since S is connected (because path-connected, as the reader can prove easily) its
image must be connected, too. So either fρ(S) = {0} or fρ(S) = {1}. In the first
case T = 0 which is impossible because tr(T ) = 1, in the second case tr(T ) > 2
which is similarly impossible. ��

This negative result can be strengthened physically, or so it seems, by theKochen-
Specker theorem (Theorem 5.5) we shall discuss shortly. It produces no-go theorems
within certain attempts to explain QM in terms of CM based on so-called hidden
variables. Actually Theorem 4.49 has the same physical content of the Kochen-
Specker theorem and can be applied to more general situations. We will also prove
an alternative form in Theorem 5.2 below.

Remark 4.50 In view of Proposition 4.45 and Theorem 4.47, when dealing with
Hilbert spaces with physical meaning, we could assume that H has finite dimension
or is separable so that we automatically identify the set of σ -additive quantum
probability measuresM (H) with the set of quantum states S (H). (We can simply
disregard the quantum measures in a two-dimensional H which are not represented
by elements of S (H), especially taking (b) Remark 4.48 into account.) However,
as most of the subsequent propositions are valid for the elements of S (H) even
if H does not fulfil Gleason’s hypotheses, we will always deal with the class of
quantum-state operatorsS (H) without restrictions on H. When H is not separable,
the elements of S (H) define completely additive (see Remark 4.46) probability
measures on L (H) which satisfy a stronger requirement than σ -additivity, and
define a proper subset of M (H) [Dvu92, Ham03]. (If H is separable, the two
notions of additivity coincide.) It is possible to reformulate Gleason’s theorem
for Hilbert spaces of dimension �= 2 (separable or not), proving that completely
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additive probability measures correspond one-to-one with unit-trace, positive trace-
class operators [Dvu92, Ham03]. �

We are in a position to state some definitions of interest to physicists, especially
the distinction between pure andmixed states, so we proceed to analyze the structure
of the space of the quantum-state operators. We remind the reader that, if C is a
convex set in a vector space, e ∈ C is called extremal if it cannot be written as
e = λx + (1 − λ)y, with λ ∈ (0, 1), x, y ∈ C \ {e}. We have the following simple
result.

Proposition 4.51 Let H be a Hilbert space. Then

(a) The extremal points of the convex setS (H) are those of the form: ρψ := 〈ψ| 〉ψ
for every vector ψ ∈ H with ||ψ|| = 1. (This sets up a bijection between
extremal-state operators and elements of the complex projective space PH.)
Under the hypotheses of Gleason’s theorem, the extremal points of S (H) are
in one-to-one correspondence with the extremal points of M (H).

(b) Any quantum state operator T ∈ S (H) is a linear combination of extremal
quantum-state operators, including infinite combinations in the strong operator
topology. In particular there is always a decomposition

T =
∑

u∈M

pu〈u| 〉u ,

where M is a Hilbert basis of T -eigenvectors of H, pu ∈ [0, 1] for any u ∈ M ,
and

∑

u∈M

pu = 1 .

Proof We start by proving (b). The expansion is a trivial consequence of Theo-
rem 4.34 (e), since trace-class operators are compact because of (c) Proposition 4.38.
Next observe that T is positive, hence selfadjoint, so that its eigenvalues pu belong
to [0,+∞). M is obtained by completing the Hilbert basis of Ran(T ) by adding
a Hilbert space of Ker(T ). Furthermore, according to Proposition 4.40 (e), 1 =
tr(T ) = ∑

u∈M pu and and also pu ∈ [0, 1].
(a) Consider T ∈ B1(H) and refer to the expansion used in the proof of (b),

T = ∑
u∈N pu〈u| 〉u. If T is not a one-dimensional orthogonal projector there

are at least two different u1 and u2 with pu1 > 0 and 1 − pu1 ≥ pu2 > 0. As a
consequence, T decomposes as a convex combination T = pu1T1+ (1−pu1)T2 for

T1 = 〈u1| 〉u1 and T2 :=
∑

u �=u1

pu

1− pu1

〈u| 〉u .

Notice that (i) T1 �= T2, (ii) T1, T2 �= 0, (iii) T1, T2 ∈ B1(H) by construction, (iv)
they are selfadjoint, (v) T1, T2 ≥ 0 and (vi) tr(T1) = tr(T2) = 1, so T1 and T2
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belong to S (H). We conclude that T cannot be extremal. To complete the proof,
let us prove that P = 〈ψ| 〉ψ , with ||ψ|| = 1, does not admit non-trivial convex
decompositions. Suppose that

P = λT1 + (1− λ)T2 for λ ∈ (0, 1) and T1, T2 ∈ B1(H).

We want to prove that T1 = T2 = P . As a consequence of the hypothesis, if P⊥ =
I − P ,

0 = P⊥P = λP⊥T1 + (1− λ)P⊥T2 ,

so that

0 = λtr(P⊥T1)+ (1− λ)tr(P⊥T2) = λtr(P⊥T1P
⊥)+ (1− λ)tr(P⊥T2P

⊥) .

Since λ, (1−λ) > 0 and bothP⊥TjP
⊥ ≥ 0 for j = 1, 2, it must be tr(P⊥T1P

⊥) =
tr(P⊥T2P

⊥) = 0. Since Tj ≥ 0, if N is a Hilbert basis of P⊥(H) = P(H)⊥, the
said conditions can be rephrased as

∑
u∈N ||

√
Tju||2 = 0, so that TjP

⊥ = 0 and,
taking the adjoint, P⊥Tj = 0 because Tj = T ∗j . Decomposing Tj = PTjP +
P⊥TjP + PTjP

⊥ + P⊥TjP
⊥, we conclude that

Tj = PTjP = tj 〈ψ| 〉ψ

for some tj ∈ C and j = 1, 2. The condition tr(Tj ) = 1 fixes tj = 1. ��
Exercise 4.52 Consider T ∈ S (H). Prove that

(i) T 2 ≤ T (i.e. 〈x|T 2x〉 ≤ 〈x|T x〉 for all x ∈ H);
(ii) T is extremal if and only if T 2 = T .

Solution By decomposition of T along the Hilbert basis of eigenvectors of T ∈
S (H), we have T 2 = ∑

u∈N p2
u〈u| 〉u. Since pu ∈ [0, 1], it follows that 0 ≤ p2

u ≤
pu so that 〈x|T 2x〉 ≤ 〈x|T x〉 for all x ∈ H. Since tr(T 2) = ∑

u∈N p2
u, if T 2 = T

is valid so that
∑

u∈N p2
u − pu = 0, and p2

u − p ≤ 0, we conclude that pu = p2
u for

all u, so that pu = 0 or pu = 1. Since
∑

u∈N pn = 1, this is possible only if all pu

vanish but one, which takes the value 1. In other words T = 〈u| 〉u. Conversely, if
T = 〈u| 〉u, evidently T 2 = T . �.

Exercise 4.53 Prove that the quantum probability measure ρ : L (H) → [0, 1]
associated to T ∈ S (H) according to Proposition 4.45 satisfies the so-called Jauch-
Piron property: if ρ(P ) = ρ(Q) = 0 is true for P,Q ∈ L (H), then ρ(P ∨Q) = 0.

Solution tr(T P ) = 0 can be rewritten as
∑

u∈N ||
√

T Pu||2 = 0 for every Hilbert
basis N ⊂ H. Fix N and complete to a Hilbert basis of P(H): the formula entails√

T x = 0 if x belongs to that basis and also for x ∈ P(H) in view of the continuity
of
√

T . As a consequence T x = √
T
√

T x = 0 for x ∈ P(H). The same result
is true when replacing P by Q. Every vector in P ∨ Q(H) is the limit of linear
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combinations of vectors in P(H) and Q(H). Hence T x = 0 if x ∈ P ∨Q(H) by the
linearity and continuity of T . Computing tr(T P ∨Q) using a Hilbert basis which
completes a Hilbert basis of P ∨Q(H) by adding a Hilbert basis of (P ∨Q(H))⊥,
we immediately find tr(T P ∨Q) = 0, namely ρ(P ∨Q) = 0. �

4.4.6 Physical Interpretation

The proposition allows us to introduce some notions and terminology relevant in
physics.

(a) First of all, extremal elements in S (H) are usually said to describe pure states
by physicists. We shall denote their set bySp(H).

(b) Non-extremal quantum state operators are called statistical operators or also
density matrices. They are said to describe mixed states, mixtures or non-
pure states.

(c) If

ψ =
∑

i∈I

aiφi ,

with I finite or countable (and the series converges in the topology of H in the
second case), where the vectors φi ∈ H are all non-null and 0 �= ai ∈ C,
physicists call the state operator 〈ψ| 〉ψ a coherent superposition of the state
operators 〈φi | 〉φi/||φi ||2.

(d) The possibility of creating pure states by non-trivial combinations of vectors
associated to other pure states is called, in the jargon of QM, superposition
principle of (pure) states.

(e) There is however another type of superposition of states. If T ∈ S (H) satisfies:

T =
∑

i∈I

piTi

with I finite, Ti ∈ S (H), 0 �= pi ∈ [0, 1] for any i ∈ I , and
∑

i pi = 1, the
state operator T is said to describe an incoherent superposition of the states
described by the operators Ti (possibly pure).

(f) If ψ,φ ∈ H satisfy ||ψ|| = ||φ|| = 1 the following terminology is very
popular: the complex number 〈ψ|φ〉 is the transition amplitude or probability
amplitude of the state operator 〈φ| 〉φ on the state operator 〈ψ| 〉ψ . Moreover
the non-negative real number |〈ψ|φ〉|2 is the transition probability of the state
operator 〈φ| 〉φ on the state operator 〈ψ| 〉ψ .

We make some comments about these notions. Consider the extremal state
operator Tψ ∈ Sp(H), written Tψ = 〈ψ| 〉ψ for some ψ ∈ H with ||ψ|| = 1.
What we want to emphasise is that this extremal state operator is also an orthogonal
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projector Pψ := 〈ψ| 〉ψ , so it must correspond to an elementary observable of the
system (an atom using the terminology of Theorem 4.17). The naive and natural
interpretation2 of that observable is this: “the system’s state is the pure state given
by the vector ψ”. We can therefore interpret the square modulus of the transition
amplitude 〈φ|ψ〉 as follows. If ||φ|| = ||ψ|| = 1, as the definition of transition
amplitude imposes, tr(TψPφ) = |〈φ|ψ〉|2, where Tψ := 〈ψ| 〉ψ and Pφ = 〈φ| 〉φ.
Using (4) we conclude:

|〈φ|ψ〉|2 is the probability that the state, given (at time t) by the vector ψ , following
a measurement (at time t) on the system becomes determined by φ.

Notice |〈φ|ψ〉|2 = |〈ψ|φ〉|2, so the probability transition of the state determined
by ψ on the state determined by φ coincides with the analogous probability where
the vectors are swapped. This fact is, a priori, highly non-evident in physics.

4.4.7 Post-measurement States: The Meaning
of the Lüders-von Neumann Postulate

Since we have introduced a new notion of state, the axiom concerning the collapse
of the state (Sect. 3.4) must be upgraded to encompass all state operators of S (H).
The standard formulation of QM assumes the following axiom (introduced by von
Neumann and generalized by Lüders) about what occurs to the physical system, in a
state described by the operator T ∈ S (H) at time t , when subjected to the measure-
ment of an elementary observable P ∈ L (H), if the latter is true (so in particular
tr(T P ) > 0, prior to the measurement). We are referring to non-destructive testing,
also known as indirect measurement or first-kind measurement, where the physical
system examined (typically a particle) is not absorbed/annihilated by the instrument.
It is an idealised version of the actual processes used in labs, and only in part they
can be modelled in such a way.

Collapse of the State: General Formulation If the quantum system is in the state
described by T ∈ S (H) at time t and proposition P ∈ L (H) is true after a
measurement at time t , the system’s state immediately afterwards is described by

TP := PT P

tr(T P )
. (4.22)

2We cannot but notice how this interpretation muddles the semantic and syntactic levels. Although
this could be problematic in a formulation within formal logic, the use physicists make of the
interpretation eschews the issue.
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In particular, if T is pure and determined by the unit vector ψ , the state immediately
after measurement is still pure, and determined by:

ψP = Pψ

||Pψ|| . (4.23)

(Obviously, in either case TP and ψP define states. In the former, in fact, TP is
positive of trace class, with unit trace, while in the latter ||ψP || = 1.)

The postulate has an important characterization. Suppose that the initial state
is described by T ∈ S (H), we measure P ∈ L (H) and we want to know the
probability to measure Q ∈ L (H). This is a problem of conditional probability.
In general, if Q is not compatible with P , i.e. if P and Q do not commute,
the rules to handle conditional probability are different from the classical ones,
as physicists know very well. However, if we deal with compatible elementary
observables, we expect that the quantum rules and the classical ones coincide, by
including these observables in a maximal set of commuting elementary observables
as we already did elsewhere. In particular, let us assume Q ≤ P . In this case
P ∧Q = PQ = QP = Q (Proposition 3.19), so the classical rule of conditional
probability is expected to hold with an obvious meaning of the symbols,

PT (Q|P) = PT (P ∧Q)

PT (P )
= PT (Q)

PT (P )
.

This requirement, if assumed, completely characterizes the post-measurement state
and implies that the Lüders-von Neumann postulate holds, as established in the
following proposition.

Proposition 4.54 Let T ∈ S (H) be a quantum state operator for a Hilbert space
H and suppose that, for P ∈ L (H), tr(T P ) > 0. There exists exactly one other
quantum state operator T ′ ∈ S (H) such that

tr(T ′Q) = tr(T Q)

tr(T P )
for every Q ∈ L (H) with Q ≤ P. (4.24)

Moreover,

T ′ = PT P

tr(T P )
.

Proof One immediately proves that T ′ satisfies the condition. Let us prove the
converse statement. If x ∈ H0 := P(H) has unit norm, consider the orthogonal
projector Qx := 〈x| 〉x. Since Q ≤ P , condition (4.24) reads tr(T ′Qx) =
tr(T P )−1tr(T Qx). Computing traces by completing x to a basis of H, we have
〈x|T ′x〉 − tr(T P )−1〈x|T x〉 = 0 and, since x = Px, it can be rearranged to
〈x|T ′x〉 − tr(T P )−1〈Px|T Px〉 = 0, so that

〈x|(T ′ − tr(T P )−1PT P)x〉 = 0 for every x ∈ H0 . (4.25)
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Now observe that condition (4.24) for Q = P leads to tr(T ′P) = 1. Taking
also advantage of the cyclic property of the trace and PP = P , we have
tr(T ′P) = tr(PT ′P) = 1. On the other hand, using the decomposition T ′ =
PT P + P⊥T P⊥ + P⊥T P + PT P⊥, (whereP⊥ := I − P ), the normalization
condition tr(T ′) = 1 implies 1 = tr(PT ′P) + tr(P⊥T ′P⊥). Comparing the
results obtained, we conclude that tr(P⊥T ′P⊥) = 0, namely tr(P⊥√T

√
T P⊥) =∑

u∈N ||
√

T u||2 = 0, where N is a Hilbert basis of P⊥(H). We have found
that T ′P⊥ = 0 and also, taking the adjoint P⊥T ′ = 0. Coming back to the
decomposition T ′ = PT ′P +P⊥T ′P⊥ +P⊥T ′P = PT ′P⊥, we realize that T ′ =
PT ′P . In view of the analogous PT P

tr(TP )
, we can restrict our analysis to the Hilbert

space H0 := P(H), since both operators vanish on the orthogonal of H0 and their
images are contained inH0 viewed as a Hilbert space. To this regard, Proposition 2.5
implies that (4.25) is therefore equivalent to (T ′ − tr(T P )−1PT P)z = 0 when
z ∈ H0. Since, as we said, both operators vanish on the orthogonal of H0, we have
that T ′y = tr(T P )−1PT Py for every y ∈ H proving our assertion. ��

Conditional probability is an articulated part of quantum logic (quantum condi-
tional and quantum conditional probability) with profound differences between the
classical counterparts and open issues. See [Red98] for a technical account.

Remark 4.55

(a) Measuring a property of a physical quantity goes through the interaction
between the system and an instrument (supposed to bemacroscopic and obeying
the laws of classical physics). QuantumMechanics, in its standard formulation,
does not establish what a measuring instrument is, it only says they exist; nor is
it capable of describing the interaction of instrument and quantum system set out
in the Lüders-von Neumann postulate discussed above. Several viewpoints and
conjectures exist on how to complete the physical description of the measuring
process; these are called, in the slang of QM, collapse/reduction of the state
or of the wavefunction, and are also described in terms of decoherence (see
[BLPY16, Lan17] for complete discussions and references).

(b) Measuring instruments are commonly employed to prepare a system in a certain
pure state. Theoretically speaking the preparation of a pure state is carried out
like this. A finite collection of compatible propositionsP1, . . . , Pn is chosen so
that the projection subspace of P1 ∧ · · · ∧ Pn = P1 · · ·Pn is one-dimensional.
In other words P1 · · ·Pn = 〈ψ| 〉ψ for some vector with ||ψ|| = 1. The
existence of such propositions is seen in practically all quantum systems used in
experiments. (From a theoretical point of view these are atomic propositions.)
Then the Pi are simultaneously measured on several identical copies of the
physical system of concern (e.g., electrons), whose initial states, though, are
unknown. If for one system the measurements of all propositions are successful,
the post-measurement state is determined by the vector ψ , and the system was
prepared in that particular pure state.

Normally each projector Pi belongs to the PVM P (A) of an observable Ai

whose spectrum is made of isolated points (thus a pure point spectrum according
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to Definition 3.44) and Pi = P
(A)
{λi } with λi ∈ σp(Ai). We will come back to this

issue in Sect. 6.2.2.
(c) Let us finally explain how to obtain non-pure states from pure ones practically.

Consider q1 identical copies of system S prepared in the pure state associated
to ψ1, q2 copies of S prepared in the pure state associated to ψ2 and so on,
up to ψn. If we mix these states each one will be in the non-pure state: T =∑n

i=1 pi〈ψi | 〉ψi , where pi := qi/
∑n

i=1 qi . In general, 〈ψi |ψj 〉 is not zero if
i �= j , so the above expression for T is not the decomposition with respect to an
eigenvector basis for T . This procedure may seem to suggest the existence of
two different types of probability, one intrinsic and due to the quantum nature
of the state associated to ψi ; the other epistemic, and encoded in the probability
pi . But this is not true: once a non-pure state has been created, as above, there is
no way, within QM, to distinguish the states forming the mixture. For example,
the same state operator T could have been obtained mixing pure states other
than those determined by the ψi . In particular, one could have used those in the
eigenvector decomposition of T . For physics, no kind of measurement would
distinguish the two mixtures. �
To conclude this quick discussion about measurements in Quantum Theories,

it is fundamental to stress that the Lüders-von Neumann postulate refers to an
extremely idealized notion of measurement. Similarly, the notion of observable
viewed as the integral of a PVM, albeit representing a fundamental theoretical
notion, appears to be a rigid idealization of concrete measurement instruments.
Realistic quantum instruments are nowadays described through a mature and
sophisticated mathematical theory based on the notion of POVMs (positive-operator
valued measures) generalising our familiar PVM, and completely positive maps. We
suggest [BLPY16] as a modern review on the subject.

4.4.8 Composite Systems in Elementary QM: The Use
of Tensor Products

If a quantum system S described on the Hilbert space H contains two independent
parts, S1 and S2, respectively described on the Hilbert spaces H1 and H2, we are
committed to assume this triple of requirements at least.

(A) The elementary propositions Pi of each subsystem, the elements ofL (Hi ) for
i = 1, 2, must be (1-1) identified with corresponding elementary propositions
P ′

i on the full system, i.e., elements ofL (H).
(B) Any pair of elementary propositions, one for each independent subsystem,

viewed as elements ofL (H) must be compatible.
(C) For every couple of states T1 ∈ S (H1), T2 ∈ S (H2), there is a state T ∈

S (H) such that tr(T P ′
1) = tr(T1P1) and tr(T P ′

2) = tr(T1P2) for every P1 ∈
L (Hi ) and P2 ∈ L (H2).
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(C) says that we can fix states on S1 and S2 independently: for every choice of two
independent states on the two parts of the system, there is a state of the overall
system which embodies those choices.

A natural way to implement these requirements in elementary QM is assuming
that the whole system is described on the Hilbert tensor product H = H1 ⊗ H2
(with further factors in case S1 and S2 do not exhaust the total system S, but further
independent parts S3 etc. are present) so that, in particular, the space of states is
S (H) = S (H1 ⊗H2).

We quote here some basic technical facts [Mor18] regarding the tensor product
of Hilbert spaces, useful when dealing with composite systems and leading to the
assumption made above.

(1) (From Sect. 2.1.4.) The Hermitian inner product 〈·|·〉 on H1 ⊗ H2 is the unique
Hermitian inner product such that, with obvious notation,

〈ψ1 ⊗ ψ2|φ1 ⊗ φ2〉 = 〈ψ1|φ1〉1〈ψ2|φ2〉2 for every φi , ψi ∈ Hi and i = 1, 2.

(4.26)

(2) (From Proposition 10.32 in [Mor18]) If Ai ∈ B(Hi ) i = 1, 2, there is a unique
operator A1⊗A2 ∈ B(H1⊗H2) called the tensor product of A1 and A2 such
that

A1 ⊗ A2(ψ1 ⊗ ψ2) = (A1ψ1)⊗ (A2ψ2) for every ψi ∈ Hi and i = 1, 2 (4.27)

and it turns out that

||A1 ⊗ A2|| = ||A1||1 ||A2||2 . (4.28)

Moreover,Ai ≥ 0 imply A1 ⊗A2 ≥ 0.
(3) It is easy to prove that if furthermoreAi ∈ B1(Hi ) thenA1⊗A2 ∈ B1(H1⊗H2)

and tr(A1 ⊗ A2) = tr(A1)tr(A2).

The stated facts lead straightforwardly to the following proposition.

Proposition 4.56 If H1,H2 are Hilbert spaces, the following results are valid.

(a) The map

B(H1) � A1 �→ A1 ⊗ I2 ∈ B(H1 ⊗ H2) (4.29)

is an injective and norm-preserving unital ∗-algebra homomorphism. Further-
more,

σ(A1 ⊗ I2) = σ(A1) , σp(A1 ⊗ I2) = σp(A1) , σc(A1 ⊗ I2) = σc(A1) ,

σr (A1 ⊗ I2) = σr (A1) .

A similar statement holds replacing 1 with 2.
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(b) The map

L (H1) � P1 �→ P1 ⊗ I2 ∈ L (H1 ⊗ H2) (4.30)

is well defined and is an injective homomorphism of orthocomplemented
lattices. A similar statement holds when replacing 1 by 2.

(c) The map

S (H1)×S (H2) � (T1, T2) �→ T1 ⊗ T2 ∈ S (H1 ⊗ H2) (4.31)

is well defined and T := T1 ⊗ T2 satisfies

tr(T A1 ⊗ A2) = tr(T1A1)tr(T2A2) , for Ai ∈ B(Hi ) , i = 1, 2 .

In particular,

tr(T (P1 ⊗ I2)) = tr(T1P1) and tr(T (I1 ⊗ P2)) = tr(T2P2)

for Pi ∈ L (Hi ) , i = 1, 2 .

Sketch of Proof (a) is consequence of (2) and (1). In particular, (A1⊗I2)
∗ = A∗1⊗I2

arises from 〈ψ ⊗ φ|A1 ⊗ I2(ψ
′ ⊗ φ′)〉 = 〈A∗1 ⊗ I2(ψ ⊗ φ)|A1 ⊗ I2ψ

′ ⊗ φ′〉
which is valid due to (1),(2) and from the fact that linear combinations of elements
ψ ⊗ φ are dense in H1 ⊗H2, also using the boundedness of the operators involved.
The identities between the various parts of the spectrum easily arise from (2), the
linearity of operators, and the direct application of the relevant definitions. (b)
is consequence of the relevant definitions, the continuity of the operators and in
particular Proposition 4.12. (c) Is consequence of (3) and the comment before the
remark in Sect. 2.1.4. �

Items (b) and (c) show that the tensor product yields a practical implementation
of the requirements (A)–(C). In fact, (A) the elementary propositions of a subsystem
are viewed as elementary propositions on the full system under the injective
homomorphism (4.30). Moreover, (B) elementary propositions of two independent
subsystems are always compatible because

(P1⊗I2)(I1⊗P2) = P1⊗P2 = (I1⊗P2)(P1⊗I2) for Pi ∈ L (Hi ) and i = 1, 2 .

There are natural extensions of these results to the case A1, A2 densely defined and
selfadjoint, but we shall not enter the details here [Mor18]. The fact that (C) is valid
is now trivial. All these results generalize to the case of a finite, and to some extent,
countable number of subsystems.

Remark 4.57 The use of the tensor product of Hilbert spaces to formalize the notion
of independent subsystems is a possibility usually exploited in elementary QM.
However, this is not the only possibility and sometimes it is impossible to adopt
that description. We will come back on this issue in Sect. 6.4. �
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Example 4.58

(1) An electron possesses an electric charge in addition to the spin. That is another
internal quantum observableQ with two values±e, where e ≈ −1.6×10−19 C
is the value elementary electrical charge. So there are two types of electrons.
Proper electrons, whose internal state of charge is an eigenvector of Q with
eigenvalue −e and positrons, whose internal state of charge is a eigenvector
of Q with eigenvalue e. The simplest version of the internal Hilbert space
of the electrical charge is therefore Hc which,3 again, is isomorphic to C

2.
With this representation Q = eσ3. The full Hilbert space of an electron must
therefore contain a factor Hs ⊗ Hc. Obviously this is by no means sufficient
to describe an electron, since we must include the observables describing at
least the position of the electron. The three observables describing the Cartesian
coordinates of the positions of an electron in the rest space R

3 of an inertial
reference space are represented in L2(R3, d3x) as we already know. The final
space is therefore L2(R3, d3x)⊗ Hs ⊗ Hc. Alternatively, the non-internal part
of the state of the electron can be represented in the L2 space associated with
the momentum operators, the momentum picture introduced in Example 3.74.
With this choice the total Hilbert space of an electron is L2(R3, d3k)⊗Hs⊗Hc

where the momentum operator is a multiplication. These two descriptions are
unitarily equivalent (under the Fourier-Plancherel transform) and choosing one
or another is just matter of convenience.

(2) Composite systems are in particular systems made of many (either identical or
not) particles. If we have a pair of particles respectively described on the Hilbert
space H1 and H2, the full system is described on H1 ⊗ H2. Notice that, in the
finite-dimensional case, the dimension of the final space is the product of the
components’ dimensions. In CM the system would instead be described on a
phase space which is the Cartesian product of the two phase spaces. In that case
the dimension would be the sum, rather than the product, of the dimensions of
the component spaces. �

4.5 General Interplay of Quantum Observables
and Quantum States

This section is devoted to focus on the interplay of general observables and states
and to prove that formulas familiar to physicists are well motivated by the rigorous
formalism.

3As we shall say later, in view of a superselection rule not all normalized vectors of Hc represent
(pure) states.
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4.5.1 Observables, Expectation Values, Standard Deviations

When dealing with mixed states, Definitions (3.43) and (3.45) for the expectation
value 〈A〉ψ and the standard deviation �Aψ of an observable A referred to the
pure state defined by 〈ψ| 〉ψ with ||ψ|| = 1, are no longer valid. Extended natural
definitions can be stated referring to the probability measure associated to both the
mixed state defined by T ∈ S (H) and the observable A, more precisely its PVM
P (A). In practice, we can define

μ
(A)
T : B(σ (A)) � E �→ tr(P

(A)
E T ) ∈ [0, 1] (4.32)

with the meaning of the probability to obtain E after a measurement of A in the
quantum state represented by T ∈ S (H).

In particular, if T is pure, so that T = ψ〈ψ|·〉 for some unit vector ψ ∈ H, we
find again the probability already seen in (3.42),

μ
(A)
T (E) = ||P (A)

E ψ||2 = μ
(A)
ψ,ψ (E) .

The proof is trivial: just complete {ψ} to a Hilbert basis of H and compute the trace.
Adopting the definition of μ

(A)
T introduced in (4.32),

(a) the expectation value of A with respect to the state described by T is defined
as

〈A〉T :=
∫

σ(A)

λ dμ
(A)
T (λ) , (4.33)

provided the function σ(A) � λ → λ ∈ R is in L1(σ (A),μ
(A)
T );

(b) the standard deviation is defined as

�AT :=
√∫

σ(A)

(λ− 〈A〉T )2 dμ
(A)
T (λ) =

√∫

σ(A)

λ2 dμ
(A)
T (λ)− 〈A〉2T ,

(4.34)

provided σ(A) � λ → λ ∈ R is in L2(σ (A),μ
(A)
T ). (Notice L2(σ (A),μ

(A)
T ) ⊂

L1(σ (A),μ
(A)
T ) since the measure is finite.)
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4.5.2 Relation with the Formalism Used in Physics

The next proposition establishes that the usual formal results handled by physicists
(see formulas in (b)-(d) below) are valid under suitable conditions on the domains.4

With reference to the domain issues in (b) and (c) below we observe that D(A2) =
�ı2 ⊂ �ı = D(A) = D(|A|).
Proposition 4.59 Let H be a Hilbert space, T ∈ S (H) a quantum state operator
and A : D(A) → H, densely defined, an observable (i.e. A = A∗). The following
facts hold.

(1) μ
(A)
T as in (4.32) is a well-defined probability measure onB(σ (A)).

(2) If Ran(T ) ⊂ D(A) and |A|T ∈ B1(H) (always valid if A ∈ B(H)), then

(a) 〈A〉T is well defined,
(b) 〈A〉T = tr(AT ).

(3) If Ran(T ) ⊂ D(A2) and |A|T ,A2T ∈ B1(H) (always valid if A ∈ B(H)),
then

(a) �AT is well defined,
(b) �AT =

√
tr(A2T )− (tr(AT ))2.

(4) Assume that T = ψ〈ψ| 〉 with ||ψ|| = 1

(a) If ψ ∈ D(A) then the hypotheses in 2 are valid and 〈A〉T = 〈ψ|Aψ〉,
(b) If ψ ∈ D(A2) then the hypotheses in 3 are valid and �AT =√〈ψ|A2ψ〉 − 〈ψ|Aψ〉2 .

Proof

(1) Taking the definition PVM into account, the proof is a trivial adaptation of
the proof of Proposition 4.45.

(2)(a) Let us assume Ran(T ) ⊂ D(A) and |A|T ∈ B1(H) that are automatically
true if A ∈ B(H). As already stressed, D(|A|) = D(A) so Ran(T ) ⊂
D(A) = D(|A|) is true and both AT , |A|T are well defined under
said hypotheses. Next, the polar decomposition theorem for (unbounded)
selfadjoint operators A = U |A| (immediately obtained from the spectral
decomposition in the three cases with |A| andU := sign(A) ∈ B(H) defined
spectrally) implies AT = U |A|T ∈ B1(H), because U ∈ B(H) and B1(H)

is two-sided ideal. Now, referring to the Borel σ -algebra on σ(A) ⊂ R, we
can construct a sequence of real simple functions

sn =
∑

in∈In

c
(n)
in

χ
E

(n)
in

: σ(A) → R with c
(n)
in
∈ R, and In finite

4Weaker necessary and sufficient conditions assuring that these formulas are valid can be found in
[Mor18] with reference to Hilbert-Schmidt operators, which we do not consider here.
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which satisfies

0 ≤ |sn| ≤ |sn+1| ≤ |ı| , sn → ı pointwise as n → +∞, (4.35)

where ı : σ(A) � λ �→ λ ∈ R. By direct application of the given definitions,
if

An :=
∫

σ(A)

sndP (A) =
∑

in∈In

c
(n)
in

P
(A)

E
(n)
in

∈ B(H) ,

exploiting Proposition 3.29 (c), monotone convergence and Lebesgue’s
dominated convergence, we have both

〈ψ |Anψ〉 → 〈ψ |Aψ〉 , 〈ψ ||An|ψ〉 → 〈ψ ||A|ψ〉 ∀ψ ∈ D(A) as n →+∞
(4.36)

and also

|〈ψ|Anψ〉| ≤ 〈ψ||An|ψ〉 ≤ 〈ψ||A|ψ〉 . (4.37)

On the other hand, if M is a Hilbert basis of H obtained by completing
a Hilbert basis N of Ker(T )⊥ made of eigenvectors of T according to
Theorem 4.34 (e) and taking advantage of the cyclic property of the trace,
we have both

t r(AnT ) = t r

⎛

⎝
∑

in∈In

c
(n)
in

P
(A)

E
(n)
in

T

⎞

⎠ =
∑

in∈In

c
(n)
in

tr(P
(A)

E
(n)
in

T ) =
∑

in∈In

c
(n)
in

tr(T P
(A)

E
(n)
in

) =

=
∑

in∈In

c
(n)
in

μT (E
(n)
in

) =
∫

σ(A)

sndμ
(A)
T

(4.38)

and similarly

tr(|An|T ) =
∫

σ(A)

|sn| dμ
(A)
T . (4.39)

Looking at the formula (4.39), by the monotone convergence theorem

tr(|An|T ) =
∫

σ(A)

|sn|(λ) dμ
(A)
T (λ) →

∫

σ(A)

|λ| dμ
(A)
T (λ)

as n →+∞, and simultaneously

tr(|An|T ) =
∑

u∈N

s(u)〈u||An|u〉 →
∑

u∈N

s(u)〈u|Au〉 = tr(|A|T ) ,
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where s(u) ≥ 0 are the eigenvalues of T , again by monotone convergence
and (4.36). Putting all together, we find

tr(|A|T ) =
∫

σ(A)

|λ| dμ
(A)
T (λ) .

We have in particular established that the integral in the right-hand side is
finite (because the left-hand side exists by hypothesis) and thus 〈A〉T is well
defined.

(2)(b) Let us look at the formula in (4.38). From dominated convergence, taking
(4.35) into account, we obtain as n →∞

tr(AnT ) =
∫

σ(A)

sn(λ) dμ
(A)
T →

∫

σ(A)

λ dμ
(A)
T .

On the other hand,

tr(AnT ) =
∑

u∈N

〈u|Anu〉s(u) →
∑

u∈N

〈u|Au〉s(u) = tr(AT ) ,

where we have once again applied the dominated convergence theorem
allowed by (4.37). Putting everything together we get

tr(AT ) =
∫

σ(A)

λ dμ
(A)
T (λ) =: 〈A〉T ,

concluding the proof of 2.(b).
(3) The proof is strictly analogous to that of (2) by noticing that the hypotheses

of (3) imply those of (2) and thatL2(σ (A),μ
(A)
T ) ⊂ L1(σ (A),μ

(A)
T ) because

μ
(A)
T is finite.

(4) The claim reduces to trivial subcases of (2) and (3), in particular by
completing {ψ} to a Hilbert basis of H to compute the various traces.

��
Example 4.60 Let us consider a quantum spinless particle of mass m > 0, living on
the real line, whose Hamiltonian operator

H = s-
+∞∑

n=0
h̄ω(n+ 1/2)〈ψn| 〉ψn

is that of a harmonic oscillator (see (3) Example 3.43). In this case H = L2(R, dx).
If the system is in contact with a heat bath at (absolute) temperature (kBβ)−1 > 0
(kB being Boltzmann’s constant), its state is mixed and is described by the statistical
operator

Tβ = Z−1β e−βH ,
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where expanding the trace in the Hilbert basis of eigenvectors ψn of H gives

Zβ = tr(e−βH ) =
+∞∑

n=0
e−βh̄ω(n+1/2) = e−βh̄ω/2

1− e−βh̄ω
, (4.40)

the so-called canonical partition function. In other words

Tβ = s-
+∞∑

n=0

e−βh̄ω(n+1/2)

Zβ

〈ψn| 〉ψn .

It is easy to check that Tβ ∈ S (H). Furthermore the elements of Ran(Tβ) have the
form

+∞∑

n=0
e−βh̄ω(n+1/2)cnψn with

+∞∑

n=0
|cn|2 < +∞.

It is therefore evident that Ran(Tβ) ⊂ D(Hm) for m = 1, 2, . . . and that |H |Tβ =
HβTβ and H 2Tβ ∈ B1(H). For instance

HmTβ = s-
+∞∑

n=0

(h̄ω)me−βh̄ω(n+1/2)(n+ 1/2)m

Zβ

〈ψn| 〉ψn ,

so that HmTβ ∈ B1(H) with

||HmTβ || = sup
n∈N

(h̄ω)2e−βh̄ω(n+1/2)(n+ 1/2)m

Zβ

= (h̄ω)me−βh̄ω/2

2mZβ

,

||HmTβ ||1 =
+∞∑

n=0

(h̄ω)me−βh̄ω(n+1/2)(n+ 1/2)m

Zβ

< +∞ .

Therefore we can apply Proposition 4.59. For instance

〈H 〉Tβ = tr(HTβ) = h̄ω

Zβ

+∞∑

n=0
e−βh̄ω(n+1/2)(n+1/2) = − 1

Zβ

d

dβ
Zβ = − d

dβ
lnZβ ,

where in the penultimate passage we have moved the derivative in β inside the sum,
as allowed by standard elementary theorems of calculus, since the series converges
and the derivatives’ series converges uniformly. �



Chapter 5
Realism, Non-Contextuality, Local
Causality, Entanglement

We have accumulated enough theoretical material to tackle some aspects of
an important and intriguing issue regarding the theoretical interpretation of the
quantum realm.

5.1 Hidden Variables and no-go Results

There exist approaches to quantum phenomenology, called hidden-variable for-
mulations (see, e.g.,[BeCa81, Ghi07, Lan17, BeZe17, SEP], and [Red98] for the
viewpoint of QFT), that compete with the standard interpretation of the formalism
also known as Copenhagen interpretation, which is the one adopted in this book.

The most important exemplar of these alternative formulations is certainly the
well-known Bohmian mechanics [DüTe09], a quite articulate and healthy theory.
Also known as pilot-wave theory or de Broglie–Bohm theory, Bohmian mechanics
posits that a quantum particle has a definite position at every time (in this sense
it is a partially classic system and the position is the hidden variable) and moves
according to an equation of motion subsuming a “quantum” interaction due to a
wavefunction that evolves under the usual Schrödinger equation. Randomness arises
from the fact that we do not know which trajectory the particle actually follows
among the plethora permitted by the evolution law. Bohmian mechanics is named
after David Bohm, who was the first physicist to frame (in 1952) into a definite form
this alternate description, which had already been proposed in similar yet vague
forms by other scientists like de Broglie, thus enabling it to make correct predictions.
A thorough examination would deserve more than an entire chapter, so we shall not
discuss it here (see also [Tum17] for a recent review).

Another classical subject concerns the celebrated Bell theorem apropos the
BCHSH inequality and the role of locality (or local causality) in QM, in relationship
to the phenomenology of entangled states. The reader may profitably consult
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[BeZe17] for a recent review on Bell’s achievements and the developments of
his ideas on locality and entanglement in quantum theory—with regard to other
topics discussed in the rest of this chapter—also including recent experimental
achievements.

Although we will introduce two versions of Bell’s analysis on the interplay
between entanglement, realism, and locality in two sections of this chapter, we are
also interested in discussing a different theoretical milestone about hidden-variable
theories, known as the Kochen–Specker theorem, and the related notions of realism
and non-contextuality. The last section tackles the interaction between entanglement
and non-contextuality by addressing the BCHSH inequality from a different point
of view.

5.1.1 Realistic Hidden-Variable Theories

The pivotal idea at the heart of hidden-variable formulations is that a quantum
system is actually partially classic (quantum phenomenology and the constant
h̄ must however enter the theory, eventually) and the observed randomness of
measurement outcomes is due to an incomplete knowledge of the system. There
are in particular hidden variables, cumulatively denoted by λ ∈ � usually, whose
knowledge would completely fix a classical-like state of the system. For this school
of thought it is implicit that all observables always have definite values when λ is
given, even if we do not know them. Measurements are thus simple observations
of values which already exist. This hypothesis goes under the name of realism after
the celebrated analysis by Einstein et al. [EPR35] (though this notion of realism
specifically refers to a theoretical context only, and should not be taken literally as
a general philosophical assumption!). As we said above, due to reasons specified in
concrete models, when we observe the quantum behaviour of our physical system,
the knowledge of hidden variables is limited in a way similar to what happens in
statistical mechanics. As a matter of fact, we only have access to a probability
distribution of λ over �, which we shall denote by μ. The quantum fluctuations
of the outcomes of a measurement are explained as statistical fluctuations related to
μ. In this view, quantum randomness is merely epistemic rather than ontic, as in the
Copenhagen interpretation.

5.1.2 The Bell and Kochen–Specker no-go Theorems

Let us get started with a non-existence theorem in the standard formulation of QM.
Under the hypotheses of Gleason’s theorem, quantum-state operators and quan-

tum probability measures correspond one-to-one, so the notion of expectation value
and standard deviation of an observable can be ascribed to quantum probability
measures ρ ∈ M (H). In particular 〈A〉ρ and �Aρ can be defined when A is
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bounded simply by replacing ρ with the corresponding state T and using the already
known definitions (4.33) and (4.34).

Definition 5.1 If H is a Hilbert space, a quantum probability measure ρ ∈ M (H)

is called dispersion-free if �Aρ = 0 for every observable A ∈ B(H). �
Theorem 4.49 is the important consequence of Gleason’s theorem discovered by
Bell [Bel66] in 1966 (already known to von Neumann in 1932, however). Now we
may rephrase it as a non-existence result for dispersion-free quantum probability
measures.

Theorem 5.2 (Bell’s Theorem (Alternative Statement)) Let H be a Hilbert
space, either of finite dimension dim(H) > 2 or infinite-dimensional and separable.
There exist no dispersion-free quantum probability measures in M (H).

Proof Suppose that such a ρ ∈ M (H) exists and let T ∈ S (H) be the associated
quantum-state operator according to Gleason’s theorem. Assuming A = P ∈
L (H), it follows 0 = (�PT )2 = tr(T PP) − tr(T P )2 = tr(T P ) − tr(T P )2.
As a consequence, either tr(T P ) = 0 or tr(T P ) = 1 for every P ∈ L (H). This is
impossible by Theorem 4.49. ��
Remark 5.3 The only technical difference with Theorem 4.49 is that now general
bounded observables are considered, and not only elementary propositions. Notice
that Theorem 5.2 easily implies Theorem 4.49 when we look at elementary
observables. But is also uses Theorem 4.49 in its proof, so the two versions are
indeed equivalent. �
If we specialise to the finite-dimensional case, we can recast the theorem in a form
that has several implications for the hidden-variable theory. Improving on an earlier
non-existence result due to von Neumann (1932), the famous 1967 Kochen–Specker
theorem [KoSp67] is actually an elementary corollary of Gleason’s theorem, as Bell
realized, even though the original proof was direct and completely different (see,
e.g., [Lan17, SEP]). We state and prove the theorem below, and then discuss the
relevant theoretical consequences.

Notation 5.4 For a given Hilbert spaceH,B(H)sa indicates the real linear space of
selfadjoint elements ofB(H). �
Theorem 5.5 (Kochen–Specker Theorem) Let H be a finite-dimensional Hilbert
space with dim(H) > 2. For any non-zero map v : B(H)sa → R, the
requirements

(i) v(A+ B) = v(A)+ v(B) if A,B ∈ B(H)sa commute,
(ii) v(AB) = v(A)v(B) if A,B ∈ B(H)sa commute,

are incompatible.

Proof Every orthogonal projector P ∈ L (H) belongs to B(H)sa . If a map v exists
as in the hypotheses, then v(P ) = v(PP) = v(P )2 due to (ii), hence v(P ) ∈
{0, 1}. In particular v(I) = 1, otherwise v(A) = v(IA) = v(I)v(A) = 0, which
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is not permitted (v �≡ 0). Observing that PiPj = 0 implies PiPj = PjPi for
Pi, Pj ∈ L (H), it is easy to check that the map ρ : L (H) � P �→ v(P ) defines a
quantum probabilitymeasure by (i) and v(I) = 1. Note that (i) implies the additivity
of this map on L (H). In turn, additivity implies σ -additivity because H is finite-
dimensional and hence only finite sequences of non-vanishing orthogonal projectors
onto pairwise orthogonal subspaces exist, and also v(0) = 0 from v(I) = 1 and (i).
Such ρ is not allowed by Theorem 4.49, since ρ(L (H)) ⊂ {0, 1} and dimH > 2.
Consequently v cannot exist. ��
Remark 5.6 If H is infinite-dimensional but is separable, the thesis of Theorem 5.5
is still valid if we add the requirement that (iii) v is continuous in the strong operator
topology. In fact, according to the above proof of Theorem 5.5, the only extra fact
to be proved is that ρ : L (H) � P �→ v(P ) is σ -additive. If P is the strong limit of∑N

k=1 Pk as N → +∞, where PkPh = 0 if k �= h, the additivity of v together with
its strong continuity force the σ -additivity of ρ. �
We will use quite often in the rest of the chapter a technical lemma related to the
hypotheses of the Kochen–Specker theorem.

Lemma 5.7 Let H be a Hilbert space of any dimension, and A ∈ B(H)sa .
Take a non-zero real-valued map v defined on the unital Abelian algebra of real
polynomials of A. If v fulfils the Kochen–Specker requirements (i) and (ii), then it
also satisfies v(I) = 1 and v(aA) = av(A) for a ∈ R.

Proof The first relation was shown during the proof of Theorem 5.5 (without using
dimH < +∞). To prove the other one, recall a known analysis result whereby the
only non-zero additive and multiplicative map f : R→ R (f (a+b) = f (a)+f (b)

and f (ab) = f (a)f (b) for every a, b ∈ R) is the identity f (a) = a. The function
f (a) := v(aI) satisfies the conditions above (in particular f (1) = v(I) = 1 �= 0).
Hence, v(aA) = v(aI)v(A) = av(A) for a ∈ R and A ∈ B(H)sa . ��
Let us start discussing the physical repercussions of the Kochen–Specker no-go
result. Theorem 5.5 imposes strong limitations on any theory of hidden variables
which assumes the realism hypothesis, when taking the quantum phenomenology
into account.

As already said, within these approaches it is supposed that a quantum system S

is actually partially classic and the observed randomness of measurement outcomes
is due to an incomplete knowledge of the system making quantum randomness
merely epistemic. There exist hidden variables λ ∈ � that completely fix a
classical-like state of the system and the values of every observable, that are always
defined (realism hypothesis). If we knew λ, we would know also the precise value
vλ(A) ∈ σ(A) every observable A has. Here the quantum observables A are seen
as classical quantities that attain real values, the same permitted by the quantum
theory, depending on the value of the hidden variable.

However, it is by no means evident how the assignment A �→ vλ(A) ∈ σ(A)

should encompass functional relations between observables when these relations
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exist at quantum level. For instance, if C = A + B, we cannot in general assume
that vλ(C) = vλ(B) + vλ(B), because it is not obvious how to interpret classically
C = A + B when the selfadjoint operators A and B do not commute, in other
terms when these observables, in the quantum interpretation, cannot be measured
simultaneously. (In this case also the relationship between the spectra of A,B,C is
generally complicated and unexpected: think of H = X2 + P 2 on L2(R, dx).)
Yet, there remains to explain how to interpret “A and B cannot be measured
simultaneously” in a realistic hidden-variable theory, where we assume from the
very beginning that every observable is always defined. In some sense, the values
assumed to exist simultaneously for A and B in the hidden-variable theory cannot
be measured (do they fluctuate wildly?).

The spirit of the Kochen–Specker theorem is just to avoid these difficult and
subtle questions and concentrate on what we can reasonably assume. The eventual
no-go result is independent of such nuanced details. Indeed, in the special case
where all the involved observables are pairwise compatible, we expect that they can
be treated as classical quantities measured on the system and thus, at least in this
case, some functional relations may be preserved by the assignment vλ. Observe in
particular that, if H has finite dimension,

σ(A+ B) ⊂ {ν + μ | ν ∈ σ(A) , μ ∈ σ(B)} when A,B ∈ B(H)sa commute,

so maps vλ : B(H)sa → R satisfying (i) vλ(C) = vλ(B) + vλ(B) are in principle
conceivable. Condition (ii) can be similarly fulfilled, on the whole, since

σ(AB) ⊂ {νμ | ν ∈ σ(A) , μ ∈ σ(B)} when A,B ∈ B(H)sa commute.

The hypotheses of Theorem 5.5 concern the preservation of some very mild
functional relations by the assignment of classical-like values A �→ vλ(A) fixed
by the hidden variable λ when dealing with compatible observables. Even with such
a minimal requirement, there can be no such mapB(H)sa � A �→ vλ(A) ∈ σ(A) ⊂
R. This is the powerfulness of the Kochen–Specker result.

The premises of the analogue 1932 no-go theorem by von Neumann can be
phrased, in our setup, by making requirement (i) hold also for incompatible
observables A,B—where v more generally represents an expectation value over a
distribution of possible λ (including the assignment of a precise value, as before)—
and weakening (ii) to v(aA) = av(A), a ∈ R. In 1966 Bell [Bel66] found a simple
example showing that these stronger conditions cannot be fulfilled regardless of the
rest of von Neumann’s argument, thus proving the inadequacy of von Neumann’s
hypotheses. All that gave rise to an animated discussion to which the Kochen–
Specker theorem put an end in 1967 [KoSp67] (see [Lan17] for a critical and
historical discussion on the subject).
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5.1.3 An Alternative Version of the Kochen–Specker Theorem

We present here an alternative version of the Kochen–Specker theorem which deals
with the elementary observables, instead of insisting on functional identities of
general observables. This is a formulation essentially analogous to Theorems 4.49
and 5.2 in the finite-dimensional case. Mild probabilistic requirements are assumed
on a possible “probability distribution” p defined on a subset P (not necessarily
the whole L (H)) of elementary observables and only attaining sharp values 0 or
1. Such a distribution p cannot exist if P is sufficiently large, i.e. large enough
to contain pairs of incompatible elementary observables. Assuming the standard
interpretation of the quantum formalism regarding the notion of observable and
its decomposition in elementary observables, this reformulation of the Kochen–
Specker result is however equivalent to statement 5.5, as we prove below.

Theorem 5.8 (Kochen–Specker Theorem (Alternative Version)) Let H be a
Hilbert space with 2 < dim(H) < +∞. There exists a set of elementary observables
P ⊂ L (H) for which there is no map p : P → {0, 1} satisfying the following
requirements:

(i’) p(P)p(P ′) = 0 if P,P ′ ∈ P define compatible and mutually exclusive
elementary observables (i.e. PP ′ = 0),

(ii’)
∑

j∈J p(Pj ) = 1 for every subset {Pj }j∈J ⊂ P made of compatible, pairwise
exclusive elementary observables such that ∨j∈J Pj = I .

Proof Let us prove that Theorem 5.8 is a consequence of Theorem 5.5. Since
the latter is true, this concludes the proof. Assume that Theorem 5.8 is false. Fix
P := L (H). There must exist a map p : P → {0, 1} satisfying (i’) and (ii’).
Define the map v : B(H)sa → R such that v(A) := ∑

a∈σ(A) ap(P
(A)
a ), where

A ∈ B(H)sa and P (A) is the PVM of A. Notice that the map does not vanish
because v(I) = p(I) = 1 by (ii’), with {Pj }j∈J := {I }, and furthermore only

one element of {p(P
(A)
a )}a∈σ(A) does not vanish because the projectors P

(A)
a are

pairwise compatible andmutually exclusive and (i’), (ii’) are assumed. Observe that,
with this definition of v, v(f (A)) = f (v(A)) is satisfied for every f : R → R in
view of the finite-dimensional version of the functional calculus, the uniqueness
of the PVM of a selfadjoint operator, and the fact every p(P

(A)
a ) vanishes but

one. If A,B ∈ B(H)sa commute, using their spectral decompositions and the fact
that dim(H) < +∞, it is easy to prove that there exists C ∈ B(H)sa such that
A = fA(C) and B = fB(C) for suitable functions fA, fB : R → R. Indeed,
the real number c is a discrete parameter which faithfully labels the finitely many
(a, b) ∈ σ(A) × σ(B) and P

(C)
c := P

(A)
ac

P
(B)
bc

, fA(c) := ac, fB(c) := bc. The
map v satisfies (i),(ii) of Theorem 5.5. In fact, v(A + B) = v(fA(C) + fB(C)) =
v((fA + fB)(C)) = (fA + fB)(v(C)) = fA(v(C)) + fB(v(C)) = v(A) + v(B)

and a similar argument is valid for (ii). Hence Theorem 5.5 is false and this is not
possible. ��
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Proposition 5.9 The statement of Theorem 5.8 is equivalent to the statement of
Theorem 5.5.

Proof It is sufficient to prove that Theorem 5.8 implies Theorem 5.5 since the
converse is part of the proof of Theorem 5.8. Assume that Theorem 5.5 is false
and let v : B(H)sa → R be a non-vanishing map which satisfies (i) and (ii). Since
L (H) ⊂ B(H)sa , we have in particular that v(P ) = v(PP) = v(P )v(P ), so that
(a) v(P ) ∈ {0, 1} for P ∈ L (H) and also v(I) = 1, otherwise v(A) = v(AI) =
v(A)0 = 0 for every A ∈ B(H)sa which is not permitted. Iterating (ii), noticing
that J must be finite (≤ dimH), we find (b)

∑
j∈J v(Pj ) = v(I) = 1 for any

set {Pj }j∈J ⊂ L (H) such that
∑

j Pj = I and PjPh = 0 when j �= h (notice
that PjPh = PhPj in this case). It is now easy to prove that the map p := v|P
satisfies (i’) and (ii’) of Theorem 5.8, for every P ⊂ L (H) such that (i’) and (ii’)
are eligible, invalidating Theorem 5.8. In fact, if P,P ′ ∈ P ⊂ L (H) satisfies
PP ′ = 0, we can augment the sequence to P,P ′,Q1, . . . ,Qn, where the operators
project onto pairwise-orthogonal subspaces and their sum is I . This implies, from
(b), that v(P )+ v(P ′)+∑

k v(Qk) = 1. Since v(P ), v(P ′), v(Qk) ∈ {0, 1} by (a),
then p(P)p(P ′) = v(P )v(P ′) = 0 and (i’) is satisfied. Similarly, if {Pj }j∈J ⊂ P,
with PjPh = 0 when j �= h, satisfy

∑
j Pj = I , then

∑
j p(Pj ) = ∑

j v(Pj ) = 1
from (b), proving (ii’). ��
Remark 5.10 For every dimension dimH ≥ 3, there is numerical evidence that the
set P violating (i’) and (ii’) is a proper, finite subset of L (H). As a matter of fact,
the original proof in [KoSp67] for dim(H) = 3 establishes that there exists a subset
P ⊂ B(H)sa of cardinality 117, whose elements project onto one-dimensional
subspaces, satisfying the thesis of Theorem 5.8. See [Cab06] for a discussion about
the minimal cardinality of P, and [AHANBSC13] for an interesting discussion of
the experimental tests on version 5.8 of the Kochen–Specker theorem. �
Remark 5.11 In the rest of this chapter, the theorem quoted as ‘Kochen–Specker
theorem’ will refer to Theorem 5.5, unless otherwise declared. �

5.2 Realistic (Non-)Contextual Theories

The simplest way out of the no-go result by Kochen and Specker, if one insists on a
hidden-variable formulation, is to just reject the realism assumption and accept that
not all observables are simultaneously defined, even if we fix the hidden state λ.

Another possibility is to assume that all observables are always and simultane-
ously defined, and is contingent on the idea of contextuality. It must be said that the
same proposal was addressed by Bell in 1966 in his second celebrated paper [Bel66]
in a more general context and with reference to the consequences of Gleason’s
theorem for the theories of hidden variables.
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5.2.1 An Impervious Way Out: The Notion of Contextuality

First of all, observe thatB(H)sa contains a profusion of real unital Abelian algebras
S of mutually compatible observables (whose unit and structure are inherited from
the complex algebraB(H)). From a practical point of view S represents observables
we may measure simultaneously. Among the different choices for S many will be
inequivalent. The observation playing a crucial role in the following discussion is
that a generic A ∈ B(H)sa will belong to different algebras S, since compatibility
is not a transitive relation.1 Notice furthermore that the Kochen–Specker constraints
(i) and (ii) concern only compatible observables, so they may be imposed on the
elements of a given real unital Abelian algebra. To fulfil them without running
into the negative result of Theorem 5.5, we could try the following: drop the main
hypothesis of the Kochen–Specker theorem, thus foregoing the unique assignment
of values vλ on B(H)sa , and allow instead for distinct values vλ(A|S) of the
observable A, for every real unital Abelian algebra S containing A.

Remark 5.12

(a) S � A can be taken to be the space of real polynomials p(A) of A (where
A0 := I ). This choice of S means in practice that we are measuring A alone.
In this case, measuring only A automatically permits us to know also the values
of the remaining observables in S: the values of the polynomials p(A) satisfy
vλ(p(A)) = p(vλ(A)) by virtue of (i), (ii) in Kochen–Specker’s theorem and
the relations of Lemma 5.7.

(b) S � A may be defined by means of several substantially distinct observables
A1, . . . , An that we measure together with A. In this case, S coincides with the
family of real polynomials p(A,A1, . . . , An). The values of p(A,A1, . . . , An)

are known from the values of the generators A1, . . . , An, again by (i) and (ii)
and Lemma 5.7.

(c) In any case, to know the values of all the observables of a generic unital Abelian
algebra S it suffices to measure a linear basis A1, . . . , Am of S. Since the
elements of S are linear functions of these, once more by (i), (ii) in the Kochen–
Specker theorem and Lemma 5.7 we have vλ(

∑m
j=1 cjAj ) = ∑m

j=1 vλ(Aj ).
Such a basis always exists, see Remark 5.14 below. �

Let us now prove that it is possible to prescribe the values of any fixed A depending
on the chosen S � A satisfying (i) and (ii) in Kochen–Specker’s theorem. The
paradoxical aspect is that we are about to use the mathematical structure of quantum
theory to corroborate the idea that a certain competitor theory is not mathematically
contradictory!

1These sets of observables S represent the most classical structures one may extract form the whole
set of observables of a quantum system. The fact that these structures are distinct and physically
incompatible is one manifestation of Bohr’s complementarity principle.
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Proposition 5.13 Assume dimH < +∞ and let us denote by C the family of real
unital Abelian algebras S ⊂ B(H)sa . For every given S ∈ C, there exists a non-zero
map

S � A �→ v(A|S) ∈ σ(A)

satisfying (i) and (ii) of the Kochen–Specker theorem and also

v(I |S) = 1 and v(aA|S) = av(A|S) for A ∈ S and a ∈ R.

Proof Since the selfadjoint operators in S commute with one another and dimH =
n < +∞, it is easy to prove that there exists a collection {Pk}k=1,...,m ⊂ L (H),
m ≤ n, of non-zero orthogonal projectors, with

∑m
k=1 Pk = I and PrPh = 0 if

r �= h, such for every A ∈ S,

A =
m∑

k=1
a

(A)
k Pk for some a

(A)
1 ≤ a

(A)
2 ≤ · · · ≤ a(A)

m ∈ R. (5.1)

Notice that it may happen that a
(A)
k = a

(A)
k+1. By construction, {a(A)

k | k =
1, . . . ,m} = σ(A). Furthermore, every orthogonal projector px = 〈x|·〉x, for
x ∈ Pk(H) of unit norm, satisfies pxA = Apx for every A ∈ S. If x ∈ H is as
above, define

S � A �→ v(A|S) := 〈x|Ax〉 .

By construction 〈x|Ax〉 = a
(A)
k ∈ σ(A) for some k = 1, 2, . . . ,m, because x is a

unit-norm eigenvector ofA with eigenvalue a
(A)
k . Since this is valid for everyA ∈ S,

properties (i) and (ii) of Theorem 5.5 are immediate. Finally, v(aA|S) = av(A|S)

is due to linearity of the inner product, and v(I |S) = 1 because 〈x|x〉 = 1. ��
Remark 5.14 The m orthogonal projectors Pk appearing in the proof above are
linearly independent because PkPh = δhkPk . Therefore (5.1) guarantees that
{Ak}k=1,...,m with Ak := Pk is a linear basis of observables of the real unital Abelian
algebra S. �
In this abstract context, a hidden variable can be defined as the choice of λ =
{xS}S∈C, where xS ∈ H is a common eigenvector of all the observables A ∈ S

picked out as prescribed above. Hence for every λ and every S, the maps

S � A �→ vλ(A|S) := 〈xS |AxS〉 ∈ σ(A)

possess the desired properties. The price to pay when adopting this new
framework—circumventing the Kochen–Specker no-go result—is that the value
vλ(A|S) ∈ σ(A) of an observable A ∈ S is determined not only by the hidden
variable λ, but also by (finitely many) mutually compatible other observables that
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we want to measure together with A (and that generate the chosen Abelian algebra
S). This peculiar property a hidden-variable theory satisfies is called contextuality.
Together with the realism assumption, the Kochen–Specker theorem only admits
realistic contextual hidden-variable theories and denies realistic non-contextual
ones.

Remark 5.15

(a) The existence of a finite linear basis of S ∈ C is guaranteed if the Hilbert space
is finite-dimensional and every element of B(H)sa represents an observable,
whereas it is not warranted automatically if we relax these hypotheses.

(b) It has been argued that the standard formulation of QM is non-contextual,
though this adjective is more often used do distinguish between theories of
hidden variables alternative to the standard formulation. This means nothing
but, when we fix the quantum state T ∈ S (H) of the system so that an
observable A attains a definite value in that state (�AT = 0), this value does
not depend on other possible observables we can measure simultaneously with
A. The problem, so to speak, lies with the realism postulate: necessarily there
exist other observables, different from A, that do not admit precise values for
the quantum state T , as a consequence of Theorem 5.2.

(c) It is important to warn the reader that the notion of (non-)contextuality has
acquired a wealth of different meanings originating in the debate on hidden
variables. The rather cumbersome version discussed in this section is strictly
pertaining to hidden variable theories in the framework of the Kochen–Specker
theorem. The contextuality of Bohmian mechanics and the version dealing
with Bell’s inequality and entanglement have slightly different meanings. In
all cases contextuality means that the value of one observable depends on the
other observables (and their values) measured simultaneously; the specificities
of this dependence may vary according to the notion of (non-)contextuality one
adopts. �

5.2.2 The Peres–Mermin Magic Square

The Kochen–Specker theorem, in the form of Theorem 5.5, assumes that the set
of observables considered is the whole B(H)sa . However, in the spirit of the
reformulation of Theorem 5.8, the no-go result can be obtained also by restricting
the family of observables to a smaller set made of orthogonal projectors. After
[KoSp67] many explicit proofs of that kind were produced. There are alternative, but
theoretically equivalent formulations of the Kochen–Specker no-go result where the
attention is placed on a minimal number of observables (not necessarily orthogonal
projectors) violating some statement concerning the possibility to assign values
to them in accordance with realism and non-contextuality. A popular and direct
argument for dim(H) = 4 is provided by the well-known Peres–Mermin magic
square [Per90,Mer90]. It refers to a system of two particles of spin 1/2, and focuses
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just on the spin part of the Hilbert space, H = C
2 ⊗ C

2. One considers the 9
observables assembled in a square

A11 A12 A13

A21 A22 A23

A31 A32 A33

=
σx ⊗ I I ⊗ σx σx ⊗ σx

I ⊗ σy σy ⊗ I σy ⊗ σy

σx ⊗ σy σy ⊗ σx σz ⊗ σz

(5.2)

The standard Hermitian Pauli matrices σk (see (1.12)) have eigenvalues ±1 and
satisfy the equations

σxσy = iσz , [σx, σy ] = 2iσz for all cyclic permutations of x, y, z.

It is easy to prove that the three operators on each row or column are linearly
independent and pairwise commuting.2 Furthermore, the row and column of any
given element contain a pair of incompatible elements (if we choose σx ⊗ I for
example, I ⊗ σx and I ⊗ σy are incompatible).

For this special case, we will prove a Kochen–Specker-type theorem onB(C2⊗
C
2)sa with the further hypothesis that v(A) ∈ σ(A).

Proposition 5.16 LetH = C
2⊗C

2 andAij ∈ B(H)sa be defined as in (5.2). There
exists no assignment of real values Aij �→ v(Aij ) ∈ σ(Aij ), for i, j = 1, 2, 3,
satisfying (ii) of the Kochen–Specker theorem and v(±I) = ±1.
Proof The product of the values in all rows

∏3
i=1

∏3
j=1 v(Aij ) equals the product

of the values in all columns
∏3

j=1
∏3

i=1 v(Aij ), so their product is 1. On the

other hand, requirement (ii) implies that
∏3

i=1
∏3

j=1 v(Aij ) = ∏3
i=1 v(

∏3
j=1 Aij )

and
∏3

j=1
∏3

i=1 v(Aij ) = ∏3
j=1 v(

∏3
i=1 Aij ) since row elements are pairwise

compatible, and column elements too. Therefore
∏3

j=1 Aij = I for i = 1, 2, 3 and
∏3

i=1 Aij = I for j = 1, 2, but
∏3

i=1 Ai3 = −I . In summary, using v(−I) = −1,
we find

1 =
⎡

⎣
3∏

j=1

3∏

i=1
v(Aij )

⎤

⎦
3∏

i=1

3∏

j=1
v(Aij ) =

⎡

⎣
3∏

j=1
v

(
3∏

i=1
Aij

)⎤

⎦
3∏

1=1
v

⎛

⎝
3∏

j=1
Aij

⎞

⎠

= v(I)3v(I)2v(−I) = −1 ,

which is impossible. ��
Remark 5.17 Proposition 5.16 automatically implies the thesis of the Kochen–
Specker theorem on the whole B(C2 ⊗ C

2)sa (assuming also that v(Aij ) ∈

2For instance, if aσx⊗I +bI⊗σx+cσx⊗σx = 0, multiplying by σa⊗I or I⊗σa and computing
the partial trace gives a = b = c = 0 easily, because tr(σa) = 0, tr(σaσb) = 2δab .
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σ(Aij )), just because the restriction to the observables Aij of the map v posited
by the Kochen–Specker’s theorem satisfies Proposition 5.16. However, here we are
considering a smaller set of observables Aij ∈ B(H)sa and we cannot say a priori
that no assignment vλ(Aij ) ∈ {±1} satisfies (some of the) requirements (i) and
(ii) of Kochen–Specker and also Lemma 5.7. This is the relevance of the above
proposition. �

5.2.3 A State-Independent Test on Realistic Non-Contextuality

The Peres–Mermin square can be used as experimental test for the no-go assertion
of the Kochen–Specker theorem restricted to the only observables of a quantum
physical system described onH = C

2⊗C
2, interpreting the observables as classical

quantities satisfying the realism and non-contextuality assumptions in a hidden-
variable theory.

Consider a concrete physical system with Hilbert spaceC2⊗C
2, and suppose we

are able to give a definite interpretation to all observables Aij in the Peres–Mermin
square. If we measure the observables A ∈ B(C2 ⊗ C

2)sa repeatedly when the
quantum state of the system T ∈ S (H) is fixed, the values will in general fluctuate.
If we adopt a realistic non-contextual hidden-variable description, we are committed
to assume that the fluctuation of the values vλ(A) is caused by a fluctuation of the
state λ ∈ �, which is known only statistically and is described by a probability
measure μ on a σ -algebra � of subsets of � (� obviously contains the singletons
{λ} as measurable sets). Quantum expectation values tr(T A) must be interpreted as
classical standard expectation values

Eμ(A) =
∫

�

vλ(A)dμ(λ) .

Suppose that the map vλ : B(C2 ⊗ C
2)sa → R satisfies the very mild

conditions of the Kochen–Specker theorem. There exists a quantity allowing, in
principle, to choose between non-contextual hidden-variable models and a quantum
description on the grounds of the experimental data. (Actually we already know that
Proposition 5.16 rules out these assignments, but we will ignore this fact since we
are interested in constructing an elementary experimental example.)

Consider the observable

χ := A11A12A13 + A21A22A23 + A31A32A33 + A11A21A31

+ A12A22A32 − A13A23A33. (5.3)

This is a selfadjoint operator because the selfadjoint operators in the products
pairwise commute.
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Remark 5.18 Notice that every observable Aij appears in two different sets of
pairwise compatible observables, yet these sets are not compatible to each other.
E.g., A11, A12, A13 and A11, A21, A31 contain A11, but [A12, A21] �= 0. �
Now consider the experimental expectation value 〈χ〉 obtained by collecting many
measurement outcomes. There are two main possibilities:

1. fluctuations have a quantum nature, so that 〈χ〉 = tr(T χ),

2. fluctuations have a hidden-variable nature, hence 〈χ〉 = Eμ(χ).

In case (1), since χ = 2I ⊗ I + 2I ⊗ I + 2I ⊗ I , we should obtain

〈χ〉 = 6 ,

independently of the quantum state T ∈ S (H). In case (2), if we also assume
the two Kochen–Specker hypotheses restricted to our observables—notice that the
summands in (5.3) pairwise commute (each equals±I⊗I !) so we may assume both
(i) and (ii) in Kochen–Specker theorem—we have that

vλ

(
3∏

i=1
Aij

)
=

3∏

i=1
vλ

(
Aij

)
and vλ

⎛

⎝
3∏

j=1
Aij

⎞

⎠ =
3∏

j=1
vλ

(
Aij

)
.

Hence using Lemma 5.7 on the polynomials of A13A23A33,

vλ(χ) := vλ(A11)vλ(A12)vλ(A13)+vλ(A21)vλ(A22)vλ(A23)+vλ(A31)vλ(A32)vλ(A33)

+vλ(A11)vλ(A21)vλ(A31)+ vλ(A12)vλ(A22)vλ(A32)− vλ(A13)vλ(A23)vλ(A33) .

Remark 5.19 It is very important to stress that we have explicitly made use of
non-contextuality since each observableAij appears simultaneously in two sets that
contain incompatible observables. Nonetheless, we have given Aij a unique value
vλ(Aij ) independently of the set to which it belongs. �
Each value vλ

(
Aij

) ∈ {−1,+1} is completely determined by λ, in some unknown
way. It is however possible to prove that, in all cases, −4 ≤ vλ(χ) ≤ 4, so that the
integration with respect to the probability measure μ gives

−4 ≤ 〈χ〉 ≤ 4 .

This is consequence of the following more general proposition.
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Proposition 5.20 Let M(3,R) denote the algebra of real 3×3 matrices and define
the map f : M(3,R) � X → f (X) ∈ R by

f (X) := X11X12X13 +X21X22X23 +X31X32X33 +X11X21X31

+X12X22X32 −X13X23X33. (5.4)

Then |f (X)| ≤ 4 if X ∈ [−1, 1]9, where we have identified M(3,R) with R
9.

Proof The map f is continuous on [−1, 1]9 and �f = 0 on (−1, 1)9. As a
consequence of the maximum principle, f �[−1,1]9 attains its extremal values on
the boundary of [−1, 1]9. The boundary is the union of the 18 sets Q±

ij := {X ∈
[−1, 1]9 |Xij = ±1}. It is evident that the restriction of f to Q±

ij is continuous and

harmonic in the interior of Q±
ij ⊂ R

8. The argument can be iterated, and eventually

the extreme values of f belong in the discrete set D = {X ∈ [−1, 1]9 | Xab =
±1 for a, b = 1, 2, 3}. Therefore it is sufficient to prove that |f (X)| ≤ 4 if
Xij ∈ {−1, 1}. First of all, if Xij = 1 then f (X) = 4. Let us prove that a larger
value is impossible to achieve when Xij ∈ {−1, 1}. From the expression of f it
immediately follows the only possible value greater than 4 which f could attain if
all Xij ∈ {−1, 1} is 6. This value would be reached iff the first 5 summands in (5.4)
had value 1 and the last one (X13X23X33) were −1. In turn this would mean that:
(1) in each of first 5 addends an even number of factors Xij (or none) take value
−1; (2) in the last term an odd number take value −1. In summary, f attains value
> 4 iff an odd number of factors Xij in (5.4) take the value −1. This is impossible
because every Xij occurs twice with the same value. We conclude that f (X) ≤ 4
in [−1, 1]9. Since f (−X) = −f (X) and [−1, 1]9 is invariant under X �→ −X, we
also have −4 ≤ f (X) in [−1, 1]9. ��
To recap:

1. quantum mechanics implies 〈χ〉 = 6, independently of the quantum state;
2. realistic non-contextual hidden-variable models (assuming (i) and (ii) of the

KS theorem) imply −4 ≤ 〈χ〉 ≤ 4 , independently of the hidden-variable
distribution μ.

It is evident that quantum theory is incompatible with realistic non-contextual
hidden-variable models, and 〈χ〉 could be exploited to test the difference experi-
mentally.

Real experiments have been performed to test the Kochen–Specker theorem on
concrete physical systems (photons [MWZ00, HLZPG03], neutrons [HLBBR06,
BKSSCRH09] and trapped ions [KZGKGCBR09]) using observables similar to χ

and possibly dealing with suitably prepared quantum states. State-independent tests
have been studied in [AHANBSC13].
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5.3 Entanglement and the BCHSH Inequality

According to Sect. 4.4.8, if a quantum system is made of two subsystems, the overall
Hilbert space has the form H1 ⊗ H2, where H1 and H2 are the Hilbert spaces of the
two subsystems. S (H1 ⊗ H2) contains the so-called (pure) entangled states: by
definition these are represented by unit vectors that are not factorized as ψ1 ⊗ ψ2,
but rather linear combinations of such vectors

� =
n∑

k=1
ckψ1k ⊗ ψ2k ,

where at least two ck do not vanish. As first observed by Einstein, Podolski
and Rosen in a celebrated 1935 paper [EPR35], this sort of state gives rise to
very peculiar phenomena—often mentioned as the EPR paradox—as soon as one
assumes the postulate of collapse of the state after a measurement (see Sect. 4.4.7)
with post-measurement state (4.23). Suppose the whole state is represented by the
entangled vector

� = 1√
2

(
ψa ⊗ φ + ψa′ ⊗ φ′

)
,

where ψa,ψa′ ∈ H1 and φ, φ′ ∈ H2 are of unit norm. We also assume that A1ψa =
aψa and A1ψa′ = a′ψa′ for a certain observable A1 ∈ B(H1)sa belonging to part
S1 of the total system and such that a, a′ ∈ σp(A1). Due to the collapse of the state,
when performing a measurement of A1 on S1 we actually act on the whole state,
hence also on the part describing S2. As a matter of fact,

(i) if the outcome of the measurement of A1 ⊗ I is a, then the state of the full
system after the measurement will be described by ψa ⊗ φ;

(ii) if the outcome of the measurement of A1 ⊗ I is a′ then the state of the full
system after the measurement will be described by ψa′ ⊗ φ′.

Therefore as we act on S1 by measuringA1, we “instantaneously” produce a change
of S2 which, in principle, can be observed by performing measurements on it.
All of this happens even if the measuring apparatus of S2 is very far from the
instrument measuring S1. It is further possible to realize a more subtle version
of the experiment where we can measure different observables on each side of
the experiment, and the (possibly random) choice of these observables and the
associated measurement are made in such a short lapse of time that any non-
superluminal exchange of information between the two sides is prevented (see
[BeZe17] for up-to-date theoretical and experimental discussions). This seems
to stand in flat contradiction to the locality postulate of Relativity (whereby a
maximal speed exists, the speed of light, for propagating physical information) in
connection with the realism assumption that the values of the observables pre-exist
the measurements and can be changed only through sub-luminal interactions.
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5.3.1 BCHSH Inequality from Realism and Locality

We shall give an outline of Bell’s 1964 analysis [Bel64] of an improved version
of the EPR phenomenon proposed by Aharonov and Bohm, for a physical system
consisting of a pair of spin 1/2 particles, so that

H = Horbital ⊗ H1,spin ⊗ H2,spin

where Horbital = L2(R3, dx1) ⊗ L2(R3, dx2) $ L2(R3 × R
3, dx1 ⊗ dx2) and

Hi,spin $ C
2 for i = 1, 2, and the entanglement takes place in the space of spins,

� =φ1⊗ φ2⊗ 1√
2

(
ψ1 ⊗ ψ2 + ψ ′1 ⊗ ψ ′2

)
with φi ∈L2(R3, dxi) ψi, ψ ′i ∈ H

i,spin.

Once created into sharply separated wavepackets, the particles φ1, φ2 move along
opposite directions towards the detectors where the spin observables are eventually
measured.3

Bell’s analysis considered the possibility of explaining the phenomenology
of entanglement in terms of a hidden-variable theory and, most importantly, he
proposed an experiment capable of checking if local realism is satisfied.

As in the previous sections, it is supposed that there exists a hidden variable
λ ∈ � which completely fixes the state of the couple of particles when they
are spacelike separated. As before, we do not have direct access to λ but we do
know its probability distribution μ over �, and this statistical description should
be in agreement with (actually it should explain it!) the stochastic behaviour of
measurement outcomes of QM. To be precise, λ generally indicates a set of hidden
variables, and the state of S1 only depends on a subset of these parameters while the
state of S2 depends on another subset. In a complete theory, one could also assume
that hidden variables have a deterministic dynamical evolution. If so, our λ would
represent the initial values of that evolution.

We are in particular interested in the value A(a|λ) ∈ {±1} of the spin along the
direction a ∈ S

2 (the unit sphere in R
3) detected on particle S1, and in the value

B(b|λ) ∈ {±1} of the spin along the direction b ∈ S
2 detected on particle S2.

(Actually the true spin values amount to h̄A(a|λ)/2 and h̄B(b|λ)/2 but we shall
henceforth ignore the factor h̄/2.)

Remark 5.21 As opposed to previous sections, we are not directly assuming that
the spin is a quantum observable, i.e. a selfadjoint operator on a Hilbert space. It

3A more complete model would include the state’s skew-symmetry (the electrons may be
swapped), but we shall disregard details such as this one. When dealing with photons the spin
must be replaced by the polarization, which is still described on C

2, and the positions xi by the
momenta ki ; in this case the state must be symmetric when swapping the photons.
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is just a quantity, taking values in {±1}, that we can measure on both sides of the
system depending on the choice of direction. �
Let us make explicit two assumptions involved in Bell’s picture.

1. Realism. The values of A and B exist at every time and for every choice of the
directions a, b ∈ S

2, independently of their explicit observation.
2. Locality. When measurements are performed on S1 and S2 by devices placed

in causally separated regions of spacetime, the choice of a ∈ S
2 cannot have

any influence on the outcome B(b|λ), and the choice of b ∈ S
2 cannot have any

influence on the outcomeA(a|λ); moreover, these outcomes are (pre-)determined
by the hidden variable λ. (This is the reason why we write A(a|λ) but not, say,
A(a|λ, b).)

Let us consider the quantity, obtained by measurements,

χ(a, a′, b, b′|λ) := A(a|λ)B(b|λ)+A(a′ |λ)B(b|λ)+A(a′|λ)B(b′|λ)−A(a|λ)B(b′|λ)

which depends on four choices of directions a, a′ for S1 and b, b′ for S2. Since

χ(a, a′, b, b′|λ) = A(a|λ)
[
B(b|λ)− B(b′|λ)

]+ A(a′|λ)
[
B(b|λ) + B(b′|λ)

]
,

and B(b|λ), B(b′ |λ) ∈ {±1}, only one summand survives. As A(a|λ),A(a′|λ) ∈
{±1}, we conclude that

− 2 ≤ χ(a, a′, b, b′|λ) ≤ 2 . (5.5)

If we take the expectation value of χ(a, a′, b, b′|λ) when λ varies in � according
with its probability distribution μ,

Eμ(χ) :=
∫

�

χ(a, a′, b, b′|λ)dμ(λ) ,

we find −2 ≤ Eμ(χ) ≤ 2 since the measure is positive and the total integral is 1.
Defining

Eμ(a, b) :=
∫

�

A(a|λ)B(b|λ)dμ(λ) a, b ∈ S
2 ,

we obtain the famous BCHSH inequality, after J. Bell, J. Clauser, M. Horne, A.
Shimony, and R. Holt4:

− 2 ≤ Eμ(a, b)+ Eμ(a′, b)+ Eμ(a′, b′)− Eμ(a, b′) ≤ 2 for every a, a′, b, b′ ∈ S
2.

(5.6)

4The original paper of Bell [Bel64] presented a slightly less general inequality.
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The BCHSH inequality—regarding correlations of measurements of spin compo-
nents of pair of particles—must be satisfied by every realistic local theory.

What is the quantum prevision instead? First of all, the spin observable along
a ∈ S

2 must be defined as the selfadjoint operator inB(C2)sa

a · σ :=
∑

k=x,y,z

akσk . (5.7)

In this context, we have to interpretEμ(a, b) as an expectation value with respect to
a quantum state T ∈ S (C2 ⊗ C

2) (neglecting the state’s orbital part, which plays
no role at present):

ET (a, b) = tr [T (a · σ ⊗ b · σ)] . (5.8)

We restrict the choice of state to entangled pure states T± = 〈�±| · 〉�± of a
particular type, called Bell states,

�+ := 1√
2

(ψ+ ⊗ ψ+ + ψ− ⊗ ψ−) , �− := 1√
2

(ψ+ ⊗ ψ− − ψ− ⊗ ψ+) ,

(5.9)

where ψ± ∈ C
2 are±1-eigenvectors of σz: σzψ± = ±ψ±. If ex, ey, ez ∈ S

2 are the
unit vectors along three orthogonal axes of the physical rest space of the laboratory,
we choose

a = ex , a′ = ez , b = ex + ez√
2

, b′ = ez − ex√
2

(5.10)

An elementary but lengthy computation based on (1.12) yields

ET±(a, b)+ ET±(a′, b)+ ET±(a′, b′)− ET±(a, b′) = ±2√2 . (5.11)

Since 2
√
2 > 2, we conclude that the result predicted by Quantum Theory, with said

choices of directions and entangled states, is incompatible with realism and locality.
The strong empirical evidence is that local realism is rejected by experimental

data accumulated, over the years, in several very delicate experiments performed to
test the BCHSH inequality on couples of particles in entangles states. See [GaCh08]
for a review on the various experiments and [Han15] for a recent important
experimental achievement on the subject. The non-locality of QM—with the above
specific meaning due to Bell [BeZe17]—is nowadays widely accepted as a real and
fundamental feature of Nature [Ghi07, SEP, Lan17].



5.3 Entanglement and the BCHSH Inequality 205

Remark 5.22

(a) We stress, without entering in details, that the quantum violation of locality
together with the stochastic nature of measurement outcomes do not permit
superluminal propagation of physical information [Bell75, Ghi07].

(b) Incidentally, 2
√
2 is the maximum value attainable for a quantum state T ∈

S (H) violating the BCHSH inequality [Tsi80], and is known as Tsirelson’s
bound. �

5.3.2 BCHSH Inequality and Factorized States

Let us examine what happens to the BCHSH inequality if T = 〈�| 〉� is not
entangled, i.e., if

� := ψ1 ⊗ ψ2 (5.12)

is a product of unit vectors ψi . We need at technical proposition.

Proposition 5.23 Let f : R4 → R be the map f (x1, x2, x3, x4) = x1x3 + x2x3 +
x2x4 − x1x4. Then |f (x1, x2, x3, x4)| ≤ 2 if (x1, x2, x3, x4) ∈ [−1, 1]4.
Proof The map f is continuous on [−1, 1]4 and satisfies �f = 0 on the interior of
[−1, 1]4, so the maximum principle implies it is extremized on the boundary. The
latter is the union of the eight sets Q±

i := {(x1, x2, x3, x4) ∈ [−1, 1]4 | xi = ±1}.
It is evident that the restriction of f to each Q±

i is still continuous and harmonic
on the interior of Q±

i ⊂ R
3. Iterating the argument we eventually find that the

extreme values of f are achieved on D := {(x1, x2, x3, x4) ∈ [−1, 1]4 | xi =
±1, i = 1, 2, 3, 4}. Since f (x1, x2, x3, x4) = x1(x3 − x4) + x2(x3 + x4),
when x3, x4 = ±1 only one of the summands is non-zero. Further imposing
x1, x2 = ±1 tells f (x1, x2, x3, x4) = ±2 for every (x1, x2, x3, x4) ∈ D. Since
max{|f (z1, z2, z3, z4)| | (z1, z2, z3, z4) ∈ [−1, 1]4} = |f (x1, x2, x3, x4)| for some
(x1, x2, x3, x4) ∈ D, the claim is proved. ��
Given � as in (5.12) and T = 〈�| 〉� , a trivial computation proves that

ET (a, b)+ ET (a′, b)+ ET (a′, b′)− ET (a, b′)

= 〈ψ1|a · σψ1〉〈ψ2|b · σψ2〉 + 〈ψ1|a′ · σψ1〉〈ψ2|b · σψ2〉
+ 〈ψ1|a′ · σψ1〉〈ψ2|b′ · σψ2〉 − 〈ψ1|a · σψ1〉〈ψ2|b′ · σψ2〉 . (5.13)

But ||a · σ || = sup{|ν| | ν ∈ σ(a · σ)} = 1, so |〈ψ1|a · σψ1〉| ≤ ||a · σ ||||ψ1||2 = 1,
and then 〈ψ1|a · σψ1〉, 〈ψ1|a′ · σψ1〉, 〈ψ2|b · σψ2〉, 〈ψ2|b′ · σψ2〉 ∈ [−1, 1]. In
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summary, in view of Proposition 5.23, the absolute value of the right-hand side
of (5.13) is bounded by 2. Therefore

−2 ≤ ET (a, b)+ET (a′, b)+ET (a′, b′)−ET (a, b′) ≤ 2 for every a, a′, b, b′ ∈ S
2.

Hence, factorized pure states satisfy the BCHSH inequality. An incoherent super-
position of factorized pure states gives rise to the same result by construction. The
lesson this story teaches us is:

Factorized pure states, and incoherent superpositions of them, do not violate the
BCHSH inequality.

In a sense, they are more classical than entangled states.

Remark 5.24

(a) The natural question arising from our discovery is whether or not there exist
pure entangled states satisfying the BCHSH inequality. As a matter of fact they
do exist, and there also exist pure entangled states which violate the BCHSH
inequality without reaching the maximum value 2

√
2 [GaCh08, BeZe17].

(b) As a byproduct, the violation of the BCHSH inequality can be used to detect
entanglement, paying attention that it only gives sufficient but not necessary
conditions. �

5.3.3 BCHSH Inequality from Relativistic Local Causality
and Realism

In order to derive the BCHSH inequality, Bell presented [Bell75] the very general
approach5 we set out to introduce now (see also [Jar84] and [Shi90]).

We remind the reader that in a time-oriented spacetime M , such as Minkowski’s
spacetime, the causal past J−(O) (resp.causal future J

+
(O)) of O ⊂ M is

the set of points p ∈ M which admit a curve from p to O whose tangent vector
is either timelike or lightlike, and future-directed (resp. past-directed). Since these
curves represent causal interactions (at the macroscopic level at least), O cannot be
influenced by anything that happens outside J−(O). Two subsets O,O ′ ⊂ M are
causally separated if J±(O)∩O ′ = ∅ (which is equivalent to J±(O ′)∩O = ∅):
no causal relation can exist between them.

In Bell’s view, a general relativistic physical system is described in terms of
physical quantities, named beables by Bell in opposition to observables. These
objects are supposed to always exist independently of our measurements, they ought
to have objective properties and satisfy locality, local causality to be precise, in the

5The author is grateful to S.Mazzucchi for many clarifications and discussions on subtleties related
to the content of this section.
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sense we shall discuss below. Every physical description ought to be based on them.
This is the strongest form of realism and locality.

In a typically stochastic description of a physical system S, a beable is a random
variable X : � → RX defined on a probability measure space (�,�(�),P)

common to all beables, where RX is any measurable space characteristic of X,
typically a subset of some R

n. The overall stochastic state of the system is
represented by the probability measure P over �.

Remark 5.25

(a) Included in this are deterministic descriptions where (some) beables have
definite values, simply by assuming that P is such that the physically relevant
random variable attains the chosen value with probability 1.

(b) It is clear that this description is completely classic, as it relies on Kolmogorov’s
notion of probability and not on the quantum notion used in Gleason’s
theorem. �
Beables are also localized in spacetime regions (Fig. 5.1) where they satisfy

causal locality requirements, as we proceed to explain. We are interested in systems
made of two parts S1 and S2, whose beables are localized in two causally separated
regions O1,O2 of spacetime. In the following P := J−(O1) ∩ J−(O2) denotes
the common causal past of the regions. As in the specific case of the EPR

Fig. 5.1 Causally separated
regions O1 and O2
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phenomenology, where S consists of two entangled particles S1 and S2 localized in
causally separated regions O1 and O2, we assume that beables are of three types:

(a) s1 is a random variable localized at O1 and taking values in V1, and s2 is a
random variables localized at O2 and taking values in V2. We also assume that
V1 and V2 are discrete subsets of [−1, 1];

(b) n1 is a random variable localized at J−(O1) \ P taking values in N1, and n2 is
a random variable localized at J−(O2) \ P taking values in N2;

(c) λ is a random variable localized in the common causal past P taking values in
some measurable space �.

The physical interpretation (not the only one) goes as follows:

1. s1 is the (normalized) value of the component of the spin of S1 along the direction
n1, s2 is the (normalized) value of the spin of S2 along the direction n2. The value
of s1 cannot have any influence on the value of s2, for O1 and O2 are causally
separated.

2. The random variables n1 and n2 represent the choice we made of the components
of the spin we intend to measure on S1 in O1 and on S2 in O2. The possible
directions of the spins are taken in subsets N1, N2 of S2.

These choices are made in the causal past of O1 and O2 respectively. We also
assumed that the choice of n1 cannot have any influence on what happens in O2
and vice versa, since both beables are localized outside P .

(The ni appear here as stochastic variables—in real measurements of EPR
correlations the components of the spin to be measured are actually chosen
randomly—but non-random choices are subsumed by assuming that the prob-
ability of a certain choice is 1, see Remark 5.25.)

3. The role of the beable λ as a hidden variable is less precise than in the previous
section: it lives in the common causal past P and represents a potential common
cause responsible for possible correlations of the beables localized at O1 and
O2, since no direct causal relations are permitted between them as O1 and
O2 are causally separated. The measure μ introduced in the previous sections,
which betrays our ignorance about the precise value of λ, can be defined here as
μ(L) := P(λ−1(L)), where L ⊂ � is any measurable set.

Remark 5.26 Let us emphasize that we are not assuming that the particles have
spin 1/2, and the following reasoning would go through, with trivial adjustments,
even if s2 and s2 were continuous on [−1, 1]. The rest of the argument is actually
valid provided (a), (b), (c) are true regardless of the particle-spin interpretation when
assuming the statistical interpretation of local causality (5.15)–(5.17) below. �

By assuming (a), (b) and (c) the discussion goes on in terms of conditional
probabilities. We want to prove an inequality about the expectation value

E(λ0, a, b) := E(s1s2|λ = λ0, n1 = a, n2 = b)
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of the product s1 · s2 under the conditions λ = λ0, n1 = a, n2 = b, where

E(s1s2|λ = λ0, n1 = a, n2 = b)

:=
∑

α∈V1 , β∈V2

αβ P(s1 = α, s2 = β|λ = λ0, n1 = a, n2 = b) . (5.14)

We start from the observation that, in a locally causal theory as the one presented
above, the following relations declaring statistical independence of the two subsys-
tems must be true:

P(s1 = α|λ = λ0, n1 = a, n2 = b, s2 = β) = P(s1 = α|λ = λ0, n1 = a) , (5.15)

P(s1 = α|λ = λ0, n1 = a, n2 = b) = P(s1 = α|λ = λ0, n1 = a) , (5.16)

P(s1 = α|λ = λ0, n1 = a, s2 = β) = P(s1 = α|λ = λ0, n1 = a) . (5.17)

This is because the values of n2 and s2 cannot have any influence on what happens
in O1, see (1) and (2) above. The same holds if we swap the beables of S1 and S2.
Let us therefore consider the joint conditional probability

P(s1 = α, s2 = β|λ = λ0, n1 = a, n2 = b)

= P(s1 = α|λ = λ0, n1 = a, n2 = b, s2 = β)P(s2 = β|λ = λ0, n1 = a, n2 = b) .

Using (5.15)–(5.17) and the analogous formulas with subsystems interchanged, we
finally have

P(s1 = α, s2 = β|λ = λ0, n1 = a, n2 = b)

= P(s1 = α|λ = λ0, n1 = a)P(s2 = β|λ = λ0, n2 = b) .

Inserting the result in (5.14) gives

E(λ0, a, b) = E(s1|λ = λ0, n1 = a)E(s2|λ = λ0, n2 = b) . (5.18)

Since the values of s1 and s2 are bounded by 1 in absolute value, we also have

− 1 ≤ E(s1|λ = λ0, n1 = a) ≤ 1 and − 1 ≤ E(s2|λ = λ0, n2 = b) ≤ 1 . (5.19)

As a consequence, using Proposition 5.23, we conclude that no matter how we fix
a, a′ ∈ N1 and b, b′ ∈ N2, the absolute value of

E(s1|λ = λ0, n1 = a)E(s2|λ = λ0, n2 = b)+ E(s1|λ = λ0, n1 = a)E(s2|λ = λ0, n2 = b′)

+E(s1|λ = λ0, n1 = a′)E(s2|λ = λ0, n2 = b)− E(s1|λ = λ0, n1 = a′)E(s2|λ = λ0, n2 = b′)
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is bounded by 2. In other words, from (5.18),

− 2 ≤ E(λ0, a, b)+ E(λ0, a, b′)+ E(λ0, a′, b)− E(λ0, a′, b′) ≤ 2 . (5.20)

We can get rid of λ0 ∈ � by taking the expectation value with respect to the
probability measure μ over � introduced in (3) above:

E(a, b) :=
∫

�

E(λ, a, b)dμ(λ) .

Using this definition in (5.20), the linearity of the integral and the fact that the total
integral is 1, we eventually obtain the BCHSH inequality:

−2 ≤ E(a, b)+ E(a, b′)+ E(a′, b)− E(a′, b′) ≤ 2

under the hypotheses (a), (b), (c) and the natural interpretation of local causal-
ity (5.15)–(5.17).

5.3.4 BCHSH Inequality from Realism and Non-Contextuality

We do not wish to insist again on the interplay between entanglement, realism and
locality, so we switch to the relationship between entanglement, realism, and non-
contextuality instead.

Let us consider again a quantum system S made of two independent parts S1
and S2 which are not necessarily spatially separated. A physical example of such
a system is a spin-1/2 massive particle, or a photon, where the polarization’s two
degrees of freedom are exploited in place of the two degrees of freedom of the
spin. In principle, according to Sect. 4.4.8, the Hilbert space of this system is the
Hilbert tensor product L2(R3, d3k) ⊗ C

2 (momentum picture). However, we can
restrict the possibilities in the momentum space L2(R3, d3k) to a 2-dimensional
subspace. In practice, through a suitable experimental filter only the span of two
states labelled by two momenta k1, k2 ∈ R

3 is accessible to the system. These
two pure states are defined by a pair of unit-norm vectors ψk1 and ψk1 . In terms
of L2 functions, these vectors are wavefunctions typically living in S (R3), whose
support in momentum space is strictly concentrated around k1 and k2 respectively.
Since k1 �= k2, it is reasonable to assume 〈ψk1 |ψk1〉 = 0. In this way the span of the
vectors is isomorphic to C2, the effective Hilbert space of the system is

H = C
2
momentum ⊗ C

2
polarization/spin ,

and observables corresponding to real linear combinations of σ1, σ2, σ3 can be
introduced also on the first factor. From the experimental point of view all
these observables correspond to devices like beam-splitters, mirrors, polarization
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analyzers and so on. A typical apparatus dealing with photons whose momentum
states are confined to the C2 space is theMach–Zehnder interferometer [GaCh08].

In contrast to Bell’s analysis, we know a priori that the observables of S1 are
compatible with the observables of S2, and this fact has nothing to do with locality.

We want to show that, in this context, the BCHSH inequality can be used to
distinguish between the hidden-variable descriptions assuming realism and non-
contextuality and the ones that do not. The difference with the similar discussion
of Sect. 5.2.3 is that here we will obtain distinct results depending on the states
used. In particular, entangled states will play a crucial role even if locality does not
enter the game.

Referring again to notation (5.7), we define spin-like observables for each side
of the system (whose meaning is not that of spin components in general):

A(a) := a · σ ∈ B(H1)sa and B(b) := b · σ ∈ B(H2)sa

so that σ(A(a)) = σ(B(b)) = {±1} in particular.
Let us now suppose that a quantum state T ∈ S (H) is given. If we believe in

a realistic non-contextual hidden-variable theory, exactly as in Sect. 5.2.3, we must
first assume that this state corresponds to a probability measure μ over the space �

of hidden variables λ ∈ �. Realism and non-contextuality act as follows.

1. Realism prescribes that all observables A(a), B(b), for every a, b ∈ S
2, attain a

definite value vλ(A(a)) ∈ {±1} and vλ(B(b)) ∈ {±1}, for λ ∈ �.
2. Non-contextuality demands that the value vλ(A(a)) does not depend on the

choice of observables B(b) and B(b′) which can be measured simultaneously
with A(a), when b′ �= b are such that B(b) and B(b′) are not compatible.

In the previous discussion, when we were considering a pair of entangled particles,
this independence was due to locality; here, instead, locality cannot be imposed any
longer.

As in Bell’s analysis of entangled particles, it is convenient to introduce the
quantity

χ(a, a′, b, b′|λ) = vλ(A(a))vλ(B(b)) + vλ(A(a′))vλ(B(b)) + vλ(A(a′))vλ(B(b′))

−vλ(A(a))vλ(B(b′)) . (5.21)

If we take the expectation value of χ(a, a′, b, b′|λ) when λ varies in � according
with its probability distribution μ,

Eμ(χ) :=
∫

�

χ(a, a′, b, b′|λ)dμ(λ) ,
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with the same reasoning as in the previous section we find again−2 ≤ Eμ(χ) ≤ 2.
Defining

Eμ(a, b) :=
∫

�

vλ(A(a))vλ(B(b))dμ(λ) a, b ∈ S
2 ,

produces the BCHSH inequality

− 2 ≤ Eμ(a, b)+ Eμ(a, b′)+ Eμ(a′, b′)−Eμ(a, b′) ≤ 2 for every a, a′, b, b′ ∈ S
2. (5.22)

This inequality regarding correlations of measurements of the spin-like components
of a bipartite system must be satisfied by every realistic non-contextual theory.

Passing to the quantum side, we can proceed exactly as in the previous section:
restrict to entangled pure Bell states (5.9), take T± = 〈�±| · 〉�± and fix axes
a, a′, b, b′ as in (5.10). Then we find (5.11) again:

ET±(a, b)+ ET±(a, b′)+ ET±(a′, b′)− ET±(a, b′) = ±2√2 .

Remark 5.27 The type of entanglement we are considering here is called intra-
particle entanglement, as it is built with a unique particle entangling the orbital
degrees of freedom described onCorbital and the spin/polarization freedom degrees
described on C2

polarization/spin. �

Since 2
√
2 > 2, we conclude that the result predicted by Quantum Theory,

with the given choices of observables and Bell’s intraparticle entangled states, is
incompatible with non-contextual realism.



Chapter 6
von Neumann Algebras of Observables
and Superselection Rules

The aim of this chapter is to examine the observables of a quantum system,
described on the Hilbert space H, by means of elementary results from the theory of
von Neumann algebras. von Neumann algebras will be used as a tool to formalize
superselection rules.

6.1 Introduction to von Neumann Algebras

Up to now, we have tacitly supposed that all selfadjoint operators on H represent
observables, all orthogonal projectors represent elementary observables, all normal-
ized vectors represent pure states. This is not the case in physics, due to the presence
of the so-called superselection rules introduced by Wigner (and developed together
with Wick and Wightman around 1952), and also by the possible appearance of
a (non-Abelian) gauge group, alongside several other theoretical and experimental
facts. Within the Hilbert space approach, the appropriate instrument to deal with
these notions is a known mathematical structure: von Neumann algebras. The idea
of restricting the algebra of observablesmade its appearance in QuantumMechanics
quite early. Around 1936 von Neumann tried to justify the intrinsic stochasticity of
quantum systems “a priori”, with a physically sound notion of quantum probability
(see [Red98] for a historical account). Barring finite-dimensional Hilbert spaces,
von Neumann’s ideas were valid only for a special type of von Neumann algebras
called type-II1factors, which satisfy a stronger version of orthomodularity known as
modularity. Although nowadays the ideas of von Neumann about a priori quantum
probability are considered physically untenable, the general theory of von Neumann
algebras has become an important area of pure mathematics [KaRi97], and overlaps
with disciplines other than functional analysis: non-commutative geometry for
instance, and quantum theory in particular. The idea of restricting the algebra of
observables survived von Neumann’s approach to quantum probability and turned
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out to be far-reaching, as attested by the strong physical support received from
the experimental evidence of Wigner’s idea of superselection rules, the formulation
of non-Abelian gauge theories, and from Quantum Field Theory—also formulated
in terms of fermionic fields (which are not observables) [Emc72, Haa96, Ara09,
Lan17].

For all these reasons, we will spend the initial part of this chapter, of pure
mathematical flavour, to discuss the elegant notion of a von Neumann algebra.

6.1.1 The Mathematical Notion of von Neumann Algebra

Before we introduce von Neumann algebras, let us define first the commutant of a
subset ofB(H) and state an important preliminary theorem.

Definition 6.1 Consider a Hilbert space H. If M ⊂ B(H), the set of operators

M′ := {T ∈ B(H) | T A− AT = 0 for any A ∈M} (6.1)

is called the commutant ofM. �
Remark 6.2 It is evident from the definition that, ifM1,M2,N ⊂ B(H), then

(1) M1 ⊂M2 impliesM′
2 ⊂M′

1
(2) N ⊂ (N′)′.

�
Further properties of the commutant are stated below.

Proposition 6.3 Let H be a Hilbert space and M ⊂ B(H). The commutant M′
enjoys the following properties.

(a) M′ is a unitalC∗-subalgebra inB(H) ifM is ∗-closed (i.e.A∗ ∈M if A ∈M).
(b) M′ is both strongly and weakly closed.
(c) M′ = ((M′)′)′. Hence there is nothing new beyond the second commutant.

Proof

(a) I ∈M′ in any of the cases. Furthermore, if A ∈ B(H) satisfies AB − BA = 0
for every B ∈ M, then B∗A∗ − A∗B∗ = 0 for every B ∈ M. If C ∈ M, then
C∗ ∈ M by hypothesis and C = (C∗)∗. Hence CA∗ − A∗C = 0 for every
C ∈M and thus A∗ ∈M′ if A ∈M′. To conclude the proof of (a) it is enough
to prove thatM′ is closed in the uniform operator topology. If AnB = BAn and
An → A uniformly, where A,An ∈ B(H) and B ∈M, then A ∈M′ because

||AB−BA|| = || lim
n→+∞AnB−B lim

n→+∞An|| = || lim
n→+∞AnB− lim

n→+∞BAn|| = 0

= lim
n→+∞ ||AnB − BAn|| = lim

n→+∞ 0 = 0 .
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(b) Strong closure follows from weak closure, but we shall give an explicit and
independent proof as an exercise. An → A strongly means that Anx → Ax for
every x ∈ H. Assuming AnB − BAn = 0 where A ∈ B(H), An ∈ M′ and
B ∈M, we have that A ∈M′ since, for every x ∈ H,

ABx − BAx = lim
n→+∞An(Bx)− B lim

n→+∞Anx

= lim
n→+∞(AnBx − BAnx) = lim

n→+∞ 0 = 0 .

The case of the weak operator topology is treated similarly. An → A

weakly means that 〈y|Anx〉 → 〈y|Ax〉 for every x, y ∈ H. Assuming
AnB − BAn = 0 where A ∈ B(H), An ∈ M′ and B ∈ M, we have
〈y|ABx〉 − 〈y|BAx〉 = limn→+∞〈y|An(Bx)〉 − limn→+∞〈B∗y|Anx〉 =
limn→+∞〈y|(AnB−BAn)x〉 = limn→+∞ 0 = 0, so that 〈y|(AB−BA)x〉 = 0
for every x, y ∈ H, which implies A ∈M′.

(c) If N = M′, Remark 6.2 (2) implies M′ ⊂ ((M′)′)′. On the other hand
M ⊂ (M′)′ implies, via Remark 6.2 (1), ((M′)′)′ ⊂ M′. Summing up,
M′ = ((M′)′)′.

��
In the sequel we shall adopt the standard convention used for von Neumann algebras
and write M′′ in place of (M′)′ etc. The next crucial classical result is due to von
Neumann. It remarkably connects algebraic properties to topological ones.

Theorem 6.4 (von Neumann’s Double Commutant Theorem) If H is a Hilbert
space and A a unital ∗-subalgebra in B(H), the following statements are equiva-
lent:

(a) A = A′′;
(b) A is weakly closed;
(c) A is strongly closed.

Proof (a) implies (b) because A = (A′)′ and Proposition 6.3 (c)holds; moreover (b)
implies (c) immediately, since the strong operator topology is finer than the weak
operator topology. To conclude, we will prove that (c) implies (a). Since A′′ = (A′)′
is strongly closed (Proposition 6.3 (c)), the claim is true if we establish that A is
strongly dense in A′′. Following definitions (b) presented in Sect. 3.5, assume that
Y ∈ A′′ and the set {xi}i∈I ⊂ H, with I finite, are given. Then, for every choice of
εi > 0, i ∈ I , we claim there must exist X ∈ Awith ||(X−Y )xi|| < εi for i ∈ I . To
prove this assertion, first consider the case I = {1} and define x := x1. Let us focus
on the closed subspace K := {Xx |X ∈ A}, and note that x ∈ K because I ∈ A by
hypothesis. Let P ∈ L (H) be the orthogonal projector ontoK. EvidentlyZ(K) ⊂ K
if Z ∈ A, since products of elements in A are in A (it is an algebra) and elements of
A are continuous. Saying Z(K) ⊂ K is the same as ZP = PZP , for every Z ∈ A.
Taking adjoints we also have PZ = PZP for every Z ∈ A (since A is ∗-closed by
hypothesis) and, comparing relations, we conclude that PZ = ZP for Z ∈ A. We



216 6 von Neumann Algebras of Observables and Superselection Rules

have found that P ∈ A′ = (A′′)′, and in particular PY = YP since Y ∈ A′′. In turn,
this proves that Y (K) ⊂ K so, in particular, Yx ∈ K. In other words, Yx belongs to
the closure of {Xx |X ∈ A}. Hence ||Xx − Yx|| < ε if X ∈ A is chosen suitably.

The result generalizes to finite I ⊃ {1}, by defining the direct sumHI := ⊕
i∈I H

and the inner product 〈⊕i∈I xi|⊕i∈I yi〉I := ∑
i∈I 〈xi |yi〉makingHI a Hilbert space.

The set of operatorsAI := {XI |X ∈ A(H)} ⊂ B(HI ), where

XI (⊕i∈I xi) := ⊕i∈I Xxi ∀ ⊕i∈I xi ∈
⊕

i∈I

H , (6.2)

is a unital ∗-subalgebra ofB(HI ). Now, for Y ∈ A′′, define YI ∈ B(HI ) according
to (6.2), giving YI ∈ A′′I . By a trivial extension of the above reasoning we may prove
that if ε > 0, there is XI ∈ AI with ||XI ⊕i∈I xi − YI ⊕i∈I xi ||I < ε. Therefore
||(X−Y )xi ||2 ≤ ∑

j∈I ||(X−Y )xj ||2 ≤ ε2 for every i ∈ I . Taking ε = min{εi}i∈I

proves the claim. ��
At this juncture we are ready to define von Neumann algebras.

Definition 6.5 Let H be a Hilbert space. A von Neumann algebra A on H is a
unital ∗-subalgebra ofB(H) that satisfies any of the equivalent properties appearing
in von Neumann’s Theorem 6.4. The centre of A is the set A ∩ A′. �
von Neumann algebras are also known as concrete W∗-algebras (see also Exam-
ple 8.3).

Remark 6.6

(a) Theorem 6.4 holds also if one replaces the strong topology with the ultrastrong
topology, the weak topology with the ultraweak topology (see, e.g., [BrRo02].)

(b) IfM is a ∗-closed subset ofB(H), since (M′)′′ =M′ (Proposition 6.3 (c)), then
M′ is a von Neumann algebra. In turn,M′′ = (M′)′ is a von Neumann algebra
as well. As an elementary consequence, the centre of a von Neumann algebra is
a commutative von Neumann algebra.

(c) A von Neumann algebra R in B(H) is a special instance of C∗-algebra with
unit, or better, a unitalC∗-subalgebra ofB(H). This comes from Proposition 6.3
(a), becauseR = (R′)′.

(d) The intersection of a family (with arbitrary cardinality) of von Neumann
algebras {Rj }j∈J on a Hilbert space H is a von Neumann algebra onH. (In fact,
it is easy to see that

⋂
j∈J Rj is a unital ∗-subalgebra of B(H). Furthermore,

if
⋂

j∈J Rj � An → A ∈ B(H) strongly, then Rj � An → A strongly
for every fixed j ∈ J , so that A ∈ Rj since Rj is von Neumann. Therefore
A ∈ ⋂

j∈J Rj . This proves that
⋂

j∈J Rj is strongly closed and hence a von
Neumann algebra.) �

If M ⊂ B(H) is ∗-closed, the smallest (set-theoretically) von Neumann algebra
containingM as a subset—the intersection of all von Neumann algebras containing
M—has a very precise form. If U ⊃ M is any von Neumann algebra, taking the
commutant twice, we have U′ ⊂ M′ and M′′ ⊂ U′′ = U, so M′′ ⊂ U. As a
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consequenceM′′ is the intersection of all von Neumann algebras containingM. All
this leads to the following definition.

Definition 6.7 Let H be a Hilbert space and consider a ∗-closed set M ⊂ B(H).
The double commutantM′′ is also called the von Neumann algebra generated by
M. �
A topological characterization of M′′ appears in Exercise 6.13 when M is a unital
∗-subalgebra ofB(H).

If A1 and A2 are von Neumann algebras on H1 and H2, it is possible to define
the tensor product of von Neumann algebras A1 and A2 as the von Neumann
algebra on H1 ⊗ H2

A1⊗ A2 := (A1 ⊗A2)
′′. (6.3)

With reference to (4.27), we have exploited the notion of algebraic tensor product
of ∗-subalgebrasAi ⊂ B(Hi )

A1 ⊗ A2 :=
⎧
⎨

⎩

N∑

j=1
cjAj ⊗ Bj

∣∣∣∣∣∣
cj ∈ C , Aj ∈ A1 , Bj ∈ A2 , N ∈ N

⎫
⎬

⎭ . (6.4)

It turns out that [KaRi97, BrRo02, Tak10]

(A1⊗ A2)
′ = A′1⊗ A′2. (6.5)

The notion of tensor product of von Neumann algebras of observables plays a
relevant role in the description of independent subsystems of a quantum system,
as discussed in Sect. 6.4.

Definition 6.8 A pair of concrete (i.e. subsets of some B(H)) unital ∗-algebras
R1 ⊂ B(H1) andR2 ⊂ B(H2) on respective Hilbert spaces H1 and H2 are said

(a) isomorphic (or quasi equivalent) if there exists a unital ∗-algebra isomorphism
φ : R1 → R2;

(b) completely isomorphic if the unital ∗-algebra isomorphism φ in (a) is also a
homeomorphism for the weak and strong topologies;

(c) spatially isomorphic if there is a surjective linear isometry V : H1 → H2
such and R1 � A �→ V AV−1 ∈ R2 is surjective, and hence a complete
isomorphism. �

Actually, cases (a) and (b) coincide in view of the following result [BrRo02], which
proves an even stronger property.

Proposition 6.9 A unital ∗-algebra isomorphism between two von Neumann alge-
bras is a norm-preserving complete isomorphism. In particular isomorphic von
Neumann algebras are also isometrically ∗-isomorphic as unital C∗-algebras.
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6.1.2 Unbounded Selfadjoint Operators Affiliated
to a von Neumann Algebra

Handling unbounded selfadjoint operators is quite standard in Quantum Theory, so
the definition of commutant and von Neumann algebra generated by a set should be
extended to encompass unbounded selfadjoint operators (a further extension may
concern closed operators, see, e.g., [Mor18]).

Definition 6.10 Let N be a set of (typically unbounded) selfadjoint operators on
the Hilbert space H.

(a) The commutant N′ of N is defined as the commutant, in the sense of
Definition 6.1, of the set of spectral measures P (A) of every A ∈ N.

(b) The von Neumann algebra N′′ generated by N is (N′)′, where the outer dash
is the commutant of Definition 6.1.

If M is a von Neumann algebra on H, a selfadjoint operator A : D(A) → H with
D(A) ⊂ H is said to be affiliated to M if its PVM P (A) belongs inM. �
Remark 6.11

(a) When N ⊂ B(H) the commutant N′, computed as in (a), coincides with the
standard commutant of Definition 6.1, as a consequence of Proposition 3.70 (ii)
and (iv).

(b) If A∗ = A ∈ N, then A is automatically affiliated to (N′)′ because
P (A) commutes with all selfadjoint operators in B(H) commuting with A

(Proposition 3.70) and, in particular, with every operator in B(H) commuting
with A, because these operators are linear combinations of similar selfadjoint
operators. Therefore P (A) ⊂ (N′)′. In this sense “affiliation” is a weaker form
of “belonging”. �

Let us discuss how unbounded selfadjoint operators affiliated to a von Neumann
algebra are strong limit points of the algebra on the domain of the operator. We
have the following elementary result.

Proposition 6.12 If A : D(A) → H is a selfadjoint operator on the Hilbert space
H and A is affiliated to the von Neumann algebra R, then A is the strong limit
over D(A) of a sequence of selfadjoint operators in R. Furthermore A ∈ R if
D(A) = H.

Proof Let us start by observing that, if A is an unbounded selfadjoint operator, for
every x ∈ D(A) we have

Ax = lim
n→+∞

∫

[−n,n]∩σ(A)

λdP (A)(λ)x n ∈ N

as a consequence of Proposition 3.24 (d) and dominated convergence. In other
words, A is the strong limit on D(A) of the sequence of operators An ∈ B(H)
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defined by

An :=
∫

[−n,n]∩σ(A)

λdP (A)(λ) .

These operators are inB(H) by Proposition 3.29, since the map ı : R � λ → λ ∈ R

is bounded on [−n, n], so ||An|| ≤ ||ı �[−n,n] ||∞. Moreover, if A is affiliated
to a von Neumann algebra R, then we claim An ∈ R. First notice that An is the
strong limit, on the whole H, of integrals of simple functions sn → ı pointwise on
[−n, n] and such that |sn| ≤ |ı|, using again Proposition 3.24 (d) and dominated
convergence. The integrals

∫
[−n,n] sndP (A) are linear combinations of projectors

P
(A)
E ∈ R by hypothesis, so

∫
[−n,n] sndP (A) ∈ R. Hence An ∈ R, it being the

strong limit of elements of R which is strongly closed. Suppose D(A) = H, so
A ∈ B(H) (Theorem 2.40) is the strong limit of elements of R everywhere on H.
Then A ∈ R sinceR is strongly closed. ��
Exercise 6.13

(1) If H is a Hilbert space, let A ⊂ B(H) be a unital ∗-algebra. Prove that the von
Neumann algebra generated by A satisfies

A′′ = A
strong = A

weak
,

with the obvious closure symbols.

Solution Evidently A
strong ⊂ A

weak
. Next observe that, as A′′ is a von

Neumann algebra, it is weakly closed due to Theorem 6.4. Since it contains A,

we have A ⊂ A
strong ⊂ A

weak ⊂ A′′. It is enough to prove that A′′ ⊂ A
strong

to conclude. This fact was established in the proof of Theorem 6.4 when we

proved that A is dense in A′′ in the strong topology: Astrong ⊃ A′′. ��.
(2) If M is a von Neumann algebra on the Hilbert space H and A : D(A) → H

is a selfadjoint operator with D(A) ⊂ H, prove that the following facts are
equivalent.

(a) A is affiliated to M.
(b) UA ⊂ AU for every unitary operator U ∈M′.
(c) UAU−1 = A for every unitary operator U ∈M′.

Solution Assume (a) is valid and consider a sequence of simple functions
sn → ı pointwise such that |sn| ≤ |ı|. With these hypotheses, if x ∈ D(A),
then

∫
R

sndP (A)x → Ax (using Proposition 3.24 (d), dominated convergence

and Theorem 3.40). On the other hand, since UP
(A)
E = P

(A)
E U (because

U ∈ M′ and P
(A)
E ∈ M), (b) immediately follows, because μ

(P (A))
xx (E) =

||P (A)
E x||2 = ||UP

(A)
E x||2 = ||P (A)

E Ux||2 = μ
(P (A))
Ux,Ux(E) since U is unitary,

so that U(D(A)) = U(�ı) ⊂ �ı = D(A). Next suppose that (b) is valid, so
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UA ⊂ AU for every unitary operatorU ∈M. As a consequence,UAU−1 ⊂ A

for every unitary operator U ∈ M. Since U−1 = U∗ ∈ M if U ∈ M, we
also have U−1AU ⊂ A, which implies A ⊂ UAU−1. Putting all together
UAU−1 ⊂ A ⊂ UAU−1, hence (c) holds. To conclude we shall prove that
(c) implies (a). From Proposition 3.49 we have that, under (c), P (A) commutes
with all unitary operators inM′. As a consequence of Proposition 3.55,B ∈M′
can be written as linear combination of unitary operators U . The latter are
obtained as spectral functions of the selfadjoint operators B + B∗ ∈ M′ and
i(B − B∗) ∈ M′. So the operators U can be constructed as strong limits of
linear combinations of elements in the PVMs of B + B∗ and i(B −B∗). These
PVM belong toM′ as we shall prove at the very end of the argument. SinceM′
is a von Neumann algebra and hence strongly closed, we conclude thatU ∈M′.
Summing up, P (A) commutes with every element of M′, since an element of
M′ is a linear combination of unitary elements inM′ and P (A) commutes with
these operators. We have found that P (A) ⊂ M′′ =M as wanted. To finish we
only need to demonstrate that, if B∗ = B ∈ M′, then P (B) ⊂ M′ as well. By
Proposition 3.70 we can assert that P (B) commutes with all operators in B(H)

commuting with B. In other words, P (B) ⊂ (M′)′′ =M′, as required. ��
(3) Let A,B ⊂ B(H) be ∗-closed and define A ∨B := (A ∪B)′′ and A ∧B :=

A ∩B. Prove the following statements.

(a) (A ∨B)′ = A′ ∧B′,
(b) (A ∧B)′ ⊃ A′ ∨B′,
(c) (A ∧B)′ = A′ ∨B′ if, additionally, A,B are von Neumann algebras.
(d) The family of von Neumann algebras R ⊂ B(H), partially ordered by

inclusion, defines a complete orthocomplemented lattice with 0 = {cI }c∈C,
1 =B(H) and ¬R = R′.

Solution Direct inspection and M′′′ = M′ prove (a) and (b). (c) follows from
(a) replacing A with A′,B withB′ and using A = A′′,B =B′′, (A′ ∨B′)′′ =
A′ ∨B′. (d) follows from the definitions. ��

6.1.3 Lattices of Orthogonal Projectors of von Neumann
Algebras and Factors

To conclude this quick mathematical survey of von Neumann algebras, we should
say a few words about the lattices of orthogonal projectors associated to them, since
these play a pivotal role in the physical formalization. The related notion of factor
will be introduced too.

Let R be a von Neumann algebra on the Hilbert space H. The intersection R ∩
L (H) inherits ∨, ∧ and ¬ fromL (H).
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(1) We see from (4.3) that, if P,Q ∈ R ∩ L (H) then P ∧ Q ∈ L (H) must
also belong to R since R is strongly closed (it is a von Neumann algebra).
Formula (4.3) just says that P∧Q is the strong limit of the sequence of elements
(PQ)n which, in turn, belong toR since it is closed under products. Also notice
that infL (H){P,Q} =: P∧Q ∈ R, so that infR∩L (H){P,Q} exists and satisfies
infR∩L (H){P,Q} = infL (H){P,Q} = P ∧Q.

(2) Similarly, one proves that P ∨Q ∈ R∩L (H) if P,Q ∈ R∩L (H), concluding
as before that supR∩L (H){P,Q} = supL (H){P,Q} = P ∨Q. To this end use
of (4.3) and Proposition 4.5, obtaining

P ∨Q = ¬((¬P) ∧ (¬Q)) = I −
(
s- lim

n→+∞[(I − P)(I −Q)]n
)

.

Since evidently 0, I ∈ L (H) ∩ R and ¬P := I − P ∈ L (H) ∩ R for P ∈
L (H) ∩ R, the conclusion is that R ∩ L (H) contains the supremum of any
P,Q in it, and this supremum coincides with P ∨Q, as wanted.

(3) As a byproduct we also have that (L (H) ∩ R,≥, 0, I,¬) is a bounded and
orthocomplemented lattice, with structure induced byL (H).

(4) L (H) ∩ R is σ -complete because σ -completeness involves only the strong
topology by Proposition 4.9 (iv), andR is strongly closed by Theorem 6.4 (it is
actually even possible to prove thatL (H) ∩R is complete [Red98, Mor18]).

(5) L (H) ∩ R is orthomodular and (if H is separable) also separable. The proofs
are trivial since these properties descend fromL (H).

(6) Subtler properties like irreducibility, atomicity, atomisticity and the covering
law are not always guaranteed, and should be considered on a case-by-case
basis.

Properties (1)–(5) above permit to restate most of the quantum interpretations that
we developed in the previous chapters, by thinking the elements of L (H) ∩ R as
elementary observables of a quantum system, as we will do later.

On the mathematical side, it is interesting to remark that L (H) ∩ R retains all
the information aboutR, since the following result holds.

Proposition 6.14 Let R be a von Neumann algebra on the Hilbert space H and
define the latticeLR(H) := R ∩L (H). ThenLR(H)′′ = R .

Proof Since LR(H) ⊂ R, we have LR(H)′ ⊃ R′ and LR(H)′′ ⊂ R′′ = R.
Let us prove the other inclusion. A ∈ R can always be decomposed as linear
combination of two selfadjoint operators of R, A + A∗ and i(A − A∗). Since R
is a complex vector space, we can restrict to the case of A∗ = A ∈ R, proving
that A ∈ LR(H)′′ if A ∈ R. The PVM of A belongs to R because of Proposition
3.70 (ii) and (iv): P (A) commutes with every bounded selfadjoint operator B which
commutes with A. By the same argument as above, writing a generic element of
B(H) as linear combination of selfadjoint operators, P (A) commutes with every
B ∈ B(H) commuting with A. So P (A) commutes, in particular, with the elements
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of R′ because R � A. We conclude that P
(A)
E ∈ R′′ = R, namely P (A) ⊂ LR(H)

if A ∈ R. Finally, as we know, there exists a sequence of simple functions sn
converging to ı uniformly on a compact interval [−a, a] ⊃ σ(A). By construction∫
σ(A) sndP (A) ∈ LR(H)′′ because it is a linear combination of elements of P (A)

andLR(H)′′ is a linear space. Finally
∫
σ(A)

sndP (A) → A uniformly as n →+∞,
and hence strongly, as seen in Example 3.77 (2). Since LR(H)′′ is strongly closed,
we must have A ∈ LR(H)′′, proving that LR(H) ⊃ R as wanted. ��
A natural question is whetherR is ∗-isomorphic toB(H1) for some suitable Hilbert
space H1 (in general different from the original H!). If yes, it would automatically
imply that also the remaining properties ofL (H1) are true forLR(H). In particular
there would exist atomic elements in LR(H), and the covering property and
irreducibility would hold. A necessary (but by nomeans sufficient) condition for that
to happen, exactly as forB(H1), is thatR∩R′ be trivial, sinceB(H1)∩B(H1)

′ =
B(H1)

′ = {cI }c∈C.
Definition 6.15 A factor in B(H) is a von Neumann algebra R ⊂ B(H) with
trivial centre1:

R ∩R′ = CI ,

where we set CI := {cI }c∈C from now on. �
Centres, commutants and factors enter both the mathematical and the physical
theory in several crucial places. First of all, they are related to the irreducibility
of the lattice underlying a von Neumann algebra.

Proposition 6.16 A von Neumann algebra R on the Hilbert space H is a factor if
and only if the associated lattice LR(H) is irreducible.

Proof First observe that if P ∈ LR(H) commutes with every Q ∈ LR(H), then it
commutes also with the selfadjoint operators constructed out of the PVMs inR—as
they are strong limits of linear combinations of these PVMs (Proposition 6.14)—
and more generally with every operator in R, by writing it as linear combinations
of selfadjoint operators. So if P ∈ LR(H) commutes with every Q ∈ LR(H), it
belongs to the centre ofR. IfR is a factor, the only orthogonal projectors inR∩R′
are 0 and I (obvious) and LR(H) is irreducible. Suppose conversely that R is not
a factor, so there exists A �= cI in R ∩ R′. Therefore at least one of A + A∗,
i(A− A∗) must be different from cI for any c ∈ C. In other words there is a non-
trivial selfadjoint operator S ∈ R commuting with all operators in R. As we know
from the proof of Proposition 6.14, its PVM belongs to LR(H) and it commutes
with all operators commuting with S, and in particular with all elements ofLR(H).

1According to (3)(d) Exercise 6.13, this is equivalent to requiring R ∨R′ =B(H).
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The PVMs of S cannot reduce to only 0 and I , otherwise S would be of the form
cI . HenceLR(H) contains a non-trivial projector commuting with all projectors in
LR(H), whence it cannot be irreducible by definition. ��

6.1.4 A Few Words on the Classification of Factors
and von Neumann Algebras

It is possible to prove that, on separable Hilbert spaces, a von Neumann algebra
is always a direct sum or a direct integral of factors, a clear indication that factors
play a distinguished role. The classification of factors, started by von Neumann
and Murray and based on the properties of the elements of LR(H), is one of the
key chapters in the theory of operator algebras, and has enormous consequences in
the local algebraic formulation of the theory of quantum fields. It is actually valid
also for non-separable Hilbert spaces. Type-I factors are defined by requiring that
they contain minimal projectors (atoms). It turns out that a factor Ris of type I

if and only if it is isomorphic to B(H1) as a unital ∗-algebra, for some Hilbert
space H1 (see also Proposition 6.46). Consequently they are atomic, atomistic
and fulfil the covering property. The separability of LR(H) is equivalent to the
separability of H1. There exists a finer classification of factors of type In where
n is a cardinal number (finite or infinite): the dimension of H1. There also exist
factors of type II and III , which do not admit atoms in LR(H) and are not
important in elementary QM. A type-III factorR is by definition a factor such that,
if P ∈ LR(H) \ {0}, then P = V V ∗ for some V ∈ R with V ∗V = I . A minute
analysis of type III was produced by Connes using the Tomita-Takesaki modular
theory (see [KaRi97, BrRo02, Tak10] and also [HaMü06] for a recent review).
Type-III factors play a crucial role in the description of extended (quantum)
thermodynamical systems and also in algebraic relativistic quantum field theory
[Yng05]. Under standard hypotheses, every von Neumann algebra of observables
localized in a sufficiently regular, open and bounded region of Minkowski spacetime
is isomorphic to the unique hyperfinite factor of type III1. Moreover, by virtue of
the so-called split property (valid in particular for the free theory), that we shall
discuss again later, every such factor is contained in a type-I factor which, in turn, is
contained in another local algebra associated with a slightly larger spacetime region.

von Neumann algebras are analogously divided in different types, and in
separable Hilbert spaces the classification is such that a von Neumann algebra of a
given type is the direct sum or the direct integral of factors of the same type. Generic
von Neumann algebras can be decomposed uniquely in direct sums of definite-type
von Neumann algebras even if the Hilbert space is not separable. See [Mor18] for
a brief account, [Red98] for an extended discussion with many technical details
and historical remarks, and [KaRi97, BrRo02] for complete treatises on the subject.
Several physical implications are discussed in [Haa96, Ara09] especially for QFT,
and in [BrRo02] concerning statistical mechanics.



224 6 von Neumann Algebras of Observables and Superselection Rules

6.1.5 Schur’s Lemma

Let us talk about an elementary yet crucial technical result and at the same time
important mathematical tool, but after the following general definition. The ∗-
closed set M below may be a von Neumann algebra, or for instance the image
{Ug}g∈G of a unitary representation of a group G � g �→ Ug (Definition 7.9). One
may as well take the unitary representatives of a unitary-projective representation
(Definition 7.10) of a group, as we shall discuss later (phases should be rearranged
in order to produce a ∗-closed set and apply Theorem 6.19). Finally, M could even
be the image of a ∗-representation of a ∗-algebra. This goes to show that the concepts
below encompass a variety of situations.

Definition 6.17 Let H �= {0} be a Hilbert space and M ⊂ B(H) a collection of
operators.

(a) A closed subspace H0 ⊂ H is said to be invariant under M (or M-invariant),
if A(H0) ⊂ H0 for every A ∈M.

(b) M is called topologically irreducible if the onlyM-invariant closed subspaces
are H0 = {0} and H0 = H. �

Remark 6.18 The word “topologically” refers to the invariant spaces being closed,
and we shall henceforth omit it for the sake of brevity: irreducible will mean
topologically irreducible from now on. �
Let us state and prove the simplest, and classical, version of Schur’s lemma on
(complex) Hilbert spaces, using the language of von Neumann algebras.

Theorem 6.19 (Schur’s Lemma) Consider a Hilbert space H �= {0} and suppose
the set M ⊂ B(H) is ∗-closed.

The following facts are equivalent.

(a) M is irreducible.
(b) M′ = CI .
(c) M′′ = B(H).

Proof Assume that (a) is valid and let us we prove (b). If A ∈ M′ (so A∗ ∈ M′
as well), we can write it as A = B + iB ′ where B := 1

2 (A + A∗) ∈ M′, B ′ :=
1
2i (A−A∗) ∈M′ are selfadjoint. The spectral measures of B and B ′ commute with
all operators commuting with B and B ′ respectively, by Proposition 3.70. In turn,
these PVMs commute with all the operators commuting with A and A∗, so that the
PVMs belong to M′ as well. Let P be an orthogonal projector of P (B) or P (B ′).
Since PC = CP for every C ∈ M, the closed subspace H0 := P(H) satisfies
C(H0) ⊂ H0 and thus, by (a), either H0 = {0}, namely P = 0, or H0 = H, namely
P = I . Integrating these PVMs, whose projectors are either 0 or I , we find B = bI

and B ′ = b′I for some b, b′ ∈ R, so A = cI for some c ∈ C. This is (b). We
next prove that (b) implies (c). If (b) is true, M′′ = CI ′ = B(H), so (c) is true
as well. To conclude, we show (c) implies (a). If H0 is a closed subspace invariant
under every operator inM, the orthogonal projectorP ontoH0 commuteswith every
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A ∈M. IndeedA(H0) ⊂ H0 impliesAP = PAP . Taking adjoints, PA∗ = PA∗P .
Since M is ∗-closed and A = (A∗)∗, we can rewrite that relation as PA = PAP .
Comparing with AP = PAP , we have AP = PA. Hence P ∈ M′ = M′′′, which
means P ∈ B(H)′ when assuming (c). In particular, P must commute with every
Q ∈ L (H). Since L (H) is irreducible (Theorem 4.17), either P = 0, namely
H0 = {0}, or P = I , namely H0 = H. Hence (a) is valid and the proof ends. ��
Corollary 6.20 Let π : G → B(H) (respectively, π : A → B(H)) be a unitary
representation of the group G (of the unital ∗-algebra A) on the Hilbert space H �=
{0}. IfG (resp.A) is Abelian, the image of π is irreducible if and only if dim(H) = 1.

Proof Assume the representation is irreducible. Then M := π(G), respectively
M := π(A), is ∗-closed and every π(A) with A ∈ G (resp. A ∈ A) is a complex
number by Schur’s Lemma, since π(A) commutes with M. Take ψ ∈ H with
||ψ|| = 1, then the closure of the set of finite combinations of the π(a)ψ is a closed
M-invariant subspace, so it must coincide with H if the image of π is irreducible. In
other words {ψ} is a Hilbert basis of H, so dim(H) = 1. The converse implication
is obvious. ��

6.1.6 The von Neumann Algebra Associated to a PVM

The last mathematical feature of von Neumann algebras we discuss concerns the
interplay with PVMs. We have the following important technical result.

Proposition 6.21 Let P : �(X) → L (H) be a PVM on the measurable space
(X,�(X)) taking values in the lattice of orthogonal projectors on the Hilbert space
H. If H is separable, then

{PE | E ∈ �(X)}′′ =
{∫

X

f dP

∣∣∣∣ f ∈ Mb(X)

}
.

If H is not separable, the above statement holds if ⊃ replaces =.
Proof First of all, observe that the von Neumann algebra generated by the ∗-closed
set {PE |E ∈ �(X)} coincideswith the von Neumann algebra generated by the unital
∗-algebraAP of finite combinations of {PE |E ∈ �(X)}. According to Exercise 6.13
(1), {PE | E ∈ �(X)}′′ is therefore nothing but the strong closure of AP . Since∫
X f dP ∈ B(H) if f ∈ Mb(X), the integral can be computed as strong limit
of elements in AP , according to Proposition 3.29 (c), by approximating f with a
bounded sequence of simple functions converging to f pointwise. Summing up, we
necessarily have

{∫
X f dP

∣∣ f ∈ Mb(X)
} ⊂ {PE | E ∈ �(X)}′′ = A′′P . Now we

have to establish the converse inclusion. More precisely, we have to prove that if∫
X sndPψ → Aψ as n → +∞ for every ψ ∈ H, some A ∈ H, and for a given
sequence of simple functions sn ∈ Mb(X), thenA = ∫

X f dP for some f ∈ Mb(X).
A lemma is useful to this end. ��
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Lemma 6.22 Let P : �(X) → L (H) be a PVM on the measurable space
(X,�(X)) taking values in the lattice of orthogonal projectors on the Hilbert space
H. There exist

(i) a set of orthonormal vectors {ψn}n∈N with N of any cardinality and, in
particular, finite or countable when H is separable;

(ii) a corresponding set {Hn}n∈N of mutually orthogonal closed subspaces of H,
such that H = ⊕

n∈N Hn (Hilbert sum), and PE(Hn) ⊂ Hn for every n ∈ N

and every E ∈ �(X);
(iii) a corresponding set of isometric surjective operators Un : Hn →

L2(X,μ
(P )
ψnψn

).

Proof Take a unit vector ψ1 ∈ H and consider the map V1 : L2(X,μ
(P )
ψ1ψ1

) → H

defined as V1f := ∫
X

f dPψ1 for f ∈ L2(X,μ
(P )
ψ1ψ1

). According to Propo-
sition 3.33 (a) and (b), this map is linear and isometric (hence injective) by
Theorem 3.24 (d). Therefore it also preserves the inner product as a consequence of
the polarization formula. Its image is evidently the subspaceH1 := {

∫
X

f dPψ1|f ∈
L2(X,μ

(P )
ψ1ψ1

)} ⊂ H. This subspace is closed. Indeed, if H1 � V (fn) → φ ∈ H as
n → +∞, the sequence of the fn must be Cauchy because {V1(fn)}n∈N converges
and V1 is isometric. Therefore fn converges to some f ∈ L2(X,μ

(P )
ψ1ψ1

), because

L2(X,μ
(P )
ψ1ψ1

) is complete. Since V1 is continuous being isometric, V1(f ) = φ

and then φ ∈ H1, so H1 is closed. The map U1 := V −1
1 (restricting the

codomain of V1 to its image) is exactly the map we argued existed in (ii), for
n = 1. Finally observe that PE(H1) ⊂ H1 by Propositions 3.29 (b) and 3.33
(c): PE

∫
X f dPψ1 = ∫

X fχEdPψ1 ∈ H1 noticing that, obviously, f χE ∈
L2(X,μ

(P )
ψ1ψ1

) if f ∈ L2(X,μ
(P )
ψ1ψ1

). If H1 � H we can fix ψ2 ∈ H⊥1 with
||ψ2|| = 1 and repeat the procedure, finding a corresponding isometric surjective
map U2 : H2 → L2(X,μ

(P )
ψ2ψ2

), with H2 ⊂ H a closed subspace satisfyingH2 ⊥ H1

and PE(H2) ⊂ H2 for every E ∈ �(X). Then we iterate, taking ψ3 ∈ (H1 ∪ H2)
⊥

and so forth. A standard application of Zorn’s lemma proves the thesis. In case H is
separable,N must be finite or countable, because the number of orthonormal vectors
{ψn}n∈N cannot exceed the cardinality of a Hilbert basis, since {ψn}n∈N is (or can
be completed to) a Hilbert basis. ��
Let us go back to the main proof. We may assume N = N since H is separable by
hypothesis, and the case N finite is a trivial subcase. So, suppose that

∫
X skdPψ →

Aψ as k → +∞ for every ψ ∈ H, some A ∈ H, and for a given sequence of simple
functions sk ∈ Mb(X). Consequently {∫X skdPψ}k∈N is Cauchy in H, so {sk}k∈N
is Cauchy in L2(X, dμ

(P)
ψψ) because of Theorem 3.24 (d). In particular, the above

must be true for ψ = ∑
n∈N 1√

2n
ψn, which belongs to H as the series converges
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(
∑

n∈N 1
2n = 2 and the orthonormal vectors ψn form or can be completed to a

Hilbert basis of H). From part (ii) of the Lemma PE(Hn) ⊂ Hn, whence

0 ≤ μ
(P)
ψψ(F ) =

〈
∑

n∈N

1√
2n

ψn

∣∣∣∣∣PF

∑

m∈N

1√
2m

ψn

〉
=

∑

n∈N

1

2n
〈ψn|PF ψn〉

=
∑

n∈N

1

2n
μ

(P )
ψnψn

(F ) ≤ 2 ,

where we have used μ
(P)
ψnψn

(X) = ||ψn||2 = 1. Since {sk}k∈N is Cauchy in

L2(X, dμ
(P)
ψψ), there exists a function f ∈ L2(X, dμ

(P)
ψψ) such that sk → f

as k → +∞ in L2(X, dμ
(P)
ψψ). Furthermore [Rud86], there is a subsequence,

which we indicate with the same symbol {sk}k∈N for the sake of simplicity, that
converges μ

(P)
ψψ to f a.e. Since μ

(P)
ψnψn

(F ) ≤ 2nμ
(P )
ψψ(F ), the sequence sk converges

to f simultaneously in L2 sense and a.e. for each of the measures μ
(P)
ψnψn

. In

particular f ∈ L2(X, dμ
(P)
ψnψn

). Now it is only natural to compare A and
∫
X f dP ,

since both are limits of the
∫
X

sndP . Let us focus on one space Hn as from

the Lemma above. Since Mb(X) is dense in L2(X, dμ
(P)
ψnψn

), we conclude that

Mn := U−1
n (Mb(X)) is dense in Hn. However Mn ⊂ D(

∫
X f dP) because

D(
∫
X

f dP) = {φ ∈ H | ∫
X
|f |2dμ

(P)
φφ < +∞}. Indeed, if φ = ∫

X
gdPψn for

g ∈ Mb(X), we have μ
(P)
φφ (F ) = 〈∫

X
gdPψn|PF

∫
X

gdPψn〉 =
∫
F
|g|2dμ

(P)
ψnψn

.

Then
∫
X
|f |2dμ

(P)
φφ = ∫

X
|f |2|g|2dμ

(P)
ψnψn

≤ ||g||∞
∫
X
|f |2dμ

(P)
ψnψn

< +∞ and
hence φ ∈ D(

∫
X

f dP), as said. This is not the end of the story, since we also have∫
X

f dPφ = Aφ for φ ∈ Mn. In fact we have
∫
X

skdPφ → ∫
X

f dPφ because
(Theorem 3.24 (d))

∣∣∣∣

∣∣∣∣
∫

X

(sk − f )dPφ

∣∣∣∣

∣∣∣∣
2

=
∫

X

|sk − f |2dμ
(P)
φφ =

∫

X

|sk − f |2|g|2dμ
(P)
ψnψn

≤ ||g||2∞
∫

X

|sk − f |2dμ
(P)
ψnψn

→ 0

as k → +∞, and also
∫
X

skdPφ → Aφ by hypothesis. Consider the formula just
established:

∫
X

f dPφ = Aφ , ∀φ ∈ Mn . As Mn is dense in Hn, the operator∫
X

f dP is closed (Theorem 3.24 (b)) and A is continuous, it follows that the
formula is valid for every φ ∈ Hn. In particular, Hn ⊂ D(

∫
X

f dP). By linearity,
the formula is true also when φ is a finite combination of elements in

⊕
n∈NHn.

Since these combinations are dense in H, the same argument used above proves that∫
X

f dPφ = Aφ , ∀φ ∈ H . In particular
∫
X

f dP = A ∈ B(H), making f P -

essentially bounded (Proposition 3.29 (a)). By definition of || ||(P )∞ , we can modify
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f on a set of P -zero measure, obtaining a function f1 ∈ Mb(X) producing the same
integral

∫
X

f1dP = ∫
X

f dP = A. To sum up, every A ∈ {PE |E ∈ �(X)}′′ can be
written as A = ∫

X
f1dP for some f1 ∈ Mb(X), eventually ending the proof. ��

6.2 von Neumann Algebras of Observables

Let us switch to physics and apply the previous notions and results to the
formulation of quantum physics in Hilbert spaces.

6.2.1 The von Neumann Algebra of a Quantum System

If one relaxes the hypothesis that all selfadjoint operators on the Hilbert space H
associated to a quantum system represent observables, there are many reasons to
assume that observables are represented (in the sense we are going to illustrate)
by the selfadjoint elements of a von Neumann algebra, called the von Neumann
algebra of observables and hereafter indicated by R (though only the selfadjoint
elements are observables). In a sense (cf. Proposition 6.14)R is the maximal set of
operators we can manufacture out of the lattice of elementary propositions viewed
as orthogonal projectors (which is smaller than L (H)). The construction involves
the algebra operations, adjoints and the strong operator topology (the most relevant
one in spectral theory): all are necessary for motivating physically the relationship
between PVM (elementary observables) and selfadjoint operators (observables).

A few important physical comments are in order.

(1) Including non-selfadjoint elements B ∈ R is harmless, as they can be
decomposed uniquely as sums of selfadjoint elements

B = B1 + iB2 = 1

2
(B + B∗)+ i

1

2i
(B − B∗) .

These elements are mere complex linear combinations of bounded observables.
(2) Requiring that all the elements ofR are bounded, and thus ruling out unbounded

observables, does not seem to be problem in physics. If A = A∗ is unbounded,
the associated collection of bounded selfadjoint operators {An}n∈N, where

An :=
∫

[−n,n]∩σ(A)

λdP (A)(λ) ,

retains the same information as A. The operator An is bounded due to
Proposition 3.47 because the support of its spectral measures is contained in
[−n, n]. Physically speaking, we can say that An is nothing but the observable
A when it is measured by an instrument unable to produce outcomes larger
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than [−n, n]. All real measuring devices are similarly limited. We can safely
assume that every An belongs toR. Mathematically speaking, the (unbounded)
observable A is recovered as a strong limit on D(A):

Ax = lim
n→+∞Anx if x ∈ D(A),

as we saw in Proposition 6.12. Finally, the spectral measure of A belongs to R
(A is affiliated to R) by Exercise 6.13 (2) and the limit above.

(3) In a sense, a more precise physical picture would arise by restricting to the
only real vector space of bounded selfadjoint operators ofR, equipped with the
natural Jordan product

A ◦ B = 1

2
(AB + BA)

(whereA and B are bounded selfadjoint operators). The mathematical structure
thus defined, disregarding topological features, is called a Jordan algebra.
Though physically appealing, it features a number of mathematical compli-
cations in comparison to a ∗-algebra. In particular, the Jordan product is
not associative. In [Emc72] Jordan algebras are intensively used to describe
physical systems (see [Mor18] for further comments).

We stress again that, within the framework of von Neumann algebras of observables,
the orthogonal projectorsP ∈ R represent all the elementary observables of the sys-
tem. The lattice of these projectors,LR(H), retains the amount of information about
observables established by Proposition 6.14. As explained above, LR(H) ⊂ R is
bounded, orthocomplemented,σ -complete, orthomodular and separable exactly like
the larger L (H) (assuming H separable). That said, though, there is no guarantee
the other properties listed in Theorem 4.17 will hold.

6.2.2 Complete Sets of Compatible Observables
and Preparation of Vector States

A technically important result concerning both the spectral theory and von Neumann
algebras is the following one.

Proposition 6.23 Let A = {A1, . . . , An} be a finite collection of selfadjoint
operators on the separable Hilbert space H whose spectral measures commute in
pairs. The von Neumann algebra A′′ generated by A satisfies

A′′ = {
f (A1, . . . , An) | f ∈ Mb(R

n)
}

with f (A1, . . . , An) :=
∫

Rn

f (x1, . . . , xn)dP (A),

where P (A) is the joint spectral measure (Theorem 3.56) of A = {A1, . . . , An}.
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Proof The claim immediately follows from Proposition 6.21 by taking P = P (A).
Observe that if the Ak belong toB(H), then the von Neumann algebra they generate
is the same as the algebra generated by their spectral measures (see Remark 6.11
(a)). ��
The aforementioned result authorizes us to introduce maximal sets of compatible
observables, a common object in quantum systems.

Definition 6.24 Let R be a von Neumann algebra of observables on the Hilbert
spaceH andA = {A1, . . . , An} a finite set of pairwise compatible observables—that
is, typically unbounded selfadjoint operators affiliated toR whose PVMs commute.
We call A a complete set of compatible (or commuting) observables if every
selfadjoint operator B ∈ B(H) commuting with all the PVMs of A is a function (in
accordance with to Theorem 3.56) of them:

B = f (A1, . . . , An) :=
∫

Rn

f (x1, . . . , xn)dP (A) ,

for some (real-valued) function f ∈ Mb(R
n). �

Remark 6.25

(a) Completing the proof of Proposition 5.13, one easily proves that, if dimH =
n < ∞, there always exist many complete sets of compatible observables of
cardinality n. By Zorn’s lemma, take a maximal set of pairwise commuting
observables S. It is easy to prove that S is a real unital subalgebra of B(H).
Hence the proof of Proposition 5.13 provides a linear basis of S made of m ≤
n orthogonal projectors {Pk}k=1,...,m such that PkPh = 0 when k �= h and∑m

k=1 Pk = I . If x ∈ Pk(H) and ||x|| = 1, the orthogonal projector px onto
span(x) satisfies pxPh = Phpx for h = 1, . . . ,m. Therefore px ∈ S′. Since S

is maximal, we have px ∈ S and hence S is linearly generated by the projectors
P1, . . . , Pm. However, as pxPk = px and pxPh = 0 if h �= k, we conclude
that px = Pk . Since every Pk projects onto a one-dimensional subspace and∑m

k=1 Pk = I , necessarilym = n. By construction, every A commuting with all
Pk belongs to their linear span, and is therefore a (linear) function of them. In
other words, {Pk}k=1,...,n is a complete set of commuting observables.

(b) A complete set of compatible observables A satisfies A′ ⊂ A′′ due to
Proposition 6.23. The converse inclusion A′′ ⊂ A′ is instead automatic since
the PVM P (A) commutes with every single PVM P (Ak) as the latter is part
of P (A) itself (e.g., P

(A1)
E = P

(A)
E×R×···×R). Hence A′ = A′′. In particular, a

bounded selfadjoint operator B commuting with the PVMs of A must belong to
A′ = A′′ ⊂ R′′ = R, and therefore B is an observable as well. �

An important physical consequence of the previous notion is related to Remark 6.25
(a), and it is valid in the infinite-dimensional case as well. Suppose that the
observables Ak , k = 1, . . . , n forming a complete set of compatible observables
have pure point spectrum (Definition 3.44). It easy to check that the spectral measure
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on Rn defined by

PE := s-
∑

(a1,...,an)∈E∩×n
k=1σp(Ak)

P
(A1)
{a1} · · ·P

(An)
{an} , E ∈ B(Rn) (6.6)

satisfies the condition in Theorem 3.56 for the joint measure of A = {A1, . . . , An},
and therefore it is that joint measure. Let Hα1,...,αn be a common eigenspace
of the eigenvalues αk ∈ σ(Ak). We argue that dim(Hα1,...,αn ) = 1. Indeed, if
Hα1,...,αn contained a pair of non-vanishing orthogonal vectors x1, x2, the orthogonal

projector P := 〈x1| 〉x1 would commute with every P (Ak) because PP
(Ak)
{αk } =

P
(Ak){αk} P = P and PP

(Ak)
{ak} = 0 for ak �= αk . By Definition 6.24 the selfadjoint

operator P ∈ B(H) should be a function of A1, . . . , An. Yet it cannot be, because
by (6.6) a function of A1, . . . , An has the form

f (A1, . . . , An) = s-
∑

a1∈σ1(A1),...,an∈σ1(An)

f (a1, . . . , an)P
(A1){a1} · · ·P

(An)
{an} .

Therefore f (A1, . . . , An)x = f (α1, . . . , αn)x for every x ∈ Hα1,...,αn =
P

(A1){α1} · · ·P
(An)
{αn} (H) and in particular f (A1, . . . , An)x1 = f (A1, . . . , An)x2.

Conversely Px1 = x1 and Px2 = 0, in spite of xj ∈ Hα1,...,αn . We conclude
that every common eigenspace Hα1,...,αn must be one-dimensional.

The above argument has an important practical consequence when “prepar-
ing quantum states”, because a quantum state can be prepared just by mea-
suring A1, . . . , An. After a simultaneous measurement of A1, . . . , An, the post-
measurement state is necessarily represented by a unique unit vector (up to
phase) contained in the one-dimensional space Hα1,...,αn , where α1, . . . , αn are the
outcomes of the measurements. In fact, if T ∈ S (H) is the unknown initial state,
according to the Lüders-von Neumann postulate after we measure α1 for A1, α2 for
A2, etc., the outcome state is always

T ′ = P
(A1){α1} · · ·P

(An)
{αn} T P

(A1){α1} · · ·P
(An)
{αn}

tr
(
P

(A1){α1} · · ·P
(An)
{αn} T

) = 〈ψα1,...,αn | 〉ψα1,...,αn

where, up to phase, ψα1,...,αn ∈ Hα1,...,αn is the only unit vector.
Another physically relevant consequence is explained in the following proposi-

tion and the remark below it.

Proposition 6.26 If a quantum physical system admits a complete set of compatible
observables A, the commutantR′ of the von Neumann algebra of observablesR is
Abelian, because it coincides with the centre of R.

Proof As the spectral measure of each A ∈ A belongs toR, necessarily (i)A′′ ⊂ R.
Since A′ = A′′, (i) yields A′ ⊂ R and so, taking the commutant, (ii) A′′ ⊃ R′.
Comparing (i) and (ii) we haveR′ ⊂ R. In other wordsR′ = R′ ∩R. In particular,
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R′ must be Abelian because every element of R′ must commute with all elements
ofR′ itself since R′ ⊂ R. ��
Remark 6.27

(a) Observe that R′ is Abelian if and only if it coincides with the centre. One
implication was proved above, the other is similarly obvious: if R′ is Abelian,
thenR′ ⊂ R′′ = R, so R′ = R ∩R′ once more.

(b) As soon as R′ is not Abelian, as for the so-called non-Abelian gauge theories,
there exist no complete sets of compatible observables and it is impossible to
prepare vector states by measuring a complete set of compatible observables
with pure point spectra, simply because they do not exist. �

Example 6.28

(1) In L2(R, dx), the Hamiltonian operator H of the harmonic oscillator alone is a
complete set of commuting observables with pure point spectrum. The proof is
easy following Example 3.43 (3):

H = s-
∑

n∈N
h̄ω

(
n+ 1

2

)
Pn

where we have defined the one-dimensional orthogonal projectors Pn :=
〈ψn| 〉ψn. If B∗ = B ∈ B(H) commutes with H , according to Proposition 3.70
it commutes with the spectral measure of H . Since x = ∑

n∈N Pnx for every
x ∈ H and PnPm = 0 if n �= m,

Bψ =
∑

n∈N
PnBψ =

∑

n∈N
PnPnBψ =

∑

n∈N
PnBPnψ .

But Pn projects onto a one-dimensional subspace, so the selfadjoint operator
PnBPn takes necessarily the form bnPn for some bn ∈ R. We have so far
obtained

B = s-
∑

n∈N
bnPn ,

which means that B = f (H) if we set f : σ(H) → R, f (h̄ω(n+ 1/2)) := bn.
Note f must be bounded, for otherwise B would be unbounded against our
hypothesis, since

∣∣∣∣∣

∣∣∣∣∣s-
∑

n∈N
bnPn

∣∣∣∣∣

∣∣∣∣∣ = sup
n∈N

|bn| .

(2) Consider a quantum particle without spin and refer to the rest space R
3 of an

inertial reference frame, so H = L2(R3, d3x). The three position operators
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A1 = {X1,X2,X3} form a complete set of compatible observables, as do the
momentum operatorsA2 = {P1, P2, P3}, since the two are related by the unitary
Fourier-Plancherel transform (Example 2.59 (2)). The fact that {X1,X2,X3} is
a complete set of compatible observables can be proved as follows. IfA ∈ B(H)

commutes with the joint spectral measure P (A1) of X1,X2,X3, it turns out that
A(χE) = fE for every bounded set E ∈ B(R3), where fE ∈ L2(R3, d3x)

vanishes a.e. outside E. (This is because P
(A1)
E is the multiplication by χE ,

but χE ∈ P
(A1)
E (L2(R3, d3x)), so A(χE) must belong to the same subspace

P
(A1)
E (L2(R3, d3x)) since A commutes with P

(A1)
E . Hence A(χE) is a function

fE that vanishes a.e. outside E.) Using the linearity of A, if F ∩ E �= ∅ then
fF �E∩F= fE �E∩F a.e.. In this way, a unique measurable function f (A) gets
defined on the entire R

3 by a partition made of bounded Borel sets such that
A(χE) = f (A) · χE . Finally, using a sequence of simple functions suitably
converging to ψ ∈ L2(R3, d3x), and taking the continuity of A into account,
we obtain Aψ = f (A) · ψ a.e.. Since A is bounded, f (A) is P (A1)-essentially
bounded, so it can be rendered bounded by redefining it on a zero-measure set.
Saying Aψ = f (A) · ψ for every ψ ∈ L2(R3, d3x) is the same as stating
A = f (A)(X1,X2,X3).

(3) Referring to a quantum particle without spin, the full algebra of observablesR
must contain A1 ∪ A2, where A1 = {X1,X2,X3} and A2 = {P1, P2, P3} as
before. It is possible to prove that the commutant of (A1 ∪ A2)

′′ = (A1 ∪ A2)
′

is trivial (A1 ∪ A2)
′ = CI (it contains a unitary irreducible representation

of the Weyl-Heisenberg group). Therefore R = R′′ ⊃ CI ′′′ = CI ′ =
B(L2(R3, d3x), and R = B(H) for a spinless, non-relativistic particle. As
a consequenceLR(H) = L (L2(R3, d3x)).

(4) If we incorporate the spin space (for instance when we study an electron
“without charge”), H = L2(R3, d3x) ⊗ C

2. Referring to (1.11), examples of
complete sets of compatible observables areA1 = {X1⊗I,X2⊗I,X3⊗I, I ⊗
Sz} or A2 = {P1 ⊗ I, P2 ⊗ I, P3 ⊗ I, I ⊗ Sx}. As before (A1 ∪A2)

′′ is the von
Neumann algebra of observables of the system (changing the component of the
spin in passing from A1 to A2 is crucial for this result). In this case too, it turns
out that the commutant of the von Neumann algebra of observables is trivial,
yieldingR = B(H).

(5) It is possible to construct complete set of commuting observables with pure
point spectra also in L2(R3, d3x)⊗C

2s+1 or in closed subspaces of it. A typical
example for an electron (s = 1/2) is the quadruple made by the Hamiltonian
operator of the hydrogen atom H , the total angular momentum squared L2, the
component Lz of the angular momentum, and the component Sz of the spin. If
we restrict to the closed subspace defined by non-positive energy, the quadruple
is a complete set of commuting observables with pure point spectra. �
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6.3 Superselection Rules and Other Structures of the
Algebra of Observables

We have accumulated enough material to examine profitably the structure of the
Hilbert space and the algebra of observables when not all selfadjoint operators
represent observables and not all orthogonal projectors are interpreted as elementary
observables. Readapting Wightman’s approach [Wig95] to our framework, we start
by making some assumptions describing so-called Abelian discrete superselection
rules for QM formulated in a separableHilbert space, whereR is the von Neumann
algebra of observables. After, we will consider non-Abelian superselection rules by
introducing Gauge groups [JaMi61, Haa96]. Finally, we shall discuss the concept
of independent subsystems.

6.3.1 Abelian Superselection Rules and Coherent Sectors

We want to study the situation where a finite set of pairwise compatible observables
exists which commute with all of the observables of the system, so that they
belong to the centre R ∩ R′ of the algebra of observables. The most recognized
example is perhaps the electric charge. It is known that for all quantum systems
carrying electrical charge, this observables commutes with all other observables of
the system. It is evident that, assuming this constraint, not every selfadjoint operator
of the Hilbert space can represent an observable: operators which do not commute
with the electrical charge are ruled out.

We tackle the general case, and also consider the coexistence of distinct
observables commuting with R, for example the mass and the electrical charge in
non-relativistic systems. The shall assume that this set of preferred observables is
exhaustive.

(a) These special central observables have pure point spectra, see Definition 3.44
(so their spectra essentially consist of their point spectra, in the sense that
the possible elements of the continuous spectra are just limit points of the
eigenvectors, and the continuous part of the spectrum has no internal points).

(b) These observables exhaust the centre R ∩ R′, more precisely the centre is
generated by them.

(c) The centre coincides with the commutantR′ = R ∩R′.

The last requirement may be justified in the light of Proposition 6.26: we shall in
fact stick to the quite frequent physical situation where there is a complete set of
commuting observables inR.
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Definition 6.29 (Abelian Discrete Superselection Rules) Given a quantum sys-
tem described on the separable Hilbert space H with von Neumann algebra of
observables R, we say that Abelian (discrete) superselection rules occur if the
following conditions hold.

(S1) The centre of the algebra of observables coincides with the commutantR′ =
R′ ∩R.

(S2) R′ ∩R contains a finite set of observablesQ = {Q1, . . . ,Qn} such that
(i) their spectra are pure point spectra,
(ii) they generate the centre:Q′′ = R′ ∩R.

(If some of theQk are unbounded they are supposed to be affiliated toR′∩R.)

The Qk are called superselection charges. �

Remark 6.30 A mathematically equivalent, but physically less explanatory, way to
state (S1) and (S2) consists in postulating that on the separable Hilbert space H,

(S1)′ R = {Q1, . . . ,Qn}′,
(S2)′ Q1, . . . ,Qn are selfadjoint operators with commuting PVMs and pure point

spectra.

Indeed, (S1) and (S2) imply (S1)′ and (S2)′. Conversely, starting from (S1)′ and
(S2)′ we infer {Q1, . . . ,Qn} ⊂ R. Then (S1)′ implies R′ = {Q1, . . . ,Qn}′′ ⊂
R′′ = R, soR′ ⊂ R and hence (S1) and (S2) are valid. �
We have the following remarkable result, where we occasionally adopt the notation
q := (q1, . . . , qn) and σ(Q) := ×n

k=1σp(Qk).

Proposition 6.31 Let H be a complex separable Hilbert and suppose that the von
Neumann algebraR in H satisfies (S1) and (S2). The following facts hold.

(a) H admits the following Hilbert orthogonal decomposition into closed sub-
spaces, called superselection sectors or coherent sectors,

H =
⊕

q∈σ(Q)

Hq where Hq := P (Q)
q (H), (6.7)

and each Hq is

(i) invariant underR, i.e. A(Hq) ⊂ Hq if A ∈ R;
(ii) irreducible under R, i.e. there is no proper, non-trivial R-invariant sub-

space of Hq.

(b) CorrespondinglyR splits as a direct sum:

R =
⊕

q∈σ(Q)

Rq, where Rq :=
{
A�Hq : Hq → Hq

∣∣ A ∈ R
}

(6.8)
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is a von Neumann algebra on the Hilbert space Hq. Finally,

Rq =B(Hq).

(c) The algebrasRq enjoy the following properties.

(i) Each map

R � A �→ A�Hq∈ Rq

is a non-faithful (i.e. non-injective) representation of unital ∗-algebras of
R (Definition 2.27) which is both strongly and weakly continuous.

(ii) Representations associated with distinct values q are unitarily inequiva-
lent: there is no isometric surjective linear map U : Hq → Hq′ such that

UA�Hq U−1 = A�Hq′ when q �= q′.

Proof As the reader can easily prove, since the charges Qk have pure point spectra
and hence each admits a Hilbert basis of eigenvectors, the joint spectral measure
P (Q) on Rn has support given by the closure of ×n

k=1σp(Qk) and, if E ⊂ R
n,

P
(Q)
E = s-

∑

(q1,...,qn)∈×n
k=1σp(Qk)∩E

P
(Q1){q1} · · ·P

(Qn)
{qn} , (6.9)

where the spectral projector P
(Qk)
{qk} , according to Theorem 3.40, is nothing but the

orthogonal projector onto the qk-eigenspace of Qk . Notice that every P
(Q)
E is an

observable as it belongs to R. In fact, using Proposition 3.70, P (Q)
E commutes with

all bounded operators commuting with the PVMs of the Qk which, by definition,
belong to R′, so that P

(Q)
E ∈ (R′)′ = R. Not only that: as the Qk commute with

the wholeR, we also have P
(Q)
E ∈ R′. In summary P

(Q)
E ∈ R ∩R′.

(a) Since P
(Q)
q P

(Q)
s = 0 if q �= s and

∑
q∈σp(Q) P

(Q)
q = I , H decomposes as

in (6.7). Since P
(Q)
q ∈ R′, the subspaces of the decomposition are invariant

under the action of each element of R because AP
(Q)
q = P

(Q)
q A for every

A ∈ R, so A(Hq) = A(P
(Q)
q (Hq)) = P

(Q)
q (A(Hq)) ⊂ Hq . Let us pass to

irreducibility. Suppose P ∈ R′ ∩R is an orthogonal projector. Then it must be
a function of the Qk since Q′′ = R′ ∩ R by hypothesis and Proposition 6.23
(H is separable). Therefore

P = s-
∑

(q1,...,qn)∈×n
k=1σp(Qk)∩E

f (q1, . . . , qn)P
(Q1){q1} · · ·P

(Qn)
{qn}
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since P = PP ≥ 0 and P = P ∗. Exploiting measurable functional calculus,
we easily find that f (q) = χE(q) for some E ⊂ ×n

k=1σp(Qk). In other words
P is an element of the joint PVM of Q: that PVM exhausts all orthogonal
projectors in R′ ∩ R. Now, if {0} �= K ⊂ Hs is an R-invariant closed
subspace, its orthogonal projector PK must commute with every A ∈ R. In
fact PKAPK = APK, and taking the adjoint PKA∗PK = PKA∗. But since R is
∗-closed, that reads PKAPK = PKA, for every A ∈ R. Comparing the relations
found we have APK = PKA. Therefore PK ∈ R′ = R ∩ R′ and hence PK is
an element of the PVM P (Q). Furthermore PK ≤ P

(Q)
s because K ⊂ Hs. But

there are no projectors smaller than P
(Q)
s in the PVM ofQ. So PK = P

(Q)
s and

K = Hs.
(b) Rq := {

A�Hq

∣∣ A ∈ R
}
is a von Neumann algebra on Hq considered as

a Hilbert space in its own right, because this is a strongly closed unital ∗-
subalgebra of B(Hq). (Observe that Aq := P

(Q)
q AP

(Q)
q ∈ R, and saying

An|Hqψ → Bψ for all ψ ∈ Hq and some B ∈ B(Hq) is equivalent to
Anqφ → B ′φ for every φ ∈ H, where B ′ extends B by zero on H⊥q and
therefore defines an element of B(H). Since R is a von Neumann algebra,
B ′ ∈ R and B ∈ Rq.) Formula (6.8) holds by definition. Since Hq is R-
irreducible it is evidently irreducible also under Rq by construction. Schur’s
lemma (Theorem 6.19) implies that R′′

q = B(Hq). As R′′
q = Rq since we are

dealing with a von Neumann algebra, necessarilyRq = B(Hq).
(c) Each map R � A �→ A �Hq∈ Rq is a strongly and weakly continuous

representation of unital ∗-algebras, as we can check directly. This representation
cannot be faithful, because for instance P

(Q)
q ∈ R is represented by the zero

operator on Hq′ if q′ �= q. Furthermore, if q �= q′—say q1 �= q ′1—there is no
isometric surjective linear map U : Hq → Hq′ such that UA�Hq U−1 = A�Hq′ .

If such an operator existed one would have q1IHq′ = UQ1|HqU
−1 = Q1|Hq′ =

q ′1IHq′ so that q1 = q ′1. (If Q1 is unbounded it suffices to consider the central

bounded operator Q1n =
∫
[−n,n] rdP (Q1)(r) with [−n, n] � q1, q2.)

��
We have found that in presence of superselection charges the Hilbert space
decomposes into pairwise orthogonal subspaces which are invariant and irreducible
under the algebra of observables, thus giving rise to inequivalent representations of
the algebra itself. There exist several superselection structures in physics beside the
one we pointed out. The three most renowned ones are very different in nature (see
Examples 6.32 and 7.19):

• the superselection structure of the electric charge,
• the superselection structure of integer/semi-integer angular momenta,
• the superselection rule of the mass in non-relativistic physics, i.e. Bargmann’s

superselection rule.

These superselection rules take place simultaneously and can be described by
pairwise compatible superselection charges so that the picture above is valid. Notice
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that, in each superselection sector, the physical description is essentially identical to
the naive one where every selfadjoint operator is an observable (namelyR = B(H))
and the superselection charges appear just in terms of fixed parameters.

Example 6.32 The electric charge is the typical example of a superselection charge.
For instance, referring to an electron the Hilbert space isL2(R3, d3x)⊗Hs⊗He. The
space of the electric charge isHe = C

2, on which Q = eσz (see (1.12)). In principle
several other observables could exist on He, but the electric charge’s superselection
rule imposes that the only possible observables commute with Q and are functions
of σ3. The centre of the algebra of observables is I ⊗ I ⊗ f (σ3) for every function
f : σ(σ3) = {−1, 1} → C. We have the decomposition into coherent sectors

H = (L2(R3, d3x)⊗Hs ⊗ H+)
⊕

(L2(R3, d3x)⊗ Hs ⊗ H−) ,

where H± are the eigenspaces of Q relative to eigenvalues±e, respectively. �
Remark 6.33 A fundamental requirement is that the superselection charges have
pure point spectra. If instead R ∩ R′ contains an operator A having a continuous
part in its spectrumwith non-empty interior (Amay also be the strong limit onD(A)

of a sequence of elements in R ∩R′), the proposition does not hold, and H cannot
be decomposed in a direct sum of closed subspaces. In this case it decomposes as
a direct integral: this produces a much more complicated structure, whose physical
meaning seems dubious. �

6.3.2 Global Gauge Group Formulation and Non-Abelian
Superselection

There are quantum physical systems with von Neumann algebra of observables
R for which R′ is not Abelian (think of chromodynamics, where R′ contains a
faithful representation of SU(3)). In that case the centre of R does not retain the
full information about R′. A primary notion is here the group of unitary operators
called the commutant group ofR (introduced in [JaMi61] and called gauge group
there):

GR := {V ∈ R′ | V is unitary} .

It holds all the information about R and R′ because (making use of R′′ = R and
Proposition 3.55)

G′R = R and G′′R = R′ . (6.10)

In the presence of Abelian superselection rules, GR is Abelian (GR ⊂ R′ =
R ∩ R′). Similarly to (6.10), R can be extracted from B(H): one employs the
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former in (6.10) and uses a subgroup of GR constructed out of a set of physically
meaningful superselection charges Q1, . . . ,Qn. A ∈ R if and only if A commutes
with the PVMs of Q1, . . . ,Qn. Decomposing A = 1

2 (A+ A∗)+ i 1
2i (A− A∗) and

exploiting Proposition 3.70, this is equivalent to saying

UsA = AUs , Us := eis1Q1 · · · eisnQn for s := (s1, . . . , sn) ∈ R
n (6.11)

where U : Rn � s �→ Us is a strongly-continuous unitary representation of the
Abelian topological group R

n taking values in GR. Looking at Remark 6.30, the
occurrence of Abelian discrete superselection rules can be condensed in three facts:
(a) H is separable, (b) Q1, . . . ,Qn have pure point spectra, and (c)

R = U(Rn)′ . (6.12)

Observe that U(Rn) is considerably smaller than GR, since other choices for the
charges Qk and also for their number are possible. These would produce other
subgroups of GR still satisfying (6.12): it is sufficient that the joint PVM of these
charges is made of the same projectors Pq onto the sectors determined by the initial
charges. We can do better if we use the separability of H: namely, out of the PVMs
of the n charges Qk we can construct the unique charge

Q := s-
∑

q∈σ(Q)

mqPq ,

for some injective map q �→ mq ∈ Z, which must exist because there are at
most countably many PVMs Pq, since H is separable. Now, by Remark 6.30 and
Proposition 3.70, the representation U of Rn in (6.12) can be replaced by a faithful
and strongly-continuous representation of the compact Abelian group U(1),

U : U(1) � eis �→ eisQ ∈ GR . (6.13)

We stress that (6.13) is well defined and is a representation of U(1), not only of R,
simply because σ(Q) ⊂ Z. (The chargeQ has, however, no direct physical meaning
in general, except perhaps for n = 1 with Q = e−1Q1, where Q1 is the electric
charge and e the elementary electric charge.) The splittings (6.7)–(6.8) hold and
every R-invariant and R-irreducible closed subspace Hq is U -invariant too, since
U�Hq is a pure phase (however U -irreducibility fails unless dim(Hq) = 1).

In the non-Abelian case, decompositions similar to (6.7)–(6.8) are expected to
hold with reference to a strongly-continuous faithful representation U : G � g �→
Ug ∈ GR of some (compact) group G, called the global gauge group, such that
U ′ = G′R = R (here, and occasionally henceforth, U ′ := U(G)′):

H =
⊕

χ∈K

Hχ , R =
⊕

χ∈K

Rχ , Ug =
⊕

χ∈K

U(χ)
g . (6.14)
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Above,Hχ is a non-trivial closed subspace that is bothR-invariant andU -invariant,
determining corresponding (non-faithful, strongly and weakly continuous) repre-
sentations

Rχ : R � A �→ A�Hχ
: Hχ → Hχ , U(χ) : G � g �→ Ug�Hχ

: Hχ → Hχ with Rχ = (U(χ))′

(6.15)

where the commutant refers toB(Hχ ).
The fundamental difference with the Abelian case is that nowRχ is only a factor

inB(Hχ ) rather than the entireB(Hχ ):

Rχ ∩R′
χ = CIχ = (U(χ))′ ∩ (U(χ))′′ for every χ ∈ K . (6.16)

If everything we stated holds, the orthogonal projectors Pχ onto every subspace Hχ

must commute with U and R, so they belong to the centre R ∩ R′ = U ′ ∩ U ′′.
Using the projectors Pχ we can still construct superselection charges whose joint
PVM determines the generalized superselection sectors Hχ .

We have in fact the following general result where separability is not necessary.

Proposition 6.34 Let R be a von Neumann algebra on the Hilbert space H �= {0}.
Suppose there exists a faithful, strongly-continuous unitary representation U : G �
g �→ Ug ∈ GR of the compact Hausdorff group G such that U(G)′ = R. Then

(a) (6.14)–(6.16) hold, where K is a set of equivalence classes of irreducible
strongly-continuous and unitarily-equivalent representations of G,

(b) Rχ andRχ ′ are unitarily inequivalent if χ �= χ ′.

Proof (a) Let us start by proving (6.14). If G is Hausdorff and compact, as
G � g �→ Ug is strongly continuous, the Peter-Weyl Theorem (Theorem 7.35)
gives an orthogonal Hilbert decomposition H = ⊕

χ∈K Hχ where each Hχ is
non-trivial, closed and U -invariant. K labels equivalence classes of irreducible
strongly-continuous unitarily-equivalent representations of G. In particular we have
a finer Hilbert orthogonal decomposition: Hχ = ⊕

λ∈�χ
H(λ)

χ , where every closed

subspace H(λ)
χ is U -invariant, every restriction U(χλ) := U�H(λ)

χ
: H(λ)

χ → H(λ)
χ is

finite-dimensional and irreducible, and the U(χλ) are unitarily equivalent as λ ∈ �χ

varies, for every fixed χ . By direct inspection, using the irreducibility and unitary
equivalence of the U(χλ) for fixed χ , one finds (U(χ))′′ ∩ (U(χ))′ = CI , where
the commutant is referred to Hχ . On the other hand, since the U(χ) with different
χ are unitarily inequivalent and U ′ = G′R = R, every Hχ is R-invariant and
the subrepresentation Rχ obtained by restriction satisfies Rχ = (U(χ))′ where
the commutant is referred to Hχ . In particular Rχ is a von Neumann algebra on
Hχ . Hence (U(χ))′ ∩ (U(χ))′′ = CI can be translated into Rχ ∩ R′

χ = CI , and
every Rχ is a factor, proving (6.16). (b) Let Pχ , Pχ ′ ∈ R ∩ R′ be the orthogonal
projectors onto Hχ and Hχ ′ respectively, with χ �= χ ′. We claim Rχ , Rχ ′ are
unitarily inequivalent. If there were an isometric surjective map V : Hχ → Hχ ′
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with V A�Hχ
V−1 = A�Hχ ′ , we would find 11χ ′ = −11χ ′ when representing the

operator A = Pχ − Pχ ′ ∈ R. ��
For Abelian discrete superselection rules, the existence of a global compact gauge
group G as in the theorem is guaranteed by the separability of H, as we established
above for G = U(1). In this case, decomposition (6.14) coincides with (6.7)–(6.8);
additionally, we know that Rχ = B(Hχ ) and U(χ) is a pure phase. If GR is not
Abelian the issue of whether such a G exists has to be examined case by case. In all
physically interesting cases, G is a compact Lie group (hence a matrix group) and
U(G) is considerably smaller than GR.

The approach to superselection rules based on the notion of a global compact
gauge group of internal symmetries G turns out to be powerful and deep if used
in addition to the request of spacetime locality in algebraic quantum field theory
in Minkowski spacetime formulated in terms of von Neumann algebras. These
remarkable results are due to several authors and rely on the so-called Doplicher-
Haag-Roberts (DHR) analysis and the Buchholz-Fredenhagen (BF) analysis of
superselection sectors [Haa96] describing theories with short-range interactions
and without topological charges in BF sense. A rather complete technical review
including fundamental references is [HaMü06].

6.3.3 Quantum States in the Presence of Abelian
Superselection Rules

Let us come to the problem of characterizing states when an Abelian superselection
structure is turned on a complex separableHilbert space H, in accordance with (S1)
and (S2). In principle, we can extend Definition 4.43 given forR with trivial centre.
As usual LR(H) indicates the lattice of orthogonal projectors on R, which we
know to be bounded by 0 and I , orthocomplemented,σ -complete, orthomodular and
separable. It is not atomic and it does not satisfy the covering property in general.
The atoms are one-dimensional projectors, exactly as pure states when R = B(H),
so we should expect some differences whenR �= B(H). We start from the following
general definition, valid also if H is not separable.

Definition 6.35 Let H be a complex Hilbert space. A quantum probability
measure relative to the von Neumann algebraR ⊂ B(H), is a map ρ : LR(H) →
[0, 1] satisfying the following requirements:

(1) ρ(I) = 1 .
(2) If {Qn}n∈N ⊂ LR(H), N at most countable, satisfies Qk ⊥ Qh = 0 when

h, k ∈ N , then

ρ(∨k∈NQk) =
∑

k∈N

ρ(Qk) . (6.17)
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The set of the quantum probability measures relative to R will be denoted by
MR(H). �

Remark 6.36 Provided N is at most countable, ∨k∈NQk ∈ LR(H) if every Qk ∈
LR(H), because this lattice is σ -complete (even if H is not separable). Without this
fact the definition above would be meaningless. �
Recall that a von Neumann algebra R is strongly closed, and the strong topology
is the one used to manipulate operators spectrally. Moreover A = A∗ is affiliated
or belongs to R if and only if its PVM belongs to LR(H). Because of all this the
definitions of Sect. 4.5.1 can be given also in the presence of Abelian superselection
rules, and they give a meaning to notions like the expectation value and standard
deviation of an observable for a given quantum state viewed as a probabilitymeasure
onLR(H).

The procedures presented in Sect. 4.5.1 to compute those statistical objects in
terms of tracesmake sense when the quantum probability measures are represented
by trace-class operators. This is possible also when we have superselection rules, as
we shall prove, even if the picture is more complicated.

Assuming H separable, if there is an Abelian superselection structure, we can
write simpler-looking decompositions:

H =
⊕

k∈K

Hk , R =
⊕

k∈K

Rk , Rk = B(Hk) , k ∈ K (6.18)

where K is some finite or countable set. The lattice LR(H), as a consequence
of (6.17), splits as (the notation should be obvious)

LR(H) =
⊕

k∈K

LRk
(Hk) =

⊕

k∈K

L (Hk) (6.19)

whereLRk
(Hk) ∩LRh

(Hh) = {0} if k �= h.
In other words Q ∈ LR(H) can be written uniquely as Q = ⊕k∈KQk where

Qk ∈ L (B(Hk)). In fact Qk = PkQ, where Pk is the orthogonal projector onto
Hk .

Let us focus on the problem of characterizing quantum probability measures in
terms of trace-class operators and unit vectors up to phase.

Remark 6.37 We shall avoid using already introduced terms like mixed states and
pure states which correspond, in the absence of superselection rules, to quantum-
state operators (positive trace-class operators of unit trace) and unit vectors modulo
phase, respectively.We shall explain in a short while that these mathematical objects
do not (yet) correspond one-to-onewith extremal quantum probabilitymeasures and
generic quantum probability measures. Physically, speaking, the safest approach is
to assume that quantum states are nothing but quantum probability measures. �
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It is possible to adapt Gleason’s result simply by observing that ρ ∈MR(H) defines
an analogous quantum probability measure ρk onLRk

(Hk) = L (Hk) by

ρk(P ) := 1

ρ(Pk)
ρ(P ) , P ∈ L (Hk) ,

provided ρ(Pk) �= 0. If dim(Hk) �= 2 we can exploit Gleason’s theorem. According
to Proposition 4.45, the set S (H) of quantum-state operators on H contains all
operators T ∈ B1(H) satisfying T ≥ 0 and tr(T ) = 1.

Theorem 6.38 Let H be a complex separable Hilbert space, and assume that the
von Neumann algebra R on H satisfies (S1) and (S2). In the ensuing coherent
decomposition (6.18) we suppose dimHk �= 2 for every k ∈ K . Then the following
facts hold.

(a) If T ∈ S (H), then ρT ∈MR(H) if

ρT : LR(H) � P �→ tr(T P ) .

(b) For ρ ∈MR(H) there exists T ∈ S (H) such that ρ = ρT .
(c) If T1, T2 ∈ S (H), then ρT1 = ρT2 if and only if PkT1Pk = PkT2Pk for all

k ∈ K , Pk being the orthogonal projector onto Hk .
(d) A unit vector ψ ∈ H defines an extremal measure if and only if it belongs to a

coherent sector. More precisely, a measure ρ ∈MR(H) is extremal if and only
if there exist k0 ∈ K and a unit vector ψ ∈ Hk0 such that

ρ(P ) = 0 if P ∈ L (Hk), k �= k0 and ρ(P ) = 〈ψ|Pψ〉 if P ∈ L (Hk0)

Proof (a) is obvious from Proposition 4.45, as the restriction to LR(H) of a
quantum probability measure ρ on L (H) is a similar measure. Let us prove (b).
Evidently, every ρ|L (Hk) is a positive measure with 0 ≤ ρ(Pk) ≤ 1. We can apply
Gleason’s theorem to find a positive Tk ∈ B(Hk) with tr(Tk) = ρ(Pk) such that
ρ(Q) = tr(TkQ) if Q ∈ L (Hk). Notice also that ||Tk|| ≤ ρ(Pk) because

||Tk|| = sup
λ∈σp(Tk)

|λ| = sup
λ∈σp(Tk)

λ ≤
∑

λ∈σp(Tk)

dλλ = tr(Tk) = ρ(Pk) .

If Q ∈ LR(H), Q = ∑
k Qk , where Qk := PkQ ∈ L (Hk), QkQh = 0 if k �= h.

Therefore by σ -additivity

ρ(Q) =
∑

k

ρ(Qk) =
∑

k

tr(TkQk)

since Hk ⊥ Hh, which can be written ρ(Q) = tr(T Q) for T := ⊕kTk ∈ B1(H).
It is clear that T ∈ B(H) because, if x = ∑

k xk, xk ∈ Hk , is a unit vector, then
||T x|| ≤ ∑

k ||Tk|| ||xk|| ≤ ∑
k ||Tk||1 ≤ ∑

k ρ(Pk) = 1. In particular ||T || ≤ 1.
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T ≥ 0 because each Tk ≥ 0. Hence |T | = √
T ∗T = √

T T = T via functional
calculus, and also |Tk| = Tk . Moreover, using the spectral decomposition of T ,
whose PVM commutes with each Pk , one easily has |T | = ⊕k |Tk| = ⊕kTk. The
condition

1 = ρ(I) =
∑

k

ρ(Pk) =
∑

k

tr(TkPk) =
∑

k

tr(|Tk|Pk)

is equivalent to saying tr |T | = 1, using a Hilbert basis of H made of the union
of bases in each Hk . We have obtained, as we wanted, that T ∈ B1(H), T ≥ 0,
tr(T ) = 1 and ρ(Q) = tr(T Q) for all Q ∈ LR(H).

(c) The proof is straightforward from LRk
(Hk) = L (B(Hk)), because Rk =

B(Hk) and, evidently, ρT1 = ρT2 if and only if ρT1 �L (Hk)= ρT2 �L (Hk) for all
k ∈ K .

(d) It is clear that if ρ has more than one component, ρ|L (Hk) �= 0 cannot be
extremal because it is, by construction, a convex combination of other states which
vanish on some of the coherent subspaces. Therefore only states such that only one
restriction ρ �L (Hk0 )

does not vanish may be extremal. Now Proposition 4.51 (a)
implies that among these states the extremal ones are precisely those of the form
claimed in (d). ��
Remark 6.39

(a) Take ψ = ∑
k∈K ckψk where the ψk ∈ Hk are unit vectors, and suppose

||ψ||2 = ∑
k |ck|2 = 1. This vector induces a state ρψ on R by means of

the standard procedure (which is merely a trace with respect to Tψ := 〈ψ| 〉ψ)

ρψ(P ) = 〈ψ|Pψ〉 P ∈ LR(H) .

In this case however, since PPk = PkP and ψk = Pkψk , we have

ρψ(P ) = 〈ψ|Pψ〉 =
∑

k

∑

h

ckch〈ψk |Pψk〉

=
∑

k

∑

h

ckch〈Pkψk|PPhψk〉 =
∑

k

∑

h

ckch〈ψk|PkPPhψh〉

=
∑

k

∑

h

ckch〈ψk |PPkPhψk〉 =
∑

k

∑

h

ckch〈ψ|PPkψ〉δkh

=
∑

k

|ck|2〈ψk |Pψk〉 = tr(T ′ψP)
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where

T ′ψ =
∑

k∈K

|ck|2〈ψk | 〉ψk .

We conclude that the apparent pure state described by the vector ψ and the
apparent mixed state described by the operator T ′ψ cannot be distinguished,
simply because the algebraR is too small to distinguish between them. Actually
they define the same probabilitymeasure, i.e. the same quantum state, and this is
an elementary case of (c) in the above theorem, with T1 = 〈ψ| 〉ψ and T2 = T ′ψ .
This fact is often stated as follows in the argot of physicists:

no coherent superpositions ψ = ∑
k∈K ckψk of pure states ψk ∈ Hk

from different coherent sectors are possible; only incoherent superpositions∑
k∈K |ck|2〈ψk | 〉ψk are allowed.

(b) It should be clear that the one-to-one correspondence between extremal quan-
tum measures and atomic elementary observables (one-dimensional projectors)
here does not work. Consequently, notions like the probability amplitude
must be handled with great care. In general, however, everything pans out—
correspondence included—if one stays in a fixed superselection sector Hk .

(c) We leave to the reader the easy proof of the fact that the Lüders-von Neumann
postulate on post-measurement states (see Sect. 4.4.7) can be stated as it stands
also in the presence of superselection rules, no matter which T ∈ S (H)

we use to describe a quantum probability measure ρ: the post-measurement
probability measure ρ′ does not depend on the chosen representation of ρ by
operators. Besides, it is worth stressing that since the PVM of an observable
in R (or affiliated to R) commutes with the central projectors Pk defining the
superselection sectors Hk , if an extremal quantum state is initially represented
by a vector belonging to a sector Hk , there is no chance to leave that sector by
means of a subsequent measurement of any observable inR. �

Example 6.40 Going back to Example 6.32, states (probability measures on
LR(H)) where Q takes the value−e with probability 1 are said states of electrons.
When Q takes the value +e with probability 1 one talks about states of positrons,
to be absolutely thorough. However, as soon as we measure Q, its value cannot later
change due to measurements of other observables, since all physically meaningful
observables commute with Q and the postulate of collapse leaves the state in the
initial eigenspace of Q. This means that once the charge has been observed and the
particle is baptized an electron or a positron, from that moment on it is impossible
to put the system in a state where the value of Q is not defined and the particle is
in an electron-positron superposition. In principle it could still be possible to put
the system into a similar superposed state in view of time evolution. This is not the
case however, since the conservation law of the electrical charge stipulates that the
observable Q is a constant of motion. �
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6.3.4 The General Case R ⊂ B(H): Quantum Probability
Measures, Normal and Algebraic States

Let us finally focus on the various notions of quantum state one can adopt in the
completely general setup R ⊂ B(H), where H is not necessarily separable, and
introduce the relevant terminology. In principle, amongst other possibilities, one can
always define states in terms of quantum probability measures on LR(H), so that
they form the convex bodyMR(H). In particular, due to Proposition 4.45, quantum
state operators T ∈ S (H) still represent (certain) quantum probability measures in
the sense of Definition 6.35, namely σ -additive probability measures in MR(H).
Obviously T and T ′ := V T V −1, where V ∈ GR, define the same measure if the
global gauge groupGR is not trivial (represented by pure phases), because

tr(AV T V−1) = tr(V −1AV T ) = tr(AV −1V T ) = tr(AT ) , if A ∈ R.

So there are many ways to describe the same state in terms of quantum-state
operators, and a meaningful definition of pure quantum states is again provided
by extremal elements ofMR(H), if any, rather than unit vectors.

Let us pass to the converse problem: can all σ -additive probability measures
in MR(H)be written in terms of quantum-state operators, i.e., positive trace-class
operators of trace one in the generic caseR ⊂ B(H)? The answer is only partially
positive [Dvu92, Ham03].

(1) If H is separable, and assuming that the type decomposition of R does not
include type-I2 summands, Gleason’s theorem still holds: positive trace-class
operators of unit trace represent all σ -additive probability measures onLR(H),
with the caveat that several distinct operators may represent the same measure
if R � B(H).

(2) If H is not separable, and again dispensing with type-I2 factors in R, then
positive trace-class operators of trace one represent all completely additive
probability measures on LR(H) but only them. The latter’s set is denoted by
MR(H)ca , cf. Remark 4.46. Again the proviso holds that many operators may
represent the same measure if R � B(H).

Notice that MR(H)ca ⊂ MR(H), with equality if and only if H is separable, for
otherwise MR(H)ca is properly included in MR(H). So, if we want to work with
von Neumann algebras on non-separable Hilbert spaces with the intent to describe
quantum states in terms of probability measures, it might be convenient to redefine
quantum probability measures by restricting to the completely-additive ones if we
also wish that these measures are represented by quantum-state operators. A far-
reaching discussion on the structure of additive measures on von Neumann algebras
in terms of operators can be found in [Ham03].
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There is an alternative definition of quantum states on R that does not identify
them to (σ /completely-additive) probability measures on LR(H), but still captures
all probability measures (σ /completely-additive) induced by quantum-state opera-
tors: these are the algebraic states. We will discuss the concept further in the last
chapter, motivating its necessity in a more general context.

Definition 6.41 Let R be a von Neumann algebra on H.

(1) An algebraic state on R is a linear map ω : R → C such that ω(I) = 1 and
ω(A∗A) ≥ 0 if A ∈ R

(2) The algebraic states ωT induced by quantum-state operators T ∈ S (H):

ωT (A) := tr(T A) for A ∈ R,

are called normal (algebraic) states of R, and their set is the folium of R. A
pure normal state is an extremal element of the convex body of normal states
onR. �

Remark 6.42

(a) We stress that the map associating T ∈ S (H) to the algebraic state ωT : R→
C is very far from being injective in general (it depends on how bigR is).

(b) If R = B(H) (also with H non-separable), as we already know, the set of pure
normal states coincides with the set of vector states T = 〈ψ|·〉ψ for unit vectors
ψ ∈ H. For smaller von Neumann algebras this fact is usually false.

(c) From the standpoint of the measure theory on LR(H), algebraic states define
additive, but not necessarily σ -additive or completely additive probability
measures. The set of additive measures on LR(H) is denoted by MR(H)a .
EvidentlyMR(H)a ⊃MR(H) ⊃MR(H)ca .

(d) Normal states are defined even if R does contain type-I2 summands. In this
case, however, they are not able to capture all completely-additive probability
measures onLR(H).

(e) Suppose ρ ∈ MR(H)a and R is free of type-I2 summands. If there exists P ∈
LR(H) such that ρ(Q) = 0 for Q ∈ LR(H) iff PQ = QP = 0, then P is
called the support of ρ. It turns out that ρ ∈ MR(H) is induced by a normal
state, i.e., ρ ∈M (H)ca if and only if it admits a support [Ham03]. �

Remark 6.43 If the Hilbert space is finite-dimensional, the various definitions
of quantum state based on additive, σ -additive, completely-additive probability
measures, rather than normal states or algebraic states all coincide. In view of the
assorted inequivalent possibilities in the general case, in the rest of the book we
shall always specify which notion of quantum state we are adopting in that specific
situation. At any rate algebraic states will not show up until the last chapter. �
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6.4 Composite Systems and von Neumann Algebras:
Independent Subsystems

When departing from elementary QM, the notion of independent subsystems
is much more delicate than the picture presented in Sect. 4.4.8 and has to be
discussed carefully. We refer the reader to [Tak10] for general technical results,
to [Sum90, Ham03] for a discussion on the various notions of independence of
subsystems in Quantum Theory and their interplay, and to [Sum90, Haa96, Red98]
for Quantum Field Theory.

6.4.1 W∗-Independence and Statistical Independence

It is customary to work with von Neumann algebras of observables instead of
lattices of orthogonal projectors, and the overall perspective of Sect. 4.4.8 to define
independent subsystems is reversed: one starts from the overall system and defines
the subsystems inside it. As a matter of fact, one demands that

(A)′ there exist a von Neumann algebra of observables A on H associated to
the overall system, and two (or more) von Neumann algebras A1,A2 ⊂ A
describing subsystems;

(B)′ the subsystems are compatible, in the sense that the algebras A1 and A2
commute: A1A2 = A2A1 for each pair of (selfadjoint) elements A1 ∈
A1, A2 ∈ A2;

(C)′ every pair of normal states on A1 and A2, respectively described by quantum-
state operators T1 ∈ B1(H), T2 ∈ B1(H), admits a common extension
on (A1 ∪ A2)

′′ given by a quantum-state operator T ∈ B1(H), satisfying
tr(T A1) = tr(T1A1) and tr(T A2) = tr(T2A2) for A1 ∈ A1 and A2 ∈ A2.

Property (C)′ goes under the name of W∗-independence2 of A1 and A2 [Sum90,
Ham03]. What it means is we can fix states on A1 and A2 independently: for every
choice of two independent states on the two parts of the system, there is a state of
the overall system which encapsulates those choices.

If, in (C)′, for every given T1, T2 we can choose T so that tr(T A1A2) =
tr(T1A1)tr(T2A2) for every A1 ∈ A1 and A2 ∈ A2, then A1 and A2 are said to be
statistically independent. In this case, T defines a normal product state of T1 and
T2. Algebraic independence is a necessary condition for statistical independence
[Sum90, Red98, Ham03]: if A1A2 = 0 then either A1 = 0 or A2 = 0.

From [Ham03, Proposition 11.2.16] and the picture representing the various
implications on p. 364 of that book, we have the following general result.

2Considering algebraic states instead of normal states defines C∗-independence, a notion eligible
for generic C∗-algebras as well.
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Proposition 6.44 Under hypotheses (A)′,(B)′, (C)′, the unital ∗-algebra in A
consisting of finite linear combinations of finite products of elements in A1,A2 is
naturally isomorphic to the algebraic tensor product A1 ⊗ A2 (6.4) as a unital ∗-
algebra. The isomorphism φ is the unique linear extension of A1A2 �→ A1 ⊗ A2,
for A1 ∈ A1 and A2 ∈ A2.

The result can be strengthened when A1,A2,A are factors, in accordance with
[Tak10, vol. I, p. 228, Exercise 1].

Proposition 6.45 Assume (A)′, (B)′ and suppose that (C)′ holds true at least for one
triple (T1, T2, T ), where T is a product state of T1, T2. If A1,A2,A are factors, the
von Neumann algebra (A1∪A2)

′′ ⊂ A generated byA1,A2 is isomorphic toA1⊗A2
as unital ∗-algebra. Hence it is also completely and isometrically isomorphic to
it as a von Neumann algebra (Proposition 6.9). The isomorphism � of unital ∗-
algebras is a weakly-continuous extension of φ.

The most evident difference with the elementary case is that, in general, the
isomorphisms φ and � do not force a tensor factorization of the Hilbert space itself.
However there is an important situation discovered by von Neumann and Murray
where this special decomposition takes place. See, e.g., the discussion in [Tak10,
vol. I, p. 229, Notes].

Proposition 6.46 Assume that A1 ⊂ B(H) is a type-I factor, and A2 = A′1. Then
H is isometrically isomorphic to H1 ⊗ H2 for a suitable couple of Hilbert spaces
H1,H2 and a Hilbert space isomorphism U : H→ H1 ⊗ H2 such that UA1U

−1 =
B(H1)⊗ CI2 and UA2U

−1 = CI1⊗ B(H2). (In particular, A2 is a type-I factor
too, ∗-isomorphic to B(H2).)

It is easy to prove that the two maps arising from U , π1 : A1 � A1 �→ A′1 ∈ B(H1),
where UA1U

−1 = A′1 ⊗ I2, and the analogous π2 are unital ∗-isomorphisms
identifying the von Neumann algebras Ai and B(Hi ). These ∗-isomorphisms are
actually isometric, weakly and strongly continuous due to Proposition 6.9. The
claim of Proposition 6.46 can be rephrased by saying that the map A1A2 �→
π1(A1)⊗ π2(A2), with A1 ∈ A1 and A2 ∈ A2, extends to a spatial isomorphism of
the von Neumann algebrasB(H) = (A1 ∪ A2)

′′ and π1(A1)⊗ π2(A2).

Remark 6.47 Under the hypotheses (and consequent thesis) of Proposition 6.46
with A := B(H), (A)′ and (B)′ are evidently true, while (C)′ holds in its stronger
version of statistical independence. In fact, if T1 ∈ B1(H) represents a normal
state on A1, then T ′1 = U−1T1U ∈ B1(H1 ⊗ H2) represents a normal state
on π1(A) ⊗ CI2 = U−1A1U with tr(T1A1) = tr(T ′1π1(A1) ⊗ I2) for every
A1 ∈ A1. There is however (exercise) another positive unit-trace operator T ′′1 ∈
B1(H1) such that tr(T ′1π1(A1) ⊗ I2) = tr(T ′′1 π1(A1)) for every A1 ∈ A1.
Similarly for T2 and a corresponding pair T ′2, T ′′2 . Eventually, T := U(T ′′1 ⊗
T ′′2 )U−1 satisfies tr(T A1A2) = tr(T1A1)tr(T2A2) due to the first formula in
Proposition 4.56 (c). �
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Example 6.48 As elementary example of “hidden” independent subsystems, con-
sider a quantum system with Hilbert space H := C

4 (e.g., a physical system whose
Hamiltonian has four eigenvalues and one-dimensional eigenspaces) and define the
algebras of observables of two subsystems as (I henceforth denotes the identity
operator onB(C2))

A1 :=
{[

A 0

0 A

] ∣∣∣∣∣A ∈B(C2)

}
, so that A2 := A′1 =

{[
αI βI

γ I δI

] ∣∣∣∣∣

[
α β

γ δ

]
∈B(C2)

}
.

A1 is a factor as one immediately proves using that B(C2) is irreducible. It
is necessarily of type I (in fact, type I2), since the overall space is finite-
dimensional. Proposition 6.46 and Remark 6.47 imply that the two subalgebras
represent independent subsystems (satisfying (A)′,(B)′,(C)′) which are statistically
independent. As the reader can check, the unitary operator U of Proposition 6.46
is the unique linear map U : C4 → C

2 ⊗ C
2 such that U(1, 0, 0, 0)t = (1, 0)t ⊗

(1, 0)t , U(0, 1, 0, 0)t = (0, 1)t ⊗ (1, 0)t , U(0, 0, 1, 0)t = (1, 0)t ⊗ (0, 1)t , and
U(0, 0, 0, 1)t = (0, 1)t ⊗ (0, 1)t . With these definitions,

U

[
A 0
0 A

]
U−1 = A⊗ I and U

[
αI βI

γ I δI

]
U−1 = I ⊗

[
α β

γ δ

]
,

and the maps

π1 : A1 �
[
A 0
0 A

]
�→ A ∈ B(C2) and π2 : A2 �

[
αI βI

γ I δI

]
�→

[
α β

γ δ

]
∈ B(C2)

are injective unital ∗-homomorphisms. Throughout, H1 := C
4 and H2 := C

2 are
the standard Hermitian inner product spaces, and C2⊗C

2 comes equipped with the
standard Hermitian inner product of Hilbert tensor products. It is worth stressing
that, with the chosen subsystems, the unit vector �+ = 2−1/2(1, 0, 0, 1)t ∈ H is
actually an entangled state for the subsystems: it is a Bell state (5.9) producing
the maximum possible violation of the BCHSH inequality. This fact can be tested
if we are able to give a physical meaning to the selfadjoint operators of the two
subalgebras in terms of observables, and concoct the experimental procedure to
evaluate them. �

In elementary QM, statistical independence is natural. By reversing the construc-
tion of Sect. 4.4.8, the algebras of observables of the subsystems Si are assumed
to be the full B(Hi ) (here coinciding with πi(Ai )), hence type I factors, and the
Hilbert space of the compound is supposed to be H1 ⊗ H2 (here U(H)). The first
formula in Proposition 4.56 (c) is just stating statistical independence.

It should be evident from this analysis that every definition of entangled state on
a system described by the von Neumann algebra A = A(H), which can be given
in this general context, depends heavily on the choice of the possible independent
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subsystems A1 (here a factor of type I ) and A2 = A′1 in the decomposition of A. A
given normal state on A may be entangled for a certain choice of subsystems and
not entangled for another. Actually, the entire discussion of Chap. 5 on the BCHSH
inequality and its quantum failure can be lifted to this more abstract and general
level, also for independent subalgebras which are not type-I factors [Sum90, Red98,
Ham03].

6.4.2 The Split Property

If we keep all the assumptions of Proposition 6.46 except the request that the factor
A1 be of type I the pair A1,A2 turn out to be W∗-independent, but statistical
independence necessarily fails [Ham03]. So, with reference to a composite quantum
system as in Proposition 6.46, statistical independence holds only for type-I
factors, and this fact separates general quantum theory and elementary QM rather
starkly. As already pointed out, in Local Quantum Field Theory in Minkowski
spacetime, the von Neumann algebras of observables associated to relevant regions
of spacetime are not of type I , but rather type III [Sum90, Haa96, Ara09, Yng05].
Therefore, using Hilbert tensor products to describe independent subsystems
associated to causally separated regions and supposing statistical independence
may be mathematically and physically inappropriate, unless very peculiar technical
conditions are in place. One such is the so-called split property [Sum90, Haa96,
Ara09, Yng05, Ham03], which generalizes the hypotheses of Proposition 6.46.

Definition 6.49 Two commuting von Neumann algebras A1,A2 satisfy the split
property if there exists a type-I factorR with A1 ⊂ R and A2 ⊂ R′. �
There is a technical result [Ham03] relating the split property to the tensor product.
LetR be a von Neumann algebra on a Hilbert space K (different fromH in general).
A homomorphism of unital ∗-algebras π : R → B(H) is said to be normal if for
every unit vector x ∈ H there exists a positive unit-trace operator Tx ∈ B(K) such
that 〈x|π(A)x〉 = tr(TxA) if A ∈ R. In this case π(R) ⊂ B(H) is a von Neumann
algebra as well [Ham03, p. 64]. We have the following result [Ham03, Sum90].

Proposition 6.50 A pair of commuting von Neumann algebras A1,A2 on a com-
mon Hilbert space H satisfies the split property if and only if there exist Hilbert
spaces Hi and normal, injective and unital ∗-homomorphisms πi : Ai → B(Hi ),
i = 1, 2, such that the map A1A2 �→ π1(A1) ⊗ π2(A2), with A1 ∈ A1, A2 ∈ A2,
extends to a spatial isomorphism of the von Neumann algebras (A1 ∪ A2)

′′ and
π1(A1)⊗ π2(A2).

Overlooking these issues is sometimes a source of misunderstandings when
we deal with technically delicate subjects: for instance, the thermal properties of
Minkowski vacuum restricted to the two causally separated Rindler wedges. Similar
caution is recommendedwhen one tries to construct quantum gravity theories within
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quantum information approaches based on finite-dimensional Hilbert spaces, where
the tensor product of the subsystems’ Hilbert spaces is a natural tool.

Generally speaking, when one handles a composite quantum system, the overall
system’s algebra of observables is always isomorphic to a tensor product, of some
sort or other, of the algebras of observables of the subsystems. Which sort depends
strictly on the kind of algebra one uses (∗-algebra, C∗-algebra, von Neumann
algebra) and the type of state (normal, algebraic) under requirements akin to (A)′,
(B)′, (C)′. If the algebra of observables is defined in terms of unital C∗-algebras, as
will happen in the last chapter, the notion of tensor product is even more delicate:
for there exist many possibilities to define such an object, none physically more
meaningful than the others [KaRi97, Tak10, BrRo02].



Chapter 7
Quantum Symmetries

The notion of symmetry in Quantum Theory is quite abstract. There are at least
three distinct ideas, respectively due to Wigner, Kadison and Segal [Sim76]. We
shall focus on the first two only, plus a fourth type which crops up naturally from our
formulation of the quantum theory. The exhaustive discussion of [Lan17] introduces
six different definitions of quantum symmetry and discusses their equivalence.

7.1 Quantum Symmetries According to Kadison and Wigner

Generally speaking, symmetries are supposed to describe mathematically certain
concrete transformations acting either on the physical system or on the instruments
used to analyze the system. From a very general standing a symmetry is an
active transformation of either the quantum system or, by duality, the observables
representing physical instruments. It is further required that

(1) the transformation is bijective, in the sense that

(a) every state of the system or observable representing devices (according to
the notion employed) can be reached by transforming the initial state or
observable;

(b) every symmetry admits an inverse;

(2) the transformation should preserve some mathematical structure of the space of
the states or the space of observables. This is what distinguishes between the
various notions of symmetry.

Alas, there exists in the literature an intrinsically different notion of gauge symmetry.
A gauge symmetry is not a symmetry in the above sense. A symmetry acts on the
physical system by explicitly changing its state or the (observables representing
the) instruments, whereas a gauge symmetry is a mathematical transformation that
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does not change anything that is directly related to measurements, hence it does not
affect the system’s states nor the instruments. An example for a system with algebra
of observables R is the action of elements U of commutant group GR (the group
of unitary operators in R′) on quantum probability measures on LR(H) describing
the states of a quantum system, see Sect. 6.3.2. Quantum states associated to two
measures ρ and ρ(U · U−1) cannot be distinguished by acting on LR(H) because
UPU−1 = P for every P ∈ LR(H), as we observed in Sect. 6.3.4 from a slightly
different perspective.

Nevertheless the idea of gauge symmetry is technically very useful. In some
fundamental theories the initial relevant algebra of operators F is larger (in the
von Neumann algebra framework it is B(H) itself) than the algebra of observables
R. The latter is defined as the von Neumann algebra made of the operators in F
commuting with a suitable faithful and strongly-continuous representation U of a
certain compact group G named the global gauge group of internal symmetries:
R = U ′. (As a consequence U ⊂ GR and U ′ = G′R = R.) We have
already seen this procedure at work in the first part of Sect. 6.3.2. When we
deal with spinor fields, for instance, there are operators, in particular spinor field
operators, that cannot be interpreted as observables (or complex combinations of
observables) because they violate some fundamental physical requisite (typically
causality relations) ascribed to meaningful observables. However, other operators
constructed out of spinor field operators (typically currents) are observables. One
way to select the observables inside the larger algebra F, thus defining the von
Neumann algebra R, is to require that operators representing (linear combinations
of) observables are fixed under the action of a suitable compact group G—in this
case the Abelian groupU(1)—of unitary operators belonging in the commutantGR

of R, as in Sect. 6.3.2. Then R turns out to be a sum of irreducible von Neumann
algebras Rk = B(Hk) on an orthogonal sum of sectors Hk decomposing H. The
procedure is general and works also when the commutant is non-Abelian, as in
chromodynamicswhereG = SU(3) (colour). OurR is a sum of factorsRk defined
on an orthogonal sum of G-invariant sectors Hk . In this sense internal symmetries
(distinct from those of the spacetime’s geometry) are not symmetries at all, since
they do not act on observables (see [Haa96] for further discussions related to locality
and the so-calledDHR analysis of superselection rules in the algebraic formulation).

7.1.1 Wigner Symmetries, Kadison Symmetries
and Ortho-Automorphisms

We henceforth consider a quantum system described on the Hilbert space H. We
assume that H is either the whole Hilbert space in the absence of superselection
charges, or it denotes a single coherent sector when Abelian superselection rules are
on. LetS (H) indicate the convex body of quantum-state operators onB(H): these
are positive trace-class operators of trace one representing normal states on B(H)
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(see Sect. 6.3.4), and call Sp(H) the subset of operators representing pure normal
states (orthogonal projectors onto one-dimensional subspaces). Everything refers to
one sector if need be.

Two notions of symmetry can be defined when we look at the space of normal
states. Since on separable Hilbert spaces states are actually better described in
terms of σ -additive probability measures on L (H), the definitions above make
totally sense in physics when the aforementioned measures are faithfully described
by quantum-state operators under Gleason’s theorem. This is the case when H is
separable with dimension �= 2. (As we said, separability can be dropped, but then
normal states correspond to the smaller subset of completely-additive probability
measures.)

Definition 7.1 IfH is a Hilbert space, we have the following types of symmetries.

(a) A Wigner symmetry is a bijective map

sW : Sp(H) � 〈ψ| 〉ψ → 〈ψ ′| 〉ψ ′ ∈ Sp(H)

that preserves transition probabilities:

|〈ψ1|ψ2〉|2 = |〈ψ ′
1|ψ ′

2〉|2 if ψ1 , ψ2 ∈ H with ||ψ1|| = ||ψ2|| = 1 .

(b) A Kadison symmetry is a bijection

sK : S (H) � T → T ′ ∈ S (H)

that preserves linear convexity in the space of the states:

(pT1+qT2)
′ = pT ′1+qT ′2 if T1, T2 ∈ S (H) and p, q ≥ 0 with p+q = 1.

�
Remark 7.2 Wigner symmetries are well defined even if unit vectors define pure
states just up to phase, as the reader can immediately prove, because transition
probabilities are not affected by the phase ambiguity. �
There is an apparently different approach to define symmetries that focuses on
elementary observables in L (H) instead of normal states in S (H). Symmetries
are viewed as active transformations preserving the lattice structure of elementary
observables. From a practical viewpoint, these symmetries are interpreted as some
sort of reversible active transformations on the measuring instruments. These trans-
formations must preserve the logical connectives between elementary propositions.

Definition 7.3 If H is a Hilbert space, a symmetry of elementary observables is
a map h : L (H) → L (H) such that

(i) h is bijective,
(ii) h(P ) ≥ h(Q) if P,Q ∈ L (H) and P ≥ Q,
(iii) h(I − P) = I − h(P ) if P ∈ L (H).
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Another name is ortho-automorphism ofL (H). �
Remark 7.4

(a) It is easy to prove that an ortho-automorphism h : L (H) → L (H) preserves
the entire complete orthocomplemented lattice structure. In particular

(i) h(0) = 0 and h(I) = I ,
(ii) h(∨j∈J Pj ) = ∨j∈J h(Pj ), h(∧j∈J Pj ) = ∧j∈J h(Pj ) for every family

{Pj }j∈J ⊂ L (H).

Furthermore, h−1 : L (H) → L (H) is evidently an ortho-automorphism.
(b) As the reader can straightforwardly prove, a symmetry of elementary observ-

ables induces a Kadison symmetry by duality, if we assume Gleason’s theo-
rem 4.47 holds. In fact, if T ∈ S (H) and h is an ortho-automorphism, then

ρT,h : L (H) � P �→ tr(T h(P )) ∈ [0, 1]

is a probability measure onL (H). The proof is trivial and relies on the fact that
h preserves the lattice structures. Therefore there exists exactly one T ′h ∈ S (H)

such that

ρT,h(P ) = tr(T ′hP ) for every P ∈ L (H).

By construction, s
(h)
K : T �→ T ′h preserves the convex structure of S (H).

Indeed,

(
s
(h)
K (pT1 + qT2)

)
(P ) = tr ((pT1 + qT2)h(P )) =

(
ps

(h)
K (pT1)+ qs

(h)
K (T2)

)
(P ) .

Since P ∈ L (H) is arbitrary,

s
(h)
K (pT1 + qT2) = ps

(h)
K (pT1)+ qs

(h)
K (T2) ,

so
(
s
(h)
K

)−1 = s
(h−1)
K .

(c) Symmetries of all three types do exist. If U : H → H is a unitary operator, the
maps

s
(U)
W : Sp(H) � 〈ψ| 〉ψ �→ 〈Uψ| 〉Uψ ∈ Sp(H) ,

s
(U)
K : S (H) � T → UT U−1 ∈ S (H)

and

h(U) : L (H) � P �→ U−1PU ∈ L (H)
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are respectively a Wigner symmetry, a Kadison symmetry and an ortho-
automorphism of L (H). If Gleason’s theorem holds, furthermore, s

(U)
K is

induced by h(U) by Remark (b).
(d) When Abelian superselection rules occur, a more general notion of symmetry

exist that is defined between different superselection sectors. An example would
be a bijection from L (Hk) to L (Hh), k �= h, preserving the orthocomple-
mented lattice structure, or similar maps between normal states S (Hk) and
S (Hh) that preserve the convex structure. Or even a bijective map between
Sp(Hk) and Sp(Hh) preserving transition probabilities. A typical example of
symmetry that swaps superselection sectors is the charge conjugation. We shall
not discuss this sort of symmetries (see [Mor18]), but the reader can easily
extend the theory developed below to these cases. �

7.1.2 The Theorems of Wigner, Kadison and Dye

Although the previous three definitions are evidently different in nature, characteri-
zations are in place (Theorem 7.6) to guarantee they lead to the same mathematical
object. We need a preliminary definition first.

Definition 7.5 Let H,H′ be Hilbert spaces. A map U : H → H′ is called an anti-
unitary operator if it is surjective, isometric and

U(ax + by) = aUx + bUy

when x, y ∈ H and a, b ∈ C. �
If U : H→ H′ is anti-unitary, then 〈Ux|Uy〉 = 〈x|y〉′ for x, y ∈ H, by polarization.

We come to the announced theorem.

Theorem 7.6 Let H �= {0} be a Hilbert space.
(a) [Wigner’s theorem] For every Wigner symmetry sW there exists an operator

U : H→ H such that

sW : 〈ψ| 〉ψ �→ 〈Uψ| 〉Uψ , ∀〈ψ| 〉ψ ∈ Sp(H) . (7.1)

U can be unitary or anti-unitary, but when dim(H) �= 1 the choice is fixed by
sW .

If dimH > 1, U and U ′ are associated to the same sW if and only if U ′ =
eiaU for a ∈ R.

(b) [Kadison’s Theorem] For every Kadison symmetry sK there exists an operator
U : H→ H such that

sK : T �→ UT U−1 , ∀T ∈ S (H) . (7.2)
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U can be unitary or anti-unitary, but when dim(H) �= 1 the choice is fixed by
sK .

If dimH > 1, U and U ′ are associated to the same sK if and only if U ′ =
eiaU for a ∈ R.

(c) [Dye’s Theorem (Simplest Version)] If H is separable and dim(H) �= 2, for
every ortho-automorphism h : L (H) → L (H) there exists an operator U :
H→ H such that

h : P �→ U−1PU , ∀P ∈ L (H) . (7.3)

U is unitary or anti-unitary, but for dim(H) �= 1 the choice is fixed by h.
For dimH > 1, U and U ′ are associated to the same h if and only if U ′ =

eiaU for a ∈ R.
(d) Conversely, a unitary or anti-unitary map U : H → H simultaneously defines

a Wigner symmetry (the same one defined by eiaU for any a ∈ R), a Kadison
symmetry and an ortho-automorphism by recipes (7.1)–(7.3), respectively.

Proof Statement (d) is trivial. The existence ofU in (a) is difficult and can be found,
e.g., in [Sim76, Var07, Lan17,Mor18]. The existence in case (b) comes from (a) and
can be read in [Sim76, Lan17, Mor18]. As for (c) it is an immediate consequence of
case (b) and Remark 7.4 (b).

Let us address the issue of uniqueness. If dimH = 1, the U map corresponding
to a given symmetry can be taken unitary or anti-unitary as one pleases. The proof
is direct and can be obtained by identifying H with C. The fact that, for dimH > 1,
U is fixed up to phase goes as follows. Suppose U and V are both unitary or both
anti-unitary and define the same symmetry (any kind). Then UPU−1 = V PV −1,
for some orthogonal projector P = 〈ψ| 〉ψ onto a one-dimensional subspace. This
P can be viewed simultaneously as an element of Sp(H), S (H), and L (H). As
V−1UP = PV −1U , then V−1Uψ = aψψ for some complex vector aψ ∈ H. If
dimH > 1, we consider two orthogonal elements ψ,ψ ′ ∈ H with unit norm. Hence

aψψ + aψ ′ψ√
2

= V−1U ψ + ψ ′
√
2

= aψ+ψ′√
2

ψ + ψ ′
√
2

.

Consequently

(
aψ+ψ′√

2

− aψ ′
)

ψ ′ = −
(
aψ+ψ′√

2

− aψ

)
ψ . Since the vectors are

orthonormal, the only possibility is that the coefficients vanish. In particular aψ ′ =
aψ . If N ⊂ H is a Hilbert basis, we therefore have V −1Uψu = au for every u ∈ N

and for a unique constant a ∈ C. Therefore

V −1Uφ = V −1U
∑

u∈N

〈u|φ〉u =
∑

u∈N

〈u|φ〉au = aφ ∀φ ∈ H .

But V−1U is unitary so |a| = 1 and U = aV .
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An analogous argument proves that, for dimH > 1, U and V must be both
unitary or both anti-unitary. In fact, if that were not the case, the above reasoning
would prove that the anti-unitary operator V−1U , for every Hilbert basis N , acted
as V−1Uu = aNu with u ∈ N and aN ∈ C. Define a new Hilbert basis N ′ whose
elements are those of N plus an extra element u′0 := iu0. Then the contradiction
ensues: if u �= u0 we would have aN ′u = V−1Uu = aNu, but also iaN ′u0 =
aN ′u′0 = V−1Uu′0 = V −1Uiu0 = −iV−1Uu0 = −iaNu0. Hence aN ′ = aN =
−aN implying aN = 0 and therefore that V −1U is the zero operator. This is not
possible because V −1U is isometric by hypothesis and H �= {0}. ��
Remark 7.7 If Abelian superselection rules are present, quantum symmetries are
similarly described using unitary or anti-unitary operators either acting on a single
coherent sector or swapping different sectors [Mor18]. �

7.1.3 Action of Symmetries on Observables and Physical
Interpretation

If a unitary or anti-unitary operator V represents a (Kadison orWigner) symmetry s,
it defines an action on observables, too. If A is an observable (a selfadjoint operator
on H), we define the transformed observable under the action of s as

s∗(A) := V −1AV . (7.4)

Obviously D(s∗(A)) = V (D(A)). This is the dual action on an observable of a
Kadison/Wigner symmetry. There is another similar action, the inverse dual action

s∗−1(A) := V AV−1 . (7.5)

Again D(s∗−1(A)) = V (D(A)). It is evident that these definitions are not
affected by the phase ambiguity in the choice of V when s is given. Moreover,
by Proposition 3.60 (j), the spectral measure of s∗(A) is

P
(s∗(A))
E = V −1P (A)

E V = s∗(P (A)
E ),

as expected, and this is nothing but the ortho-automorphism induced by the unitary
operator U (s∗−1 is the inverse ortho-automorphism.) The punchline is that a
symmetry’s action on an observable A is completely equivalent to the same action
on the elementary observables of the PVM P (A). This fact is in perfect agreement
with the physical idea, mathematically supported by the spectral theorem, that an
observable (a selfadjoint operator) contains the same physical information as its
PVM.

The meaning of the inverse dual action s∗−1 on observables should be evident.
The probability that the observable s∗−1(A) produces outcome E when the state is
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s(T )

(
namely tr

(
P

(s∗−1(A))
E s(T )

))
equals the probability that the observable A

produces outcome E when the normal state is T ∈ S (H) (that is tr(P
(A)
E T )). In

other words, changing observables and states simultaneously and coherently does
not alter a thing. Indeed

tr
(
P

(s∗−1(A))
E s(T )

)
= tr

(
V P

(A)
E V−1V T V−1) = tr

(
V P

(A)
E T V −1)

= tr
(
P

(A)
E T V−1V

)
= tr

(
P

(A)
E T

)
.

So, the inverse dual action of a Kadison/Wigner symmetry on observables is the
transformation that reverses the symmetry’s action on states. As an example think
of an isolated quantum system in an inertial frame: a translation along the z-axis can
be annulled by a z-translation of the origin.

The meaning of the dual action s∗ on observables is similarly clear. This
operation on observables (whilst keeping states fixed) produces the same result as
the action of s on states (keeping observables fixed).

tr
(
P

(s∗(A))
E T

)
= tr

(
V−1P (A)

E V T
)
= tr

(
P

(A)
E V T V−1) = tr

(
P

(A)
E s(T )

)
.

Again on an isolated quantum system in an inertial frame: as far as measurements
of the position are concerned, translating along the z-axis is equivalent to displacing
the origin in the opposite direction.

Example 7.8

(1) Fixing an inertial reference frame, the pure state of a quantum particle is
defined, up to phase, as a unit element ψ of L2(R3, d3x), where R3 stands for
the rest three-space of the reference frame. The group of isometries IO(3) of
the standard (Euclidean) R3 acts on states by Wigner and Kadison symmetries.
If

(R, t) : R3 � x �→ Rx + t ∈ R
3

indicates the action of the generic element (R, t) ∈ IO(3) on x ∈ R
3,

where R ∈ O(3) and t ∈ R
3, the associated quantum (Wigner) symmetry

s(R,t)(〈ψ| 〉ψ) = 〈U(R,t)ψ| 〉U(R,t)ψ is completely determined by the unitary
operators

(U(R,t)ψ)(x) := ψ((R, t)−1x)

= ψ(R−1(x − t)) , x ∈ R
3 , ψ ∈ L2(R3, d3x) , ||ψ|| = 1 .
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As the Lebesgue measure is IO(3)-invariant, U(R,t) is isometric and also
unitary because it is surjective, as it admits U(R,t)−1 as right inverse.

It is furthermore easy to prove that

U(I,0) = I , U(R,t)U(R′,t ′) = U(R,t)◦(R′,t ′) , ∀(R, t), (R′, t ′) ∈ IO(3) . (7.6)

(2) The transformation called time reversal corresponds classically to inverting
the sign of all the velocities of the physical system. It is possible to prove
[Mor18] (see also Exercise 7.33 (4) below) that in QM and systems whose
energy is bounded below but not above, the time-reversal symmetry cannot be
represented by unitary transformations, only anti-unitary ones. In the simplest
situation, such as (1), time reversal is defined (up to phase) by the anti-unitary
operator

(T ψ)(x) := ψ(x) , x ∈ R
3 , ψ ∈ L2(R3, d3x) , ||ψ|| = 1 .

(3) In relationship to example (1), let us focus on the group of displacements along
x1. These elements R3 � x �→ x + ue1 of IO(3) are parametrised by u ∈ R,
where e1 denotes the unit vector inR3 along x1. For every value of the parameter
u, let su indicate the (Wigner) quantum symmetry su(〈ψ| 〉ψ) = 〈Uuψ| 〉Uuψ

with

(Uuψ)(x) = ψ(x − ue1) , u ∈ R .

The inverse dual action of this symmetry on the observable Xk turns out to be

s∗−1u (Xk) = UuXkU
−1
u = Xk − uδk1I , u ∈ R .

�

7.2 Groups of Quantum Symmetries

As in example (1) above, in physics one deals very often with groups of symmetries.
In other words, there is a certain group G, with neutral element e and product ·, and
one associates to each element g ∈ G a symmetry sg (whether Kadison or Wigner
is immaterial here, in view of Theorem 7.6). In turn, sg is related to an operator Ug ,
unitary or anti-unitary. This correspondence however is ambiguous, because we are
free to modify operators by arbitrary phases. This section is devoted to the study of
this sort of representations.
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7.2.1 Unitary(-Projective) Representations of Groups
of Quantum Symmetries

Let G be a group, which is supposed to represent a group of symmetries of a
quantum system described on the Hilbert space H, with dimH > 1. The action
is in practice implemented by unitary operators Ug ∈ B(H), which gives us a map
G � g �→ Ug. We know that multiplying Ug by a phase preserves the symmetry
associated to it. It would be nice to fix Ug, though still allowing for arbitrary phase
changes, in such a way that the map G � g �→ Ug became a unitary representation
of G on H.

Definition 7.9 A homomorphism G � g �→ Ug from a group G to the group of
unitary operators on the Hilbert space H is called a unitary representation of G

on H.
Equivalently, a unitary representation G � g �→ Ug is a map satisfying

Ue = I , UgUg′ = Ug·g′ , U−1
g = U∗

g , ∀g, g′ ∈ G . (7.7)

�
Formulas (7.6) from Example 7.8 (1) show that unitary representations of group of
symmetries do exist. Generally speaking, however, requirement (7.7) does not hold.
If G is a group of quantum symmetries the only thing guaranteed in physics is that
every Ug is unitary (or anti-unitary, but here we shall stick to the former only) and
that Ug·g′ equals UgUg′ only up to phase:

UgUg′U
−1
g·g′ = ω(g, g′)I with ω(g, g′) ∈ T for all g, g′ ∈ G. (7.8)

(As usual, T := {z ∈ C | |z| = 1}.) For g = g′ = e this gives in particular

Ue = ω(e, e)I . (7.9)

The numbers ω(g, g′) are called multipliers. They cannot be completely arbitrary,
since associativity ((Ug1Ug2)Ug3 = Ug1(Ug2Ug3)) yields

ω(g1, g2)ω(g1 · g2, g3) = ω(g1, g2 · g3)ω(g2, g3) , ∀g1, g2, g3 ∈ G , (7.10)

which also implies, for suitable choices of g1, g2, g3 (the reader should prove it),

ω(g, e) = ω(e, g) = ω(g′, e) , ω(g, g−1) = ω(g−1, g) , ∀g, g′ ∈ G . (7.11)

All that leads us to the following important definition.

Definition 7.10 If G is a group, a map G � g �→ Ug—where the Ug are unitary
operators on the Hilbert space H—is called a unitary-projective representation of
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G on H if (7.8) holds for some function ω : G×G → T satisfying (7.9) and (7.10).
Moreover,

(i) two unitary-projective representation G � g �→ Ug ∈ B(H) and G � g �→
U ′

g ∈ B(H) are said equivalent if U ′
g = χgUg , where χg ∈ U(1) for every

g ∈ G. This is the same as requiring that there exist numbers χg ∈ U(1) such
that

ω′(g, g′) = χg·g′
χgχg′

ω(g, g′) ∀g, g′ ∈ G , (7.12)

where ω(g, g′)I = UgUg′U
−1
g·g′ and ω′(g, g′)I = U ′

gU
′
g′U

′−1
g·g′;

(ii) a unitary-projective representation with ω(e, e) = ω(g, e) = ω(e, g) = 1 for
every g ∈ G is said to be normalized.

�
A unitary-projective representation G � g �→ Ug ∈ B(H) acts both on normal
states (quantum-state operators) T ∈ S (H) and on elementary observables P ∈
L (H) (and also on observables, as already discussed). The action on states reads

S (H) � T �→ UgT U−1
g ∈ S (H) for every g ∈ G . (7.13)

We have two possible actions on elementary observables: the dual action

S (H) � P �→ h′g(P ) := U−1
g PUg ∈ L (H) for every g ∈ G , (7.14)

or the inverse dual action

S (H) � P �→ hg(P ) := UgPU−1
g ∈ L (H) for every g ∈ G . (7.15)

Note that changing the phase of Ug does not affect the action on states and
observables. Hence these actions are invariant under equivalences of unitary-
projective representations. Both actions on elementary observables have a physical
meaning, as discussed in Sect. 7.1.3, and the choice between dual or inverse dual
depends on physical convenience. However, from a pure mathematical viewpoint,
the maps G � g �→ hg and G � g �→ h′g have different properties. As the reader
can prove, the following facts hold.

(1) The inverse dual action G � g �→ hg is a representation of G by ortho-
automorphisms ofL (H). In other words, every hg is an ortho-automorphisms
ofL (H) such that

he = id , hghg′ = hg·g′ .
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(2) The dual action G � g �→ h′g is, instead, a left representation of G by ortho-
automorphisms of L (H). That is to say, every hg is an ortho-automorphisms
ofL (H) satisfying

h′e = id , h′gh′g′ = h′g′·g

(notice the reversed order of g and g′.)

Evidently, if G is Abelian the dual action is an ‘ordinary’ representation (in the
sense of Definition 7.9).

Remark 7.11

(a) It is easily proved that every unitary-projective representation g �→ Ug is
always equivalent to a normalized representation. It is sufficient to redefine
U ′

g := χgUg with χg = 1 for g �= e and χe = ω(e, e)−1, and remember
the general formula ω′(g, e) = ω′(e, g) = ω′(g′, e).

(b) Being equivalent is evidently an equivalence relation among unitary-projective
representations. It is clear that two projective unitary representations are equiv-
alent if and only if they are made of the same Wigner (or Kadison) symmetries,
since the latter disregard the phases multiplying the unitary operators describing
them. �

7.2.2 Representations Comprising Anti-Unitary Operators

Up to now, we have only considered the case where the operators Vg of a unitary-
projective representation are unitary. We may however wonder if it is possible to
construct a map G � g �→ Vg where the Vg, which we assumed represent quantum
symmetries on the Hilbert space H with dimH > 1, are all anti-unitary, or even
some unitary and some anti-unitary, and the group operations are preserved up to
phase as in (7.7). Notice that the unitary or anti-unitary nature of Vg is fixed by the
corresponding g (since it defines the quantum symmetry) and Theorem 7.6 holds. If
every g ∈ G can be written as g = h·h for some h depending on g, or more generally
every g ∈ G can be written as a finite product of elements g1, . . . , gn where each is
a square gk = hk · hk , then the Ug must be unitary. In fact, Vg = ω(h, h)−1VhVh is
necessarily linear no matter whether Uh is linear or anti-linear.

The argument above is valid in particular ifG is a connected Lie group,1 because:
(a) there exists a sufficiently small neighbourhood O of the neutral element such
that any g ∈ O has the form g = exp(tgTg) for some Tg ∈ g (the Lie algebra
of G) and tg ∈ R, so that h = exp((tg/2)Tg); furthermore, (b) every g ∈ G

1A Lie group is a second-countable Hausdorff real-analytic manifold, locally homeomorphic to
R

n, and equipped with smooth group operations. Real analyticity can be replaced by smoothness.
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can be written as a finite product of elements g1, . . . , gn ∈ O . As a matter of
fact, there exist generalized unitary-projective representations where anti-unitary
operators show up. These representations can be treated as particular cases. For
instance, when representing the complete (non-connected) Poincaré group P for
quantum systems with non-negative squared mass and non-negative energy, the
time-reversal symmetry is necessarily anti-unitary. Observe that time reversal does
not belong to the connected component in P of the identity.

When talking about unitary-projective representations of groups of quantum
symmetries in this work, we shall stick to unitary operators only.

7.2.3 Unitary-Projective Representations of Lie Groups
and Bargmann’s Theorem

As stressed above, a technical problem is to check whether a given unitary-
projective representation is equivalent to a unitary representation. The point is that
unitary representations are much simpler to handle. This is a difficult problem
[Var07,Mor18], that has been addressed especially whenG is a topological group or
even better a Lie group (see [NaSt82] and [Var84] for classical treatises emphasizing
the analytic structure of Lie groups, and [HiNe13] for a complete, up-to-date and
modern report on the smooth structure). In these cases the representation satisfies
the following, physically natural, continuity property. It refers to the transition
probability of two pure states, which is a physically measurable quantity.

Definition 7.12 A unitary-projective representation G � g �→ Ug of the topologi-
cal group G on the Hilbert space H is called continuous if the map

G � g �→ |〈ψ|Ugφ〉|
is continuous for every ψ,φ ∈ H. �
Remark 7.13 In presence of superselection rules, continuous symmetries represent-
ing a connected topological group cannot swap coherent sectors when acting on pure
states, for topological reasons [Mor18]. �
A well-known cohomological condition ensuring that every unitary-projective
representation of a Lie group is equivalent to a unitary one is due to Bargmann
[BaRa84, Mor18].

Theorem 7.14 (Bargmann’s Criterion) Let G be a (real, finite-dimensional)
connected and simply connected Lie group with Lie algebra g. Every continuous
unitary-projective representation of G on a Hilbert space H is equivalent to a
strongly-continuous unitary representation of G on H if, for every bilinear skew-
symmetric map � : g× g→ R such that

�([u, v], w)+�([v,w], u) +�([w,u], v) = 0 , ∀u, v,w ∈ g , (7.16)
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there exists a linear map α : g→ R such that

�(u, v) = α([u, v]) for all u, v ∈ g. (7.17)

Remark 7.15 The condition is equivalent to demanding that the second real coho-
mology group H 2(g,R) be trivial. �
Example 7.16 Let us prove that the group SU(2) satisfies Bargmann’s Theo-
rem 7.14. As is well known (e.g., see [HiNe13]), SU(2) is connected and simply
connected. We must prove that condition (7.17) holds. The Lie algebra su(2) of
SU(2) is made by all skew-Hermitian 2 × 2 matrices. As a real vector space, it is
three-dimensional and, in particular, it admits a basis T1, T2, T3 of skew-Hermitian
matrices given by Tk := − i

2σk . Therefore [Ta, Tb] = ∑3
c=1 εabcTc, where εabc ∈ R

is totally skew-symmetric in a, b, c ∈ {1, 2, 3} and ε123 = 1. Now consider a skew-
symmetric bilinear map � : su(2) × su(2) → R. It is completely determined
by the numbers �ab := �(Ta, Tb) = −�ba . In fact, considering generic vectors
u = ∑3

a=1 taTa and v = ∑3
b=1 sbTb, we have

�(u, v) = �

(
3∑

a=1
taTa,

3∑

b=1
sbTb

)
=

3∑

a=1

3∑

b=1
tasb�ab .

By direct inspection one sees that, as �ab = −�ba , we also have �ab =∑3
c=1 αcεcab, where α1 = �23, α2 := �31, α3 := �12. Finally observe that, letting

α : su(2) → R be

α

(
3∑

a=1
taTa

)
:=

3∑

a=1
αata , with αa := α(Ta),

we have

α

([
3∑

a=1
taTa,

3∑

b=1
sbTb

])
=

3∑

a=1

3∑

b=1
tasbα ([Ta, Tb]) =

3∑

a,b,c=1
tasbεabcα (Tc)

=
3∑

a,b,c=1
tasbεabcαc .

Now, notice that
∑3

c=1 εabcαc = ∑3
c=1 εcabαc, so that

α([u, v] = α

([
3∑

a=1
taTa,

3∑

b=1
sbTb

])
=

3∑

a,b,c=1
tasbαcεcab =

3∑

a,b

tasb�ab

= �

(
3∑

a=1
taTa,

3∑

b=1
sbTb

)
= �(u, v) .
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We have proved that (7.17) for all u, v ∈ su(2). We stress that we have not even
imposed constraint (7.16),

�([u, v], w) +�([v,w], u)+�([w,u], v) = 0 , ∀u, v,w ∈ su(2) ,

since this is automatically true in our case, as the reader can prove. �
Remark 7.17 The hypothesis of simply connectedness in Bargmann’s theorem is
not that fundamental. If the connected Lie group G is not simply connected, every
continuous unitary-projective representation G � g �→ Vg can be viewed as a
continuous unitary-projective representation of the universal covering G̃ (which has
the same Lie algebra as G). One must use the covering map π : G̃ → G (which is a
surjective Lie-group homomorphism and a local Lie-group isomorphism) to define

G̃ � h �→ Uh := Vπ(h) .

Notice also that if V is irreducible, U is irreducible as well, since irreducibility
depends on the images of U and V which are identical. By definition G̃ is
connected and simply connected, so if the remaining assumptions in Bargmann’s
theorem are true, U can be made unitary. In this case, by knowing all (irreducible)
strongly-continuous unitary representations of G̃ we also know up to equivalence
all (irreducible) continuous unitary-projective representations of G. �
Example 7.18 Recall that the Lie group SO(3) is connected but not simply
connected. Besides, not all irreducible continuous unitary-projective of SO(3) can
be made unitary, and annoying phases show up. The discussion above contains the
reason why they can nevertheless be obtained as irreducible strongly-continuous
unitary representations of the universal covering SU(2) (which satisfies Bargmann’s
hypotheses, see Example 7.16).

Let us briefly analyse the structure of the representations arising thus. Since
(e.g., see [HiNe13]) the universal covering map π : SU(2) → SO(3) has
ker(π) = {±I }, two cases are possible for a given irreducible unitary representation
SU(2) � g �→ Ug. Starting from U−IUg = U−I ·g = Ug·(−I ) = UgU−I for every
g ∈ SU(2), since the representation is irreducible Schur’s lemma (Theorem 6.19)
implies U−I = χIB(H) for some χ ∈ T. As IB(H) = UI = U−I ·(−I ) = χ2IB(H)

we conclude that either U−I = IB(H) or U−I = −IB(H). Now let us consider
irreducible strongly-continuous unitary representations U : SU(2) → B(H).

(1) If U−I = IB(H), then SU(2) � g �→ Ug can be seen as irreducible unitary
representation SO(3) � R �→ VR as well, where VR := Uπ−1(R). This is well
defined since π−1(R) = {±gR}, but U−gR = U−IgR = U−IUgR = UgR .
Note that SO(3) � R �→ Uπ−1(R) is also strongly-continuous if U is, because
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SO(3) is homeomorphic to the quotient2 SU(2)/ker(π), and V ◦π = U . These
unitary representations of SU(2) are called integer spin representations.

(2) If U−I = −IB(H) the picture is different. In this case, VR := Uπ−1(R) would
be ill-defined because π−1(R) = {±gR}, but UgR = −U−gR . However, by
choosing one between ±gR for every given R, we obtain a unitary-projective
representation of SO(3) whose multipliers take values in {±1}. The ensuing
map V : SO(3) → B(H) satisfies |〈ψ|Vπ(g)φ〉| = |〈ψ|Ugφ〉|, and the latter is
continuous as g ∈ SU(2) varies. By definition of quotient topology, as SO(3)
is homeomorphic to SU(2)/ker(π) the map SO(3) � R �→ |〈ψ|VRφ〉| is
continuous. Hence, V : SO(3) → B(H) is continuous as a unitary-projective
representation. These irreducible representations of SU(2) are called half-
integer spin representations.

Due to Remark 7.17, all irreducible continuous unitary-projective representation of
SO(3) are constructed in this way up to equivalence, and necessarily belong in one
of the two classes defined above. The (half-integer spin) unitary-projective repre-
sentations of SO(3) are often interpreted as multi-valued unitary representations.

As observed in Sect. 7.3.1, the Peter-Weyl theorem says that all strongly-
continuous unitary representations of SU(2) are direct sums of irreducible strongly-
continuous and finite-dimensional unitary representations of SU(2). Therefore
considering irreducible representations is not restrictive.

It is finally important to stress that the use of unitary representations of SU(2) is
only based on mathematical convenience, but there is no physical reason to prefer
them over unitary-projective representations of SO(3) where multipliers show up.
The group of symmetries in physics is SO(3), not SU(2), and the action of SO(3)
on states and observables is not affected by multipliers, as is evident from (7.13)–
(7.15). �
Back to the general case, there exist unitary-projective representations of a con-
nected and simply connected Lie group G that cannot be made unitary, and one has
to deal with them. There is nonetheless an overall way to circumvent this (merely
technical) problem, which consists in viewing them as unitary representations of
another group. Given a unitary-projective representation G � g �→ Ug with
multiplier ω, let us put on U(1)×G the product

(χ, g) ◦ (χ ′, g′) = (χχ ′ω(g, g′), g · g′)

and indicate by Ĝω this group. The map Ĝω � (χ, g) �→ χUg =: V(χ,g) is a
unitary representation of Ĝω. If the initial representation is normalized, Ĝω is a
central extension of G by U(1)(= T) [Var07, Mor18]. Indeed, its elements (χ, e)

commute with everything in Ĝω and thus they belong to the centre of the group. It is
possible to prove that, with a suitable topology (different from the product topology

2A set A ⊂ SU(2)/ker(π) = SO(3) is open if and only if π−1(A) ⊂ SU(2) is open.
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in general), Ĝω turns into a topological/Lie group if G is a topological/Lie group
[Var07, Mor18].

Unitary representations of U(1)-central extensions play a remarkable role in
physics. With a particular choice of ω, Ĝω is sometimes viewed as the true group of
symmetries at the quantum level, whereas G is the classical group of symmetries.

7.2.4 Inequivalent Unitary-Projective Representations
and Superselection Rules

The notion of equivalence given in (7.12) can be extended to pairs of unitary-
projective representations G � g �→ Ug ∈ B(H) and G � g �→ U ′

g ∈ B(H′)
defined on different Hilbert spaces H and H′. Again, two such representations are
said to be equivalent if there is an assignment G � g �→ χg ∈ T such that
multipliers obey (7.12).

Such a pair of unitary-projective representations, once the multipliers have been
redefined to become identical, can be added together giving rise to a unitary-
projective representation on the Hilbert space K := H⊕ H′,

G � g �→ Ug ⊕ U ′
g ∈ B(H⊕ H′) .

This map is a well-behaved unitary-projective representation: if the multipliers ω

and ω′ of U and U ′ are equal, then for any g, h ∈ G,

(Ug ⊕ U ′
g)(Uh ⊕U ′

h) = UgUh ⊕ U ′
gU

′
h = ω(g, h)Ug·h ⊕ ω′(g, h)U ′

g·h

= ω(g, h)
(
Ug·h ⊕ U ′

g·h
)

.

If, conversely, the representations are not equivalent, it is impossible to arrange
phases in order to define a unitary-projective representation on the sum K, and
G cannot be interpreted as symmetry group for a quantum system described on
K (through a unitary-projective representation which reduces to U and U ′ on the
subspaces H and H′).

There is however a way out when suitable Abelian superselection rules occur
(Sect. 6.3.1).

Sometimes it happens that the system’s Hilbert space is an orthogonal sum
H = ⊕

j∈J Hj of closed subspaces which are invariant under respective unitary-

projective representations G � g �→ U
(j)
g ∈ B(Hj ) of a common group G of

quantum symmetries. If some pairs of representations are not equivalent, the group
does not act (as sum of the representations) on the entire Hilbert space, since as
already observed this sum cannot define a unitary-projective representation. So, if
H is the Hilbert space of the system, i.e. every orthogonal projector P ∈ L (H)

represents an elementary observable of the system, G cannot be interpreted directly
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as a group of symmetries. But if each Hj is a superselection sector or, more
weakly, the Hilbert sum of superselection sectors, then the orthogonal projectors
representing observables belong to the latticeLR(H) of the system’s von Neumann
algebra of observables R (see Sect. 6.3.1), and hence P = ⊕j∈J Pj , where
Pj ∈ L (Hj ). In this case, the global action of G given by

hg : ⊕j∈J Pj �→ ⊕j∈J h
(j)
g (Pj ) = ⊕j∈J U

(j)
g PjU

(j)−1
g

is legit. This action is not induced by a unitary-projective representation of G on
H, but it works well anyway as a representation of G made of automorphisms of
LR(H). In fact, the different phases arising when composing the representations of
different elements g, g′ cancel each other:

hg

(
hg′

(⊕j∈J Pj

)) = ⊕j∈J U
(j)
g U

(j)

g′ PjU
′(j)∗
g U

(j)∗
g

= ⊕j∈J ω(j)(g, g′)ω(j)(g, g′)U(j)

g·g′PjU
(j)∗
g·g′

= ⊕j∈J U
(j)

g·g′PjU
(j)∗
g·g′ = hg·g′

(⊕j∈J Pj

)
.

Here are two important examples of this situation to do with continuous unitary-
projective representations.

Example 7.19

(1) A superselection rule arises as soon as we represent the group of spatial
rotations SO(3). According to Example 7.18 these representations can be seen
as continuous unitary-projective representations of SU(2), and the irreducible
ones are divided in two equivalence classes in accordance with the value of
an observable of the quantum system, the total angular momentum squared
J 2. Its spectrum is a point spectrum and its eigenvalues are h̄j (j + 1),
where j = 0, 1/2, 1, 3/2, 2, . . . Every eigenspace of J 2 is invariant and
irreducible (or a direct sum of irreducible closed subspaces where J 2 has
the same value) for the action of a suitable unitary-projective representation
of SO(3). All irreducible representations associated with j = 0, 1, 2, . . .
are equivalent (also with different values of j of said type); they are also
proper strongly-continuousunitary representations of SO(3), being integer spin
representations by Example 7.18. All irreducible representations associated
with j = 1/2, 3/2, 5/2, . . . are similarly equivalent, but the representations
of the first type are not equivalent to those of the second type, which is
made of half-integer spin representations (Example 7.18). A superselection
rule occurs if we split the Hilbert space in two sectors, which are sums of
irreducible closed subspaces associated to integer or half-integer values of
j . Following the discussion of Sect. 6.3.1 we may associate a superselection
charge to this structure. For instance, eigenvalue 0 to the space of half-integer
j and eigenvalue 1 to the integer j space. Obviously, this superselection rule
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may be accompanied by further compatible rules (e.g., the electrical charge
superselection rule), thus producing a finer structure of sectors.

(2) Another important case of superselection rule is related to inequivalent unitary-
projective representations of the (universal covering of the) Galilean group
G—the group of coordinate transformations between inertial reference frames
in classical physics, viewed as active transformations. As clarified by Bargmann
(see, e.g.,[Mor18]), the only physically relevant continuous unitary-projective
representations of G in QM are those not equivalent to unitary representations!
Furthermore there are infinitely many non-equivalent classes of such represen-
tations. The multipliers encapsulate the information about the mass m of the
system: they take the form ωm(g, g′) = eimf (g,g′) with f : G × G → R a
universal smooth function. Different values m ∈ (0,+∞) produce inequivalent
continuous unitary-projective representations. This phenomenon, according to
the discussion above, gives rise to a famous superselection structure on the
Hilbert space of quantum systems admitting the Galilean group as a symmetry
group, known as Bargmann’s superselection rule (see [Mor18] for a summary).
The superselection charge can be defined as the mass of the system provided
the values are discrete. In other words, superselection sectors are labelled
by distinct eigenvalues m of the mass, whereby we think of the mass as a
proper quantum observable, a selfadjoint operator M . Differently from the
electric charge, however, the eigenvalues of the mass are not proportional to
a given elementary mass m0. Therefore, if we intend to use the mass operator
M (divided by some unit of mass) as the superselection charge Q appearing
in the exponent of (6.13), no compact global gauge group will describe this
Abelian superselection rule (Sect. 6.3.2). Still, we may employ a representation
R � r �→ eirM of the non-compact Abelian group R, see the beginning of
Sect. 6.3.2. Further compatible superselection rules, if present, would refine the
sector decomposition. �

7.2.5 Continuous Unitary-Projective and Unitary
Representations of R

An important consequence of Bargmann’s theorem is the following crucial result,
which describes strongly-continuous one-parameter unitary groups as a central tool
in Quantum Theory. This theorem could be proved independently of Bargmann’s
theorem [Mor18], but the proof is quite technical.

Theorem 7.20 Let γ : R � r �→ Ur be a continuous unitary-projective
representation of the additive group R on the Hilbert space H. Then

(a) γ is equivalent to a strongly-continuous unitary representation R � r �→ Vr of
R on H.
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(b) A strongly continuous unitary representation R � r �→ V ′
r is equivalent to γ if

and only if

V ′
r = eicrVr for some constant c ∈ R and all r ∈ R.

Proof

(a) Let us embed the connected, simply connected group (R,+) in GL(2,R) as a
Lie group: for this we represent with r ∈ R by the 2× 2 matrix

Ar :=
[
1 r

0 1

]
.

Observe that

[
1 a

0 1

] [
1 b

0 1

]
=

[
1 a + b

0 1

]
,

making R � r �→ Ar ∈ GL(2,R) a continuous, injective homomorphism and
a homeomorphism on its image. The two groups are therefore isomorphic as
topological groups. As the set of matrices Ar is a closed subgroup of GL(2,R),
by a theorem of Cartan it is a Lie subgroup of GL(2,R). In this picture, the
Lie algebra of R is R itself, represented as one-dimensional subspace of the Lie
algebra gl(2,R) with elements

Ta :=
[
0 a

0 0

]

for a ∈ R. In fact this is the vector space of derivatives at the origin of
differentiable curves r �→ Ar such that A0 = I . The commutator in the
Lie algebra R is the restriction of the Lie bracket of GL(2,R), [Ta, Tb] =
TaTb − TbTa = 0. As the Lie algebra is one-dimensional (it coincides with
R itself as a vector space), any skew-symmetric map � : R × R → R is zero,
so Bargmann’s condition is satisfied trivially for the Lie group R.

(b) If R � t �→ Vt is strongly-continuous and c ∈ R, evidently R � t �→
V ′

t := eictVt is still strongly-continuous, and equivalent to the same unitary-
projective representation of V . Let us prove the converse. Suppose that V ′ and
V are strongly-continuous unitary representation obtained from the continuous
unitary-projective representation U of R. Then V ′

t = χ(t)Vt for some map
χ : R → T = {z ∈ C | |z| = 1}. If x, y ∈ H with 〈x|y〉 �= 0, we also have
χ(t)〈x|y〉 = 〈x|V−tV

′
t y〉 = 〈Vtx|V ′

t y〉, and therefore χ is continuous. Now
(a) and (b) in Theorem 7.25 (which is independent of the present proposition)
prove that there exists a dense domain of vectors x such that R � t �→ Vtx

is differentiable at t = 0 in the topology of H. The same happens for V ′
t y.

Choosing a pair of such vectors with 〈x|y〉 �= 0 (possible in view of density),
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χ(t)〈x|y〉 = 〈Vtx|V ′
t y〉 also implies that χ(t) admits derivative at t = 0.

From V ′
t V

′
t ′ = χ(t)χ(t ′)VtVt ′ we deduce V ′

t+t ′ = χ(t)χ(t ′)Vt+t ′ , that is
χ(t + t ′)Vt+t ′ = χ(t)χ(t ′)Vt+t ′ , and then χ(t + t ′) = χ(t)χ(t ′) since Vt+t ′
is invertible. As the reader can easily prove, then, dχ

dt
= dχ

dt
|t=0χ(t). This

differential equation has the unique solution χ(t) = eat , where a = dχ
dt
|t=0.

But |χ(t)| = 1 forces a = ic for some c ∈ R, and χ(t) = eict .
��

The above unitary representations of R include the strongly-continuous one-
parameter unitary groups encountered in Propositions 3.61–3.62, where we treated
what appeared to be a particular case.

Definition 7.21 If H is a Hilbert space, a representation V : R � r �→ Vr ∈ B(H)

such that

(i) Vr is unitary for every r ∈ R

(ii) V0 = I and VrVs = Vr+s for all r, s ∈ R,
is a one-parameter unitary group. It is called a strongly-continuous one-

parameter unitary group if, in addition,
(iii) V is strongly continuous: Vrψ → Vr0ψ for r → r0 and every r0 ∈ R and

ψ ∈ H. �
An elementary but important proposition holds.

Proposition 7.22 For a one-parameter unitary group U : R � r �→ Ur ∈ B(H),
strong continuity is equivalent to each of the conditions below:

(a) U is weakly continuous;
(b) U is strongly continuous at r = 0;
(c) U is weakly continuous at r = 0;
(d) 〈ψ|Urψ〉 → 〈ψ|ψ〉 as r → 0 for every given ψ ∈ D, where D ⊂ H is a set

such that span(D) = H.

Proof Evidently, strong continuity implies (a), (b), (c), (d). The fact that (b) implies
strong continuity follows from ||Urψ−Usψ|| = ||U−s(Urψ−Usψ)|| = ||Ur−sψ−
ψ||, since r → s implies r − s → 0. (c) implies strong continuity because

||Urψ −ψ ||2 = ||Urψ ||2+ ||ψ ||2−〈ψ |Urψ〉− 〈Urψ |ψ〉 = 2||ψ ||2− 2Re〈ψ |Urψ〉 → 0

when r → 0, and (b) implies strong continuity. (a) implies (c) which in turn forces
strong continuity. Let us finally prove that (d) implies strong continuity. If φ ∈ H,
then

||Urφ − φ|| ≤
∣∣∣∣∣

∣∣∣∣∣Ur

N∑

k=1
ckψk − Urφ

∣∣∣∣∣

∣∣∣∣∣+
∣∣∣∣∣

∣∣∣∣∣Ur

N∑

k=1
ckψk −

N∑

k=1
ckψk

∣∣∣∣∣

∣∣∣∣∣+
∣∣∣∣∣

∣∣∣∣∣

N∑

k=1
ckψk − φ

∣∣∣∣∣

∣∣∣∣∣ .
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Using the density of spanD, we can fix N ∈ N, the numbers ck ∈ C and the vectors
ψk ∈ D so that ||Ur

∑N
k=1 ckψk −Urφ|| = ||∑N

k=1 ckψk−φ|| < ε/2. The formula
used for part (c) now gives

∣∣∣∣∣

∣∣∣∣∣Ur

N∑

k=1
ckψk −

N∑

k=1
ckψk

∣∣∣∣∣

∣∣∣∣∣ ≤
N∑

k=1
|ck|||Urψk − ψk||

≤ C

N∑

k=1

√
2||ψk||2 − 2Re〈ψk|Urψk〉 ≤ ε/2

for C = max{|c1|, . . . , |cN |}, |r| < δ and δ > 0 small enough. Hence ||Urφ−φ|| <
ε if |r| < δ, proving (b) and hence the claim. ��

7.2.6 Strongly Continuous One-Parameter Unitary Groups:
Stone’s Theorem

Theorem 7.20 certifies that when we deal with continuous unitary-projective
representations of R we can always restrict to strongly-continuous one-parameter
unitary groups. On a separable Hilbert space there are very few one-parameter
unitary groups that are not strongly continuous, by the following result of von
Neumann (for a proof see, e.g., [Sim76, Mor18]).

Theorem 7.23 On a separable complex Hilbert space H, a one-parameter unitary
groups V : R � r �→ Vr ∈ B(H) is strongly continuous if and only if the maps
R � r �→ 〈ψ|Vrφ〉 are Borel measurable for all ψ,φ ∈ H.

Let us come to Stone’s celebrated characterization of strongly-continuous one-
parameter unitary groups (and we stress again that strong continuity is here
equivalent to weak continuity, by Proposition 7.22), whereby these groups always
correspond to observables. We already know that if A is a selfadjoint operator on a
Hilbert space, Ut := eitA, for t ∈ R, defines a strongly-continuous one-parameter
unitary group (Propositions 3.62 and 3.63). The main content of Stone’s remarkable
achievement is that the result can be turned the other way around: for every strongly
continuous one-parameter unitary group {Ut }t∈R there exists exactly one selfadjoint
operator A such that Ut = eitA, for t ∈ R.

Before we take the plunge let us prove a general result on uniformly bounded,
weakly continuous maps R � t �→ Vt ∈ B(H). Cc(X) henceforth denotes the
space of complex-valued continuous maps on a topological space X with compact
support.

Proposition 7.24 Let H be a Hilbert space, take f ∈ Cc(R) and ψ ∈ H. If R �
t �→ Vt ∈ B(H) is a weakly continuous map such that ||Vt || < K for all t ∈ R and
some K < +∞, then the following facts hold.
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(a) There exists a unique vector, denoted by
∫
R

f (t)Vtψdt , such that

〈
φ

∣∣∣∣
∫

R

f (t)Vt ψdt

〉
=

∫

R

f (t)〈φ|Vtψ〉dt for all φ ∈ H.

(b) For every B ∈ B(H),

B

∫

R

f (t)Vtψdt =
∫

R

f (t)BVtψdt .

(c) We have the estimate

∣∣∣∣

∣∣∣∣
∫

R

f (t)Vtψdt

∣∣∣∣

∣∣∣∣ ≤
∫

R

|f (t)|||Vtψ||dt .

(d) If g ∈ Cc(R) and a, b ∈ C, then

∫

R

(af (t)+ bg(t))Vtψdt = a

∫

R

f (t)Vtψdt + b

∫

R

g(t)Vtψdt .

Proof

(a) By hypothesis, H � φ �→ ∫
R

f (t)〈φ|Vtψ〉dt is well defined as the inte-
grand function is continuous and compactly supported. This map is anti-
linear in φ and also continuous because, by the Cauchy-Schwartz inequal-
ity, | ∫

R
f (t)〈φ|Vtψ〉dt| ≤ ∫

R
|f (t)||〈φ|Vtψ〉|dt ≤ ||φ||||ψ||K ∫

R
|f (t)|dt .

Riesz’s lemma therefore implies that it can be written as H � φ �→ 〈φ|ψV,f,t 〉
for a unique ψV,f,t ∈ H. By definition,

∫
R

f (t)Vtψdt := ψV,f,t .
(b) Observe that R � t �→ BVt ∈ B(H) is weakly continuous and ||BVt || ≤

||B||K , so
∫
R

f (t)BVtψdt is well defined. From (a)

〈
φ

∣∣∣∣B
∫

R

f (t)Vt ψdt

〉
=

〈
B∗φ

∣∣∣∣
∫

R

f (t)Vt ψdt

〉
=

∫

R

f (t)〈B∗φ|Vtψ〉dt

=
∫

R

f (t)〈φ|BVtψ〉dt .

Using (a) again, we conclude B
∫
R

f (t)Vtψdt = ∫
R

f (t)BVtψdt .
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(c) Using (a) twice and the Cauchy-Schwartz inequality in the penultimate passage,

∣∣∣∣

∣∣∣∣
∫

R

f (t)Vtψdt

∣∣∣∣

∣∣∣∣
2

=
∣∣∣∣

〈∫

R

f (s)Vsψds

∣∣∣∣
∫

R

f (t)Vt ψdt

〉∣∣∣∣

=
∣∣∣∣
∫

R

f (t)

〈∫

R

f (s)Vsψds

∣∣∣∣Vtψ

〉
dt

∣∣∣∣

=
∣∣∣∣
∫

R

∫

R

f (s)f (t)〈Vsψ|Vtψ〉dsdt

∣∣∣∣

≤
∫

R

∫

R

|f (s)||f (t)|||Vsψ||||Vtψ||dsdt

=
(∫

R

|f (t)|||Vtψ||dt

)2

.

The proof of (d) is evident from (a) and the inner product’s linearity. ��
And here is Stone’s theorem.

Theorem 7.25 (Stone’s Theorem) Let R � t �→ Ut ∈ B(H) be a strongly
continuous one-parameter unitary group on the Hilbert space H.

(a) There exists a selfadjoint operator A on H, defined on a dense domain D(A),
such that

Ut = eitA , ∀t ∈ R . (7.18)

(b) If (7.18) holds for some selfadjoint operator A, then

D(A) =
{
ψ ∈ H

∣∣∣∣ ∃ lim
t→0

1

t
(Ut − I)ψ ∈ H

}
and Aψ = −i lim

t→0

1

t
(Ut − I)ψ . (7.19)

(c) The operatorA, called the selfadjoint (infinitesimal) generator ofU , is unique.
(d) Ut(D(A)) = D(A) for all t ∈ R and

AUtψ = UtAψ if ψ ∈ D(A) and t ∈ R.

Proof We have to prove (a), (b) and (c), since (d) was established in Propositions
3.62 and 3.63.

(a) We first construct a candidate generator for U on a special dense subspace D.
By Proposition 7.24 we define D to contain all finite linear combinations of
functions ψf := ∫

R
f (t)Utψdt for every f ∈ C∞c (R) and ψ ∈ H. In view of

part (d) of the Proposition D coincides with the set of the ψf . We claim this
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subspace is dense in H. To prove it, observe that by takingVt := Ut − I in
Proposition 7.24,

||ψf − ψ|| =
∣∣∣∣

∣∣∣∣
∫

R

f (t)(Ut − I)ψdt

∣∣∣∣

∣∣∣∣ ≤
∫

R

|f (t)|||(Ut − I)ψ||dt

≤
∫

R

|f (t)|dt sup
t∈supp(f )

||(Ut − I)ψ|| .

For every ε > 0, we can now define fε(x) := 1
ε
g(x/ε) where g ∈ C∞c (R)

satisfies supp(g) ⊂ [−1, 1] and ∫
R

gdt = 1, so that
∫
R

fεdt = 1 and
supp(fε) ⊂ [−ε, ε]. Inserting this choice in the inequality,

0 ≤ ||ψfε − ψ|| ≤ sup
t∈[−ε,ε]

||(Ut − I)ψ|| .

As R � t �→ Ut is strongly continuous and U0 = I , we obtain that ψfε → ψ

as ε → 0 for every ψ ∈ H. Hence D is dense in H.
Next we prove that the strong derivative of U at t = 0 can be computed

on D. Let us assume s ∈ [−ε, ε] for some ε > 0. With ψf as above and
K = [−a, a] such that supp(f ) ⊂ [−a, a] for a sufficiently large a > 0, plus
Proposition 7.24,

1

s
(Us − I) ψf = 1

s
(Us − I)

∫

K

f (t)Utψdt = 1

s

∫

K

f (t)Ut+sψdt − 1

s

∫

K

f (t)Utψdt

= 1

s

∫

Kε

f (t − s)Utψdt − 1

s

∫

K

f (t)Utψdt = 1

s

∫

Kε

f (t − s)Utψdt − 1

s

∫

Kε

f (t)Utψdt

=
∫

Kε

f (t − s) − f (t)

s
Utψdt , (7.20)

whereKε := [−a−ε, a+ε] ⊃ K . Now, assuming that f is real, the mean value

theorem implies that
∣∣∣f (t−s)−f (t)

s

∣∣∣ = |f ′(ξt,s)| < C < +∞ where ξt,s ∈ Kε ,

and C does not depend on t, s since the continuous map f ′ is bounded on the
compact set Kε . The result trivially extends to f complex by looking at its real
and imaginary parts. Dominated convergence proves that, for s → 0,

∣∣∣∣

∣∣∣∣
1

s
(Us − I) ψf − ψ−f ′

∣∣∣∣

∣∣∣∣ =
∣∣∣∣

∣∣∣∣
∫

Kε

(
f (t − s) − f (t)

s
+ f ′(t)

)
Utψdt

∣∣∣∣

∣∣∣∣

≤
∫

Kε

∣∣∣∣
f (t − s) − f (t)

s
+ f ′(t)

∣∣∣∣ ||Utψ ||dt = ||ψ ||
∫

Kε

∣∣∣∣
f (t − s) − f (t)

s
+ f ′(t)

∣∣∣∣ dt → 0 .
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We can therefore define the operator Ã : D → D ⊂ H by means of

Ãψf := −i lim
s→0

1

s
(Us − I) ψf = −iψ−f ′ , (7.21)

and extend linearly to finite combinations of ψf . Observe that

Uu(D) = D and UuÃ = ÃUu ∀u ∈ R . (7.22)

The first relation comes from the definition of D and Proposition 7.24 (b),
alongsideU−1

u = U−u. The second formula is an immediate consequence of the
first, the definition of Ã in (7.21), the continuity of Uu and Proposition 7.24(b)
once more.

Let us now show that Ã is essentially selfadjoint. First observe that it is
symmetric because it is densely defined and Hermitian:

〈ψg |Ãψf 〉 =
〈
ψg

∣∣∣∣−i lim
s→0

1

s
(Us − I) ψf

〉
= lim

s→0

〈
i
1

s

(
U∗

s − I
)
ψg

∣∣∣∣ψf

〉

= lim
s→0

〈
i
1

s
(U−s − I) ψg

∣∣∣∣ψf

〉
= lim

s→0

〈
−i

1

−s
(U−s − I) ψg

∣∣∣∣ψf

〉

=
〈
−i lim

s→0

1

s
(Us − I) ψg

∣∣∣∣ψf

〉
= 〈Ãψg |ψf 〉 .

Concerning essentially selfadjointness, we employ Proposition 2.47 (b) directly.
Suppose there exist φ± ∈ D(Ã∗) such that Ã∗φ± = ±iφ±. As a consequence,
using (7.22) and (7.21), if ψ ∈ D = D(Ã)

d

dt
〈Utψ|φ±〉 = lim

s→0

〈
1

s
(Us − I)Utψ

∣∣∣∣φ±
〉
= 〈iÃUtψ|φ±〉 = 〈iUtψ|Ã∗φ±〉

= ±〈Utψ|φ±〉 .

Hence R � t �→ 〈Utψ|φ±〉 is continuously differentiable and satisfies the
differential equation, so

〈Utψ|φ±〉 = 〈U0ψ|φ±〉e±t = 〈ψ|φ±〉e±t ∀t ∈ R .

The left-most side is bounded as |〈Utψ|φ±〉| ≤ ||ψ||||φ±||||Ut || = ||ψ||||φ±||,
whereas the right-most term is unbounded unless 〈ψ|φ±〉 = 0. But the formula
must be true for every ψ ∈ D, and since D is dense, we conclude that φ± = 0.
Therefore Ã is essentially selfadjoint on D by Proposition 2.47 (b), and we
denote by A its unique selfadjoint extension.

To conclude, we can define the strongly continuous one-parameter group of
unitary operators R � t �→ eitA according to Proposition 3.62. We want to
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prove that, if ψ,φ ∈ D, then 〈φ|U−t e
itAψ〉 = 〈φ|ψ〉. To this end it is sufficient

to show

d

dt
〈φ|U−t e

itAψ〉 = d

dt
〈Utφ|eitAψ〉 = 0 .

Set Vt := eitA. The domain D is Ut -invariant, and also Vt -invariant by
Proposition 3.62 (since D ⊂ D(A)), so the second derivative is

lim
h→0

1

h
(〈Ut+hφ|Vt+hψ〉 − 〈Utφ|Vtψ〉)

= lim
h→0

1

h
(〈UhUtφ|VhVtψ〉 − 〈Utφ|Vtψ〉)

= lim
h→0

〈
UhUtφ

∣∣∣∣
1

h
(Vh − I)Vt ψ

〉
+ lim

h→0

〈
1

h
(Uh − I)Utφ

∣∣∣∣Vtψ

〉

= 〈Utφ|iAVtψ〉 + 〈iAUtφ|Vtψ〉i〈AUtφ|Vtψ〉 − i〈AUtφ|Vtψ〉 = 0 .

We exploited the fact that A is selfadjoint and Proposition 3.63. All-in-all,
〈φ|(U−t e

itA − I)ψ〉 = 0 for all t ∈ R, so U−t e
itA = I because φ,ψ ∈ D

which is dense. In summary, we have proved that Ut = eitA for every t ∈ R and
a selfadjoint operator A, concluding the proof of existence.

(b) Consider a strongly continuous one-parameter group of unitary operators Ut =
eitA, where A is some selfadjoint operator. We known that if ψ ∈ D(A), then
−i limt→0

1
t
(Ut − I)ψ = Aψ by Proposition 3.63. We intend to prove that, if

limt→0
1
t
(Ut − I)ψ exists, then ψ ∈ D(A) and the limit coincides with iAψ .

Let us define Bψ := limt→0
1
t
(Ut − I)ψ for all ψ ∈ H such that the right-hand

side exists. It is easy to see that B is linear and D(B) is a dense subspace, for
it contains D(A). Furthermore, exactly as we did for Ã, we immediately obtain
that B is Hermitian. So B is a symmetric extension of the selfadjoint operator
A, and Proposition 2.39 (a) tells B = A, concluding the proof.

(c) Suppose that Ut = eitB = eitA for all t ∈ R and a pair of selfadjoint operators
A and B. Applying (7.19) we have D(A) = D(B) and Aψ = Bψ for every
ψ ∈ D(A) = D(B). The proof is over.

��
Corollary 7.26 Let A : D(A) → H be a selfadjoint operator on the Hilbert space
H ⊃ D(A). Suppose that S ⊂ D(A) is a dense subspace such that eitAS ⊂ S for
every t ∈ R. Then A�S is essentially selfadjoint and its unique selfadjoint extension
A�S is A itself. In other words, S is a core for A.

Proof Along the lines of Stone’s proof we replace the dense eitA-invariant
domain D ⊂ D(A) by the dense eitA-invariant domain S ⊂ D(A), and Ã by
−i d

dt
|t=0eitA�S= A�S (strong derivative). Then A�S is essentially selfadjoint on S.

Since A ⊃ A�S is selfadjoint, necessarily A�S = A. ��
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7.2.7 Time Evolution, Heisenberg Picture and Quantum
Noether Theorem

The perspective of quantum symmetries allows us to settle certain issues raised in
Sect. 3.4.3 and justify more firmly several notions.

Consider a quantum system described on the Hilbert space H in some inertial
reference frame. Suppose that, physically speaking, the system is either isolated or
interacts with some external stationary environment. These hypotheses guarantee
temporal homogeneity, and the time evolution of states is axiomatically described
by a continuous symmetry: more precisely, a continuous unitary-projective repre-
sentation R � t �→ Vt .

In view of Theorems 7.20 and 7.25, this group is equivalent to a strongly
continuous one-parameter group of unitary operators R � t �→ Ut , and there is
a selfadjoint operator H , called the Hamiltonian operator, such that (notice the
sign in the exponent)

Ut = e
− i

h̄ tH
, t ∈ R , (7.23)

where for once we have included the constant h̄. By Theorems 7.20 and 7.25 V

determines H up to additive real constants: the selfadjoint operator H + cI defines
the same continuous symmetry V . H is usually thought of as the energy of the
system in the reference frame, and c ∈ R can be fixed using some physical case-by-
case argument.

Within this picture, if T ∈ S (H) is the state of the system at t = 0, the state at
time t is

Tt = UtT U−1
t .

If the initial state is pure and represented by the unit vector ψ ∈ H, the state at time
t is ψt := Utψ . As mentioned in Sect. 3.4.3, ψ ∈ D(H) implies ψt ∈ D(H) for
every t ∈ R by Theorem 7.25 (b)–(d):

ih̄
dψt

dt
= Hψt . (7.24)

where the derivative is computed in the topology of H. One recognizes in Equa-
tion (7.24) the general form of Schödinger’s equation. From now on shall set
h̄ = 1.

Remark 7.27 It is possible to study quantum systems interacting with a non-
stationary external system. In this case the Hamiltonian observable depends para-
metrically on time, see Sect. 1.2.1. A Schrödinger-type equation is supposed to
describe the time evolution of the system, giving rise to a groupoid of unitary
operators [Mor18]. We shall not tackle this technical issue here. �
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In this framework, called Schrödinger picture, observables do not evolve whereas
states do. There is another approach to describe time evolution, called Heisenberg
picture. In that representation, states do not evolve in time, but observables evolve
under the dual action (7.4) of the symmetries induced by Ut . In this sense, if A is
an observable at t = 0, its evolution at time t is the observable

At := U−1
t AUt .

Obviously D(At ) = U−1
t (D(A)) = U−t (D(A)) = U∗

t (D(A)). As already
observed in the case general case, by Proposition 3.60 (j) the spectral measure of
At is

P
(At )
E = U−1

t P
(A)
E Ut ,

as expected. The probability that, at time t , the observable A produces the outcome
E, when the normal state is represented by the quantum-state operator T ∈ S (H)

at t = 0, can be computed using either the standard (Schrödinger) picture, where
states evolve as tr(P

(A)
E Tt ), or the Heisenberg picture where observables evolve as

tr(P
(At )
E T ). Indeed

tr(P
(A)
E Tt ) = tr(P

(A)
E U−1

t T Ut ) = tr(UtP
(A)
E U−1

t T ) = tr(P
(At )
E T ) .

The two pictures are completely equivalent for the purpose of describing non-
relativistic quantum physics. In relativistic quantum physics and QFT in particular,
though, Heisenberg’s picture (extended covariantly to include spatial translations) is
preferable, due to the existence of a plethora of different notions of time evolution.
The Heisenberg picture grants us the following important definition, see also
Sect. 3.4.3.

Definition 7.28 Let H be a the Hilbert space and R � t �→ Ut a strongly-
continuous unitary one-parameter group representing time evolution. An observable
A is said to be a constant of motion with respect to U if At := U−1

t AUt does not
depend on t , i.e. At = A0 for every t ∈ R. �
The definition can be further improved by considering a possible temporal depen-
dence already in Schrödinger’s picture.

Definition 7.29 Let H be a the Hilbert space and R � t �→ Ut a strongly-
continuous unitary one-parameter group representing time evolution. A family of
observables {A(t)}t∈R, parametrized by and also depending on time, is called a
parametrically time-dependent constant of motion with respect to U if At :=
U−1

t A(t)Ut does not depend on t , i.e. At = A0 for every t ∈ R. �
The meaning of the two definitions should be clear: even if the state evolves, the
probability to obtain an outcome E, when measuring a constant of motion, remains
stationary. Expectation values and standard deviations do not change in time either.
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We are now ready to state the analogue of Noether’s theorem in QM.

Theorem 7.30 (Quantum Noether Theorem I) Consider a quantum system
described on the Hilbert space H and a strongly continuous unitary one-parameter
group R � t �→ Ut representing time evolution. If A is an observable represented
by a (generally unbounded) selfadjoint operator A on H, the following facts are
equivalent.

(a) A is a constant of motion: At = A0 for all t ∈ R.
(b) The one-parameter group of symmetries generated by A, R � s �→ e−isA,

is a group of dynamical (quantum) symmetries, i.e. it commutes with time
evolution:

e−isAUt = Ute
−isA for all s, t ∈ R . (7.25)

In particular, it transforms the time evolution of a pure state into the evolution
of (another) pure state, i.e. e−isA Utψ = Ut e−isAψ .

(c) The dual action on observables (7.4) (or equivalently the inverse dual
action (7.5)) of the one-parameter group of symmetries R � s �→ e−isA

generated by A, leaves H invariant:

e−isAHeisA = H , for all s ∈ R .

Proof Suppose that (a) holds. By definition U−1
t AUt = A. From Proposition 3.69

we have U−1
t e−isAUt = e−isA which is equivalent to (b). If (b) is true, we have

e−isAe−itH eisA = e−itH . Proposition 3.69 yields e−isAHeisA = H . Finally,
suppose that (c) is valid. Again Proposition 3.69 produces e−isAUte

isA = Ut ,
which can be written U−1

t e−isAUt = e−isA. Eventually, Proposition 3.69 leads to
U−1

t AUt = A which is (a), concluding the proof. ��
It is possible to define dynamical (quantum) symmetries, as of Exercise 7.33 (2),
in agreement with the notion introduced above. The theorem can be extended to
parametrically time-dependent observables {A(t)}tR.
Theorem 7.31 (Quantum Noether Theorem II) Consider a quantum system
described on the Hilbert space H equipped with a strongly continuous unitary one-
parameter group representing time evolutionR � t �→ Ut . If {A(t)}t∈R is a family of
observables represented by a (generally unbounded) selfadjoint operator depending
on t , the following facts are equivalent.

(a) {A(t)}t∈R is a parametrically time-dependent constant of motion: At = A0 for
all t ∈ R.

(b) The one-parameter group of symmetries generated by every A(t), R � s �→
e−isA(t), defines a group of dynamical symmetries depending parametri-
cally on time:

e−isA(t)Ut = Ute
−isA(0) for all s, t ∈ R . (7.26)
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In particular it transforms the evolution of a pure state into the evolution of
(another) pure state, i.e. e−isA(t) Utψ = Ut e−isA(0)ψ .

Proof The proof is trivial by Proposition 3.69:At = A0 meansU−1
t A(t)Ut = A(0)

which, in turn, impliesU−1
t e−isA(t)Ut = e−isA(0), namely e−isA(t)Ut = Ute

−isA(0).
So (a) implies (b). But all implications are reversible, and from the last equation we
obtain U−1

t A(t)Ut = A(0), hence (b) implies (a). ��
There is a suitable version of Theorem 7.30 (c) for observables depending paramet-
rically on time. But exactly as in classical Hamiltonian mechanics, it has a more
complicated interpretation [Mor18].

In physics’ textbooks the above statements are almost inevitably stated using time
derivatives and commutators. This approach is cumbersome, useless and it involves
all the subtleties concerning the domains of the operators. �
Example 7.32

(1) As we explained in Example 3.76, for the free particle in the rest space R3 of
an inertial reference frame, the momentum along x1 is a constant of motion,
as a consequence of translational invariance along that axis. Let {Uu} be the
unitary group representing x1-translations, (Uuψ)(x) = ψ(x − ue1) if ψ ∈
L2(R3, d3x). The Hamiltonian H = 1

2m

∑3
j=1 P 2

j commutes with Uu, because

the group is generated by P1 itself: Uu := e−iuP1 . Theorem 7.30 yields the
thesis.

(2) An example of a parametrically time-dependent constant of motion is the
generator of the boost along the axis n, i.e. the one-parameter subgroup R

3 �
x �→ x + tvn ∈ R

3 of the Galilean group, where the speed v ∈ R is the group’s
parameter. The generator is [Mor18] the unique selfadjoint extension of

Kn(t) =
3∑

j=1
nj (mXj |D − tPj |D) , (7.27)

where m > 0 is the system’s mass and D is the Gårding or Nelson domain of
the representation of the (central extension of the) Galilean group. The details
will appear later in the book.

(3) In QM there exist symmetries described by operators which are simultaneously
selfadjoint and unitary, meaning they are observables and they can be measured.
Among them we have the parity inversion, or spatial reflection: (Pψ)(x) :=
ηψ(−x) for any particle described on L2(R3, d3x), where η = ±1 does not
depend on ψ . They are constants of motion (U−1

t PUt = P) if and only if they
are dynamical symmetries (PUt = UtP). This phenomenon has no classical
correspondent.

(4) The time-reversal symmetry, described by an anti-unitary operator T, is
supposed to satisfy THT−1 = H . (See Exercise 7.33 (3) for the definition).
Its anti-linearity implies (exercise) Te−itHT−1 = e+itTHT−1 , so TUt = U−tT,
as expected physically. We stress that T is a symmetry, but not a dynamical
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symmetry. There is no conserved quantity associated with this operator (it is not
selfadjoint, nor linear!). �

Exercise 7.33

(1) Prove that a Hamiltonian observable that does not depend on time is a constant
of motion.

Solution The time translation is described by Ut = eitH and, trivially, it
commutes with Us . Noether’s theorem allows to conclude. ��

(2) If Ut = e−itH is the time time-evolution operator of a quantum system, a
dynamical quantum symmetry (if any) is a Wigner symmetry represented by a
unitary or anti-unitary operator V : H→ H such that, recalling that pure states
are unit vectors up to phase,

χ
(ψ)
t V Utψ = UtV ψ

for all t ∈ R and every unit ψ ∈ H, where χ
(ψ)
t ∈ C with |χ(ψ)

t | = 1.
Prove that χ

(ψ)
t does not depend on ψ and has the form χt = eict for some

c ∈ R. Furthermore, if σ(H) is bounded below but not above, show that χ(ψ)
t =

1, V is unitary and V HV−1 = H .

Solution By the same argument of the proof of Theorem 7.6 it is not hard
to see that χ

(ψ)
t does not depend on ψ . Next observe that χtUt = V UtV

−1,
the right-hand side being a strongly-continuous one-parameter group of unitary
operators. Mimicking the proof of Theorem 7.20 (b) we find χt = eict for
some c ∈ R. If the operator V is anti-unitary, eictUt = V UtV

−1 implies
−V HV−1 = H − cI and therefore, with obvious notation, σ(V HV−1) =
−σ(H) + c. Proposition 3.4 immediately yields σ(H) = −σ(H) + c, which
contradicts the boundedness. Hence V must be unitary, and σ(H) = σ(H)− c.
Since σ(H) is bounded below, c = 0. ��

(3) If Ut = e−itH is the time time-evolution operator of a quantum system, time
reversal (if present) is a Wigner symmetry represented by a unitary or anti-
unitary operator T : H→ H such that, according to the fact that pure states are
unit vectors up to phase,

χ
(ψ)
t TUtψ = U−tTψ

for all t ∈ R and every unit ψ ∈ H, where χ
(ψ)
t ∈ C with |χ(ψ)

t | = 1.
Prove that, χ(ψ)

t does not depend on ψ and has the form χt = eict for some

c ∈ R. Furthermore, if σ(H) is bounded below but not above, show that χ(ψ)
t =

1, T is anti-unitary, and THT−1 = H .

Solution With the same argument of Theorem 7.6, χ(ψ)
t does not depend onψ .

In χtUt = TU−tT
−1 the right-hand side is a strongly-continuous one-parameter
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group of unitary operators. Inspired by the proof of Theorem 7.20 (b), we
obtain χt = eict for some c ∈ R. If the operator T is unitary, eictUt =
TU−tT

−1 implies THT−1 = −H + cI and therefore, with obvious notation,
σ(THT−1) = −σ(H) + c. Proposition 3.4 immediately yields σ(H) =
−σ(H) + c, which is false if σ(H) is bounded below but not above. Hence
T is anti-unitary and σ(H) = σ(H) + c. Since σ(H) is bounded below,
c = 0. ��

(4) Consider the spinless particle, and prove that if V : L2(R3, d3x) →
L2(R3, d3x) is unitary, selfadjoint, and satisfies V XkV

−1 = −Xk , V PkV
−1

= −Pk for k = 1, 2, 3, then V = P, with P defined in Example 7.32 (3).

Solution If V and V ′ satisfy the given conditions, then V−1V ′ commutes with
Xk and Pk for k = 1, 2, 3. According to Example 6.28 (3), V −1V ′ = cI for
some c ∈ C. That V and V ′ are selfadjoint and unitary respectively implies c ∈
R and c ∈ T, hence c = ±1. To conclude, observe that the P of Example 7.32
(3) satisfies the hypothesis. ��

(5) With reference to the spinless particle, suppose T : L2(R3, d3x) →
L2(R3, d3x) is anti-unitary and satisfies

TXkT
−1 = Xk , TPkT

−1 = −Pk for k = 1, 2, 3.

Show that (Tψ)(x) := ηψ(x) for every ψ ∈ L2(R3, d3x), and where η is a
phase independent of ψ .

Solution Observe that (V ψ)(x) := ψ(x) and ηV satisfy the hypotheses, for
every fixed η ∈ T. If T is another anti-unitary operator satisfying the hypotheses
then TV −1 is unitary and commutes with Xk and Pk for k = 1, 2, 3. Exactly as
for the previous exercise, necessarily TV −1 = ηI for some η ∈ T, proving the
assertion. ��

7.3 More on Strongly Continuous Unitary Representations
of Lie Groups

Symmetry Lie groups arise naturally in physics when one considers the whole group
of symmetries for a given quantum system [BaRa84]. For instance, in classical
physics the (proper orthochronous)Galilean group (where SU(2) is used in place of
SO(3)) is taken to be the group of continuous symmetries of every isolated quantum
system studied in an inertial reference frame. Actually every strongly-continuous
unitary representation of the Galilean group is trivial, and not accidentally those
used in quantum physics are strongly-continuous unitary representations of a
central extension of the Galilean group. This happens for reasons of physical and
mathematical nature: the mass of the system is necessary to describe the action
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of the boost in quantum physics, and this piece of information is not retained by
the Galilean group (but it can be encoded in the multipliers when constructing
central extensions). Mathematically speaking, the Galilean group violates the
cohomological obstruction of Bargmann’s theorem. The (proper orthochronous)
Poincaré group (with SU(2) instead of SO(3)) replaces the Galilean group in the
relativistic realm, and its continuous unitary-projective representations can always
be made unitary because Bargmann’s constraint is satisfied [BaRa84].

From an abstract point of view, the groups of symmetries of a quantum system—
excluding discrete symmetries if any—are by definition topological groups. We can
always suppose that the group is connected by looking at the connected component
of the identity. There are a bunch of assumptions of physical significance in addition
to the continuity of the group operations, namely that the topology is (1) Hausdorff,3

(2) second countable, and (3) locally Euclidean (every element of the group has
compatible local coordinate charts, which create a local identificationwithRn). If all
of this happens, the celebrated Gleason-Montgomery-Zippin theorem (see [Mor18]
for a concise discussion) implies that the topological group is actually a Lie group
[HiNe13], whose unique smooth (analytic) structure underlies the C0 structure.

It is worth stressing that the general group of continuous symmetries of a
quantum system in particular contains time evolution as a subgroup. (Even different
notions of time evolution, corresponding to different choices of the reference frame
in the relativistic context.)

Sometimes these Lie groups can be represented in terms of proper unitary
representations, in particular when Bargmann’s theorem holds. When not, the
central extensions that have the structure of Lie groups can be represented unitarily
and strongly continuously [Var07, Mor18]. Therefore it is not too restrictive to limit
ourselves to strongly-continuous unitary representations of Lie groups only.

General reference texts on unitary and projective-unitary representations of
topological and Lie groups with relevance in physics include: [BaRa84] (albeit not
always rigorously written), [Var07], and for a concise summary on some topics
[Mor18]. A fairly complete mathematical treatise on continuous representations
(also of algebras) is [Schm90].

7.3.1 Strongly Continuous Unitary Representations

Before we examine Lie groups, let us tackle strongly-continuous representations
of general topological groups. Sometimes strongly-continuous representations are
simply called continuous representations. This is due to the following elementary
result.

3From the experimental point of view, a Hausdorff topology means that we can distinguish different
elements of the group even if our knowledge is affected by experimental errors.
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Proposition 7.34 If G is a topological group with neutral element e and U : G �
g �→ Ug ∈ B(H) is a unitary representation on the Hilbert space H, each of the
following facts is equivalent to the strong continuity of U .

(a) U is weakly continuous;
(b) U is strongly continuous at e;
(c) U is weakly continuous at e;
(d) 〈ψ|Ugψ〉 → 〈ψ|ψ〉 as g → e for every ψ ∈ D, where D ⊂ H satisfies

span(D) = H.

Proof Observing that ||Ugx−Uf x|| = ||Uf−1·gx−Ix|| and f−1 ·g → e if g → f ,
the proof is identical to that of Proposition 7.22. ��
The theory of strongly-continuous unitary representations of topological groups is
an important part of Representation Theory (see in particular [NaSt82] for a classical
treatise on the subject and [BaRa84] for physical applications). An important result
due to Peter and Weyl concerns compact Hausdorff groups (see [Mor18] for the full
statement and proof).

Theorem 7.35 (Peter-Weyl’s Basic Statement) Let G be a compact Hausdorff
group—a compact Lie group in particular—and G � g �→ Ug ∈ B(H) a strongly-
continuous unitary representation on the Hilbert space H �= {0}.
(a) If U is irreducible, then H is finite-dimensional.
(b) If U is not irreducible, then the orthogonal Hilbert decomposition H =⊕

k∈K Hk holds, where Hk are pairwise-orthogonal and non-trivial closed
subspaces of finite dimension, all invariant under U . Furthermore every map
U�Hk

: Hk → Hk is an irreducible representation of G.

This result applies in particular to compact Lie groups like SU(n) and SO(n),
whose irreducible strongly-continuous unitary representations are therefore always
finite-dimensional. The theory of the spin deals with strongly-continuous unitary
irreducible representations of SU(2) which, as physicists know very well, are finite-
dimensional by the Peter-Weyl theorem.

Another technical general result is the following one, that links a representation’s
irreducibility to the Hilbert space’s separability. As before, we state it in a more
general fashion which includes Lie groups.

Proposition 7.36 Let G � g �→ Ug ∈ B(H) be a strongly-continuous unitary
representation of a separable topological group G—a Lie group in particular—on
the Hilbert space H. If the representation is irreducible, then H is separable.

Proof As G is separable, let V ⊂ G be a dense countable set. Pick ψ ∈ H \
{0}. Since every Ug : H → H is continuous, the closure H0 of the set of finite
combinations of elements Ugψ for g ∈ G is invariant under the action of U . The
representation is irreducible and H0 �= {0}, so H0 = H. By the strong continuity of
G � g �→ Ug, every element in H0 is the limit of finite linear combinations with
rational (complex) coefficients of elements Uhψ where h ∈ V .
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If G is a Lie group, in particular it is a second-countable and therefore separable.
Given a topological basis {Bn}n∈N of G—where we assume Bn �= ∅—choose bn ∈
Bn for every n ∈ N. Then C := {bn | n ∈ N} is countable and dense, because every
open neighbourhoodOg of g ∈ G necessarily contains some Bp, so Og � bp ∈ C.

��

7.3.2 From the Gårding Space to Nelson’s Theorem

We henceforth restrict our study to Lie groups.

Remark 7.37 In the rest of the chapter we consider only finite-dimensional real Lie
groups G, with Lie algebra g and Lie bracket { , }. �
A fundamental technical fact is that strongly-continuous unitary representations of
(connected) Lie groups are associated with representations of the Lie algebras in
terms of (anti-)selfadjoint operators. These operators are often interpreted physically
as constants of motion (in general depending parametrically on time) when the
Hamiltonian of the system belongs to the representation of the Lie algebra. We
want to study the relationship between representations of G and representations of
g. First of all, we define the operators representing the Lie algebra.

Definition 7.38 Let G be a Lie group and consider a strongly continuous unitary
representation U of G on the Hilbert space H. Let R � s �→ exp(sA) ∈ G be
the one-parameter Lie subgroup generated by A ∈ g. The selfadjoint generator
associated with A,

A : D(A) → H,

is the generator of the strongly continuous one-parameter unitary group

R � s �→ Uexp{sA} = e−isA

in the sense of Theorem 7.25. �
The expectation is that these generators (with a factor −i) define a representation
of the Lie algebra of the group. The major reason is that they are associated
with unitary one-parameter subgroups exactly as the elements of the Lie algebra
are associated with one-parameter Lie subgroups. In particular, we expect the
Lie bracket to correspond to the commutator of operators. The problem is that
the generators A may have different domains. We therefore seek a common
invariant domain (the commutator must be defined on it), where all generators make
simultaneous sense. This domain should retain all information on the operators A,
disregarding the fact that they may be defined on larger domains. In other words,
we would like each generator’s domain to be a core (Definition 2.30 (3)). There
are several candidates for this space, and one of the most appealing is the Gårding
space.
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Definition 7.39 Let G be a Lie group and consider a strongly continuous unitary
representationU of G on the Hilbert space H. If f ∈ C∞c (G) (compactly-supported
smooth complex functions on G) and x ∈ H, define

x[f ] :=
∫

G

f (g)Ugx dg (7.28)

where dg is the left-invariantHaar measure onG and integration is defined in a weak
sense via Riesz’s lemma: since the anti-linear map H � y �→ ∫

G
f (g)〈y|Ugx〉dg is

continuous, x[f ] is the unique vector in H such that

〈y|x[f ]〉 =
∫

G

f (g)〈y|Ugx〉dg , ∀y ∈ H .

The finite span of vectors x[f ] ∈ H with f ∈ C∞c (G) and x ∈ H is called the

Gårding space of the representation, and we indicate by D
(U)
G . �

The subspace D
(U)
G enjoys very remarkable properties that we list in the next

theorem. In the following Lg : C∞c (G) → C∞c (G) denotes the standard left action
of g ∈ G:

(Lgf )(h) := f (g−1h) ∀h ∈ G , (7.29)

and, if A ∈ g, XA : C∞c (G) → C∞c (G) is the smooth vector field on G (smooth
differential operator):

(XA(f )) (g) := lim
t→0

f (exp{−tA}g)− f (g)

t
∀g ∈ G . (7.30)

Thus

g � A �→ XA (7.31)

defines a representation of g on C∞c (G) by vector fields (differential operators). We
conclude with the following theorem [Schm90, Mor18], whereby the Gårding space
has all the expected properties.

Theorem 7.40 Referring to Definitions 7.38 and 7.39, D(U)
G satisfies the following

properties.

(a) D
(U)
G is dense in H.

(b) Ug(D
(U)
G ) ⊂ D

(U)
G for every g ∈ G. More precisely, if f ∈ C∞c (G), x ∈ H,

g ∈ G, then

Ugx[f ] = x[Lgf ] . (7.32)
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(c) If A ∈ g, then D
(U)
G ⊂ D(A) and A(D

(U)
G ) ⊂ D

(U)
G . More precisely

− iAx[f ] = x[XA(f )] (7.33)

(d) The map

g � A �→ −iA|
D

(U)
G

=: u(A) (7.34)

is a Lie algebra representation by skew-symmetric operators defined on the
common dense and invariant domain D

(U)
G . In other words, the map is R-linear

and

[u(A), u(A′)] = u({A,A′}) if A,A′ ∈ g.

(e) D
(U)
G is a core for every selfadjoint generator A with A ∈ g, that is

A = A|
D

(U)
G

, ∀A ∈ g . (7.35)

Now we wish to address the converse problem. Suppose we are given a representa-
tion of a Lie algebra g in terms of skew-symmetric operators defined on common
invariant subspace of a Hilbert space H. We wonder whether or not it is possible to
lift the representation to a unitary strongly-continuous representation of the unique
simply connected Lie group G with Lie algebra g. This is a much more difficult
problem. It was solved by Nelson [Nel69], who introduced a special domain in the
Hilbert space of the representation.

Given a strongly continuous representation U of a Lie group G, there is another
space D

(U)
N with similar features to D

(U)
G (see, e.g., [Mor18]). This space ends

up being more useful than the Gårding space to build the representation U by
exponentiating the Lie algebra representation. The domain D

(U)
N consists of vectors

ψ ∈ H such that G � g �→ Ugψ is analytic in g, i.e. expandable in power series of

(real) analytic coordinates around any point of G. The elements of D
(U)
N are called

analytic vectors of the representation U andD
(U)
N is the space of analytic vectors

of the representation U . It turns out that D
(U)
N is invariant under every Ug and

that D
(U)
N ⊂ D

(U)
G (this is by no means trivial and follows from the deep Dixmier-

Mallievin theorem [Mor18], whereby ψ ∈ D
(U)
G if and only if G � g �→ Ugψ is

smooth).
There is a remarkable relationship between D

(U)
N and Definition 2.52. Nelson

proved the following important result [Schm90, Mor18], which implies that D
(U)
N

is dense in H, because analytic vectors for a selfadjoint operator are dense
(Exercise 3.78). An operator crops up that we call Nelson operator.
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Proposition 7.41 Let G be a Lie group and G � g �→ Ug a strongly-continuous
unitary representation on the Hilbert space H. Take a basis A1, . . . ,An ∈ g and
define the Nelson operator on D

(U)
G by

�N := −
n∑

k=1
u(Ak)

2 ,

where, as earlier, iu(Ak) are the selfadjoint generators Ak restricted to the Gårding
domain D

(U)
G . Then

(a) �N is essentially selfadjoint on D
(U)
G .

(b) Every analytic vector of the selfadjoint operator �N is analytic and belongs in
D

(U)
N . In particular D

(U)
N is dense.

(c) Every vector in D
(U)
N is analytic for every selfadjoint operator iu(Ak), which is

therefore essentially selfadjoint in D
(U)
N by Nelson’s criterion (Theorem 2.53)

Now that we possess the necessary notions, we can eventually state the well-known
theorem of Nelson that associates representations of the only simply connected Lie
group with a given Lie algebra to representations of that Lie algebra.

Theorem 7.42 (Nelson’s Theorem) Consider a real n-dimensional Lie algebra V

of operators −iS, where each S is symmetric on the Hilbert space H, defined on a
common invariant and dense subspace D ⊂ H, with the usual commutator as Lie
bracket.

Let −iS1, · · · ,−iSn ∈ V be a basis of V and define Nelson’s operator with
domainD:

�N :=
n∑

k=1
S2

k .

If �N is essentially selfadjoint, there exists a strongly-continuous unitary represen-
tation

GV � g �→ Ug

on H of the unique connected, simply-connected Lie group GV with Lie algebra V .
U is uniquely determined by the fact that the closures S, for every −iS ∈ V , are

the selfadjoint generators of the representations of the one-parameter subgroups of
GV in the sense of Definition 7.38. In particular, the symmetric operators S are
essentially selfadjoint onD.

Our version is slightly more than what is necessary, for it is known that the
hypotheses can be relaxed (see [Mor18], also for further results on Nelson’s theory).
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Exercise 7.43 Let H be a Hilbert space and A,B selfadjoint operators with
common invariant dense domain D ⊂ H where they are symmetric and commute.
Prove that if A2 + B2 is essentially selfadjoint on D, then the spectral measures of
A and B commute.

Solution Exploit Nelson’s theorem after noticing that A,B define the Lie algebra
of the Abelian Lie group (R2,+) (which is connected and simply-connected) and
that D is a core for A and B, since they are essentially selfadjoint on D by Nelson’s
theorem. �
Example 7.44

(1) Using polar coordinates, the Hilbert space L2(R3, d3x) factorizes as

L2([0,+∞), r2dr)⊗ L2(S2, d�) ,

where d� is the standard rotationally-invariant Borel measure on the unit
sphere S

2 in R
3 normalized by

∫
S2
1d� = 4π . In particular a Hilbert basis

of L2(R3, d3x) is made of the products ψn(r)Y
l
m(θ, φ) where {ψn}n∈N is

any Hilbert basis in L2([0,+∞), r2dr) and {Y l
m | l = 0, 1, 2, . . . ,m =

0,±1,±2, . . . ± l} is the standard Hilbert basis of spherical harmonics of
L2(S2, d�) [BaRa84]. The ψn are smooth functions with compact support,
whose derivatives at 0 vanish at every order. Since the Y l

m are smooth on S
2,

the ψn can be chosen so that R3 � x �→ (ψn · Y l
m)(x) are elements of C∞(Rn)

(and therefore also of S (R3)). Now consider the three symmetric operators,
defined on the common dense invariant domainS (R3),

Lk =
3∑

i,j=1
εkijXiPj |S (R3) ,

where εijk is totally skew-symmetric in ijk and ε123 = 1. By direct inspection
one sees that

[−iLk,−iLh] =
3∑

r=1
εkhr (−iLr)

so that the real span of the operators −iLk is a representation of the Lie
algebra of the simply connected real Lie group SU(2) (the universal covering of
SO(3)). Define the Nelson operator L 2 := ∑3

k=1L 2
k on S (R3). Obviously

this is a symmetric operator. A well-known computation proves that

L 2 ψn(r)Y
l
m = l(l + 1) ψn(r)Y

l
m .

We conclude that L 2 admits a Hilbert basis of eigenvectors. Corollary 2.54
implies L 2 is essentially selfadjoint. Therefore we can apply Theorem 7.42,
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and define a strongly continuous unitary representation SU(2) � M �→ UM (an
SO(3)-representation actually, since U−I = I ). The three selfadjoint operators
Lk := Lk are the generators of the one-parameter group of rotations around
the orthogonal Cartesian axes xk , k = 1, 2, 3. The one-parameter subgroup of
rotations around the generic unit vector n, with components nk , has selfadjoint

generator Ln = ∑3
k=1 nkLk . The observable Ln has the physical meaning

of the n-component of the angular momentum of the particle described on
L2(R3, d3x). It turns out that, for ψ ∈ L2(R3, d3x),

(UMψ)(x) = ψ(π(M)−1x) , M ∈ SU(2) , x ∈ R
3 (7.36)

where π : SU(2) → SO(3) is the covering map. Equation (7.36) describes
the action of the 3D rotation group on pure states in terms of quantum
symmetries. This representation is, in fact, a subrepresentation of the unitary
IO(3)-representation of Example 7.8 (1).

(2) Given a quantum system, a quite general situation is that where the quantum
symmetries of the systems are described by a strongly continuous representation
V : G � g �→ Vg on the Hilbert space H of the system, and time evolution is
the representation of a one-parameter Lie subgroup with generator H ∈ g:

Vexp(tH) = e−itH =: Ut .

This is the case, for instance, of relativistic quantum particles, where G is the
special orthochronous Poincaré group, i.e. the semi-direct product SO(1, 3)+�
R
4 (or its universal covering SL(2,C) � R

4). To describe non-relativistic
quantum particles, the relevant group G is a U(1)-central extension of the
universal covering of the (connected, orthochronous) Galilean group.

In this situation, every element of g determines a constant of motion. There are
actually two cases.

(i) If A ∈ g and {H,A} = 0, the Lie subgroups exp(tH) and exp(sA) commute by
the Baker-Campbell-Hausdorff formula (see [NaSt82, Mor18], for instance).
Consequently A is a constant of motion because Vexp(tH) = e−itH and
Vexp(sA) = e−isA commute as well and Theorem 7.30 holds. In this case e−isA

defines a dynamical symmetry by Noether’s theorem. This picture applies, for a
free particle, to A = Jn, the observable describing the total angular momentum
along the unit vector n in an inertial frame.

(ii) If A ∈ g but {H,A} �= 0 the situation is slightly more complicated,
and we exploit Theorem 7.31. A defines a constant of motion in terms of
selfadjoint operators (observables) belonging to the representation of g. The
difference with the previous case is that now the constant of motion depends
parametrically on time. We therefore have a collection of observables {A(t)}t∈R
in the Schrödinger picture, such that At := U−1

t A(t)Ut are the corresponding
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observables in the Heisenberg picture. The equation of the constant of motion
is therefore At = A0.

By exploiting the natural action of the one-parameter Lie subgroups on g we
define elements

A(t) := exp(tH)A exp(−tH) ∈ g , t ∈ R

parametrised by time. If {Ak}k=1,...,n is a basis of g,

A(t) =
n∑

k=1
ak(t)Ak (7.37)

for some real-valued smooth maps ak = ak(t). By construction, the correspond-
ing selfadjoint generators A(t), t ∈ R, define a parametrically time-dependent
constant of motion. Indeed, since (exercise)

exp(s exp(tH)A exp(−tH)) = exp(tH) exp(sA) exp(−tH) ,

we have

−iA(t) = d

ds
|s=0Vexp(s exp(tH)A exp(−tH)) = d

ds
|s=0Vexp(tH) exp(sA) exp(−tH)

= d

ds
|s=0Vexp(tH)Vexp(sA)Vexp(−tH) = −iUtAU−1

t .

Therefore, as claimed, we end up with a constant of motion that depends
parametrically upon time,

At = U−1
t A(t)Ut = U−1

t UtAU−1
t Ut = A = A0 .

By Theorem 7.40, as the map g � A �→ A|
D

(V )
G

is a Lie algebra isomorphism,

we can recast (7.37) for selfadjoint generators

A(t)|
D

(V )
G

=
n∑

k=1
ak(t)Ak|D(V )

G

(7.38)

(whereD
(V )
G could be replaced by D

(V )
N as the reader can easily establish, using

Proposition 7.41 and Theorem 7.42). Since D
(V )
G (resp.D(V )

N ) is a core for A(t),

A(t) =
n∑

k=1
ak(t)Ak|D(V )

G

, (7.39)
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the bar denoting the closure of an operator, as usual. (The same is valid with
D

(V )
N in place of D

(V )
G .)

A relevant case, both for the non-relativistic and the relativistic framework is
the selfadjoint generator Kn(t) associated with the Galilean boost transforma-
tion along the unit vector n in R3 (the rest space of the inertial frame where the
boost is viewed as an active transformation). Indeed, consider the generators of
the connected orthochronous Galilean group (or a (U(1)-central extension of
its universal covering). Then

{h, kn} = −pn �= 0 ,

where pn is the generator of spatial translations along n, corresponding to the
momentum observable along the axis n when passing to selfadjoint generators.
The non-relativistic expression of Kn(t), for a single particle, appears in (7.27).
For an extended discussion on the non-relativistic case consult [Mor18]. A
pleasant and physically exhaustive discussion encompassing the relativistic
case appears in [BaRa84]. �

Theorem 7.45 (Stone-von Neumann-Mackey Theorem) Let H be a Hilbert
space and suppose that there are 2n symmetric operators Q1, . . . ,Qn and
M1, . . . ,Mn on H satisfying the following requirements.

(1) There is a common, dense, invariant subspace D ⊂ H where the CCRs

[Qh,Mk]ψ = ih̄δhkψ , [Qh,Qk]ψ = 0 , [Mh,Mk]ψ = 0 , (7.40)

with ψ ∈ D, h, k = 1, . . . , n, hold.
(2) The representation is irreducible in the sense that there is no proper non-zero

closed subspace K ⊂ H such that PKQk ⊂ QkPK and PKMk ⊂ MkPK where
PK : H→ H is the orthogonal projector onto K.

(3) The operator
∑n

k=1 Q2
k|D +M2

k |D is essentially selfadjoint.

Under these conditions, Qk and Mk are essentially selfadjoint on D, which turns
out to be a common core, and there exists a Hilbert-space isomorphism (a surjective
linear isometry) U : H→ L2(Rn, dnx) such that

UQkU
−1 = Xk and UMkU

−1 = Pk k = 1, . . . , n (7.41)

where Xk and Pk are the standard position (2.22) and momentum (2.23) selfadjoint
operators on L2(Rn, dnx). In particular H is separable.

If only (1) and (3) are valid, then H decomposes as an orthogonal Hilbert sum
H = ⊕r∈RHr where R is finite, or countable if H is separable, the Hr ⊂ H are
closed with

PHr
Qk ⊂ QkPHr

and PHr
Mk ⊂ MkPHr

,
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where PHr
: H → H is the orthogonal projector onto Hr , k = 1, . . . , n and the

restrictions of Qk and Mk to each Hr satisfy (7.41) for suitable surjective linear
isometries Ur : Hr → L2(Rn, dnx).

Proof If (1) holds, the restrictions to D of Qk , Mk define symmetric operators
(since they are symmetric and D is dense and contained in their domains), and also
their squares are symmetric, since D is invariant. Adding (3), Nelson’s theorem
(the symmetric operator I |2D + ∑n

k=1 Q2
k|D + M2

k |D is essentially selfadjoint if∑n
k=1 Q2

k|D +M2
k |D is), says there is a strongly continuous unitary representation

W � g �→ Vg ∈ B(H) of the simply connected (2n + 1)-dimensional Lie
group W whose Lie algebra is spanned by −iI,−iQk,−iMk subject to (7.40)
and [−iQh,−iI ] = [−iMk,−iI ] = 0, where −iI is restricted to D. W is the
Weyl-Heisenberg group [Mor18]. Due to Theorem 7.42, the selfadjoint generators
of this representation are just the selfadjoint operators Qk |D and Pk |D (and I ).
Since Qk |D ⊂ Qk , where the former is selfadjoint and the latter symmetric,
necessarily Qk|D = Qk and Mk|D = Mk . D is therefore a common core. If,
furthermore, the Lie algebra representation is irreducible (as in (2)), the unitary
representation is irreducible, too: if K ⊂ H were invariant under the unitary
operators, by Stone’s theorem it would be invariant (again, as in (2)) under the
selfadjoint generatorsQk,Pk of the one-parameter Lie groups associated to eachQk

and Pk . This is impossible if the representation is irreducible, as we are assuming.
The standard version of the Stone-von Neumann theorem [Mor18] implies that
there exists an isometric surjective operator U : H → L2(Rn, dnx) such that
W � g �→ UVgU

−1 ∈ B(L2(Rn, dnx)) is the standard unitary representation of
W on L2(Rn, dnx), generated by Xk and Pk (and I ). Stone’s theorem immediately
yields (7.41). The last statement follows easily from the standard form of Mackey’s
theorem, which completes the Stone-von Neumann result [Mor18]. ��
With hindsight the result furnishes a strong justification for requiring the Hilbert
space of an elementary quantum system, like a particle in non-relativistic quantum
mechanics, must be separable. Separability also arises from Proposition 7.36
in the relativistic case when, following Wigner’s ideas, we think of elementary
particles as described by irreducible strongly-continuous unitary representations of
the (universal covering of the special orthochronous) Poincaré group.

7.3.3 Pauli’s Theorem

Physically meaningful Hamiltonian operators have lower-bounded spectrum to
avoid thermodynamical instability. This fact prevents the existence of a “time
operator” canonically conjugated to H . This result is sometimes quoted as Pauli’s
theorem. As a consequence, the meaning of Heisenberg’s inequality �E�T ≥ h̄/2
differs from the meaning of the analogous relationship of position and momentum.
Yet it is possible to define a sort of time observable simply by passing from PVMs
to POVMs (positive-operator valued measures) [Mor18]. POVMs are employed
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to describe concrete physical phenomena related to measurement procedures,
especially in quantum information theory [Bus03, BGL95].

Theorem 7.46 (Pauli’s Theorem) If the spectrum of the (selfadjoint) Hamiltonian
operatorH of a quantum system described on the Hilbert spaceH is bounded below,
there is no selfadjoint operator T satisfying

[T ,H ]ψ = ih̄ψ for ψ ∈ D

where D ⊂ H is dense, invariant and such thatH |2D+T |2D is essentially selfadjoint.

Proof The pair H,T should be mapped to corresponding P,X in L2(R, dx), or a
direct sum of such spaces, by a Hilbert space isomorphism due to Theorem 7.45. In
either case the spectrum of H should coincide with the spectrum of P , namely R.
But this is forbidden right from the start. ��



Chapter 8
The Algebraic Formulation

This last chapter is devoted to introduce the so-called algebraic formulation of
Quantum Theories, an advanced formulation where the protagonist role is played
by observables and not by the (Hilbert) space of the states. It is particularly useful
in the study of Quantum Field Theory [Haa96, Ara09], especially in external
classical background, typically in curved spacetime, and in statistical mechanics
[BrRo02]. After some introductory motivation we shall describe the fundamental
theoretical tools and some applications, with particular attention to the description
of symmetries.

8.1 Physical Motivations

The fundamental Theorem 7.45 of Stone-von Neumann and Mackey is stated in the
jargon of theoretical physics as follows:

all irreducible representations of the CCRs with a finite, and fixed, number of degrees of
freedom are unitarily equivalent.

The expression unitarily equivalent refers to the existence of a Hilbert-space
isomorphism U , and the finite number of freedom degrees is the dimension of
the Lie algebra spanned by the generators I,Xk, Pk . What happens in infinite
dimensions then?

Jumping from the finite-dimensional case to the infinite-dimensional one corre-
sponds to passing from Quantum Mechanics to Quantum Field Theory (possibly
relativistic, and on curved spacetime [KhMo15]). This is the case when one deals
with quantum fields, where the 2n + 1 generators I,Xk, Pk , k = 1, 2, . . . , n,
are replaced by the identity operator and a continuum of generators. These are the
so-called quantum field operators at fixed time and the conjugated momentum
operators at fixed time I, φ(f ), π(g), which are smeared with arbitrary real
functions f, g ∈ C∞0 (R3;R). In this sense one says that there are infinite
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dimensions (a different operator for every function), compared to the 2n + 1
operators of the CCRs. More precisely

C∞c (R3;R) � f �→ φ(f ) , C∞c (R3;R) � g �→ π(g) (8.1)

are linear maps associating test functions f, g to essentially selfadjoint operators
φ(f ), π(g) defined on a dense invariant domain D in a Hilbert space H. These
observables admit time evolution and the entire picture can be recast in a completely
covariant way, but here we shall consider them at fixed time in a fixed Minkowski
frame. R3 is, in fact, the rest space of a given reference frame in Minkowski
spacetime. The field operators satisfy commutation relations, called bosonic com-
mutation relations (bCCR),

[φ(f ), φ(f ′)] = [π(f ), π(f ′)] = 0 , [φ(f ), π(f ′)] = i

∫

R3
f (x)f ′(x)d3x I�D ,

(8.2)

similar to the ones of Xk and Pk (e.g., see [Haa96, Ara09, BrRo02] and [KhMo15]
in curved spacetime). Now the Stone-von Neumann theorem no longer holds and
theoretical physicists say that

there exist irreducible non-equivalent bCCR representations.

In practice, it means that there exist pairs of isomorphic ∗-algebras of field
operators: the one generated by I, φ(f ), π(g) (made of finite complex linear
combinations of finite products of these operators) on the Hilbert space H, and
another generated by I ′, φ′(f ), π ′(g) on a Hilbert space H′. They admit no Hilbert-
space isomorphism U : H′ → H satisfying:

Uφ′(f ) U−1 = φ(f ) , Uπ ′(g) U−1 = π(g) for any pair f, g ∈ C∞c (R3).

Pairs of this kind are called unitarily inequivalent. It is worth stressing that
everything can be reformulated at the level of C∗-algebras of operators, thus
getting rid of annoying technicalities concerning domains which refer to the unital
C∗-algebra (the concrete Weyl C∗-algebra of quantum fields) generated by the
exponentiated unitary operators eiφ(f ), eiπ(g) (see Example 8.25 below). The
presence of non-equivalent representations of one single physical system shows
that a formulation in a fixed Hilbert space is quite inadequate, if nothing because it
insists on one fixed Hilbert space, whereas the physical system is characterized by a
more abstract object, namely an algebra of observables which may be represented on
differentHilbert spaces in terms of operators. These representations are not unitarily
equivalent, and none of them can be considered more fundamental than the others.
We should relinquish the structure of Hilbert space in order to lay the foundations of
quantum theories in broader generality. This programme has been widely developed
(see e.g., [BrRo02, Stro05, Haa96, Ara09, BrRo02]), starting from the pioneering



8.2 Observables and States in the Algebraic Formalism 301

work of von Neumann himself, and is nowadays called algebraic formulation of
quantum (field) theories.

Within this framework it was possible to formalise rigorously, for instance, field
theories in curved spacetime (see [BDFY15] for a recent review) in relation to
the quantum phenomenology of black-hole thermodynamics, such as Hawking’s
radiation (see, e.g., [DMP11, MP12]).

Regarding general algebraic approaches to QFT, it is worth stressing that another
notion of (bosonic) field operators is used more often in place of φ(f ) and π(g),
where the functions f and g are defined on a spacelike 3-surface. Especially
on a curved spacetime M , it is more convenient [BeDa15, KhMo15] to think
of the quantum field as a smeared operator �(h) with smooth functions h :
C∞0 (M) → R, without referring to preferred spacelike 3-surfaces. In globally
hyperbolic spacetimes [BeDa15], the field operators �(h) generate a unital ∗-
algebra that retains the full information of the unital ∗-algebra generated by φ and π .

8.2 Observables and States in the Algebraic Formalism

The algebraic formulation prescinds, anyway, from the nature of the quantum
system and may be given also for systems with finitely many degrees of freedom
as well [Stro05]. The new point of view, in the general case, trades on the two
assumptions [Haa96, Ara09, Stro05, Mor18] listed below.

8.2.1 The C∗-Algebra Case

We first examine the more rigid case of C∗-algebras, and later we will relax the
structure to a ∗-algebra.

A1. A physical system S is described by its observables, viewed as selfadjoint
elements in a certain C∗-algebra AS with unit 11 associated to S.

A2. An algebraic state on AS is a linear functional ω : AS → C such that:

ω(a∗a) ≥ 0 ∀ a ∈ AS, ω(11) = 1 ,

that is, positive and normalized.

The pair (AS, ω) is called a quantum probability space.
A is not understood as a concrete C∗-algebra of operators (a von Neumann

algebra, for instance) on a given Hilbert space, but it remains an abstract object.
The values ω takes on selfadjoint elements of AS , the observables of the system,

completely fix ω, by linearity. Physically speaking, ω(a) is interpreted as the
expectation value of the observable a = a∗ ∈ AS in the state ω. Section 8.2.3
discusses mathematical issues ensuing from this interpretation.
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The most conspicuous a posteriori justification for the algebraic approach lies in
its powerfulness [Haa96]. There have nonetheless been a myriad attempts to account
for assumptions A1 and A2 and their physical meaning in full generality (see the
studies of [Emc72, Ara09, Stro05], and especially the work of I.E. Segal [Seg47]
based on Jordan algebras). Still, none of these seems to be definitive [Stre07].
From general physical assumptions what is difficult to fully justify is the ∗-algebra
structure of the space of observables, in particular the existence of an associative
product between non-commuting elements.

Remark 8.1

(a) AS is usually called the algebra of observables of S although, properly
speaking, the observables are the selfadjoint elements of AS .

(b) Differently from the Hilbert space formulation, the algebraic approach may be
adopted to account for both classical and quantum systems. The two cases are
distinguished on the base of the commutativity of the algebra of observables
AS : a commutative algebra is assumed to describe a classical system, whereas
a non-commutative one a quantum system.

(c) We mentioned in Definition 3.8 that the resolvent (set) and spectrum of an
element a in a C∗-algebra A, with unit element 11, are defined in analogy to the
operator case [BrRo02, Mor18]:

ρ(a) := {λ ∈ C | ∃(a − λ11)−1 ∈ A} , σ (a) := C \ ρ(a) , (8.3)

where ρ(a) is open and σ(a) �= ∅ is compact in C. We know from
Proposition 3.80 that

||a|| = sup
λ∈σ(a)

|λ| if a ∈ A is normal : a∗a = aa∗ . (8.4)

When a is not normal, a∗a is selfadjoint and hence normal, and theC∗-property
||a||2 = ||a∗a|| entitles us to compute ||a|| in terms of the spectrum of a∗a. As
the spectrum is a completely algebraic notion, we conclude that it is impossible
to change the norm of a C∗-algebra and preserve its C∗ nature: a unital ∗-
algebra admits at most one C∗-norm. �

Proposition 8.2 Let A and B be unital C∗-algebras and φ : A → B a ∗-
homomorphism (by Definition 2.15 it preserves the unit but disregards norms).
Then

(a) φ(A) is a unital C∗-subalgebra of B.
(b) φ is norm-decreasing (||φ(a)||B ≤ ||a||A), hence continuous.
(c) σB(φ(a)) ⊂ σA(a) if a ∈ A, with = if φ is injective.
(d) φ is isometric if and only if it is injective. In particular, ∗-isomorphisms between

unital C∗-algebras are isometric.
(e) If A ⊂ B is a unital C∗-subalgebra ofB, then σA(a) = σB(a).
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Proof See [Mor18, Theorem 8.22 (b)] for statement (a). Properties (b)–(e) [Mor18,
Theorems 8.22 and 8.23] are straightforward from (8.3), (8.4), the C∗-property
||a∗a|| = ||a||2, and Theorem 3.82. ��
Properties (a),(b),(c),(d) apply in particular to representations (Definition 2.27) of
unital C∗-algebras on Hilbert spaces: π : A→ B(H).

Example 8.3 von Neumann algebras R on a Hilbert space H are special instances
of unital C∗-algebras. A von Neumann algebra R can be characterised abstractly
as a unital C∗-algebra which is the Banach dual of a certain Banach space R∗. An
important achievement of Sakai [Tak10] says that R∗ is uniquely determined by
R, and is called the pre-dual of R. In this abstract context, von Neumann algebras
are more often called W∗-algebras and their Hilbert space representations (the ∗-
algebras of operators called von Neumann algebras in this book) are said concrete
W∗-algebras.

The algebraic notion of state on R is weaker than the notion of normal state on
R (the Hilbert space one, so to speak, given in terms of positive unit-trace nuclear
operators of R; see Sect. 6.3.4). A normal state T induces an associated algebraic
state ωT : R → C, ωT (A) := tr(AT ) for A ∈ R. These special algebraic states,
whose set is called the folium of R, become σ -additive measures when restricted
to LR(H) when H is separable, or completely additive measures when H is not
separable. Conversely, generic algebraic states restricted to LR(H) give rise to just
additivemeasures, which are not necessarily σ -additive. Notice that every algebraic
state ω is necessarily continuous in the uniform topology of B(H) by the GNS
Theorem (see Theorem 8.7 below). Note that uniform continuity is not enough to
warrant σ -additivity. The appropriate form of continuity to that end would be strong
continuity, which is not always guaranteed. This is the reason why algebraic states
on a von Neumann algebra are more abundant than normal states, and the notion of
algebraic state is less restrictive than that of normal state. �

8.2.2 The ∗-Algebra Case

In the rest of the chapter we shall often assume that the algebra of observables
is a C∗-algebra with unit; however, several results remain valid if one relaxes the
topological constraints and uses a ∗-algebra with unit instead. Physically speaking,
within the algebraic formulation of bosonic QFT the use of a ∗-algebra is appropriate
when the elementary objects are the field operators φ(f ), π(g) rather than their
formal exponentials eiφ(f ), eiπ(f ).

When we use unital ∗-algebras, we shall therefore loosen things up and impose
the following conditions, which subsume A1, A2 since unitalC∗-algebras are unital
∗-algebras.

A1′. A physical system S is described by its observables, viewed now as selfadjoint
elements in a certain ∗-algebra AS with unit 11 associated to S.
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A2′. An algebraic state on AS is a linear functional ω : AS → C such that:

ω(a∗a) ≥ 0 ∀ a ∈ AS, ω(11) = 1 ,

that is, positive and normalized.

The pair (AS, ω), often also assuming that AS is positive, is a quantum
probability space.

Again, the values of ω on selfadjoint elements of AS determine ω completely,
by linearity. Physically speaking, ω(a) is the expectation value of the observable
a = a∗ ∈ AS in the state ω. Section 8.2.3 discusses mathematical issues of this
interpretation.

8.2.3 Consistency of a Probabilistic Interpretation

An evident difference with standard QM, where a state is a probability measure on
the lattice of elementary propositions, is that here a state is a positive linear map that
computes the expectation values of observables directly.

Actually, this identification is natural in the Hilbert space formulation. As
said, there the class of observables includes elementary observables, which are
represented by orthogonal projectors P and correspond to yes/no statements. The
expectation valueω(P) of such an observable coincides with the probability that the
measurement returns“yes”. The set of all those probabilities defines a quantum state
of the system, as we know, provided a suitable continuity condition for ω is satisfied
to ensure σ -additivity (see Example 8.3 below). In particular when such a measure
is restricted to the PVM P (A) of an observable A, we obtain a σ -additive Borel
probability measure B(R) � E �→ w

(A)
ω (E) := ω(P (A)(E)) (supported on σ(A)),

which gives the probability of a certain outcome E ∈ B(R), measuring A, when
the quantum state is determined by ω. By construction, ω(A) = ∫

R
λdw

(A)
ω (λ).

By dropping the Hilbert space structure the picture changes dramatically. Unless
A is a von Neumann algebra, the analogues of elementary propositions do not
generally belong to the unital ∗-algebra (or unital C∗-algebra) of observables in
the algebraic formulation. Therefore the identification of ω(a) with an expectation
value seems quite formal, because it is by no means obvious what is (if any) the
probability distribution one uses to compute that expectation value!

Nevertheless, this is not an insurmountable obstruction. What we need, for a
given observable a = a∗ ∈ A and a state ω : A → C defined according to A2 and
A2′, is a (Borel) probability measure w

(a)
ω : B(R) → [0, 1]. Its physical meaning

amounts to saying thatw(a)
ω (E) is the probability that the outcome of measuring a in

state ω belongs to (is) the Borel set E ⊂ R. From the mathematical viewpoint, this
ω(a) has to coincide with the expectation value of w

(a)
ω . This sole requirement is not

enough to fix w
(a)
ω . But the physical interpretation implies that w(a)

ω is also naturally
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related to the real Abelian unital algebra of observables generated by a, made of the
real polynomials p(a). (WhenA is a unitalC∗-algebra, this object would be the real
Abelian unital C∗-algebra generated by a and made of continuous functions f (a),
according to Theorem 3.82.) We are committed to viewing p(a) as the observable
with values p(λ) for all values λ ∈ R attained by a. Hence the physical meaning of
w

(a)
ω implies w

(p(a))
ω (E) := w

(a)
ω (p−1(E)), and therefore

∫

R

p(λ)dw(p(a))
ω (λ) = ω(p(a)) (8.5)

is assumed to hold. In particular, we can focus on the moments ω(an), n ∈ N:

∫

R

λndw(an)
ω (λ) = ω(an) . (8.6)

From the theory of the Hamburger moment problem, we have a crucial result
[ReSi75, Theorem X4 and Example 4, p.205] (beware this reference has a gap in
the proof of uniqueness, fixed in [Sim98, Proposition 1.5]).

Proposition 8.4 Let {mn}n=0,1,2,... ⊂ R be a sequence of real numbers.

(a) There exists a positive σ -additive Borel measure μ : B(R) → [0,+∞) whose
moments are the given mn, i.e.,

∫
R

λndμ(λ) = mn, if and only if

N∑

i,j=0,1,...
cicjmi+j ≥ 0 (8.7)

for every set {ck}k=0,1,2,...,N ⊂ C with N ∈ N.
(b) The measure μ is unique if |mn| ≤ CDnn! for some constants C,D ≥ 0 and

n = 0, 1, 2, . . ..

This result has an important consequence for the consistency of the algebraic
formulation.

Proposition 8.5 LetA be a unital ∗-algebra (or unitalC∗-algebra) and ω : A→ C

an algebraic state. If a = a∗ ∈ A, there exists a Borel probability measure wa
ω :

B(R) → [0, 1] satisfying (8.5) for every (typically complex) polynomial p : R →
R. If A is a C∗-algebra, wa

ω is unique.

Proof Set mn := ω(an). There exists w
(a)
ω satisfying (8.6) because (8.7) is true,

since

N∑

i,j=0,1,...
cicjω(ai+j ) = ω

⎛

⎝
(

N∑

i

ciai

)∗⎛

⎝
N∑

j

cj aj

⎞

⎠

⎞

⎠ ≥ 0
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(we exploited the linearity and positivity of ω assumed in A2 and A2′, and a∗ = a).
Since m0 = ω(a0) = ω(11) = 1, the positive measure is a probability measure.
Finally, (8.6) implies (8.5) by linearity. The uniqueness of w

(a)
ω is brought about

by Lemma 8.17 when A is a unital C∗-algebra: the continuity of ω and its unit
norm imply |mn| = |ω(an)| ≤ ||an|| ≤ ||a||n ≤ ||a||nn!, so Proposition 8.4 (b) is
satisfied. ��

We will explicitly construct the measure w
(a)
ω for a unital C∗-algebra A in

Remark 8.8, and prove its support is at least contained in σ(a). Since σ(a) is
compact in that case, by the Stone-Weierstrass theorem it is easy to extend (8.5) to
continuous (generally complex) functions f . Remark 8.11 (b) shows the procedure
to construct w

(a)
ω for a = a∗ ∈ A when A is a ∗-algebra but not a C∗-algebra.

However, uniqueness is more delicate in that case.
All this can be generalised: if a1, . . . , aN ∈ A are pairwise commuting

selfadjoint elements and ω : A → C a given state, one would expect to be able
to define a (possibly unique) joint measure w

(a1,...,aN )
ω on Rn such that

ω(p(a1, . . . , aN)) =
∫

Rn

p(λ1, . . . , λN )dw(a1,...,aN )
ω (λ1, . . . , λN ) (8.8)

for every polynomial p of finite degree. This is an even more difficult problem,
which for unital ∗-algebras has been tackled by a few authors, and is related to the
choice of a suitable family of seminorms on A.

8.3 The GNS Constructions and Their Consequences

Surprisingly, most of the abstract apparatus introduced, given by a ∗- or C∗-algebra
and its algebraic states, admits elementary Hilbert space representations when a
reference algebraic state is given. In particular, not only is there a probability
measure w

(a)
ω for every fixed observable a ∈ A, but there even exists an overall

quantum probability measure on a suitable Hilbert space where all elements of A
are represented as operators. This structure is unique (up to isomorphism). This
is by virtue of a celebrated procedure that Gelfand, Najmark and Segal invented
[Haa96, Ara09, Stro05,Mor18] (see, in particular, [Schm90] for general ∗-algebras).
Before we split the C∗-algebra and ∗-algebra cases, let us prove a lemma common
to both.

Lemma 8.6 If ω : A → C is a positive linear functional on a unital ∗- algebra A,
then ω(a∗) = ω(a) for every a ∈ A.

Proof If b = b∗, we have 0 ≤ ω((11 + b)∗(11 + b)) = ω((11 + b)(11 + b)) =
ω(11)+ 2ω(b)+ ω(b2) ∈ R. From ω(11) = ω(11∗11) ≥ 0 and ω(b2) = ω(b∗b) ≥ 0
we infer ω(b) ∈ R. Decompose a ∈ A as a = 1

2 (a+a∗)+ i
2 (ia

∗− ia). Since a+a∗
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and ia∗− ia are selfadjoint, ω(a) = 1
2ω(a + a∗)+ i

2ω(ia∗ − ia) = 1
2ω(a+a∗)−

i
2ω(ia∗ − ia) = ω(a∗). ��

8.3.1 The GNS Reconstruction Theorem: The C∗-Algebra
Case

Relatively to representations of unital C∗-algebras (Definition 2.27) we have the
following paramount result.

Theorem 8.7 (GNS Reconstruction Theorem) Let A be a C∗-algebra with unit
11 and ω : A → C a positive linear functional with ω(11) = 1. Then the following
hold.

(a) There exist a triple (Hω, πω,�ω), where

(1) Hω is a Hilbert space,
(2) πω : A → B(Hω) is a continuous (norm-decreasing) representation of

unital ∗-algebras,
(3) �ω ∈ Hω has unit norm,

such that:

(i) �ω is cyclic for πω, namely πω(A)�ω is dense in Hω,
(ii) 〈�ω|πω(a)�ω〉 = ω(a) for every a ∈ A.

(b) If another triple (H, π,�) satisfies (1),(2),(3),(i),(ii) for ω, then there exists a
unitary (i.e., isometric surjective) operator U : Hω → H such that

� = U�ω and π(a) = Uπω(a)U−1 for every a ∈ A,

Proof

(a) Consider the map A × A � (a, b) �→ s(a, b) := ω(a∗b), viewing A as a
complex vector space. The map s is sesquilinear (right-linear and s(a, b) =
s(b, a) due to Lemma 8.6) and positive: s(a, a) ≥ 0 for a ∈ A. So it satisfies the
Cauchy-Schwartz inequality |s(a, b)|2 ≤ s(a, a)s(b, b). Consequently Gω :=
{a ∈ A | s(a, a) = 0} is a subspace of A with the further property that ba ∈ Gω

if a ∈ Gω and b ∈ A, because

|s(ba, ba)|2 ≤ |ω((ba)∗ba)|2 = |ω(((ba)∗b)a)|2 = |s((ba)∗b, a)|2
≤ s((ba)∗b, (ba)∗b)s(a, a) .

Gω is therefore a left ideal called Gelfand ideal. At this point, it is easy to
prove that 〈[a]|[b]〉 := ω(a∗b) is a well-defined (strictly positive!) Hermitian
inner product on the quotient vector space A/Gω � [a], [b]. We define the
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Hilbert space Hω to be the completion of A/Gω. Next set �ω = [11] and
πω(a)[b] := [ab] for [b] ∈ A/Gω. The map π(a) : A/Gω → A/Gω is well
defined since, if b′ ∈ [b], then [ab] − [ab′] = [a(b − b′)] has zero norm
because b − b′ ∈ Gω, so [ab] = [ab′]. In particular, π(A)�ω = {[a] | a ∈ A}
is dense in Hω. Moreover, by construction, π(a) : A/Gω → A/Gω is
linear for every a ∈ A. Furthermore, A � a �→ π(a) is linear and satisfies
π(a)π(b) = π(ab), π(11) = I , 〈π(b)�ω|π(a)π(c)�ω〉 = ω(b∗ac) =
ω((a∗b)∗c) = 〈π(a∗)π(b)�ω|π(c)�ω〉 (so that π(a∗) ⊂ π(a)∗) and finally
〈�ω|π(a)�ω〉 = 〈[11]|[a11]〉 = ω(11a) = ω(a). If we assume ||π(a)|| ≤ ||a||,
all properties extend by continuity to the whole Hω. This completes the proof
of (a), if we define πω(a) as the unique continuous extension of π(a) from
the dense set π(A)�ω (= πω(A)�ω) to Hω according to Proposition 2.18.
To conclude the proof of (a) there remains to show ||π(a)|| ≤ ||a|| for
a ∈ A. Referring to Theorem 3.82, let � : C(σ(a∗a)) → A be the norm-
preserving ∗-homomorphismassociated to the selfadjoint element a∗a ∈ A (this
was a in Theorem 3.82). Consider the bounded, continuous real-valued maps
α±(x) := ||a∗a|| ± x with x ∈ σ(a∗a). Since σ(a∗a) ⊂ [−||a∗a||, ||a∗a||]
by Proposition 3.80), we have α±(x) ≥ 0 and the real-valued continuous
bounded maps σ(a∗a) � x �→ √

α±(x) =: β±(x) are well defined. Exploiting
again Theorem 3.82, the elements b± := �(β±) ∈ A satisfy b± = b∗± and
b∗±b± = ||a∗a||11 ± a∗a. For every positive linear functional φ : A → C, we
consequently find φ(||a∗a||11± a∗a) = φ(b∗±b±) ≥ 0, so that −||a∗a||φ(11) ≤
φ(a∗a) ≤ ||a∗a||φ(11), namely, |φ(a∗a)| ≤ φ(11)||a∗a||. Applying this to the
linear positive functional φ : A � a �→ φ(a) = ω(b∗ab) where b ∈ A is given,
the result above implies

||π(a)π(b)�ω||2 = |ω(b∗a∗ab)| = |φ(a∗a)| ≤ φ(11)||a∗a||
= ω(b∗b)||a∗a|| = ||π(b)�ω||2||a||2 .

In other words, π(a) : A/Gω → Hω satisfies ||π(a)|| ≤ ||a|| as wanted. The
proof of (a) is over.

(b) The operatorU ′πω(a)�ω := π(a)� , a ∈ A, mapsA/Gω to π(A)� and is well
defined (every element has a unique image) because ||(π(a) − π(a′))�||2 =
ω((a − a′)∗(a − a′)) = ||(πω(a) − πω(a′))�ω||2. For the same reason U ′
is isometric. It admits inverse (isometric) operator V π(a)� := πω(a)�ω for
a ∈ A. By Proposition 2.18 the unique continuous extension U of U ′ to Hω is
isometric and surjective (the analogous extension of V being its right inverse)
and satisfies all the requirements in (b). ��
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Remark 8.8

(a) If a = a∗ ∈ A and a state ω : A → C is given on the unital C∗-algebra A, the
GNS construction provides a probability measure onB(R), which is supported
on σ(πω(a)), and satisfies (8.6). Trivially

w(a)
ω (E) := 〈�ω|P (πω(a))(E)�ω〉

where P (πω(a)) is the PVM of the selfadjoint operator πω(a) ∈ B(Hω). This
probability measure is unique, by Proposition 8.5. Referring to the final com-
ment in Sect. 8.2.3, the joint PVM P (πω(a1),...,πω(a1)) of commuting selfadjoint
operators πω(ak) ∈ B(Hω), where k = 1, . . . , N , when the corresponding
selfadjoint elements ak ∈ A commute, gives rise to a joint probability measure

w(a1,...,aN )
ω (F ) := 〈�ω|P (πω(a1),...,πω(a1))(F )�ω〉 ,

for every Borel set F ∈ R
n. It is easy to prove that this measure satisfies (8.8).

What is more, a careful analysis based on [Schm17] shows it is the unique Borel
σ -additive probability measure satisfying (8.8).

(b) The GNS representation πω : A→ B(Hω) is a ∗-homomorphism and therefore
Proposition 8.2 applies. Physically meaningful representations of the algebra of
observables are generally expected to be faithful, i.e., injective (though non-
injective cases exist and may have a physical interpretation). In this case,
according to Proposition 8.2, πω is isometric and preserves the spectra of the
elements. A sufficient (not necessary in general) condition for having πω faithful
is that the Gelfand ideal of ω be trivial: from the proof above this amounts to
say that ω(a∗a) = 0 implies a = 0 (and in this case ω is said to be faithful).
If a ∈ A is selfadjoint πω(a) is a selfadjoint operator, and its spectrum has the
well-known quantum meaning according to (a) above. This meaning, in view
of the permanence of the spectrum (Proposition 8.2) for πω faithful, can be
attributed directly to the spectrum of a ∈ A: if a ∈ A represents an abstract
observable, σ(a) = σ(πω(a)) is the set of possible values of a. If πω is not
faithful, we still have σ(πω(a)) ⊂ σ(a) from Proposition 8.2 (d). In any case
σ(πω(a)) is a compact subset of R. �

8.3.2 The GNS Reconstruction Theorem: The ∗-Algebra Case

Let us pass to ∗-algebras, where the GNS theorem holds but in a weaker form.

Theorem 8.9 (GNS Construction for ∗-Algebras) If A is a complex unital ∗-
algebra and ω : A→ C is a state, the following facts hold.

(a) There exists a quadruple (Hω,Dω, πω,�ω) where

(1) Hω is a Hilbert space,
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(2) Dω ⊂ Hω is a dense subspace,
(3) πω : A � a → π(a) is a ∗-representation of A on Hω with domainDω, in

the sense that

(i) πω(a) : Dω → Hω is a linear operator such that πω(a)(Dω) ⊂ Dω

for every a ∈ A,
(ii) πω(αa + βb) = απω(a) + βπω(b) and πω(ab) = πω(a)πω(b) for

α, β ∈ C and a, b ∈ A,
(iii) πω(11) = ID, where 11 is the unit of A,
(iv) πω(a∗) = πω(a)∗�Dω

if a ∈ A (the second ∗ is the adjoint in Hω).

(4) πω(A)�ω = Dω,
(5) ω(a) = 〈�ω|πω(a)�ω〉 for every a ∈ A.

(b) If (H′ω,D′
ω, π ′ω,� ′

ω) satisfies (1)–(5), there exists a surjective isometric map
U : Hω → H′ω such that

(i) U�ω = � ′
ω,

(ii) U(Dω) = D′
ω,

(iii) Uπω(a)U−1 = π ′ω(a) if a ∈ A .

Proof Define Dω := {[a] | a ∈ A}, so that Dω = πω(A)�ω. Then the proof is
identical to that of Theorem 8.7, dropping the part concerning the continuity of πω.

��
Regarding the faithfulness of πω, we remark that if ω(a∗a) = 0 implies a = 0,

the GNS representation is faithful exactly as in the C∗ case. But if we impose the
weaker conditionω(a∗a) = 0 %⇒ a∗a = 0, then πω may not be faithful, in contrast
to the C∗ case, unless A is positive.

Since Dω is dense, πω(a)∗ is always well defined, actually densely defined by
Theorem 8.9 (a)(3). In particular, every operator πω(a) : Dω → Hω is closable.
It is not hard to show that the operators πω(a) defined on Dω form a positive
unital ∗-algebra equipped with the involution π(a)� := π(a∗) = π(a)∗ �Dω

. Yet
the interplay of the two notions of selfadjointness—on A and on the GNS Hilbert
space—is not very clear. If a = a∗, πω(a) is at least symmetric. The precise
technical conditions, and their physical significance, under which an operatorπω(a),
with a = a∗, is (essentially) selfadjoint on Dω are poorly explored in the literature
(see however [Schm90]), and the problem deserves further investigation. For ∗-
algebras which are not C∗ there seems to be an embarrassing mismatch between the
notions of observable in the algebraic sense (a = a∗) and in the sense of Hilbert-
space theory (πω(a) selfadjoint, or at least essentially selfadjoint), when a state ω is
given.

The next result is rather general but requires quite strong hypotheses.

Proposition 8.10 Let A be a unital ∗-algebra and a = a∗ ∈ A.

(a) If (a ± i11)b± = 11 (equivalently, b±(a ± i11) = 11) for some pair b± ∈ A, then
πω(a) is essentially selfadjoint for every state ω : A→ C.
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(b) If, for a given state ω : A→ C, there exists a pair of operatorsB± : Dω → Dω

such that (πω(a)± iI )B± = IDω
, then πω(a) is essentially selfadjoint.

Proof (a) (First things first, (a ± i11)b± = 11 is equivalent to b±(a ± i11) = 11 by
taking adjoints and renaming b±). πω(a) is symmetric and, from the hypotheses,
(πω(a) ± iI )πω(b±)Dω = Dω. In particular, Ran(πω(a)± iI ) = Dω = Hω.
Proposition 2.47 (b) proves the claim. As for part (b), by using B± in place of
πω(b±) the proof becomes identical to that of (a). ��
Remark 8.11

(a) For all a = a∗ ∈ A such that πω(a) is selfadjoint (i.e., πω(a) is essentially
selfadjoint), the GNS construction provides a canonical way to define a
probability distribution of the observable a in state ω satisfying (8.6):

B(R) � E �→ w(a)
ω (E) := 〈�ω|P (πω(a))

E �ω〉 , (8.9)

whereB(R) is the Borel σ -algebra onR andP (πω(a)) the PVM of πω(a). Notice
that �ω ∈ D(π(a)n) for every n ∈ N. However it is not obvious that (8.9) is the
unique probability distribution to satisfy (8.6) for the given a, since we cannot
exploit Proposition 8.4 (b) as we did for C∗-algebras. The uniqueness of this
measure is related to the essential selfadjointness of πω(a) on suitable domains.

(b) In any case, we know from Proposition 8.5 that probability measures w
(a)
ω

satisfying (8.6) exist for every a = a∗ ∈ A and a given state ω, regardless of the
essential selfadjointness of πω(a). For instance, let Ha ⊂ Hω be the complex
span of the vectors πω(a)n�ω, n ∈ N. It is invariant under πω(a), which
therefore defines a symmetric operator on the closed subspace Ha , viewed as
a Hilbert space, and commutes with the unique conjugation on Ha such that
C : πω(a)n�ω �→ πω(a)n�ω. Due to Proposition 2.50, πω(a) �Ha

admits
selfadjoint extensions on Ha . The PVM of each such selfadjoint extension
πω(a)s gives rise to a probability measure w

(a)
ω satisfying (8.6) and defined

as in (8.9), with πω(a)s in place of πω(a).
(c) If �ω is analytic for πω(a) (Definition 2.52) when a = a∗ ∈ A, then |ω(an)| ≤

CDnn! (condition (b) in Proposition 8.4) holds by the GNS theorem since, for
some t �= 0,

|t|n
n! |ω(an)| = |t|n

n! |〈�ω|πω(a)n�ω〉| ≤ |t|n
n! ||πω(a)n�ω|| → 0, for n →+∞.

In this special case, therefore, there is a unique probability measure w
(a)
ω :

B(R) → [0, 1] satisfying (8.6). �
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Definition 8.12 The weak commutant π(A)′w of a ∗-representation π of A on H
with domainD (in the sense of Theorem 8.9 (a)(3)) is

π(A)′w := {A ∈ B(H) | 〈ψ|Aπ(a)φ〉 = 〈π(a)∗ψ|Aφ〉 ∀a ∈ A ,∀ψ,φ ∈ D} .
(8.10)

We say that π is weakly irreducible if its weak commutant is trivial (π(A)′w
= CI ). �
Remark 8.13 From of Theorem 8.9 (a)(3) it follows that π(A)′w is ∗-closed and
contains I , so its own commutant π(A)′′w is a von Neumann algebra. Furthermore, if
A is a unital C∗-algebra and ω : A→ C an algebraic state, then πω(A)′w = πω(A)′
trivially. �

8.3.3 Normal States

As we initially said, when we deal with a C∗-algebra A different algebraic states ω,
ω′ generally give rise to unitarily inequivalent GNS representations (Hω, πω,�ω)

and (Hω′ , πω′ ,�ω′). There is no isometric surjective operator U : Hω′ → Hω such
that

Uπω′ (a)U−1 = πω(a) ∀a ∈ A .

An analogous observation is valid for ∗-algebras. The fact that one can handle all
these inequivalent representations simultaneously is a manifestation of the power of
the algebraic approach over the Hilbert space framework.

However, we may choose to focus on states referred to a fixed GNS repre-
sentation. If ω is an algebraic state on the unital C∗-algebra A, every normal
state (Sect. 6.3.4 and Example 8.3) on the von Neumann algebra πω(A)′′ in the
GNS representation of ω—i.e. every positive, trace-class operator with unit trace
T ∈ B1(Hω)—determines an algebraic state A � a �→ tr (T πω(a)) when we
restrict from πω(A)′′ to πω(A). This is true, in particular, for a unit vector � ∈ Hω,
in which case the above definition reduces to A � a �→ 〈�|πω(a)�〉.
Definition 8.14 Let ω be an algebraic state on the C∗-algebra A with unit. A
normal state on A, relative to ω and its GNS representation (Hω, πω,�ω), is the
restriction to πω(A) of a normal state of the von Neumann algebra πω(A)′′ ⊃
πω(A). The set of normal states Fol(ω) is called the folium of the algebraic
state ω. �

Fol(ω) also depends on the GNS representation we pick out of the fixed ω.
Part (b) of the GNS theorem for C∗-algebras, however, says that when we change
representation but keep ω, the normal states of ω change only through a unitary
equivalence, so they are fixed if viewed as algebraic states.
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In the context of ∗-algebras the notion of folium is a bit more complicated, since
tr (T πω(a)) is generally undefined due to problems with the domain of each πω(a).
Yet it is possible to replace πω(A)′′ by πω(A)′′w := (πω(A)′w)′, and define the folium
of ω as the set of normal states of the von Neumann algebra πω(A)′′w.

Definition 8.15 Let ω be an algebraic state on the ∗-algebraA with unit. A normal
state on A, relative to ω and its GNS representation (Hω,Dω, πω,�ω), is a normal
state of the von Neumann algebra πω(A)′′w. The set of normal states Fol(ω) is the
folium of the algebraic state ω. �

Since πω(A)′′w = πω(A)′′ if A is a C∗-algebra, this definition extends the notion
given for C∗-algebras.

Remark 8.16 If A is not C∗, some of the normal states of ω still define algebraic
states on A: if b ∈ A, then �b := πω(b)�ω ∈ Dω, so the new algebraic state

A � a �→ ωb(a) := ω(b∗ab) = 〈�b|πω(a)�b〉

is well defined. It is the trivial restriction of a normal state of πω(A)′′w. �

8.3.4 The Gelfand-Najmark Theorem

We discuss an important, though purely mathematical, consequence of the GNS
construction whereby a unital C∗-algebra is always isomorphic to some concrete
C∗-algebra of operators. But first

Lemma 8.17 A linear functionalω : A→ C on the unitalC∗-algebraA is positive
if and only if: (1) ω is continuous and (2) ||ω|| = ω(11).

Proof That positivity implies (1) and (2) when ω(11) = 1 follows from statements
(2) and (ii) in Theorem 8.7 (a): |ω(a)| ≤ ||�ω||2||πω(a)|| ≤ 1||a||. In particular,
||ω|| ≤ 1. Since ω(11) = 1 we also have ||ω|| = 1 = ω(11). In the general case,
let ω be linear and positive, so ω(11) = ω(11∗11) ≥ 0. If ω(11) = c > 0, redefining
ω′(a) := c−1ω(a) and applying the argument to ω′, we obtain ||ω|| = c = ω(11).
If ω(11) = 0, then the Cauchy-Schwartz inequality (|ω(a)|2 = |ω(11∗a)|2 ≤
ω(11∗11)ω(a∗a) = 0) forces ω = 0, so ||ω|| = 0 = ω(11) again.

Let us prove that (1) and (2) imply positivity. Take a ∈ A with ||a||(=
||a∗a||2) = 1. Passing to the representation of a∗a on C(σ(a∗a)) of Theorem 3.82
and using σ(a∗a) ⊂ [−||a∗a||, ||a∗a||], it is easy to prove that ||11 − a∗a|| =
||1− α||∞ ≤ 1, where �(α) = a∗a. Summing up, |ω(a∗a)− 1| = |ω(11− a∗a)| ≤
||ω||||11− a∗a|| = ||11− a∗a|| ≤ 1. Hence−1 ≤ ω(a∗a)− 1 ≤ 1 and, in particular,
0 ≤ ω(a∗a). ��
Theorem 8.18 (Gelfand-Najmark Theorem) Given any unital C∗-algebra A,
there exist a Hilbert space H and a faithful isometric representation π : A→ B(H)

of unital ∗-algebras.
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Proof Consider the set S of algebraic states and the orthogonal Hilbert sum of GNS
representations (one for every state) H := ⊕

ω∈S Hω. S is not empty because it
contains the trivial state ω(11) = 1 and ω(a) = 0 if a �= 11. Next define, for a ∈ A,
π(a) := ⊕

ω∈S πω(a). This is a well-defined representation of unital ∗-algebras
which is also continuous since, trivially, ||π(a) ⊕ω xω||2 = ∑

ω ||πω(a)xω||2 ≤
||a||2|| ⊕ω xω||, using Proposition 8.2 (b). The fact that π is isometric follows from
Proposition 8.2 (d), since we shall show π is injective. It is sufficient to prove that
if a �= a′ ∈ A then there is ω ∈ S with ω(a − a′) �= 0, so that 〈�ω|(πω(a) −
πω(a′))�ω〉 �= 0 and πω(a) �= πω(a′), which implies π(a) �= π(a′). Write a−a′ =
b1 + ib2 with bk = b∗k and assume that b1 �= 0 (the other case is analogous). It
suffices to find ω ∈ S with (Re(ω(a − a′)) =) ω(b1) �= 0. By Theorem 3.82 we
may write b1 = �(β) where β ∈ C(σ(b1)) \ {0} and � : C(σ(b1)) → A is an
isometric ∗-homomorphism.ω′(γ ) := (

∫
σ(b1)

|β(x)|dx)−1
∫
σ(b1)

|β(x)|γ (x)dx is a
positive linear functional on C(σ(b1)) with ||ω′|| = ω′(1) = 1. The Hahn-Banach
theorem (see, e.g.,[Rud86]) implies there exists a bounded functional on A which
extends ω′ (viewed as bounded functional on the closed subspace �(C(σ(b1))))
such that ||ω|| = ||ω′||. Since ω(b1) = ω′(b1) �= 0 and ω(11) = ω′(11) = 1,
the proof is completed once we establish ω is positive. But this is an immediate
consequence of Lemma 8.17 since ||ω|| = ||ω′|| = 1 = ω′(11) = ω(11). ��

8.3.5 Pure States, Irreducible Representations and
Superselection Rules

As in the standard formulation, we can define pure algebraic states as the extremal
elements of the convex body of algebraic states of unital ∗-algebras (including unital
C∗-algebras).

Definition 8.19 An algebraic state ω : A → C on a ∗-algebra A with unit is pure
if it is extremal in the set of algebraic states: if ω = λω1 + (1− λ)ω2 for a pair of
algebraic states ω1, ω2 and λ ∈ (0, 1), then ω = ω1 (or ω = ω2). An algebraic state
that is not pure is mixed. �

We explain now how pure states are characterized in the algebraic framework. To
this end we have the following pivotal result.

Theorem 8.20 (Characterization of Pure Algebraic States) Let ω be an alge-
braic state on the C∗-algebra A with unit and (Hω, πω,�ω) a corresponding
GNS triple. Then ω is pure if and only if πω is irreducible (πω(A)′ = CI , i.e.
πω(A)′′ = B(Hω)).

Proof Let us prove that πω irreducible impliesω pure. Assume that πω is irreducible
and ω = λω1 + (1 − λ)ω2 for λ ∈ (0, 1) and a pair of states ω1, ω2. The goal
is establishing that ω = ω1 = ω2. As a consequence of the positivity property
and ||ω|| = 1 we have 0 ≤ λω1(a

∗a) ≤ ω(a∗a) ≤ ||a||2. The sesquilinear
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map S(πω(a)�ω, πω(b)�ω) := λω1(a
∗b) on the dense subspace πω(A)�ω ⊂ Hω

is positive, so it satisfies the Cauchy-Schwartz inequality. The previous inequality
implies S(�,�′) ≤ ||�|| ||�′||. A straightforward application of the Riesz theorem
shows that there exists a bounded operator T ∈ B(Hω) such that S(�,�′) =
〈�|T �′〉. As a consequence, λω1(a

∗b) = 〈�ω|πω(a∗)T πω(b)�ω〉 if a, b ∈ A.
In particular,

〈πω(a)�ω|T πω(b)πω(c)�ω〉 = λω1(a
∗bc) = λω1((b

∗a)∗c) = 〈πω(a)�ω|πω(b)T πω(c)�ω〉 .

By the cyclic property of �ω, that is equivalent to saying that T πω(b) = πω(b)T

for every b ∈ A. Since πω is irreducible, Schur’s lemma implies that T = μI

for some μ ∈ C. Here, λω1(a
∗b) = 〈�ω|πω(a∗)T πω(b)�ω〉 yields λω1(a

∗b) =
μω(a∗b), so in particular for a = b = 11 we find λ = μ. In summary ω1 = ω

and the decomposition ω = λω1 + (1 − λ)ω2 is trivial, proving that ω is pure.
Let us prove that if πω is reducible then ω is not pure. Indicate by P �= 0, I the
orthogonal projector onto a proper, non-trivial and πω-invariant subspace of Hω. By
hypothesis Pπω(a)P = πω(a)P , so taking adjoints we have πω(a)P = Pπω(a),
because a is arbitrary. Hence, the cyclic property of �ω implies both P�ω �= 0 and
(I − P)�ω �= 0. Furthermore, πω(a)P = Pπω(a) leads to Pπω(A)(I − P) =
(I − P)πω(A)P = 0. Hence we can decompose the right-hand side of ω(a) =
〈(P + I − P)�ω|πω(a)(P + I − P)�ω〉:

ω(a) = 〈P�ω|πω(a)P�ω〉+〈(I−P )�ω|πω(a)(I−P )�ω〉 = λω1(a)+(1−λ)ω2(a),

where λ := ||P�ω||2 = 〈P�ω|P�ω〉 ∈ (0, 1). Let us prove that ω1 �= ω and
therefore ω is not pure. The relation ω1 = ω reads

〈�ω|πω(a)�ω〉 =
〈

P�ω

||P�ω||
∣∣∣∣πω(a)

P�ω

||P�ω||
〉

for every a ∈ A.

Since PP = P = P ∗, P commutes with π(a), and replacing π(a) by π(a∗b) we
get

〈π(a)�ω|πω(b)�ω〉 = 〈π(a)�ω|||P�ω||−2Pπω(b)�ω〉 for every a, b ∈ A.

Since �ω is cyclic, we have I = ||P�ω||−2P . This is impossible because the
operators have different range, by hypothesis. Hence ω is not pure and the proof
ends. ��
Remark 8.21 The theorem is also valid for unital ∗-algebras by replacing
irreducibility with weak irreducibility (Definition 8.12, see [Schm90, Corollary
8.6.7]). �

The algebraic notion of pure state fits well with the Hilbert space formulation,
since pure states are represented by unit vectors (in the absence of superselection
rules). The following proposition sets up a comparison between the two notions.
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Proposition 8.22 Let ω be a pure state on the unital C∗-algebra A and � ∈ Hω a
unit vector. Then

(a) the functional A � a �→ 〈�|πω(a)�〉 defines a pure algebraic state and
(Hω, πω,�) is a GNS triple for it. (In particular, GNS representations of
algebraic states given by unit vectors in Hω are all unitarily equivalent,
trivially).

(b) Unit vectors �,�′ ∈ Hω give the same (pure) algebraic state if and only if
� = c�′ for some c ∈ C, |c| = 1, i.e. if � and �′ belong to the same ray.

Proof (a) (Hω, πω,�) is a GNS triple for ω� because it satisfies the GNS theorem.
In particular, since πω is irreducible, πω(A)� must be dense, otherwise its closure
would be a proper closed invariant subspace. In particular � is pure because its
GNS representation πω is irreducible by hypothesis. Regarding (b), observe that
πω(A)′′ = B(Hω) since the representation is irreducible. Hence 〈�|πω(a)�〉 =
〈�′|πω(a)�′〉 for every a ∈ A implies, by weak continuity, that 〈�|A�〉 =
〈�′|A�′〉 for every A ∈ B(Hω) (by the double commutant theorem, B(Hω) =
πω(A)′′ is the weak closure of πω(A)). This can be written tr(AP) = tr(AP ′)
for every A ∈ B(Hω), where P and P ′ are the orthogonal projectors onto the
spans of � and �′ respectively. Choosing A = 〈�|·〉� , tr(A(P − P ′)) = 0 reads
〈�|(P − P ′)�〉 = 0 for every � ∈ Hω, which implies P = P ′. But this means
exactly � = c�′ for some c ∈ C, |c| = 1. ��

Pure states give rise to unitarily inequivalent representations when A contains
non-trivial elements q commuting with every element of A (this is to say the center
of A is not the trivial subalgebra C11). If ω,ω′ are algebraic states, so that the
representations πω and πω′ are irreducible, Schur’s lemma implies πω(q) = cIHω′
and πω′(q) = c′IHω

for some c, c′ ∈ C. It is therefore evident that, if c �= c′, there
cannot be any Hilbert space isomorphism U : Hω → Hω′ with Uπω(a)U−1 =
πω′(a) for every a ∈ A: taking a = q would produce a contradiction. Assuming
q = q∗ (if the initial q is not selfadjoint we can use q + q∗ and i(q − q∗)),
we can think of q as a superselection charge, viewing Hω and Hω′ as (Abelian)
superselection sectors labelled by different values of the superselection charge—
an approach similar to that of Sect. 6.3.1. This is a way to introduce the idea of
superselection rules in the algebraic formalism (see, e.g., [Haa96, Mor18]).

The correspondence pure (algebraic) states vs. state vectors, automatic in the
standard formulation, holds on Hilbert spaces of GNS representations of pure
algebraic states, but in general not for mixed algebraic states. The following exercise
focuses on this apparent problem.

Exercise 8.23

(1) Consider, in the standard (non-algebraic) formulation, a physical system
described on the Hilbert space H and a quantum-state operator T ∈
S (H)\Sp(H). The map ωT : B(H) � A �→ tr(T A) defines an algebraic state
on theC∗-algebraB(H). By the GNS theorem, there exist another Hilbert space
HωT , a representation πωT : B(H) → B(HωT ) and a unit vector �ωT ∈ HωT
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such that tr(T A) = 〈�ωT |πωT (A)�ωT 〉 for A ∈ B(H). Therefore it would
seem that the initial mixed state has been transformed into a pure state! How is
this fact explained?

Solution There is no transformation from mixed states to pure states because
the mixed state is represented by a vector, �ωT , living in a different Hilbert
space HωT . Moreover, there is no Hilbert space isomorphism U : H → HωT

with UAU−1 = πωT (A), such that U−1�ωT ∈ H. In fact the representation
B(H) � A �→ A ∈ B(H) is irreducible, whereas πωT cannot be irreducible (it
would, provided U existed), because the state T is not an extremal point in the
space of non-algebraic states, and so it cannot be extremal in the larger space of
algebraic states.

(2) Consider T ∈ S (H) defining the algebraic state ωT : B(H) → C by means of
ωT (A) := tr(T A). Construct explicitly a GNS representation of ωT and prove
that πωT is irreducible if and only if T �∈ Sp(H).

Solution Decompose spectrally T = ∑N
j=1 pj 〈ψj | 〉ψj , where N ⊂ (N \

{0})∪{+∞}, pj > 0,
∑N

j=1 pj = 1, and N contains more than one element iff

T �∈ Sp(H). Consider the Hilbert direct sum HωT :=
⊕N

j=1 H, define �ωT :=
⊕N

j=1
√

pjψj , and eventually set πωT (A) := ⊕N
j=1 A. It is easy to prove that all

requirements for a GNS triple of ωT are satisfied. In particular, use the fact that
APkψh = δkhAψh is dense in B(H), for every fixed k = h, when A ∈ B(H)

and where Pk is the orthogonal projector onto span{ψk}. Finally, every copy of
H in the space HωT :=

⊕N
j=1 H is invariant under πωT (A) for all A ∈ B(H),

whence the representation is not irreducible if N > 1. If N = 1, it is irreducible
since πωT (B(H)) = B(H) is irreducible. �

8.4 Examples: Weyl C∗-Algebras

A real symplectic space is a vector space V equipped with a symplectic form, that
is a skew-symmetric bilinear map σ : V × V → R. The 2-form σ is weakly non-
degenerate whenever σ(x, y) = 0 for every x ∈ V implies y = 0. This structure
is related with various versions of the canonical commutation relations in QM and
QFT. As a finite-dimensional example, consider

V := R
n × R

n and σ((u, v), (u′, v′)) := u · v′ − v · u′ , (8.11)

where · is the standard inner product of Rn. This symplectic form is related to the
position and momentum operators on R

n discussed in Example 2.59. If, for u, v ∈
R

n, we define

u ·X :=
n∑

k=1
ukXk and v · P :=

n∑

k=1
vkPk ,
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then, on the common invariant and dense domainS (Rn), the commutation relations
of Xk and Pk immediately produce

[u·X+v·P, u′·X+v′·P ]�S (R3)= i(u·v′−v·u′)IS (R3) = iσ ((u, v), (u′, v′))IS (R3).

If dimV < +∞ and σ is weakly non-degenerate, then dimV has to be even.
Furthermore, it is always possible to fix a basis in V so σ reads as in (8.11) (see,
e.g., [Mor18]).

An infinite-dimensional example related with QFT in Minkowski spacetime is:

V := C∞c (R3,R)×C∞c (R3,R) and σ((f, g), (f ′, g′)) :=
∫

R3
(fg′ −f ′g)d3x .

(This can be variously generalized, especially in curved spacetime: see, e.g.,
[KhMo15].) Now, referring to (8.1), the commutation relation (8.2) on the dense
invariant domain D yields

[φ(f )+ π(g), φ(f ′)+ π(g′)]�D= i

∫

R3
(fg′ − gf ′)ID = iσ ((f, g), (f ′, g′))ID .

The symplectic forms are weakly non-degenerate in both cases (exercise!). The
symplectic formalism allows one to define abstract unital ∗-algebras associated to
the symplectic structures canonically (see, e.g., [KhMo15]). At present though we
are more interested in a C∗-algebra description.

The first remark which relates symplectic spaces to the theory of C∗-algebras
is that if we exponentiate unitary operators, thus avoiding domain issues, the
commutation relations of eiu·X+iv·P and eiφ(f )+iπ(g)1 are again described by the
corresponding symplectic forms (see, e.g., [Stro05, Mor18] for the former case and
[ReSi75, BrRo02] for the latter):

eiu·X+iv·P eiu′·X+iv′·P = e−iσ ((u,v),(u′,v′))/2ei(u+u′)·X+i(v+v′)·P

and

eiφ(f )+iπ(g)eiφ(f ′)+iπ(g′) = e−iσ ((f,g),(f ′,g′))/2eiφ(f+f ′)+iπ(g+g′) .

1We are assuming that the symmetric operator φ(f ) + π(g) is essentially selfadjoint on D, as it
happens in many physically relevant cases [BrRo02]. Instead, u ·X+v ·P is essentially selfadjoint
on S (Rn) as the reader can prove by establishing the existence of a dense set of analytic vectors
[Mor18].
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The second noteworthy observation is that relationships of that type uniquely
determine a unitalC∗-algebra, called theWeyl C∗-algebra associated to (V, σ ), thus
promoting the theory to the same league as the algebraic formulation. Indeed, given
a real symplectic space (V, σ ) with σ non-degenerate, a Weyl C∗-algebra W(V, σ )

associated with (V, σ ) is a unital C∗-algebra such that

(1) there exists a set of non-zero elementsW(x) ∈W(V, σ ) for every x ∈ V, called
generators, satisfying the Weyl (commutation) relations

W(x)W(y) = e−iσ (x,y)/2W(x + y) , W(x)∗ = W(−x) , x, y,∈ V ;
(8.12)

(2) W(V, σ ) is actually generated by the W(x), i.e., the linear span of finite
combinations of finite products of the W(x) is dense inW(V, σ ).

In this way W(0) becomes the unit 11 of the algebra (since it commutes with every
element, and the unit is unique) and the generators are unitary: W(−x) = W(x)∗ =
W(x)−1 for x ∈ V. It is possible to prove that Weyl C∗ algebras exist for every
given (V, σ ) (e.g., [Mor18]). The very remarkable result is however thatW(V, σ ) is
uniquely determined (up to isomorphism) by (V, σ ) (e.g., [Mor18, Theorems 11.48
and 14.40]).

Theorem 8.24 Consider a real symplectic space (V, σ ) with non-degenerate sym-
plectic form, and associated Weyl C∗-algebras: W(V, σ ) generated by W(x),
W′(V, σ ) generated byW ′(x). Then there exists a unique (isometric) ∗-isomorphism
γ :W(V, σ ) →W′(V, σ ) such that γ (W(x)) =W ′(x) for every x ∈ V.

Example 8.25

(1) IfW(V, σ ) is a Weyl C∗ algebra, an algebraic state ω :W(V, σ ) → C is called
regular if R � t �→ πω(W(tx)) is strongly continuous at t = 0 for every
x ∈ V (the requirement is independent of the chosen GNS representation by
item (b) in the GNS theorem). Since (8.12) imply that R � t �→ πω(W(tx)) is
a unitary one-parameter group of operators on Hω, exploiting Stone’s theorem
it is possible to define selfadjoint generators Aω(x) such that πω(W(x)) =
eiAω(x), simply by taking the strong derivative of πω(W(tx)) at t = 0, recasting
the operators Xk , Ph and the field operators φ(f ), π(g) in the two examples
seen above. However, a fundamental difference shows up when we restrict to
pure states ω, i.e., irreducible GNS representations. If dim(V ) = 2n < +∞
and ω,ω′ are pure states on W(V, σ ), then πω and π ′ω are unitarily equivalent,
and they are unitarily equivalent to the standard representation of W(V, σ ) on
L2(Rn, dnx) where W(u, v) = eiu·X+iv·P . This is an immediate consequence
of the celebrated Stone-von Neumann theorem (see, e.g., [Mor18, Theorem
11.43]), of which Theorem 7.45 is a different version. If dimV is not finite,
as is in the second example considered in (1) (quantum fields), irreducible
inequivalent representations crop up, as we said at the beginning of the chapter.
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(2) An important class of regular states, especially relevant in QFT, are Gaussian
states ωμ : W(V, σ ) → C (also known as quasi-free states). They are defined
by requiring that

ωμ(W(x)) = e−μ(x,x)/2 if x ∈ V (8.13)

where μ : V× V→ R is a fixed real inner product satisfying

1

4
|σ(x, y)|2 ≤ μ(x, x)μ(y, y) for x, y ∈ V.

(An equivalent way would be to say σ is induced by a bounded operator S

with ||S|| ≤ 1 on the real Hilbert space obtained by completing V under
μ(x, Sy) = 1

2σ(x, y)). It is possible to prove that, for a fixed such μ, there
exists exactly one algebraic state onW(V , σ ) satisfying (8.13) and such that the
GNS representation ofωμ is (unitarily equivalent to) the familiar (bosonic)Fock
representations used in QFT, where�ω is the vacuum state [BrRo02, KhMo15].

(3) We finally observe that every Weyl C∗-algebra A is simple (see, e.g., [Mor18,
Theorem 14.40]). In other words, it does not admit (non-trivial proper) closed
two-sided ∗-ideals (meaning ∗-invariant subspaces J ⊂ A such that ab, ba ∈ J

for a ∈ J and b ∈ A). As a consequence, every (not necessarily GNS)
representation of unital ∗-algebras π : A → B(H) must be faithful. This
is because kerπ is a closed two-sided ∗-ideal as the reader can immediately
prove (notice that π is necessarily continuous by Proposition 8.2). Furthermore
kerπ �= A, because otherwise π(11) = 0, which is impossible because
representations of unital ∗-algebras have π(11) = I . �

Exercise 8.26 Prove that a state ω : W(V, σ ) → C is regular iff ω(W(tf )) → 1
as t → 0 for all f ∈ V. Conclude that every Gaussian state is regular.

Solution If ω is regular, then ω(W(tf )) = 〈�ω|πω(W(tf ))�ω〉 →
〈�ω|πω(W(0))�ω〉 = 〈�ω|πω(11)�ω〉 = 〈�ω|�ω〉1 as t → 0 for all f ∈ V.
Since {πω(W(tf ))}t∈R is a one-parameter group of unitary operators, from
Proposition 7.22 (d) we know that strong continuity is equivalent to the requirement
that 〈�|πω(W(tf ))�〉 → 〈�|πω(W(0))�〉 = 1 for all � ∈ D, where D ⊂ Hω

is such that span(D) is dense in Hω. But D := {πω(W(g))�ω | g ∈ V} has
dense span, since it is closed under products up to coefficients arising from
Weyl’s relations, and linear combinations of those products are dense in Hω

by the GNS theorem. If � = πω(W(g))�ω, we have 〈�|πω(W(tf ))�〉 =
〈�ω|πω(W(g))∗πω(W(tf ))πω(W(g))�ω〉 = 〈�ω|πω(W(−g)W(tf )W(g))�ω〉 =
eitσ (g,f )〈�ω|πω(W(tf ))�ω〉 = eitσ (g,f )ω(W(tf )), which is continuous by
hypothesis when t → 0. The proof of the last statement now follows
from (8.13). �
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8.5 Symmetries and Algebraic Formulation

Symmetries in the algebraic approach are direct generalizations of symmetries in
the Hilbert space formulation.

8.5.1 Symmetries and Spontaneous Symmetry Breaking

Definition 8.27 Let AS be the unital ∗-algebra of observables of the quantum
system S with unit element 11. An (algebraic quantum) symmetry of S is an
automorphism or an anti-automorphism of AS . In other words, a map α : AS →
AS which is

(i) bijective,
(ii) linear or anti-linear, respectively,2

(iii) unit-preserving: α(11) = 11,
(iv) multiplicative: α(ab) = α(a)α(b), for a, b ∈ AS ,
(v) ∗-preserving: α(a∗) = α(a)∗, for a ∈ AS ,
(vi) isometric if AS is a C∗-algebra. �
Remark 8.28 Actually, (vi) is automatic under (i)–(v) if AS is a unital C∗-algebra,
as a consequence of Proposition 8.2 (d). (To include the anti-linear case we also
need (8.4)). �
Example 8.29 With reference to a Weyl C∗-algebra W(V, σ ) (Sect. 8.4), suppose
that 
 : V→ V is linear, bijective and preserves the symplectic form: σ(
x, 
y) =
σ(x, y) for every x, y ∈ V. Using Theorem 8.24 it is easy to prove [Mor18]
that there exists a unique automorphism γ : W(V, σ ) → W(V, σ ) such that
γ (W(x)) := W(
(x)) if x ∈ V. In a manner of speaking, it is the geometry of V that
brings about the algebraic symmetry. This sort of background-induced symmetries
play an important role in QFT on curved spacetime (see, e.g., [KhMo15]). What
happens if σ(
x, 
y) = −σ(x, y) for every x, y ∈ V, but we keep the other
hypotheses? �
In the rest of the chapter, unless specified differently, AS will be a unital ∗-algebra,
so that the unital C∗-algebra case in automatically included.

Definition 8.30 An algebraic state ω : AS → C is said to be invariant under a
symmetry α : AS → AS if

ω(α(a)) = ω(a) , for every a∗ = a ∈ AS .

(The requirement extends to every element of AS , by the (anti-)linearity of α.) �

2An anti-automorphism can be alternatively defined as a linear map satisfying (i), (iii), (v), (vi)
and α(ab) = α(b)α(a) in place of (iv). If so, the anti-linear map α′ : A � a �→ α(a)∗ ∈ A satisfies
(i)–(vi), and conversely.
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When an α-invariant state exists, the action of α is implementable unitarily by
means of the inverse dual action (7.5) of a Wigner-Kadison symmetry on the GNS
Hilbert space, as we shall prove now.

Theorem 8.31 Suppose that α : AS → AS is a symmetry and the state ω : AS →
C is invariant under α. Consider the GNS quadruple (Hω,Dω, πω,�ω) (if AS is
unital C∗-algebra we take the GNS triple (Hω, πω,�ω)). Then

(1) α is (anti-)unitarily implementable: there exists an isometric surjective map
U : Hω → Hω, linear or anti-linear in agreement with α, such that

Uπω(a)U−1 = πω(α(a)) ∀a ∈ A .

(2) U�ω = �ω.

The (anti-)unitary operator U is uniquely determined by (1), (2) and satisfies
U(Dω) = Dω.

Proof By direct inspection one sees that the required operator is the unique
continuous extension U , to the whole Hω, of the map

U ′π(a)�ω := πω(α(a))�ω ∀a ∈ AS (8.14)

defined on the dense subspace πω(A)�ω. The fact that the map is isometric (hence
bounded) comes from

||πω(α(a))�ω||2 = 〈�ω|πω(α(a∗a))�ω〉 = ω(α(a∗a)) = ||πω(a)�ω||2 ,

Using its (anti-)linearity, guaranteed by the (anti-)linearity of πω ◦ α, the above
formula simultaneously proves that U ′ is well defined (single-valued). Observing
that the isometric map V π(a)�ω := πω(α−1(a))�ω, a ∈ AS , is the inverse ofU ′ on
πω(A)�ω, andU ′V = V U ′ = Iπω(A)�ω extends continuously to the identity onHω,
we also obtain surjectivity. Uniqueness holds by construction: if U satisfies both (1)
and (2), the latter implies U−1�ω = �ω and the former Uπ(a)�ω := πω(α(a))�ω

for every a ∈ A. Thus we find just the operator constructed above. U(Dω) = Dω is
evident, sinceDω = πω(AS)�ω. ��

The algebraic approach permits us to deal with a physically important situation
where a symmetry exists only at the level of the algebra of observables, but it
‘breaks down’ at the level of states. This situation is usually called spontaneous
breakdown of symmetry. There are several interpretations of this idea (see [Lan17]
for a broad, up-to-date review on the subject and [Haa96, Stro08] for more specific
results in relativistic local QFT). Generally speaking, the spontaneous breakdown
of symmetry occurs when the ∗-algebra of observables AS admits a symmetry α

described by an (anti-)automorphism, but there is no state invariant under α in any
class of states of physical relevance. In particular,

Definition 8.32 The symmetry α : AS → AS is said to be spontaneously broken
by a given algebraic state ω : AS → C if ω is not invariant under α. �
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In this case α could still be implemented in the GNS representation of ω: (1)
Theorem 8.31 might hold for some (anti-)unitary operator U on Hω, although
U does not satisfy (2). This situation calls for a stronger version of symmetry
breakdown.

Definition 8.33 The symmetry α : AS → AS is spontaneously broken by an
algebraic state ω : AS → C in strong sense, if α cannot be implemented in the
GNS representation of ω: no (anti-)unitary operatorU onHω satisfies Theorem 8.31
(1) (hence in particular ω cannot be invariant under α, by Theorem 8.31). �
Exercise 8.34 Consider an algebraic state ω : AS → C on the unitalC∗-algebra (or
unital ∗-algebra)AS and an algebraic (linear) symmetry α : AS → AS . Prove that ω
spontaneously breaks α in strong sense iff πω and πω◦α are not unitarily equivalent.

Solution To fix ideas let us consider C∗-algebras, for the other case is essentially
identical. The claim is equivalent to saying that α can be unitarily implemented
in Hω iff πω and πω◦α are unitarily equivalent. Let us prove this statement. First
observe that the representation πω◦α ◦α−1 : AS → B(Hω◦α) satisfies 〈�ω◦α|πω◦α ◦
α−1(a)�ω◦α〉 = ω(α(α−1(a)) = ω(a). Hence (Hω◦α, πω◦α ◦ α−1,�ω◦α) is a GNS
triple for ω (the remaining conditions are satisfied trivially). The final part of the
GNS theorem shows that there is a surjective isometric operator V : Hω◦α → Hω

such that V πω◦α(α−1(a))V−1 = πω(a) for all a ∈ AS . Namely, πω◦α(a) =
V−1πω(α(a))V for all a ∈ AS . To conclude, observe that πω and πω◦α are
unitarily equivalent iff there exist a surjective isometry U : Hω◦α → Hω with
Uπω◦α(a)U−1 = πω(a) for all a ∈ AS , that is to say UV −1πω(α(a))V U−1 =
πω(a) for all a ∈ AS . This is the same as saying that V−1U implements α in Hω.�

8.5.2 Groups of Symmetries in the Algebraic Approach

To wrap up, we consider topological (or Lie) groups of symmetries. We will only
examine symmetries represented by linear ∗-algebra automorphisms for the same
reasons evoked for Hilbert spaces, see Sect. 7.2.2. Suppose α : G � g �→ αg

associates every element g of the group with an automorphism αg : AS → AS of
unital ∗-algebras, and that this map represents the group, i.e., αe = id and αg ◦αg′ =
αg·g′ . In this sense G is a group of algebraic symmetries. If the state ω : AS → C

is α-invariant, in view of (8.14) in Theorem 8.31 there exists a map G � g �→ Ug ∈
B(Hω) that can be proved to be a unitary representation of G and satisfies

(1) Ugπω(a)U−1
g = πω(αg(a)) for every a ∈ A and every g ∈ G.

(2) Ug�ω = �ω for every g ∈ G.

Remark 8.35 If AS is not C∗ and hence the GNS theorem uses the quadruple
(Hω,Dω, πω,�ω), (1) and (2) imply also Ug(Dω) = Dω for every g ∈ G. �
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If G is topological group, the physically natural requirement on the continuity of
α with respect to ω (which can be immediately stated in terms of seminorms) is that

G � g �→ ω
(
b∗αg(a)b

)
is continuous for every a∗ = a and b in AS. (8.15)

This is because the right-hand side satisfies ω (b∗cb) = 〈πω(b)�ω|πω(c)πω(b)�ω〉
and this is the expectation value of πω(c) (for c = c∗) up to normalization,3 in a
state represented by a unit vector in Hω. There is however another mathematically
natural notion of continuity with reference to ω4:

G � g �→ ω
(
a∗αg(a)

)
is continuous for all a ∈ AS. (8.16)

At last, also the strong continuity of G � g �→ Ug ∈ B(Hω) is relevant when
describing the theory on the GNS Hilbert space. The following result links the three
types of continuity.

Theorem 8.36 Let ω : AS → C be an invariant state under the representation
G � g �→ αg : AS → AS in terms of (linear) automorphisms of unital ∗-algebras.
The following facts hold.

(a) There exists a unitary representation G � g �→ Ug ∈ B(Hω) such that

(i) Ug�ω = �ω,
(ii) Ugπω(a)U−1

g = πω(αg(a)) (where Ug(Dω) = Dω if AS is not C∗)

for every g ∈ G and every a ∈ AS

(b) (8.15) ⇐⇒ the representation G � g �→ Ug ∈ B(Hω) is strongly continuous
⇐⇒ (8.16).

Proof (a) Everything can be proved immediately by the same argument of Theo-
rem 8.31, and we leave the elementary details to the reader. Let us pass to (b). It
is clear that, in view of the group structure, continuity at g0 ∈ G is equivalent to
continuity at e, so we consider the latter only. Since Ug is unitary,

||(Ug − I)πω(a)�ω||2 = 2||πω(a)�ω||2 − 2Re〈πω(a)�ω|Ugπω(a)�ω〉
= 2ω(a∗a)− 2Reω(a∗αg(a)) .

If (8.15) holds, then the right-hand side vanishes as g → e. This proves strong
continuity (as g → e) when Ug is restricted to the dense subspace πω(AS)�ω. The

3True if ω(b∗b) �= 0. If not, the right-hand side of (8.15) is 0 and continuity holds trivially.
4Using the GNS theorem, the term ω

(
a∗αg(a)

)
appearing in (8.16) can be replaced by the

apparently more general ω
(
bαg(a)

)
for all a, b ∈ AS , preserving the introduced notion of

continuity.
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result easily extends to the whole space by a standard procedure involving ||Ug −
I || ≤ 2. Hence (8.15) implies strong continuity. Now observe that

ω
(
b∗αg(a)b

) = 〈Ug−1πω(b)�ω|πω(a)Ug−1πω(b)�ω〉 .

Therefore the strong continuity of U (together with the continuity of the inner
product) implies (8.16). To conclude we show that (8.16) implies (8.15). To this
end observe that, if a = a∗, then A × A � (c, d) �→ ω(c∗αg(a)d) is sesquilinear,
so we have the polarization formula. Then the continuity of G � g �→ ω(b∗αg(a)b)

implies the continuity of G � g �→ ω(c∗αg(a)d). By linearity, this map is also
continuous if a �= a∗ (it suffices to write a as linear combination of selfadjoint
elements). Choosing c = a and d = 11, we obtain (8.15) from (8.16), concluding
the proof. ��
Remark 8.37

(a) Suppose that G = R in the theorem above, that ω is R-invariant, and {αt }t∈R
is continuous with respect to ω. We call ω a ground (algebraic) state if the
selfadjoint generator H of the associated unitary R-representation Ut = e−itH

in the GNS representation of ω satisfies σ(H) ⊂ [0,+∞). From (a) above
H�ω = 0, so that 0 ∈ σp(H).

(b) When the group is R, the representation {αt }t∈R by A-automorphisms can have
the meaning of a group of dynamical evolution of the observables. If A is a
unital C∗-algebra, a stronger requirement than (8.16) is the continuity of R �
t �→ αt in the topology of A. It is easy to prove that if ω is α-invariant, the
associated one-parameter unitary group {Ut }t∈R is uniformly continuous, and
the selfadjoint generator H belongs toB(Hω). �
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