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Preface

While cybersecurity has been a consideration of information technologies (IT) for
years, only since the last decade has an increase in concern for the security and
resulting safety of our industrial control systems (ICS) been observed. Through
standards and governmental agency guidance, the resources have been provided to
better enable the asset owners to orchestrate better security architectures with current
security technologies. Security vendors have advanced their product offerings to
improve defenses against the evolving threat, and within the ICS community, ICS
vendors have taken an active role to provide resources to the end users that enable
consistent application and maintenance of cybersecurity. However, the threats that
are specifically targeting ICS and the critical infrastructures we depend on are
becoming more evident, as recognized by the HAVEX malware and others since
then. Even with a consistent, risk-based application of security, an international
challenge exists to evolve and transform the system architectures and technologies to
be more resilient to cyber-threats.

As the desire to automate and achieve the efficiencies of labor and operation has
grown, so has the investment in control systems that allow for integrating different
operations, facilities, utilities, and infrastructures. Although significant strides have
been made in making ICS secure, increasing the connectivity of systems with
commodity IT devices and significant human interaction of ICS systems during its
operation regularly introduces newer threats to these systems resulting in ICS
security defenses always playing catch-up. To address this threat in the near-term
solutions, the layers of protection that include those that are physically oriented, such
as mechanically interlocking devices that have no cyber-connectivity, can reduce the
risk associated with compromise of critical systems. However, as control systems
evolve toward greater autonomy, reducing/changing the role of the human, the need
to consider resilience becomes more profound. Autonomous systems can react
quickly to anomalous conditions, ensuring we have power even if a transformer
fails. However, it can also cause a quick escalation to a cascading fault if the
autonomy has been corrupted by cyber-attack or unrecognized failure.
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The next generation of control systems should have a better understanding of
threat versus quality-of-service trade-offs. Reasoned by such trade-offs, the next-
generation control systems should be designed to be resilient by nature. Such
resilient ICS design requires one to be proactive in understanding and reasoning
about the relationships and dependencies between the various ICS components,
evolving threats to them, and the effects of these threats on the mission goals of
the ICS system. As such, the ability to not only detect but correlate the impact on the
ability to achieve minimum normalcy is a necessary attribute. Enabling the human in
the loop will be necessary throughout, ensuring their ability to adapt to anomalous
conditions that the control system cannot. Threat-resilient architectures will provide
a holistic feedback and data-driven security solution that integrates a real-time cyber-
physical risk assessment, proactive and adaptive defense mechanism, and
decentralized reconfigurable resilient control design. The risk assessment evaluates
the real-time risks at the cyber and physical components of the system that can
provide reliable information for defense and control systems to respond.

Autonomous proactive defense mechanisms, such as deception and moving target
defenses, are pivotal to strategically adapt to adversarial behaviors, create informa-
tion asymmetry to deter the attacks, reduce attacker’s advantage, and mitigate the
losses. The resilient control design is the last mile protection for the industrial control
systems. A resilient controller can reconfigure the physical layer control laws that
can steer the control system away from the damages through quick detection, failure
localization, and fast response in a distributed fashion. The integrated design of risk
measure and learning, autonomous defense, and resilient controls plays an important
role in improving the resiliency of the system holistically. Resilience measures
provide quantitative metrics to guide the design process to achieve desirable
system-level performance. Multidimensional metrics, such as response time and
loss of performance, at both cyber and physical layers of the ICS are important
indicators and need to be part of the design goals of the next-generation
architectures.

In this edited volume, we hope to provide different perspectives for achieving
near- and long-term resilience, including technologies of the future. Therefore, what
follows is a synopsis of the current challenges that will need to be addressed in future
control systems designs. Current automation environments are the result of organic
interconnection of control systems and the inability to recognize and prevent
resulting, unrecognized faults. Addressing near-term resilience in this context
requires an understanding of the consequence and efficient use of resources to
address. In moving toward inherent resilience, adaptive and agile distributed frame-
works for recognizing and responding to threat are necessary. Benign human error as
the result of data overload and lack of information is an ongoing issue, and for the
malicious human, current perimeter protections are insufficient and not designed to
adapt rapidly to attacks in order to prevent compromise. The development of
autonomous defenses that use the attackers’ humanness against them is an impera-
tive. Finally, current control systems have multiple performance goals, but without
the necessary identification and prioritization can lead to undesirable response from
both the human operation and the automation design. Enabling the success of the
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operator requires integration of visualizations, such that the various roles of cyber-
defender or process operator can maintain the same context, for the former an
understanding of what is important in the process and the latter how cyber-assets
are affecting the physical operation.

Idaho Falls, ID, USA Craig Rieger
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Current Standards for Cyber-Hygiene
in Industrial Control System Environments

Ken Modeste

Abstract Industrial control systems (ICS) have historically been closed systems
reliant on serial connectivity that was exclusive to these networks. The potential for
cybersecurity incidents associated with these closed systems required physical
access to the facilities and hence was considered low risk in most circumstances.

Introduction

Industrial control systems (ICS) have historically been closed systems reliant on
serial connectivity that was exclusive to these networks. The potential for cyberse-
curity incidents associated with these closed systems required physical access to the
facilities and hence was considered low risk in most circumstances.

However, as technology has rapidly started adapting to a newer world of con-
nectivity, Internet of things (IoT), and cloud systems, the potential for ICS connec-
tivity to information technology (IT) systems, and general trends to IoT, these
systems have been migrating to open systems that are connected via Ethernet or
wireless to the rest of the commercial use networks in facilities. As such, these open
networks are now being connected to the Internet for a multitude of innovative and
new capabilities, driving some areas such as:

(a) Remote maintenance and diagnostics of facility equipment
(b) Data collection and analytics
(c) Cloud service capabilities
(d) Smart systems with aggregation of sensor data for business analytics

Vendors, system installers, operators, and facility owners now have newer capa-
bilities that promote economic value and technology upgrades that align with
twenty-first-century opportunities and competitiveness. The traditional and managed
concepts of safety that covered hazards like fire, electric shock, or person harm now
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have additional risks with this new connectivity to other commercial and enterprise
systems and the Internet. These new risks to safety can now be classified with
disruption of businesses; additional risks to new safety concerns like privacy,
exfiltration of data, remote control, and modification of equipment outside of their
intended use; and ultimately use of ICS equipment and systems for unplanned
nefarious purposes.

Incorporating new cyber-technologies, methods, and processes in the design,
development, installation, support, and use of ICS equipment requires standardiza-
tion to support the industry in applying best practices that are economically feasible,
relevant, and capable of assessing and managing these risks. Understanding the
relevant standards and specifications available that can be applied to the ICS industry
can support all stakeholders in continuing to apply new and innovative technologies
that address connectivity and IoT opportunities while effectively managing the
associated risk.

Ways to Address Cyber-Hygiene

Consider cyber-hygiene similarly to our own personal bodies and health hygiene
practices. As personal hygiene revolves around activities that individuals incorporate
into their regular practices, cyber-hygiene does the same. What are the best practices
that organizations can deploy to continue to maintain the organization’s cyber-well-
being or improve upon it?

These best practices can involve the following common solution areas:

1. Design specifications and standards
These standards and specifications help manufacturers by providing guidance

in how to implement cybersecurity controls in products, components, and sys-
tems in aligned industries. These design standards may also apply to specific
technologies that implement good cyber-capabilities (i.e., cryptography, software
updates, etc.).

2. Test and performance standards
These standards provide capabilities to evaluate and assess cybersecurity

capabilities in products, components, and systems. Typically, they are used by
trusted third parties to evaluate, assess, or audit cybersecurity practices, or can be
used to assess a design standard.

3. Product development team processes
Frameworks that define the process used to build products from their inception

to their eventual decommissioning. These processes incorporate cybersecurity
features from the beginning to ensure a vendor’s cybersecurity objectives are
built into the development process.

4. Organization and process standards
Audit criteria for assessing an organization’s overall cybersecurity practices.

Vendors, system installers, and building owners have standard operating pro-
cedures that cover their business practices.

4 K. Modeste



5. Personnel training
These standards provide the criteria for a person to be evaluated for their

qualifications to support cybersecurity capabilities in the ICS space.
6. General

These standards and specifications typically will define technologies and
provide general system descriptions and overall technical guidance on how
particular technologies operate.

Standards

North American Electric Reliability Corporation Critical
Infrastructure Protection (NERC CIP)

One of the more well-known standards are the NERC CIP1 series of standards for
physical security and cybersecurity. These standards provide minimum security
requirements for bulk power generation in the USA, Canada, and parts of Mexico.
These standards were adopted in 2006 and are defined in Table 1.

The NERC standards provide for a comprehensive cybersecurity framework.
These standards are considered typical in an audit process to confirm that the policies
and procedures in place can provide a minimum level of security for BES. There are
also some associated security best practices that can be located at https://www.eisac.
com/resources/documents.

ISA/IEC 62443

ISA99 is the name of the Industrial Automation and Control System (IACS) Security
Committee of the ISA.2 This committee developed the series of ISA 62443 standards
and technical reports. The intended audience for this series of standards and techni-
cal reports are asset owners, system operators and integrators, and ICS manufac-
turers. It is intended to provide guidance that an asset owner can use as procurement
criteria for its supply chain and system operators to follow. These standards are now
being reviewed and published as IEC 62443 in conjunction with IEC Technical
Committee 65 Working Group 10 (IEC TC68/WG 10) as international standards.
They fall into four categories, as defined in Table 2 for IEC publications.

These standards are well known in the factory automation space and are seeing
some traction in the oil and gas market. They are designed specifically to ensure an
asset owner can define cybersecurity objectives for its automation facility with a

1https://www.nerc.com/pa/Stand/Pages/CIPStandards.aspx
2ISA, International Society of Automation (http://www.isa.org/)
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defined cybersecurity maturity level; manufacturers can then design to those require-
ments to meet the security level prescribed at the maturity level. System installers,
integrators, and service providers can then be trained on the established objectives of
the asset owner and the implementation knowledge of the components to meet those
objectives.

Underwriters Laboratories (UL) 2900

These standards were developed to provide testing criteria for product components
and systems. The UL 2900 series focuses on the best cybersecurity practices that are
used in assessing devices and components when addressing the software and
firmware. They fall into three categories as defined in Table 3 for the ANSI/CAN/
UL publications.

The UL 2900 series of standards are designed to provide testing criteria to
evaluate and assess manufacturer’s devices, components, and ICS. Its targeted
audience are asset owners to use as procurement requirements for ICS manufacturers
to meet for third-party testing and certification and for ICS manufacturers to use on
their supply chain.

Table 1 NERC CIP standards

Standard Type Description

CIP-002 Design specifications
and standards

Bulk Energy System (BES) Cyber-System Categorization
Provides criteria for the inventory of device and software
assets of a BES that can adversely impact the reliability of
the BES via a regular risk assessment methodology

CIP-003 Organization and pro-
cess standards

Policies for security management controls to prevent com-
promise of the BES

CIP-004 Personnel training Security awareness and training for personnel operating and
managing BES

CIP-005 Design specifications
and standards

Electronic security perimeter controls for a BES

CIP-006 Design specifications
and standards

Physical security controls for a BES

CIP-007 Design specifications
and standards

System security management of BES, which defines the
security controls of the system, how to assess those controls,
and continuous vulnerability management

CIP-008 Organization and pro-
cess standards

Incident response and planning policies for a BES

CIP-009 Organization and pro-
cess standards

Recovery plans for a BES in the event of a shutdown, failure
of controls, or a cyber-event

CIP-010 Organization and pro-
cess standards

Configuration change management policies for a BES

CIP-011 Organization and pro-
cess standards

Policies and procedures for information protection of a BES

6 K. Modeste



Table 2 IEC publications

Standard Type Description

Part 1: series of the standards covers general terms, glossary items, and ICS life cycle and use
cases

62443-1-1 General Defines terminology, concepts, and models for IACS typi-
cally used in factory automation
This section also defines seven functional requirements in
securing an IACS, which are:

(a) Identification and authentication control
(b) Use control
(c) System integrity
(d) Data confidentiality
(e) Restricted data flow
(f) Timely response to events
(g) Resource availability

Part 2: series of the standards covers policies and procedures for an asset owner or system
operator

62443-2-1 Organization and
process standards

Industrial communication networks: network and system
security
Part 2-1: establishing an industrial automation and control
system security program
This standard provides guidance for application of a
cybersecurity management system for IACS systems and is
based on ISO/IEC 17799 information technology – security
techniques – code of practice for information security
management and ISO/IEC 27001 standards information
technology – security techniques – information security
management systems: requirements that describe a cyber-
security management system for business/information
technology systems

62443-2-3 Organization and
process standards

Technical report for patch management of an IACS system

62443-2-4 Organization and
process standards

Security program requirements for IACS service providers.
This standard introduces the four maturity levels of an
organization. These security levels are based on the matu-
rity levels found in Capability Maturity Model Integration
(CMMI)a for services called CMMI-SVC. The levels are
used throughout the series of the standard as they define for
an asset owner where an expectation of capabilities and risk
management exists

Part 3: series of the standards covers policies and procedures for an system operator, installer,
and integrator

62443-3-1 General Industrial communication networks – network and system
security – Part 3-1: security technologies for industrial
automation and control systems
This defines the typical technologies that would exist to
promote security in an IACS

(continued)
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Table 2 (continued)

Standard Type Description

62443-3-3 Design specifications
and standards

Industrial communication networks – network and system
security – Part 3-3: system security requirements and
security levels
Taking the seven functional requirements in 62443-1-1,
this standard defines four security level requirements for
each of the functional requirements from one to four with
increasing levels of security based on the risk of exposure to
the IACS based on an attackers capabilities and means

Part 4: series of the standards covers policies and procedures for a manufacturer of IACS
components

62443-4-1 Organization and
process standards

Secure product development life cycle requirements
These requirements provide criteria for a manufacturer of
IACS components to follow when designing and building
the IACS component. They are aligned with industry best
practices around secure development life cycles (SDL)

62443-4-2 Design specifications
and standards

Technical security requirements for IACS components
To specify security capabilities that enable a component to
be integrated into a system environment at a given security
level
An ICS component shall be designed for relevant require-
ments of this standard per the security level where the ICS
component is intended to be installed

ahttps://cmmiinstitute.com/

Table 3 UL standards

Standard Type Description

Part 1: series of the standards covers the general requirements to assess any product, device,
component, or system when addressing the software and firmware risks

UL 2900-1 Test and perfor-
mance standards

Software cybersecurity for network-connectable products
Part 1: general requirements
These requirements provide testing criteria for any device
that contains software or firmware

Part 2: series of the standards covers industry-specific requirements

UL 2900-2-2 Test and perfor-
mance standards

Software gybersecurity for network-connectable products
Part 2-2: particular requirements forICS
These requirements provide testing criteria for any ICS,
devices, or components that contain software or firmware

8 K. Modeste
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National Institute for Standards and Publications (NIST)
Special Publications

The National Institute for Standards and Publications (NIST)3 of the US government
produces many specifications to provide guidance and best practices for use in
critical infrastructure. These are referenced fairly prolifically throughout the industry
and begin from an overall description of ICS and how to implement security all
toward the specifics needed to define robust cybersecurity practices and are defined
in Table 4.

Table 4 NIST standards

Standard Type Description

SP 800-53 Organization and
process standards

Security and privacy controls for federal information
systems and organizations
They provide guidelines for selecting and specifying
security controls for organizations and information
systems. The IEC 62443 and UL 2900 security con-
trols typically follow this popular guidance document

SP 800-53A Test and perfor-
mance standards

Guide for assessing security controls in information
systems
They provide assessment criteria for SP 800-53

SP 800-82 General Guide to ICS security
Provides guidance for securing ICS, supervisory con-
trol and data acquisition (SCADA) systems, distrib-
uted control systems (DCS), and other systems
performing control functions

SP 800-94 General Guide to intrusion detection and prevention systems
This can be used by a system installer or operator to
provide guidance on how to configure and set up
intrusion detection and prevention systems

SP 800-87 General Establishing wireless robust security networks
Provides good guidance on setup and configuration of
wireless networks following the IEEE 802.11i-based
wireless local area networks (LANs)

NIST cybersecu-
rity framework

Organization and
process standards

Framework for improving critical infrastructure
cybersecurity
Provides capabilities for organizational assessments of
critical infrastructure assets. The model is based on
five major tenets: identify, protect, detect, respond, and
recover

NIST IR 7176 Test and perfor-
mance standards

Protection profile for ICS

3https://csrc.nist.gov/publications/sp
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Department of Homeland Security (DHS) and Department
of Energy (DOE) Publications

The US Department of Energy (DOE) produced a capability maturity model
through the Cybersecurity Capability Maturity Model (C2M2) program.4 C2M2
focused on the implementation and management of cybersecurity practices associ-
ated with the operation and use of information technology and operational technol-
ogy assets and the environments in which they operate. The goal of these maturity
models was to provide clarity in general and for certain sectors like electricity and
oil and gas for asset owners and system operators to determine a baseline of where
their current cybersecurity practices are and to develop goals for cybersecurity
objectives in the future.

The US Department of Homeland Security (DHS) and its Industrial Control
System Cyber Emergency Response Team (ICS-CERT)5 continually work to
address challenges and risks within ICS regarding cybersecurity. The Common
Criteria for Information Technology Security Evaluation is a program mutually
recognized by 28 countries worldwide that uses the technical standard ISO 15408
information technology – security techniques – evaluation criteria for IT security as
a foundation for developing security requirements for a particular system or device.
The evaluation criteria are developed in associated protection profiles. NIST pro-
duced an NIST Interagency Report (IR) called NIST IR 7176, which provides a
protection profile that document security requirements associated with ICS.

DHS also produces several documents and specifications that educate the indus-
try on best practices, ongoing risk mitigation techniques, and general good hygiene
for the industry, which are defined in Table 5.

Smart Grid Publications

There are several standards that focus on helping manufacturers design equipment
specific in the smart grid space. These standards are typically focused on specific
types of equipment and their use, or communication protocols in the smart grid, and
how to deliver security requirements into the protocol. They are defined in Table 6.

4https://www.energy.gov/oe/cybersecurity-critical-energy-infrastructure/cybersecurity-capability-
maturity-model-c2m2-program
5https://ics-cert.us-cert.gov/Standards-and-References
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French Network and Information Security Agency (ANSSI)

The French government, through its security agency, ANSSI,6 has been producing
standards and specifications for critical infrastructure to subject all new critical ICSs
to an approval process, thus ensuring that their cybersecurity level is acceptable
given the current threat status and its potential developments. Some of those
produced recently and are becoming commonplace in new deployments in France
are shown in Table 7.

Table 5 DHS documents

Standard Type Description

ES-C2M2 Organization and
process standards

Electricity Subsector Cybersecurity Capability Matu-
rity Model
This specification covers a common set of industry
acceptable best cybersecurity practices that cover the
electricity subsector

ONG-C2M2 Organization and
process standards

Oil and Natural Gas Subsector Cybersecurity Capa-
bility Maturity Model
This specification covers a common set of industry
acceptable best cybersecurity practices that cover the
oil and gas subsector

Control system
catalog

Organization and
process standards

Catalog of Control Systems Security: Recommenda-
tions for Standards Developers
It specifies a catalog of security controls applicable to
ICS from different standards, specifications, and other
industry publications

Control system
cybersecurity

Organization and
process standards

Recommended Practice: Improving Industrial Control
System Cybersecurity with Defense-in-Depth Strate-
gies
Provides a good overview of deploying defense in
depth for an ICS

Procurement
language

Organization and
process standards

Cybersecurity Procurement Language for Control
Systems
Provides security principles for ICS when considering
designing and acquiring ICS

CNSSI-1253R2 Organization and
process standards

Security Categorization and Control Selection for
National Security Systems
This document uses NIST SP 800-53 and establishes
the processes for categorizing facilities and the infor-
mation they process and for appropriately selecting
security controls from NIST SP 800-53

CNSSI-1253 Organization and
process standards

Security control overlays for ICS
Specifications of security controls and supporting
guidance used to complement the security control
baselines and parameter values in the supplemental
guidance in NIST SP 800-53

6https://www.ssi.gouv.fr/publications/

Current Standards for Cyber-Hygiene in Industrial Control System Environments 11

https://www.ssi.gouv.fr/publications/


Bundesamt für Sicherheit in der Informationstechnik (BSI)

The German Federal Office for Information Security (BSI) has been developing
standards and best practices around industry 4.0 and cybersecurity principles nec-
essary for the German economy. The German government recently launched a
cybersecurity implementation plan for critical infrastructure called KRITIS,7 pri-
marily intended to focus on securing the country’s networked information infra-
structure while making it still productive and economically competitive. KRITIS is
Germany’s contribution to the European Program for Critical Infrastructure Protec-
tion (EPCIP). Some of these specifications can be seen in Table 8.

The industrial Internet of Things Consortium8 has developed several technical
documents to help instruct industry on the risks and challenges in having IoT and
ICS. They have published an Industrial Internet of Things Security Framework,
which provides some of the general understanding of how the industrial Internet

Table 6 Smart grid publications

Standard Type Description

IEEE
1686

Design specifications
and standards

Substation Intelligent Electronic Devices (IEDs) Cyberse-
curity Capabilities
Covers applying security controls to IEDs regarding the
access, operation, configuration, firmware revision, and
data retrieval

IEEE
C37.240

Design specifications
and standards

Cybersecurity Requirements for Substation Automation,
Protection, and Control Systems
Covers security controls implemented at the substation that
factors in risk levels associated with the business practice
and the cost associated with the technical control

NISTIR
7628

Organization and pro-
cess standards

Guidelines for Smart Grid Cybersecurity
Provides best practices for an asset owner deploying smart
grid technology to consider security implications

Table 7 ANSSI standards

Standard Type Description

Cybersecurity
for ICS

Organization and
process standards

Classification method and key measures
Provides a mechanism to classify ICS based on accept-
able risk and how to measure the classes defined

Cybersecurity
for ICS

Organization and
process standards

Detailed measures
Provides technical and organizational criteria needed for
cybersecurity for new ICS systems that fall under
industry 4.0a

aIndustry 4.0 is a European focus of industrial Internet of things where ICS systems are integrated to
external systems via the Internet

7https://www.kritis.bund.de/SubSites/Kritis/EN/strategy/strategy_node.html
8http://www.iiconsortium.org
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would technically be deployed and some of the main elements needed to ensure the
security of such a deployment.

Personnel Training

Ensuring the personnel that design, build, manufacture, install, service, and operate
critical infrastructure systems supports the general cyber-hygiene of an overall
system. Qualified personnel who have capabilities to support the cyber-objectives
of an installation drive overall competency. Some of those certified specifications are
shown in Table 9.

Table 8 BSI specifications

Standard Type Description

ICS Security
Compendium

General ICS Security Compendium
This is a great reference document that outlines the
security in ICS procedures and the relevant standards
globally that can support

CIP Implemen-
tation Plan

General CIP Implementation Plan of the National Plan for
Information Infrastructure Protection
Provides a national plan for securing the national
information technology infrastructure based on pre-
vention, preparedness, and sustainability

Baseline protec-
tion concept

Organization and
process standards

Protection of Critical Infrastructures: Baseline Pro-
tection Concept
Provides facilities based in Germany with guidelines
for the internal cybersecurity of the facility

Table 9 Personnel training specifications

Standard Type Description

CompTIA Personnel
training

CompTIAa has several certifications with criteria for qualification
around general cybersecurity, cloud systems, and security testing

EC-
Council

Personnel
training

EC-Councilb has several training and certification programs with
popularity around the ethical hacker courses

GIAC Personnel
training

GIACc has several standard technology certification programs and
specific criteria for ICS personnel

ISACA Personnel
training

ISACAd focuses on training personnel for specific cybersecurity
roles within an organization

(ISC)2 Personnel
training

(ISC)2e qualifies different roles in cybersecurity and the required
credentials

ahttps://certification.comptia.org/certifications
bhttps://www.eccouncil.org/programs/
chttps://www.giac.org/
dhttp://www.isaca.org/Certification/Pages/default.aspx
ehttps://www.isc2.org/Certifications
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Summary

This chapter provided a list of cybersecurity standards and specifications, which can
help in developing a good way to determine cyber-hygiene in critical infrastructure
systems. However, one singular standard or specification cannot provide a truly
holistic view of the cyber-capabilities of a facility’s implementation of systems and
services. A combination of several “types” of standards would provide the best
avenue to ensure that an organization is using the best capabilities readily available.

One of the first steps to help an asset owner determine this is to understand the
nature of some of the cybersecurity and critical infrastructure risks. Several “gen-
eral” standards can provide great insight for someone who is attempting to under-
stand the landscape of a system. NIST SP 800-82 and the Industrial Internet Security
Framework are both good places to start to get a good declaration on control systems
and what is typically done to secure them.

The asset owner would then need to assess the current state of his/her system by
using some of the identified “organization and process standards.” These standards,
like the NIST Cybersecurity Framework, DOE’s Capability Maturity Model, or
ANSSI’s cybersecurity for ICS, can provide an overall assessment of the current
state of his/her system. Included in that is the need to examine the relevant staff
charged with maintaining those systems and ensure they have the relevant creden-
tials to execute on cybersecurity-related activities. Using some of the “personnel
training” standards to assist candidates of the asset owner’s technical staff to increase
their knowledge can help as well. Cybersecurity professionals can either learn on the
job or be trained beforehand. Understanding the current state and capabilities of
one’s current staff will provide an asset owner with a good understanding of where
his/her organization currently is.

The next step is to use some of the identified “organization and process standards”
to build a scalable plan to help identify a target or desirable state of the facility’s
completed cybersecurity capabilities. A capability maturity model can help set up
target capabilities and create a plan to get there. Using some of the “test and
performance standards,” in combination with the “organization and process stan-
dards,” can provide asset owners with a way to measure how good the current
facility is. NIST SP 800-53A, combined with IEC 62443-2-4 (which takes much of
its input from NIST SP 800-53A), can evaluate the current state. This is what the
NERC CIP standards in the bulk energy sector focus on by providing the criteria
needed to perform an assessment of what an organization has built into its infra-
structure to meet cybersecurity requirements. Using procurement guidance to begin
building procurement requirements for the supply chain of the facility would be
another great step by informing system operators, installers, and maintenance teams
of control systems, integrated technology systems, etc., of what is expected of them.
The qualifications in installing and servicing equipment to make sure they meet a
manufacturer’s stated specifications are crucial in meeting cybersecurity needs.

Procurement language can also be driven into the entire supply chain of the
infrastructure. “Design specifications and standards” and “test and performance
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standards” can then be used to document what criteria are needed for equipment and
services and how those systems will be assessed. The design standards will provide
technical criteria that must be met for a device, component, or system to be acquired,
and the test standards can provide compliance criteria to evaluate and assess those
capabilities. In this regard, the 62443-3-3, 62443-4-2, and DHS cybersecurity
control documents can provide information to the supply chain of the technical
security controls that are needed. UL 2900 can be used to evaluate and assess the
supply chain’s devices, components, and systems, so a procurer can expect a trusted
third party to perform assessments and provide a certified and qualified supply chain.

Manufacturers of the supply chain can then apply these “design specifications and
standards” and “test and performance standards” to build the products to be used in
the installation. Manufacturers in the supply chain can also apply “product devel-
opment team processes” standards to ensure security is considered when building
those products. These standards would focus on driving some of the best practices
developed by leading organizations in delivering quality products and systems
designed with cybersecurity risks in mind for the impacted product in certain
implementations and factor in mitigation and control capabilities to minimize
those risks. Manufacturers can even apply the same “organization and process
standards” to their organizations as well to robustly build a team that can address
security risks both inside the organization and for the processes used to build
products for the industry. Ultimately, the manufacturer can apply the “personnel
training” standards to qualify their technical resources in building their products, by
pushing them through their own supply chains.

As has been demonstrated, asset owners can use an amalgam of these standards
and specifications to provide robust capabilities for their systems. Most of these
standards align with common best practices for systems in critical infrastructure
globally, and are recognized by industry and cybersecurity professionals. Once
maturity levels are defined, and plans are made to ascertain a certain level, the
right standards, specifications, and guidance documents will align with an asset
owner’s cybersecurity plans.

Current Standards for Cyber-Hygiene in Industrial Control System Environments 15



Consequence-Based Resilient Architectures

Curtis St. Michel and Sarah Freeman

Abstract As described in Lee et al., cyber-attackers conducted a coordinated,
multifaceted operation against three distribution companies on 23 December 2015,
resulting in a customer outage of nearly 4 hours. The significance in this event does
not originate from the infiltration of the electric sector; on the contrary, Gorman,
Toppa, Perlroth, Dearden, and Borger indicate they have been compromised before
and will continue to be compromised in the future. Nor was this event significant
because it harkened the arrival of some previously unknown, sophisticated industrial
control system (ICS) malware, as Karnouskos, Fidler and Matrosov et al. argued was
the case with Stuxnet. Rather, the significance of the December 2015 event stems
from the means by which the attackers interfaced with and, ultimately, used the
energy system design to their advantage.

The Challenges of Security by Design

As described in Lee et al. [1], cyber-attackers conducted a coordinated, multifaceted
operation against three distribution companies on 23 December 2015, resulting in a
customer outage of nearly 4 hours. The significance in this event does not originate
from the infiltration of the electric sector; on the contrary, Gorman [2], Toppa [3],
Perlroth [4], Dearden [5], and Borger [6] indicate they have been compromised
before and will continue to be compromised in the future. Nor was this event
significant because it harkened the arrival of some previously unknown, sophisti-
cated industrial control system (ICS) malware, as Karnouskos [7], Fidler [8] and
Matrosov et al. [9] argued was the case with Stuxnet. Rather, the significance of the
December 2015 event stems from the means by which the attackers interfaced with
and, ultimately, used the energy system design to their advantage.

Engineering controls are the result of countless hours of analysis, during which
design engineers validate the safety, reliability, and functionality of a designed
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system. One prevalent method for validation is failure mode and effects analysis
(FMEA), a systematic approach for proactively identifying where and how a system
might fail, as well as any potential resulting impact. FMEA and its variants, such as
failure mode, effects, and criticality analysis (FMECA) and multi-attribute failure
mode analysis (MAFMA) [10], are linked in their failure to properly consider cyber-
events and their potential impact to reliability and, ultimately, the resiliency of a
designed system.

As additional digital components have been introduced into traditionally analog
systems, the risk associated with equipment failure shifts. This is due in part to a
change in the device control themselves, as well as the possibility for additional
malicious activity directed against this equipment. For example, cyber-attacks can be
multiplied by employing attacks that both rely on the visibility digital sensors and
data aggregators, as well as the manipulation of engineering control algorithms
themselves [11]. Although these changes in technology can provide a wealth of
data management opportunities and improved efficiency, this shift has also posed a
challenge for individuals and organizations tasked with securing this equipment.

The shift toward an increased reliance on digital technology harkens the arrival of
a new reality in which these systems and technology can be used for increasingly
sophisticated cyber-attacks. Events against electric grids worldwide since 2015
highlight the distinct difference in targeted and untargeted cyber-attacks and the
failure of perimeter cyber-defense to combat directed attacks. Today traditional
cyber-hygiene and best practices, although important, are no longer sufficient to
stop targeted cyber-attacks. At the same time, traditional FMEA and its variants must
evolve to address both adversary capability and consumer demand for technology so
that reliability, safety, and resiliency of these critical engineered systems continue.

The Vulnerability Mitigation Cycle

Vulnerability assessments are a requirement for North American Electric Reliability
Corporation (NERC) Critical Infrastructure Protection (CIP) compliance and are
intended to limit the possibility of a cyber-attack against the bulk electric system
(BES); numerous guides have been written, and research has been conducted to
optimize these activities, most notably by Sandia National Laboratories [12]; Ten
et al. [13]; and Ralston et al. [14]. This technique is fundamentally limited to known
vulnerabilities or the zero-day vulnerabilities that may be found by a cybersecurity
researcher as part of that assessment, however. Additionally, organizations and
vendors frequently also employ a vulnerability/mitigation strategy that involves
the application of patches as new vulnerabilities become known. The fundamental
result of this system is one in which the individual vulnerabilities that are identified
and mitigated focus primarily on known adversary capabilities and exploits. There-
fore, a proactive vulnerability management strategy becomes inherently reactive.

Unfortunately, given the speed at which new vulnerabilities are identified, orga-
nizations face an uphill battle in securing their operational technology (OT) space.
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Vulnerabilities with some of the greatest potential for weaponization, zero days, are
so named due to the fact that they are vulnerabilities in systems that were otherwise
unknown, with no patching available at the time of their discovery. In 2013, the
number of zero-day (0-day) vulnerabilities discovered doubled from the previous
year to 23. Between 2014 and 2015, there was a 125% increase in the number of
vulnerabilities to 52, leading Symantec [15] to theorize that zero days have been
“professionalized,” a critical tool for state-sponsored activity. Security is also com-
plicated by the white phase of the zero-day life cycle, when a patch has been released
but in many cases has not yet been applied. Dacier et al. [16] noted a five times
increase in the malicious use of zero-day vulnerabilities, after they had been
disclosed, highlighting the continued risk posed to organizations even later in the
vulnerability life cycle. This finding is shared by Ablon and Bogart [17], a recent
review that evaluated more than 200 zero days over 14 years (2002–2016), which
found that the average “life expectancy” following discovery of a zero-day vulner-
ability averaged 6.9 years. In 25% of these cases, life expectancy for these vulner-
abilities averaged more than 9.5 years. Within the ICS/Supervisory Control and Data
Acquisition (SCADA) space, where patches occur far less frequently, it is possible
that life expectancy is even higher.

In general, OT is patched far less frequently than its information technology
(IT) cousin. Tom et al. [18] note that legacy systems are typically patched late, if
patched at all, in part due to “. . .their service age, proprietary nature, perceived
obsolescence, or simply because the patches are unavailable.” The result is that
vulnerabilities, zero days or not, can be used to exploit OT for several years and,
given the rate at which new vulnerabilities emerge and the lack of infinite resources
to devote to cybersecurity, complete mitigation through patching cannot be
expected.

How, then, can organizations protect themselves from the inevitable stream of
vulnerabilities? The best approach may be not to focus on the vulnerabilities, but to
introduce resiliency into the technical designs themselves, through methods of
consequence-based analysis.

Consequence-Driven Cyber-Informed Engineering

Introduced by St. Michel et al. [19], Consequence-driven Cyber-informed Engineer-
ing (CCE) is one method to address the organizational risk posed by increasingly
sophisticated cyber-attacks. Rather than focus solely on the vulnerability mitigation
cycle, CCE prioritizes cybersecurity response capabilities based on impact and,
ultimately, the potential severity of a cyber-attack. In this way, CCE addresses the
most significant threat to an organization’s critical functions and services in a
resource-constrained environment.

The motivation for the development of CCE stemmed in part from the develop-
ment of increasingly sophisticated adversary capabilities and the corresponding
challenges associated with the vulnerability mitigation cycle. CCE also originated
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from the increasingly prevalent (if not pessimistic) view that perfect (or event near
perfect) cybersecurity protection is a mirage and something that cannot be realisti-
cally achieved [20]. If this view is to be adopted, then any organization is limited in
its ability to develop suitable responses to the threat of cyber-attack. In many cases,
the challenge of securing critical systems, processes, and procedures from a sophis-
ticated, targeted, state-sponsored cyber-attack exceeds the capabilities of the
organization.

The problem of security is compounded by the increasingly varied cyber-
boundaries of an organization. An electric utility, for example, expects to exchange
some amount of operational information with other utilities, especially those whose
infrastructure they interface with or with whom they conduct electricity market
transactions.

The cyber-boundary has also shifted through the adoption of emerging technol-
ogy. In late March–early April 2018, three US pipeline companies experienced
communications system disruptions after a third-party provider experienced a
cyber-attack [21]. The affected system existed on the boundary of the organizations,
and although it did assist with operational activity – by providing communications
support to the pipeline customers and their purchases – it did not fundamentally
inhibit the delivery of product. Operationally, transactions were able to continue,
albeit at a slower pace. Still, the event highlights cybersecurity challenges. Tradi-
tional definitions and boundaries of the electronic perimeter have become obfuscated
by technology intended to improve or streamline operational activity.

If perfect or near perfect cybersecurity is not a possibility, how can organizations
respond to the potential risk of a cyber-attack? One idea gaining additional traction is
the concept of cyber-insurance, a risk management approach in which the individual or
organization provides an insurance premium to transfer the risk to an insurance
company [20]. In the event of a cyber-attack, the cost of the event would be distributed
among the collective pool of individuals and organizations purchasing insurance. The
market for cyber-insurance continues to grow; Romanosky et al. [22] note that with less
than $1 billion in premiums in 2012, estimates are as high as $20 billion by 2020. Still
several barriers to an effective cyber-insurance market persist. For example, in spite of
the growth, the cost associated with a cyber-event greatly outweighs the cyber-
insurance market with estimated global costs of $445 billion a year [23].

Another issue for insurance companies is how to underwrite and define the risk
they are willing to absorb and the cyber-incidents they are willing to cover. Related
questions include how to quantify an organization’s protection or exposure and what
cybersecurity components, exactly, are the responsibility of a single organization?
What degree of protection is a reasonable expectation?

To develop a healthy insurance market, insurance companies must deem the
market space profitable; that is, the profit gained from underwriting risk cannot be
eclipsed by the financial loss of an actual cyber-attack. Boundaries must limit what is
within the responsibility of an organization and the insurer and what is beyond both
of them. Within that gap area, the federal government must step in as the insurer of
last resort, belaying some of the risk. Without federal government participation, the
cyber-insurance market cannot expand to meet the safety needs.
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Without a flourishing cyber-insurance market, organizations must adopt alterna-
tive strategies to mitigate the risk associated with cyber-attacks. CCE aims to fill that
gap by providing a scalable cybersecurity framework that can be employed by an
individual, organization, or government and customized based on their own risk
tolerance.

The “Future” Analysis Problem and Consequence
Prioritization

As noted previously, one of the primary challenges in developing secure cyber-
systems stems in part from the speed at which adversary capabilities evolve.
Organizations are caught in a constant cycle of vulnerability identification and
mitigation based on the latest vendor advisories and threat reports. The main issue
with this approach, however, is that organizations maintain a reactive posture,
responding and mitigating vulnerabilities only after they have been identified. As
many have noted, it is difficult to make predictions, especially about the future.

This view is echoed by Colbaugh and Glass [24], who note that the “fundamental
issues associated with the dynamics and predictability of the coevolutionary ‘arms
race’ between attackers and defenders has yet to be resolved.” Although academic
efforts have aimed to provide clarity on the means of prediction related to the
potential exploitation of a specific vulnerability [24, 25], these pieces are limited
in their tendency to assume a correlation between current adversary activity and
future capability, or that existing vulnerability scoring systems correlate to the cyber-
risk posed to an organization (i.e., the likelihood that a vulnerability will be
exploited). In reality, there is a complex system that dictates whether a specific
vulnerability will be targeted, one that is based on a variety of factors including
existing capability, funding, motivation (e.g., desired end effect), and state-sponsor
interest. From an organization’s perspective, the challenge to identifying the most
significant risk is vast.

In spite of the challenges associated with determining the risk of a cyber-attack,
organizations need a method to prioritize resources within a resource-constrained
environment. Organizations cannot expect to eliminate the risk (eliminate all of the
vulnerabilities); they must therefore identify the means to persist in spite of the risk.

Risk is often defined within the context of the equation:

Risk ¼ Probability� Impact

Given this definition, it is possible to describe risk in terms of the potential impact
or consequence. If constant probability is assumed, then there is a proportional
relationship between risk and impact. Even without an assumption of a constant
for probability, the potential impact of an event can still yield significant risk. CCE
works within this construct to identify the most significant cyber-events (those with
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the highest impact) and focus mitigation efforts against those. In doing so, CCE
provides an alternative means for prioritization separate from vulnerability scores or
the probability of exploitation.

Consider the following hypothetical example. A chemical production facility
employs a Pd-based catalytic reaction for the production of vinyl acetate from
ethylene, acetic acid (ACOH), and oxygen [26], and its operations can be divided
into two parts: reaction and refinement [27].

Information/operations personnel identify a potential vulnerability within the
controllers responsible for the distillation column. Although exploitation of this
controller by a cyber-adversary could negatively impact the product produced,
many of these conditions are recoverable. For example, the product could be refined
in another cycle to remove more of the contaminants. Because of this recovery path,
the potential impact from this event is relatively low.

In contrast, if those affected controllers were used during the initial reaction, then
the potential impact of a cyber-attack is greater. Under normal conditions, the
reaction is tightly controlled so that undesirable products are not formed from side
reactions, mainly CO2, the generation of which complicates heat removal from a
highly exothermic reaction [27]. In this case, cyber-attacks directed against critical
functions of the reaction (rather than refinement) process are more expensive, and
therefore the vulnerabilities within controls on this side of the process more signif-
icantly represent greater risk.

One significant advantage of the CCE approach and its focus on impact is the
ability to merge cybersecurity experience and analysis with a level of engineering
expertise that has typically not been included in the conversation. When assessing
the technical impact, the subject matter expertise is invaluable for not only deter-
mining impact at a single component level but also discovering how that exploitation
will impact operations across an infrastructure or region. This expertise exists
primarily in the private sector, within the organizations responsible for the day-to-
day operations of these systems, highlighting the need for increased and improved
communication between the private sector and the federal government.

Although CCE primarily focuses on impact, especially within the early stages of
the process, there is value in assessing the probability of a cyber-event occurring. In
this case, the mutually beneficial relationship of the federal government and the
private sector allows for an exchange of information relevant to assessing probability
and impact. The federal government collects and maintains a wealth of threat actor
information that is relevant to the cyber-risk mitigation decisions made by various
organizations within the private sector. For example, without this input, an organi-
zation may choose to mitigate a high-consequence event or scenario that can be
accomplished by a cyber-adversary in a relatively small number of actions (e.g.,
five), rather than a similarly catastrophic scenario that requires multiple actions (e.g.,
ten), solely on the basis that the first scenario is more likely. Although the second
scenario may require multiple actions chained together for success, it is possible that
an adversary has already developed seven of the required ten steps, leaving only
three remaining. In this case, the probability for the second scenario occurring is
arguably greater.
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Improved information sharing results in one additional benefit. Within the USA,
the majority of critical infrastructure is owned (and operated) by the private sector. It
is a stakeholder in any efforts to improve the resiliency or security of critical
infrastructure assets. This fact is especially significant in efforts to improve the
resiliency of those assets significant to national security. Unfortunately in some
cases, the private sector owners of an infrastructure are unaware of the importance
of their systems from a national security perspective and therefore do not take that
fact into consideration when making risk mitigation decisions.

System of Systems Analysis

If the first stage of CCE focuses on impact, then the second stage of CCE – System of
Systems Analysis – focuses on interdependencies. That is, CCE not only considers
the cybersecurity of technology but also evaluates the processes and procedures for
how the technology is used. CCE also considers the interconnections between these
technology boundaries and critical information exchanges. For the organization
seeking to develop resilient, but impact-aware architectures, it is also necessary to
consider the security of a technology across its entire life cycle.

Following the December 2016 cyber-attack in Ukraine during which a transmis-
sion utility was targeted, cyber-researchers identified a malware module that imple-
ments a denial of service against Siemens SIPROTEC relays, rendering them
unresponsive [28]. The identification of this malware was significant as it
highlighted the existence of active adversary activity targeting these systems. At
the same time, more recent reporting by Kovacs [29] indicates that even following
2016, vulnerabilities within these systems remain. Still, electric utilities and others
are not oblivious to the importance of securing these devices. On the contrary,
NERC notes that “Reliable protection systems are necessary for the Bulk Electric
System to meet system performance requirements in the NERC Reliability
Standards” [30].

The importance of these devices is well known, and access to them or to their
settings is generally tightly controlled. These controls are enacted after the equip-
ment is received by the utility and, in some cases, only after a device has been
configured, however. A holistic approach to cybersecurity throughout the life cycle
of these devices should acknowledge and attempt to control the cyber-risk posed to
technology from a cyber-attack that can be introduced via a variety of means,
including network-based, human-enabled, and supply chain. For example, although
a utility may stringently limit who has access to these devices and who has the
appropriate roles and responsibilities for making changes, in many cases the equip-
ment used to make these changes (e.g., a field technician’s laptop) are transient assets
that cross a variety of security boundaries. The mobility of these devices provides an
opportunity for infection or, more significantly, a targeted cyber-attack that takes
advantage of an organization’s update or validation process.

Consequence-Based Resilient Architectures 23



Cyber-attacks that target an organization’s process and procedures are not new; in
fact, it is possible to trace this activity to at least 2013, although this adversarial
approach may have existed much earlier. In 2013, cybersecurity company F-Secure
published its findings regarding Havex, a remote access Trojan that targeted the
legitimate update path for some ICS equipment. By targeting these updates, the
Havex Trojan eliminated the need to develop a capability to access the victim’s
systems, instead piggybacking onto normal update activity.

Havex illustrated the danger associated with supply chain targeted attacks. One
reason these attacks are so effective is because they target the process and procedures
for technology updates, when the traditional security restrictions may be relaxed. For
example, energy management systems, critical for situational awareness and control
of electric grids, are often considered one of the most tightly controlled systems
within a utility. During an update, however, the security boundary of these systems
significantly expands, increasing the number of people with access to it and the
sensitive business information related to its configuration. Both vendors and manu-
facturers participate in the update process, greatly increasing the opportunities for an
adversary to target this system.

Ultimately, organizations seeking to develop and maintain consequence-aware
architectures as a method to improve resilience should conduct a system of systems
analysis to understand the interdependencies and chokepoints of their system
throughout the entire technology life cycle.

Adversarial Approach and Consequence-Based Targeting

One consistently popular approach to developing resilient architectures is to employ an
adversarial approach to the analysis of these systems, processes, and procedures. Often
referred to as “red-teaming,” it has been described as “the practice of viewing a problem
from an adversary or competitor’s perspective” [31]. The US Department of Energy’s
Sandia National Laboratories has adopted a similar perspective for their Information
Design Assurance Red Team (IDART) process, noting that this approach is “based on
the premise that an analyst who attempts to model an adversary can find systemic
vulnerabilities in an information system that would otherwise go undetected” [32]. By
adopting an adversarial approach, CCE and other analyticmethods redefine the security
strategy and mitigation process. Potential cyber-attack scenarios are considered not
based on the known adversary activity (e.g., threat reporting, vulnerability disclosures)
but on what an adversary must do to be successful.

As noted previously, part of this effort is built around the review of a variety of
access methods, including network-based, human-enabled, and supply chain intro-
duction. However, much of this work should also focus on determining the infor-
mation requirements for a successful attack; where does this information reside and
to what information does an adversary need access? In some cases, a review of this
type will illuminate where and when an organization’s security policy has been
relaxed, identifying the spread of information within and beyond the organization.

24 C. St. Michel and S. Freeman



For example, third-party integrators and ICS vendors often retain business-sensitive
information belonging to their customers. With this information, these organizations
can provide customized solutions, as well as pointed troubleshooting and technical
support. Although the support provided by these third-party groups is invaluable,
their assistance comes with the added drawback of potentially increasing their risk of
a devastating cyber-attack. This is because implementation vulnerabilities and
process exploits greatly outnumber their design counterparts [33]. That is, although
there are generic classes of ICS attacks that target design features of a system,
specific process attacks remain numerous and more devastating. However, the
requirements for enacting these kinds of attacks are also more stringent. An inter-
ested adversary needs access to a much greater level of technical detail to develop a
feasible cyber concept of operations.

The fact that these complex, catastrophic attacks require such detailed informa-
tion is a strength of the defender. In most cases, this level of information is tightly
controlled, thereby yielding a natural bottleneck or chokepoint for adversary activity
that can be closely monitored and serve as an indicator for adversary interest and
progress. By conducting an internal review of their systems through CCE, organi-
zations have the opportunity to identify these information troves and assess the
degree to which this sensitive information has left the boundary of the organization,
serving as a loose indicator of their cyber-exposure.

It should be noted that the purpose of CCE is not to identify those organizations
that tightly control their sensitive business information and those who do not. In
reality, every organization has some amount of sensitive business information in the
open. CCE often employs a period of open source collection to assess what infor-
mation is publically available on the Internet. This is a useful exercise related to the
adversarial approach, as this work represents one of the more common first steps an
adversary will take when targeting an organization.

Open source collection represents a relatively low-cost method for collecting the
initial organization and process data necessary for targeting. In addition to the
relatively low cost, these collection efforts can be fairly covert as well, as a variety
of methods exist to obfuscate the online activities of state-sponsored cyber-actors. In
contrast, collection on target is a riskier endeavor, with substantially more opportu-
nity for an organization to detect a cyber-actor during their harvest activities.

Open source collection does not eliminate the need for collection on target,
however. Inevitably, at some point in the attack development process, a cyber-
adversary will require organization-specific information, either as part of a complex
cyber-attack on the process or to achieve the deep-level access required.

Mitigation and Elimination of Risk

At its core, the central goal of CCE remains not the complete elimination of cyber-
risk, but the introduction of engineering controls that remove the possibility of a
cyber-induced catastrophic event. The ease at which these new controls can be
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introduced varies from system to system, but nearly every case requires the active
participation of knowledgeable, experienced subject matter experts. Ultimately, the
engineers themselves must introduce the changes to the system, potentially
completely reengineering the designs, lessening or eliminating the possibility for a
cyber-based attack against that function or service.

For example, consider a cyber-based attack directed against variable frequency
drives in which a cyber-adversary, seeking to cause physical damage, sets these
drives to operate at a resonance frequency (skip frequency) [34]. By design, engi-
neers program a bypass, skipping the skip frequency to ensure that no damage comes
to the device. From an adversary perspective, the opposite can also be true. That is,
by using the engineering documentation, an adversary can identify a damaging
frequency and set the variable frequency drives to operate at that resonance. One
mitigation strategy may be the installation of an independent input/output device that
gracefully shuts down the drives as they approach resonance frequencies.

In some cases, the introduction of security controls requires the active participa-
tion of the vendors and manufacturers of ICS software and hardware, especially
when the vulnerabilities identified curing CCE are design in nature. In these cases,
their elimination may require a complete rework of a product, a potentially expen-
sive proposition from a resource perspective. The degree to which these more
extreme solutions should be enacted is an analytic challenge in of itself and one
that may require participation by the federal government or other large collective
body. In many cases, a single organization may not have the leverage necessary to
request alterations of this magnitude; in contrast, a consortium of multiple organi-
zations may provide the incentive to induce the reform of ICS equipment.

In the case that an identified scenario poses a risk to an asset critical to national
security, then a role exists for participation by the federal government.

There is another opportunity for engagement from the federal government,
however, primarily in the development of suitable trip wires for adversary capability
development monitoring. The federal government has established a large and com-
plex system for the collection and processing of cyber-threat actor information. Still,
there exists the opportunity for improvement in the sharing of this information. CCE
is most effective, as an iterative process, with organizations completing multiple
CCE studies in series to lessen the most significant cyber-impacts. As an organiza-
tion completes these studies, their findings can be used to improve intelligence
collection efforts over time, while the improved threat data can ensure that organi-
zations continue to expend their limited resources where they can be most impactful.
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Cyber-Physical Anomaly Detection
for Power Grid with Machine Learning

Pengyuan Wang and Manimaran Govindarasu

Abstract The power system is one of the most critical infrastructures in modern
society. As a sophisticated cyber-physical system (CPS), its operation highly relies
on the tight coupling between the physical layer (electric energy carrier) and the
cyber layer (data and information carrier). To maintain high availability and security
of both cyber and physical layer is critical in order to guarantee that the electricity
generation and consumption process is not disturbed. However, various factors, such
as natural device defects, human mistakes, and malicious cyber-activities, can all
result in severe interruption of the operation of a power system, among which cyber-
sabotage is the most unpredictable and uncontrollable.

To improve the situational awareness and hence help enhance the cybersecurity
of the modern power grid, cyber-physical anomaly detection that leverages machine-
learning techniques is investigated in this chapter. Firstly, a brief overview about the
modern power systems and their cybersecurity concerns is given. Then, facets of
power grid anomaly detection and suitable applications of various machine learning
techniques are elaborated. Finally, we select generation control anomaly detection as
a study case to provide more insights.

Cybersecurity of Modern Power System

Overview of Modern Power System

Modern power systems have grown into sophisticated cyber-physical systems due to
the expansion of their electrical infrastructures and the consequential application of
diverse communication and information. A modern power system comprises two
layers that are tightly coupled: the energy (physical) layer and the information
(cyber) layer. The physical layer carries the electricity from end to end and is the
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core of the power system; however, the information layer is of the same importance
since it acts as the nervous system of a power grid.

The physical layer of a power system contains four major domains: generation,
transmission, distribution, and consumption [1]. For the last two decades, power
systems have become more heterogeneous in terms of all these domains. Renewable
energy plants, flexible AC transmission system (FACTS), high-voltage direct cur-
rent (HVDC) transmission, distributed energy resources (DER), and micro-grids,
electricity storage, electric vehicles, etc. have all been gradually integrated into the
traditional bulk power system. Their emergence brings great challenges for the
operation of the power system because the coordination of different system compo-
nents becomes even more complex. As a result, more efficient control schemes are
incorporated in the cyber-layer. The cyber-layer of a power system is composed of a
large amount of secondary devices and schemes used to monitor, protect, and control
the operation of the energy layer. Secondary devices in the cyber-layer are capable of
communication, data collection, data storage, data processing, decision-making,
control actuation initialization, etc. They can be intelligent electronic devices (such
as phasor measurement units [PMUs], smart meters, and relays), or more powerful
hardware that accommodate commercial software running at a regional market or
control center. Components in the cyber-layer can be interconnected via public or
dedicated communication networks. The geographic scope of the communication
varies from case to case, however, wide-area communication has become a prereq-
uisite. For a modern power system, the three most critical cyber-layer systems
include the supervisory control and data acquisition (SCADA), the wide-area mea-
surement system (WAMS), and the advanced metering infrastructure (AMI).

Cyber-Systems Relying on Wide-Area Communication

SCADA (Supervisory Control and Data Acquisition)

A SCADA is widely used for industrial automation system monitoring and control.
In a power system, each station has a remote terminal unit (RTU) that merges data
from local secondary devices such as transducers, sensors, and meters. SCADA
collects data from RTUs located at different stations and forwards them to the control
center via wide-area communication every few seconds. Applications in energy
management systems (EMSs), including state estimation (SE), automatic generation
control (AGC), economic dispatch, contingency analysis, wide-area protection, and
control schemes, utilize those data to monitor the operational status of the power
system and send control commands back to the stations accordingly. The commu-
nication protocol commonly used in SCADA systems by North American utilities is
DNP3, and it still lacks security features such as encryption or authentication.
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WAMS (Wide Area Measurement System)

With the advent of phasor measurement units (PMUs), the wide area measurement
system (WAMS) emerges as an alternative to SCADA, which collects data at a much
higher sampling rate. The typical sample rate adopted in WAMS is 30, 60, or
120 samples/s. With time-synchronized PMUs, WAMS has access not only to
voltage or current magnitudes but can also measure relative phasor angles directly.
The WAMS is often constructed in a hierarchical architecture, where phasor data
concentrators (PDCs) at different levels will first concentrate the data from PMU and
then forward the processed data to the control center. Nowadays, practical applica-
tions based on WAMS are mainly for monitoring, such as transient instability
detection and linear state estimation. Wide-area protection and controls based on
synchrophasors are also under development. More and more applications will be put
into use when the data accuracy of WAMS gets further improved. For WAMS, it
often adopts IEEE C37.118 as the communication protocol.

AMI (Advanced Metering Infrastructure)

Unlike SCADA and WAMS, advanced metering infrastructure (AMI) is a system
placed at the distribution sector that monitors, collects, and analyzes the energy
usage data of consumers. Real-time energy usage data are collected via a large
number of smart meters, and proper demand side controls can be derived to improve
the operational reliability of the bulk power system. The controls could be achieved
through adjustments of the electricity price. The two-way communication is com-
posed of the wide-area network, the neighborhood-area network, and the home-area
network. The commonly utilized communication protocol is ANSI C12 series in the
USA and IEC 62056 in the EU [2].

Greenhouse for Malicious Cyber-Attacks

The heavy deployment of communication and information technology
(IT) facilitates the monitoring and control of the modern power system. However,
one side effect is barely considered in old-time implementations—security issues of
the cyber-layer. Though it is a popular topic in computer science, it was not getting
enough attention when the critical infrastructures were constructed. The main goal of
power system designers was to enable the data exchange and realize the monitoring/
protection/control functions and how secure those communications really are was
often ignored.

Due to the homogeneous nature of any information networks, nothing really stops
malicious cyber attackers from targeting the power grids. Recent reported attacks
involve trials to compromise utility corporate networks, control centers, wide-area
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protection and control schemes, field devices, etc. Any successful attacks, especially
those trying to sabotage the operation of bulk power system (BPS), can cause severe
loss. The application of conventional IT security technologies is necessary, but they
are often insufficient to mitigate sophisticated attacks targeting CPS, which deploy
zero-day exploits or social engineering tactics. PJM Interconnection’s former CEO,
Terry Boston, once mentioned in a report that “the utility experiences 3,000–4,000
hacking attempts every month” [3]. Around 2010, the Stuxnet malware that specif-
ically compromises ICS PLCs became well known and demonstrated a high level of
stealth and sophistication to spoof the telemetry information deceiving the operators
for a long period of time [4]. On December 23, 2015, a cyber-attack took place in the
Ukraine power grid after a 6-month-long reconnaissance, where the attackers suc-
cessfully disconnected 30 distribution substations for about 3 hours, causing signif-
icant outages to thousands of customers [5]. As can be seen from these examples, the
security issues of power systems are more severe than people may believe. Cyber-
threats, vulnerabilities, and the malicious exploits of both can induce huge impacts
on the normal operation of a power system.

In order to better secure cyber-physical systems, efforts could be made in three
different ways: (1) prevention, (2) detection, and (3) mitigation. Prevention repre-
sents the type of countermeasures which recognize any potential vulnerabilities and
cyber-threats before they get exploited and carry out preventive actions to dispose.
Detection is utilized to detect ongoing anomalous behaviors in real time, while
mitigation is the last resort to constrain the impactful propagation of the attacks
and enhance power system resilience. From the description of each of these defense
methods, we can see that detection plays a key role in system operation monitoring
and helps improve the situation awareness and lays the foundation for both preven-
tion and mitigation. Development and application of anomaly detection are popular
in the conventional IT security sector and play a critical role in protecting the data
integrity and privacy. But the mature IT anomaly detection technologies cannot
solve all the problems in a cyber-physical system. For a CPS, it has unique features
and requirements that need to be considered and handled by a proper CPS anomaly
detection module.

Cyber-Physical System Anomaly Detection

Anomaly detection is the basic capability that the critical CPS functionalities should
possess in order to be situation-aware and further carry out adaptive preventive or
corrective defenses. For a specific system, anomalies refer to the behavior patterns
that exhibit distinctions from the normal ones. The task of anomaly detection for a
CPS is to detect the anomalies accurately and timely by collecting and analyzing the
data from both cyber and physical layers.
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CPS Anomaly Detection Applications

The application of anomaly detection in modern power systems is widely investi-
gated due to the enormous emerging cyber-threats. In this section, two different
taxonomies are presented for the application of anomaly detection. First is the
location-based taxonomy as shown in Fig. 1, while the second taxonomy is
according to the nature of the detection.

Detection Location

1. Centralized anomaly detection—Anomaly detection often requires global system
features. Thus, it is natural to place it at the location where the global data is easily
accessible, for instance, in the control center. Anomaly detection in a control
center (or even lower in the hierarchy, as is shown in Fig. 1) can utilize global
physical measurements as detection features. Work that has been observed
includes the following:

• PMU bad data detection [6].
• Bad measurement detection for critical EMS applications [7].
• General anomalous power system behavior detection [7].

Centralized anomaly detection implemented at the control centers concentrate on
global data and information, such that more accurate decisions about the anomaly
can be obtained. However, as a centralized module, it is vulnerable to cyber-
attacks as well and could become the single point of failure.

2. Network anomaly detection—Conventional cyber-intrusion detection systems
(IDS) can be applied in a networking environment. By mainly leveraging the
networking features, IDS are able to detect many malicious cyber-activities. For
example, a large amount of ICMP packets being received at a host could be a
symptom of host-scanning or denial-of-service (DoS) attacks with ping flood.
From the perspective of monitoring scope, an IDS can be host-based or network-
based.

3. Field anomaly detection—Centralized anomaly detection brings excellent per-
formance. However, centralized anomaly detection cannot do much regarding
any malicious attack trials along the actuation path. For example, when the
attacker launches a data integrity attack on the AGC control commands, the
centralized anomaly detection algorithm will not be able to detect. Therefore,
another possible CPS anomaly detection is field detection. It deploys the detec-
tion at the field layer where the actuations are carried out but can help detect
anomalies either induced by bad measurements or manipulated control
commands.

The anomaly detection in the field layer can be host-based. For instance, it can
be equipped for each intelligent electronic device (IED), and the anomaly is
defined within the scope of an IED operation. However, the host-based anomaly
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detection is still limited due to lack of the wider global view and is likely to miss
the coordination of simultaneous events. One alternative to host-based field
anomaly detection is the decentralized anomaly detection architecture. By
enabling the information and data exchanging among multiple stations and driven
by the large volume of data accessible, the field stations can work in a cooperative
manner for global anomaly detection.

Detection Nature

According to the detection principle adopted, an IDS can be signature-based,
anomaly-based, specification/model-based, or data-driven-based.

1. Signature-based—Signature-based IDS checks the predefined signatures or pat-
terns of malicious cyber-behaviors in order to detect known malwares or attacks.
Different detection rules need to be predesigned manually based on empirical
knowledge, which is a knowledge-intensive process. This is often cost-
prohibitive for a large-scale system. Another disadvantage of signature-based
detection is that it cannot identify unknown attacking patterns.

2. Anomaly-based—Unlike signature-based anomaly detection, anomaly-based IDS
utilizes statistical methodologies to find behaviors that deviate from normal ones.
But problems occur when the limited statistics considered cannot fully distinguish
the new types of attacks.

Fig. 1 Abstract architecture of CPS and possible locations of anomaly detection
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3. Specification/model-based—Researchers have proposed a specification-based
anomaly detection to bring the stateful understanding of the functionalities [2]
and better distinguish the new anomalies from the normal system states. The main
drawback of this methodology is that its scalability is constrained by the logical
simplicity of the functionality. If the logics of the function is too complex to
specify, then this method cannot be easily applied.

Other model-based anomaly detection [7] is also frequently used. By having a
predetermined model of the power system, the expected behavior is predicted
beforehand and will be leveraged as a reference for real system behavior. The
shortcoming here is that the model cannot receive online updates after its instal-
lation, which makes detections inaccurate if the model becomes outdated.

4. Data-driven-based—Machine-learning techniques have provided a powerful tool
for CPS anomaly detection. Similar to anomaly-based detection, data-driven
detection compares the online data patterns exhibited with the normal ones to
detection anomalies. But instead of utilizing simple statistics, it can incorporate a
great amount of features into the detection, while it still has an efficient way to
handle the data-mining process. Table 1 summarizes the technologies that can be
applied in CPS anomaly detection.

Table 1 Anomaly detection techniques

Type Method Nature

Conventional methods Signature-based
Anomaly statistics-based
Model/specification-based

Empirical or statisti-
cal methods

Machine-learning
methods

Classification-
based

Support vector machine
Decision tree
Random forest
Bagging
AdaBoost
XGBoost
Neural network
Other ensemble methods

Supervised learning

Clustering-based K-means clustering
Hierarchical clustering
Density-based clustering

Semi-supervised
learning
Unsupervised
learning

Dimensionality
reduction

Domain knowledge
Principal component analysis
(PCA)
Non-negative matrix factori-
zation (NMF)
Kernel PCA
ISOMap
T-SNE

Data pre-processing
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Challenges for CPS Anomaly Detection

Timing Performance

Unlike enterprise network cyber-anomaly detection, the operation of critical infra-
structures often has stringent timing requirements for the availability of relevant
functionalities. If the anomaly detection algorithm is able to detect the anomaly, but
takes too long to prevent the anomaly from causing de facto impacts, it is below
expectations since the main impetus for people to adopt anomaly detection is to get
prepared with prevention actions in time.

In a power system, the functional operation time granularity varies greatly. For
example, the allowed operation time for wide-area protection schemes ranges from
hundreds of milliseconds to a few minutes, automatic generation control (AGC)
operates approximately every 4–8 seconds, and economic dispatch runs every
5 minutes. Thus, when developing the anomaly detection system, it is important to
consider the timing performance of the algorithms beforehand, according to the
functionality it protects.

Big Data

For data-driven anomaly detection, the processing of big data often becomes a
challenge. Volume, variety, velocity, and veracity are the four facets of the data
that should be considered when trying to develop a data-driven anomaly detection
system:

• Volume—Like many other industrial critical infrastructures, power systems
operate continuously 24/7; thus, the sample measurements easily accumulate.
For example, the 1-day second-level power consumption data of all homes in
New York state could be 127.1 TB [8].

• Variety—Sophistication of power systems have determined the variety of the
data. Data from sources such as transducers, IEDs, control centers, and network-
ing devices can be in the form of nominal data, numeric data, log texts, and even
video/audio files. Reference [9], has provided a list of possible data sources in the
smart grid.

• Velocity—The sampled data, such as SCADA and phasor measurements, are fed
into the control center as data streams. For the phasor measurements specifically,
its update speed will be quite fast. The time interval between the two phasor
samples could be as short as 10 milliseconds.

• Veracity—Due to the flaws inherent in the sensing devices and data transmission
paths, the measurements could be incorrect. Therefore, bad data should also be
treated as a possible type of anomaly.
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From the perspective of the data types, data that can be utilized in anomaly
detection systems include raw physical measurements, processed physical measure-
ments, and cyber-measurements, as follows:

• Raw physical measurements—Breaker/switch status, bus voltage phasor, bus
power injection, line active/reactive power; generator terminal frequency and
system frequency, etc.

• Processed physical measurements—Metrics derived from raw physical measure-
ments that contain dense information. For example, the time interval between the
two sequential frequency dips may reveal the tendency of the cascading events.

• Cyber-measurements—Much information can also be obtained from the cyber-
layer devices. The characterization of communication protocols, packet types/
patterns, routing device logs, etc. can all be utilized as attack indicators.

Considering that the data availability is limited to the communication network
topology, the data accessible to one specific anomaly detection system could also be
classified as:

• Public local information—Local information that could be shared with other
functions on request.

• Private local information—Sensitive local data that will not be shared with other
functions at different locations.

• Global information—Information that has been successfully collected from the
community.

Detection Model Online Update

Measurement data from either the SCADA, WAMS, or AMI are streaming into the
anomaly detection modules. New data might contain new events that have never
been observed before. This will pose the challenge to update the detection model
online. Otherwise, detection accuracy can be reduced due to the outdated detection
models.

CPS Anomaly Detection with Machine Learning

In data-driven CPS anomaly detection, the data complexity requires an effective data
processing and anomaly detection algorithm. Machine-learning techniques have
demonstrated great competence in extracting information from large amounts of
raw data. Table 1 previously summarized the common machine-learning techniques
for CPS anomaly detection, which are:
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Classification Methods When the number of obtained data instances is reasonably
small, they could be labeled by experts with the class that they belong to. Then,
supervised learning-based classification can be utilized in anomaly detection train-
ing. After the training, a “model” can be derived and used for online detection. Many
different classification methodologies exist for this purpose. For instance, a decision
tree (DT) delivers the detection model as a tree with sequential decision-making
logic embedded, while the model that support vector machines (SVM) attain is a
hyperplane specified by a group of optimized hyperplane parameters. In the detec-
tion stage, a new data instance will be classified according to its location in terms of
the hyperplane. Ensemble methods, such as random forest, boosting, that leverage
multiple simple classifiers, can often get better overall performance.

Clustering When the amount of data instances is too large to label them all, semi-
supervised or unsupervised machine-learning techniques can be applied. Various
clustering techniques are listed in Table 1. K-means clustering and hierarchical
clustering are distance-based methods that are proper for scenarios with evenly
distributed data instances, and density-based methods such as density-based spatial
clustering of application with noise (DBSCAN) performs better when the clusters
possess different densities.

Data Processing Another key technique in the application of machine learning is
dimensionality reduction. For datasets with a variety of features, dimensionality
reduction is necessary in order to improve computational efficiency and virtualize
the data. How to select the dimensionality reduction technique depends on each
specific problem. For some problems, linear techniques such as PCA can perform
well, but for the others, if the instances are concentrated on nonlinear manifolds in
the original hyperspace, nonlinear dimensionality reduction algorithms, such as
t-SNE, are better options. In some special scenarios, if the relationship among
features is well known with domain knowledge, it would be better for the domain
experts to reduce the dimension by applying their expertise first, which often leads to
better results.

Different machine-learning methods will have different timing performance and
detection accuracies, and no single methodology can outperform others in any cases.
Therefore, the selection of methodologies should be carried out based on the
characteristics of each concrete problem.

Case Study: Clustering-Based Generation Control Anomaly
Detection

One of our previous work was selected as a case study in order to demonstrate the
application of domain knowledge-based dimensionality reduction and clustering in
CPS anomaly detection [10].
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Problem

The generation and load balance is the most critical requirement for the operation of
the power system, which is maintained by various generation control loops—
primary generation control (governor action), automatic generation control (AGC),
etc. Primary generation control helps maintain system stability at the expense of a
small-frequency deviation, and AGC control is able to correct the deviation. AGC is
installed for a region called balancing authority (BA); as such, each BA needs to
balance its regional generation and load. As shown in Fig. 2, AGC operates by
sending an area control error (ACE) to secondary generators, so that ACE is the
adjustment that one generator needs to make to recover the balance between system
generation and the load.

Cyber-attacks targeting power system generation control can be conducted
through the manipulation of generator setting points after intrusion, data integrity
attack, false data injection, etc. If the generation control is attacked, the generation is
driven off the optimal generation plan, and the attackers might benefit economically
through this. On the other hand, the attacker could also maliciously break the
generation and load balance to cause load loss or system instability. Therefore,
anomaly detection is needed to detect any potential attacks in time. The main idea
behind the anomaly detection we have proposed is to propagate the data among the
generators within one BA and correlate their behaviors. Theoretically, the generators
in the same region should have similar generation adjustment behaviors. If not, it

Primary control generator

Secondary control generator

Tie-lines

Dedicated communication channel

Peer to peer communication channel

AGC

BA 1
BA 2

BA 3

Fig. 2 The organization of the generators in a typical power system [10]
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could potentially be an anomaly. Anomaly detection is formulated as a multi-class
classification problem, and its task is to distinguish between normal system events
and attacks.

Experiment

IEEE 39-bus power system is divided into three BAs, as is shown in Fig. 3, and each
BA has its own AGC function. Area 2 is the region under consideration. G5 on bus
34 and G6 on bus 35 are both secondary generators, and in all experiments, G5 will
be utilized as the attack target, while G6 functions as its neighbor generator.

Fig. 3 IEEE 39-bus power system divided into three areas [10]
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Scenarios and Data Collection

Six scenarios are simulated to generate the synthetic datasets, including two normal
scenarios and four scenarios where the system was under attack.

1. Normal load change inside the balancing authority.
This scenario includes random load changes occurring in the balancing

authority of the generators under consideration. When load changes occur in
the same BA, secondary generators are expected to adjust their generations to
meet the load changes. Figure 4a shows the system frequency and generation
levels of G5 and G6 along the simulation time.

2. Normal load change outside the balancing authority.
Random load changes occur outside of the BA of the generators under

consideration. When this happens, primary control of generators in this BA can
help temporarily, but the disturbance to the generators is not as noticeable as the
first scenario since no significant ACE control value should be received.
Figure 4b shows the system frequency and generation levels of G5 and G6
along the simulation time, while the generation deviation magnitude is smaller
than that in the first scenario.

3. ACE control under constant value attack.
In this scenario, the attacker modifies the ACE control values sent to G5 to a

constant value by launching a man-in-the-middle (MITM) attack. The system
response is depicted in Fig. 5a. By sending a fake, constant negative ACE value to
G5, the attacker ramps up G5 generation level gradually by manipulating the
secondary generation control loop. Since the values being sent from the ACE
control to G6 is uncompromised, it will try to correct the impacts of G5.

4. ACE control under flip attack.
The attacker changes the sign of every ACE control value sent to G5.

Figure 5b shows the attack impacts. No huge disturbances are caused for the
system, but the adversary may attack in such a way to obtain a benefit from the
market.

5. Generation ramp attack.
Via intrusion into a power plant, the attacker can directly change the genera-

tion level of a generator. This case shows that the attacker gets into a power plant
of G5 and then quickly ramps it up. The system frequency has a huge deviation
due to this attack as seen in Fig. 6a.

6. Generation switching attack.
In this case, as presented in Fig. 6b, the output of G5 causes it to ramp up and

down frequently. This type of attack can cause undesirable system oscillation,
which may cause severe stability issues.
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Fig. 4 Normal load change. (a) Normal load change inside BA. (b) Normal load change
outside BA
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Dimensionality Reduction

Three conformity metrics are defined by Wang et al. [10] based on the domain
knowledge to preprocess the raw dataset, and every instance is a point in three-
dimensional space. The training instances shown in Fig. 7a are labeled, while those
in Fig. 7b depict all of the training instances.

Clustering Results

K-means clustering is run on all of the training instances. Instead of using random
centroids for the six clusters, all of the labeled training instances will be used for
centroid initialization. Figure 8 provides the final clustering results with all of the
training instances. We can see that the clustering is not separating the normal load
changes inside the BA and the normal load changes outside the BA; thus, it also
mixes the instances under flip attack and switching attack. Online testing is done
with a new dataset, and the detection confusion matrix is given as shown Table 2.

The clustering and detection results show that the method proposed has difficulty
in distinguishing between the two normal scenarios and the two specific attack
scenarios, but it can still successfully distinguish the normal patterns and abnormal
ones, which is the key requirement for an anomaly detection algorithm.

Conclusion

The operation of modern power systems significantly relies on the wide-area com-
munication and information technology, and thus the critical monitoring and pro-
tective and control functionalities become extremely vulnerable to the cyber-threats.

Fig. 5 Attack on ACE value. (a) Attack with constant ACE value. (b) Attack with flip ACE value
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Fig. 6 Generation attack after intrusion. (a) Generation ramp attack. (b) Generation switching
attack
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Fig. 7 Training dataset [10]. (a) Labeled training instances. (b) All training instances
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In this chapter, a brief overview is carried out about the modern power system as a
cyber-physical system (CPS) and its cybersecurity issues. The main efforts focus on
the introduction of CPS anomaly detection and the application of machine-learning
techniques. CPS anomaly detection taxonomies are made in terms of detection
location and detection nature, respectively, and the general detection challenges
are discussed. Classification, clustering, and data preprocessing techniques are
briefly introduced as CPS anomaly detection tools. One study case is also provided
where K-means clustering is adopted in the power system generation control anom-
aly detection.
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Table 2 Test confusion matrix

Normal
inside

Normal
outside

Flip
attack

Constant ACE
attack

Ramp
attack

Switching
attack

Normal inside 31.51 67.12 0 1.37 0 0

Normal
outside

0 100 0 0 0 0

Flip attack 0 0 100 0 0 0

Constant ACE
attack

0 0 0 100 0 0

Ramp attack 0 0 0 0 0 100

Switching
attack

0 0 0 0 6.25 93.75
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Toward the Science of Industrial Control
Systems Security and Resiliency

Mohammad Ashiqur Rahman and Ehab Al-Shaer

Abstract The supervisory control and data acquisition (SCADA) system is the
major industrial control system (ICS), which is responsible for collecting data from
end devices, analyzing data, and managing the system efficiently by sending neces-
sary control commands to the corresponding end devices. Unlike traditional cyber
networks, a SCADA system consists of heterogeneous devices that communicate
with one another under various communication protocols, physical media, and
security properties. Failures or attacks on such networks have the potential of data
unavailability and false data injection causing incorrect system estimations and
control decisions leading to non-optimal management or critical damages of the
system. This chapter provides a theoretical baseline for assessing the security and
resiliency of ICS by presenting two formal frameworks, one for security analysis and
one for resiliency analysis, considering smart grid SCADA systems. These frame-
works take smart grid configurations and organizational security or resiliency require-
ments as inputs, formally model configurations and various security properties, and
verify the dependability of the system under potential attacks or contingencies. The
execution of each of these frameworks is demonstrated on an example case study.

Introduction

Many cyber-physical systems (CPSs) like smart power grids, transportation systems,
and water treatment plants are identified as critical infrastructures (CIs) due to their
national importance. Secure and dependable operations of these infrastructures are
extremely important. One or more industrial control systems (ICSs) are often found
in a CPS, which are responsible for optimally and efficiently managing the system in
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real-time. The supervisory control and data acquisition (SCADA) system is the most
important kind of ICS, which is responsible for monitoring and controlling dispersed
assets by gathering and analyzing real-time data from remote (field) devices. Typical
ICS operations include automated control loops, human machine interfaces (HMIs),
and remote diagnostics and maintenance utilities.

In order to promote connectivity and remote access capabilities among corporate
business systems, information technology (IT) is now increasingly used in ICSs,
which escalates the possibility of cyber security vulnerabilities and incidents.
Although there are some similarities between the characteristics of ICS and that of
traditional IT systems, they differ in many places, especially due to the simultaneous
existence of physical components and network components, along with different
industrial communication protocols. That is why the vulnerabilities and threats, as
well as the security requirements, of an ICS are often different from that of
traditional IT systems. As such, it is important to develop automated security and
resiliency analytics specifically for ICSs.

In this chapter, two formal frameworks – one for security analysis and the other
for resiliency analysis – are presented providing a theoretical base for assessing the
security and resiliency of ICS. These frameworks automatically and provably
analyze the security and resiliency of the SCADA system, particularly, in terms of
the data acquisition for executing control operations in smart grids. The frameworks
take necessary SCADA configurations and security/resiliency requirements, for-
mally model the analytics, and solve the models to verify the system with respect
to the given security or resiliency specifications. The formal models are solved using
state-of-the-art logical solvers. Each framework provides threat vectors, specifying
when the security (or resiliency) requirements fail under the attack model. The
unsatisfiable outcome can certify that the system is secure (or resilient) against the
attack model. These frameworks can allow a grid operator to understand a SCADA
system’s resiliency, as well as to fix the system, by analyzing the threat vectors.

State of the Art of Research, Challenges, and Solutions

With the rise of cyber-warfare, the secure and dependable operation of a smart grid
carries utmost importance. However, due to its many cyber and physical couplings,
realizing the extent of security and resiliency of the system is challenging.

Supervisory Control and Data Acquisition Systems

An example topology of a SCADA system is shown in Fig. 1. Typical SCADA
operations include automatic and human control loops, remote diagnostics, and
maintenance utilities. There are also various kinds of physical devices, such as
SCADA control servers or master terminal units (MTUs), remote terminal units
(RTUs), programmable logic controllers (PLCs), intelligent electronic devices
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(IEDs), human machine interfaces (HMIs), data historians, etc. IEDs, RTUs, and
PLCs are considered as field or end devices, while the other devices reside in the
control center. In addition to these control components, there are different network
components, such as communications routers, modems, and remote access points.
These components usually use ICS protocols like Modbus, DNP3, or IEC 61850
variants for communicating with one another.

The SCADA control server/MTU takes the sensor measurements from field
devices through the power network and sends the control commands to them after
analyzing the data using the same infrastructure. Control decisions are optimally
made by the energy management system (EMS) by running several interdependent
control modules or routines, namely, state estimation (SE), topology processor (TP),
optimal power flow (OPF), contingency analysis (CA), and automatic generation
control (AGC) [1, 2]. Executions of these EMS control routines are actively depen-
dent on the data acquisition from the field devices. Among these modules, state
estimation is the core component. Its function is to compute the unknown state
variables of the power system from the sensor measurements received through the
SCADA system. The output of state estimation is used in other control mechanisms
to operate the grid optimally with respect to the generation cost and the physical
safety of the grid. Figure 2 presents the core EMS modules and the interdependency
among them according to the data flow.

Potential Cyber-Threats on SCADA

The increasing use of IT in smart grids escalates the possibility of cyber security
vulnerabilities and incidents, as these systems have not been built taking security
into consideration in the first place. The inherent complexity associated with

Fig. 1 An example of the SCADA network topology
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integrating different heterogeneous and legacy systems in SCADA systems signif-
icantly increases the potential of security threats, which can cause massive and
devastating damage. There are two main causes of threats [3]. The first is the
misconfiguration or the lack of security controls that can cause inconsistency,
unreachability, broken security tunnels, and many other security breaches. The
second is the weakness or absence of resiliency controls that can lead to cascaded
failures in contingencies or cyber-attacks. As an example of cyber-attacks, denial of
service (DoS) attacks can make one or more field devices unreachable or unavailable
to or from the rest of the system.

The main purpose of a SCADA system is to deliver measurement data from the
field or physical devices (meters/sensors) to the provider’s side (control center or
utility) while delivering control commands from the provider’s side to the field/
physical devices. To achieve successful data delivery, reachability must hold
between the sender and the receiver. Inconsistencies in communication protocols
or authentication/encryption parameters of the communicating devices may cause
failed data transmission leading to service disruptions. In addition, data should be
delivered such that it satisfies end-to-end integrity. The violation of this requirement
not only can cause incorrect estimation of the system but may also launch malicious
control commands toward physical devices. This scenario becomes worse in the case
of contingencies, when some IEDs or RTUs fail due to technical errors or cyber-
attacks, as there may not be enough (secured) measurements received by the control
server to observe the whole system accurately.

Fig. 2 A simplified EMS architecture. (Adapted from Ref. [1])
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Research Challenges and Formal Frameworks

The correct functioning of a SCADA system stands on consistent and secure
execution of tasks in time. The safe security configuration depends not only on the
local device parameters but also on the secure interactions and flows of these
parameters across the network including SCADA control mechanisms. There are a
significant number of logical constraints on configuration parameters of many
SCADA devices, which need to be satisfied to ensure safe and secure communica-
tions among SCADA components while keeping the system stable during contin-
gencies. The adversary must be modeled with respect to practical properties so that a
realistic picture of the system’s resiliency can be realized. The attack model needs to
be flexible enough to consider a wide range of different attack scenarios.
Implementing these security and resiliency controls in a scalable and provable
manner is one of the major challenges in smart grid security modeling.

To address this grand challenge, formal frameworks are proposed that can allow
energy providers to objectively assess and investigate SCADA security configura-
tions to identify potential resiliency threats and to enforce smart grid operational and
organizational security requirements [4–6]. These works primarily model secured
communication, potential contingencies, and security/resiliency properties and pro-
vide an efficient solution to analyze the security and resiliency of the system by
identifying the threat vectors that negate the security and resiliency requirements.
The frameworks are designed as a constraint satisfaction problem. Although these
frameworks include the formalizations of a limited set of constraints that are
important for proper communication, an important feature of these frameworks is
their easy extensibility. For further properties, one just needs to add formalizations
for corresponding constraints.

Threat Analysis Architecture

The basic architecture for the formal threat analytics is shown in Fig. 3. The threat
analyzer takes different inputs, including the bus/SCADA topology information
(including connectivity between buses/SCADA devices), device configuration
(including encryption and authentication properties, recorded measurements, etc.),
and the control functions and corresponding data requirements. The analyzer also
takes an attack model, along with a set of adversary attributes, as input. While the
attack model specifies different kinds of attacks (e.g., false data injection attacks on
measurements as well as topology statuses), the adversary attributes include, but are
not limited to, (i) the attacker’s knowledge of the system (e.g., the measurements
location, topology, etc.); (ii) the attacker’s capabilities for accessing and manipulat-
ing/compromising specific cyber/physical entities for launching attacks; and (iii) the
attacker’s resources, such as the potential for corrupting different physical entities at
time-to-launch coordinated attacks. Based on this input, the security analyzer derives
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the invariant properties of the physical system model, the attack model and potential
evasion, and the inter-module dependencies and verifies feasible attacks/threats and
provides corresponding threat vector(s) (i.e., states/measurements to be
compromised or devices to be failed). The threat analysis modeling considers the
interaction among the different EMS modules (i.e., SE, OPF, TP, CA, and AGC) in a
way that can verify where and how an attack can be launched (e.g., SE and TP) and
how far the attack (i.e., its impact) can percolate.

Formal Approach Characteristics

The formal security and resiliency frameworks [4–6] embrace the following key
ideas, in general:

Security-Centric Modeling A security-centric model of the power system is one
that explicitly integrates security properties into the core physical model. The model
allows measurements/statuses received/sent from/to field devices through cyber-
communication to be intentionally corrupted by adversaries. The model incorporates
security properties into the entire measurement set by defining a set of variables to
denote the cyber-physical and adversarial properties of the system.

Comprehensive Modeling of Adversary Attributes The adversary or attack attri-
butes are expressed in terms of the knowledge about the target system, accessibility
to the system, attack objectives, the resources to launch an attack, etc. The modeling
needs to construct a formal description to map the changes that occurred on physical
properties with respect to attacks. Modeling interdependencies among EMS modules
will allow mapping of how the effect of an attack on a module can percolate to
another module.

Unified Framework to Identify Coordinated Attack This step unifies the phys-
ical properties, attack model, and adversarial components into a comprehensive

Fig. 3 The architecture of the threat analytics

56 M. A. Rahman and E. Al-Shaer



model for the entire complex system. The resulting unified formal model, expressed
as a set of constraint satisfaction verification problems, is solved for the potential
attacks. Interdependency modeling helps identify coordinated attacks (e.g., coordi-
nating false data injections on measurements, as well as topology statuses).

Efficient Solutions by Satisfiability Modulo Theories (SMT) Proposed models
are formalized using SMT. Over the past 10 years, SMT has become the core engine
behind many practical tools for software and hardware analytics for static software
analysis, dynamic symbolic execution, model-based testing, and automated synthe-
sis and planning [7]. SMT is a constraint satisfaction problem solver for logical
formulas with respect to combinations of background theories (e.g., uninterpreted
functions, linear and non-linear arithmetic, difference logic, etc.). The SMT formula
can be considered as an instance of the Boolean satisfiability problem (SAT) in
which some of the binary variables are replaced by binary-valued predicates over a
set of non-binary variables. SMT solvers can determine the satisfiability of formulas
that contain thousands of variables and constraints [7].

Formal Framework for SCADA Security Analysis

The security analysis framework focuses on formally modeling the EMS control
routines, their interdependency, and how false data injection can alter the outcome of
the control routines – in particular SE and TP – without being detected by the
traditional bad data detection algorithms. The mathematical formulation of stealthy
attacks against SE is introduced by Liu et al. in 2009 [8], which has received the
attention of many researchers since then.

Methodology

The steady-state physical properties of the grid are governed by power flow equa-
tions, which express the conservation relations between generation and load at every
bus or node in the system, at every instant. In this project, EMSmodules are formally
modeled, particularly to determine the means (attack vectors) of stealthy attacks. In
the following, a simplified model of the security analyzer, which is based on the
linear power flow equations (the DC model), is presented. The overall formal model
capturing the physical system, the cyber-physical attack properties, and adversary
attributes are summarized in Table 1. A brief explanation of the salient steps leading
to the formalization is provided below.
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Physical Model

Power Flow Model The DC power flow model makes several simplifying assump-
tions [1] that yield a linear relation between a system of equations of the form: [B]
[θ] ¼ [P]. Here, P denotes a vector of new power injections at a bus (node), while θ
denotes the phase angles of unit magnitude bus voltages. The later variables are
treated as states. Equations 1, 2, 3, 4, and 5 represent the modeling of the power flow

Table 1 DC power flow equations

#1: Physical power flow properties:
Power flows and topology:

81�i�l PL
i ¼ di θf i � θei

� �
(1)

81�i�l ki ! PL
i ¼ di θf i � θei

� �� �
(2)

Power consumptions:

81�j�b PB
j ¼ P

i2l j, in
PL
i � P

i2l j,out
PL
i (3)

Power generation, loads, and consumption relationship:

81�j�b PB
j ¼ PD

j � PG
j (4)P

1�j�b
PG

j ¼ P
1�j�b

PD
j (5)

# 2: False data injection attack properties:
Attack definitions:

81�j�n cj ! (Δθj 6¼ 0) (6)

81�i�l ki ! (ui ^ Ø pi) _ (Øui ^ qi) (7)

81�i�l ( pi ! ui ^ Ø υi ^ Ø wi) ^ (qi ! Ø ui ^ Ø wi) (8)

Attack evasion (UFDI) properties:

81�i�l Øki ! ΔPL
i ¼ 0

� �
(9)

81�i�l Ø pi _ qið Þ ! �
Δ�PL

i ¼ 0
�

(10)

81�i�lki ! ΔPL
i ¼ di Δθf i � Δθei

� �� �
(11)

81�i�l pi !
�
Δ�PL

i ¼ �PL
i

�� � ^ qi !
�
Δ�PL

i ¼ PL
i

�� �
(12)

Attack plan properties:

81�i�l ΔPL
i, total ¼ ΔPL

i þ Δ�PL
i (13)

81�j�b ΔPB
j, total ¼

P
i2l j, in

ΔPL
i, total �

P
i2l j,out

ΔPL
i, total (14)

81�i�l ΔPL
i, total 6¼ 0

� �! ti ! aið Þ ^ tlþi ! alþið Þ
81�j�b ΔPB

j, total 6¼ 0
� �

! t2lþj ! a2lþj

� � (15)

# 3: Adversary attribute properties:
Attacker’s knowledge:

81�i�l ΔPL
i, total 6¼ 0

� �! ti _ tlþið Þ ! gið Þ (16)

Attacker’s access capability:

81�i�m ai ! ri ^ Ø si (17)

Attacker’s resource:P
1�i�m

ai � TM (18)
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properties, where b and l are the number of buses and lines, respectively. Denoting
the admittance (reciprocal of the impedance) of line i between buses fi and ei by di the
real power flow PL

i

� �
across the line is represented by Eq. 1. The topology status

(processed by TP based on the information of the circuit breakers and switches) is
considered using ki to denote if the line is open or closed (Eq. 2). The power

consumption at bus j PB
j

� �
is the summation of the power injections at the bus

(Eq. 3, whereLj,in andlj,out are the sets of incoming lines and outgoing lines of bus j,
respectively).

This consumption is also the difference of the load PD
j

� �
and the generation

PG
j

� �
at the bus (Eq. 4). As the DC flow model assumes a lossless system, the power

balance constraint (total generation ¼ total load) is given by Eq. 5.

State Estimation The state estimation is the process of estimating n unknown
variables (states) from m (m > n) known measurements z assuming a system of the
form [2, 9]:

z ¼ h xð Þ þ e

With the DC power flow model, this reduces to a linear model of the form: z¼ H
(x) + e where H is a (m � n) constant matrix. In simple words, this estimation is the
process of solving line power flow and consumption equations (i.e., Eqs. 1 and 3)
based on the received measurements for PL

i s and P
B
j s for θjs, based on the estimated

topology (Eq. 2).

Cyber-Physical Attack Model

Idea of Stealthy Attacks Measurements can be corrupted due to device errors or
communication noise, while there are bad data detection (BDD) algorithms to filter
them. The widely used weighted least squares (WLS)-based BDD algorithm iden-
tifies a measurement as bad if the difference between a received measurement and its
corresponding estimation (calculated from the estimated states) is greater than a
threshold value. However, Liu et al. have shown that it is possible to compromise the
state estimation by injecting false data to measurements while evading the BDD
algorithm [8]. This type of stealthy attack is based on the idea of altering measure-
ments following the physical properties (i.e., Eqs. 1 and 3). Table 1 presents the
constraints that define attacks on measurements and topology (Eqs. 6, 7, and 8), the
evasion or stealthy properties (Eqs. 9, 10, 11, and 12), and the attack plan (Eqs. 13,
14, and 15). This attack modeling is based on the difference between the original
(attack free) and the corrupted (under attack) measurement values, which makes it
possible to verify the attacks without knowing the actual measurements. Since state
estimation is done based on the estimated topology, an adversary can poison the
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topology, along with measurements, by injecting a false status, leading to exclusion/
inclusion of one or more open/closed lines from/to the topology.

Attack Modeling An attack on state j (cj) specifies that θ at bus j is changed (Δθj)
(Eq. 6). In an “exclusion” attack ( pi), a line actually in service (ui) is omitted, if the
line is not a fixed one (vi) and the status information corresponding to the line is not
secured (wi) (Eq. 8). An “inclusion” attack includes a line that is actually not in
service, and its associated status information is not secured (Eq. 8). A line is
considered (ki) in the EMS routines if (i) the line is in service and no exclusion
attack is launched against this line or (ii) an inclusion attack is performed on an open
line (Eq. 7).

Attack Evasion Properties In order to evade the BDD algorithm, the injection of
false data in the measurements ΔPL

i

� �
should follow the change in states along with

the rest of the measurements and states (Eq. 11). In the topology poisoning attack
alone, the BDD algorithm is evaded by keeping the states unchanged, while neces-
sary measurements are changed accordingly

�
Δ�PL

i

�
. If a closed line is excluded from

the topology, the corresponding line power flow measurement must be zero and the
corresponding connected buses’ power consumption measurements are adjusted
accordingly (Eq. 12). On the other hand, when an open line is included in the
topology, there should be a non-zero line power flow according to the phase
difference between the connected buses (Eq. 12).

Attack Vectors The attack vector (plan) is a set of measurements that need to be
altered to coordinate the attack actions for stealthiness. The total change to a
measurement is denoted by ΔPL

i, total and ΔPB
j, total (Eqs. 13 and 14). When ΔPL

i, total

6¼ 0, taken measurements corresponding to line i (i.e., ti and tl+i) are required to be
altered (ai and al+i) (Eq. 15) according toΔPL

i, total. Similarly, whenΔPB
j, total 6¼ 0, the

power consumption measurement at bus j needs to be changed (Eq. 15). Conversely,
a measurement is altered only if it is required. A violation of these constraints will
make the attack detectable.

Modeling Adversary Attributes

An adversary cannot have an unlimited capability, or a system cannot practically be
secured from all possible attacks. Therefore, it is prudent to analyze an adversary
with limited but practical capabilities (e.g., expressed in terms of knowledge, access,
and resources). These capabilities can be expressed as formal constraints. With
regard to knowledge, since the electrical characteristics of the grid and other system
properties are usually well-guarded, they are not easily accessible to adversaries. If
the admittance of a line is unknown (gi), then an adversary cannot determine
appropriate changes to power flow measurements (Eq. 16). The attacker usually
does not have necessary physical or remote access (ri) to inject false data into all of
the measurements. If a measurement is secured (i.e., integrity-protected) (si), then
even if the attacker has the ability to inject false data into the measurement, the false
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data will be detected (Eq. 17). Due to resource constraints, an adversary can corrupt a
limited number of measurements/buses at a time (Eq. 18).

Interdependency Models

An example is presented here that formally models interdependency toward
assessing the impact on an EMS module, namely, OPF, through attacking
SE. OPF is responsible for determining individual generator outputs that minimize
the overall cost of generation while meeting physical properties (i.e., transmission,
generation, and system-level operating constraints) [2, 9]. Since an attack on state
estimation can result in a redistribution of loads, an OPF solution may be no longer
optimal, leading to an economically disadvantageous solution. The OPF considers
the entire set of power flow equations as one big constraint, which includes the
constraints regarding load-generation balance, generation limits, and transmission
line capacities, along with cost minimization. Thus, OPF can be expressed as a
conjunction of a set of individual constraints, while it can be merged with the attack
models, with respect to the load changes.

Change in Loads Due to Stealthy Attacks If ΔPB
j 6¼ 0 (Eq. 4), this specifies that

there is a load and/or generation power change at the bus. Since the generation
(metered at the plant) is typically altered at the request of the system operator, it can
be assumed that the power consumption change specifies a change exclusively in the
load:

81�j�b ΔPD
j, total ¼ ΔPB

j, total

If a load change is observed, the OPF process must be rerun to find the optimal
generation dispatches.

Impact on OPF The minimization function of OPF can be abstracted as a cost
constraint:

X
1�j�b

c j

�
P̂ G
j

� � TOPF

Here, Cj is the cost function for the generation at bus j and TOPF is the OPF cost
threshold. Assuming that the cost (TOPF) is increased with respect to the original
(no-attack scenario) OPF cost TOPF by I%, the minimum impact on OPF can be
expressed as:

TOPF ¼ TOPF I=100ð Þ ! Ø
�
∃
P̂ G

1 , P̂ G
2 , ..., P̂ G

b

OPF
�

This constraint specifies that no OPF solution is possible that does not increase
the generation cost by I%.
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Example Case Study

A case study of security threat analysis is briefly presented here [4, 5]. The system
configuration and the constraints corresponding to the prior model are encoded into
SMT [7] using the Z3 [10] solver. Boolean variables are used for logical constraints,
while real variables are used for values of measurements and states. By executing the
model, if the result is unsatisfied (unsat), then no attack vector can satisfy the
constraints. However, if result is satisfied (sat), the attack vector is received from
the assignments of the corresponding variables, which represent the measurements
required to be altered to achieve the attack.

Attack Verification [4] This case study is to demonstrate stealthy attack verifica-
tion on the IEEE 14-bus test system [11], as shown in Fig. 4. In this example, the
admittances of lines 3, 7, and 17 are unknown. All of the 20 lines (as shown in Fig. 4)
are included in the true topology, though lines 5 and 13 are not part of the core
topology (i.e., these lines can be kept open if necessary). Since this system has
14 buses and 20 lines, the maximum number of potential measurements is
(14 + 2 � 20) or 54. Here, all the potential measurements are used except measure-
ments 5, 10, 14, 19, 22, 27, 30, 35, 43, and 52, and among these measurements, 1, 2,
6, 15, 25, 32, and 41 are crypto-secured for integrity protection. In this example, let’s
assume that the attacker has access to all measurements and the target is to attack
state 12 only (i.e., no other states will be affected). However, due to the resource

Fig. 4 IEEE 14-bus test system with measurement numbers
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limitation, the attacker can alter up to 10 measurements distributed in three or less
substations (i.e., buses). Is there a feasible attack vector in this case? The prelimi-
narily implemented model (security analyzer) shows that attack for state 12 is
feasible under this model when, for example, measurements 12, 32, 39, 46, and
53 are compromised (alerted). However, if only measurement 46 is considered as
crypto-secured, then no feasible attack exists unless the attacker can alter (poison)
the topology information as well. Specifically, the model can also tell if line 13 needs
to be deceivably excluded from the topology by corrupting the topology informa-
tion. This attack is feasible by compromising measurements 12, 13, 32, 33, 39, and
53. This is an example of novel attacks showing the capability of the proposed
framework that allows the discovery of coordinated attacks (e.g., in this case, by
integrating the topology poisoning with false data injection to measurements).

Impact-Based Attack Verification [5] The attack vector can be conditioned with
the target impact. For example, if the adversary’s objective is to launch a stealthy
(undetected) attack to induce at least a 5% increase to the OPF base solution on the
same 14-bus test system and the adversary can attack 25 measurements distributed
on 10 buses, then the model identifies a feasible attack vector at which (1) states
10, 11, 12, and 14 are compromised through injecting false data to measurements
4, 11, 12, 16, 17, 18, 20, 24, 31, 32, 36, 37, 38, 39, 40, 42, 44, 46, 49, 50, 51, 53, and
54 and (2) the topology information is corrupted to falsely remove lines 4 and 17.
The model can provide valuable insight on the required attacker profile and capa-
bilities to accomplish an attack. For example, the model can confirm that, under any
circumstance, an attacker with the same capability cannot cause 7% or more upward
drift in OPF outcome even with coordinated false data injection (stealthy) attacks on
the measurements and the topology.

Formal Model for SCADA Resiliency Analysis

The resiliency requirements that are considered in the resiliency threat analyzer [6]
ensure whether or not a SCADA control process receives sufficient data (i.e.,
measurements from field devices) to perform its operation even in (limited) contin-
gencies. The threat analyzer solves a formal model that formalizes necessary control
function data requirements and security properties, along with the physical topology
and devices.

Methodology

The observability analysis is a prior and crucial requirement for performing the
power system state estimation control routine [1, 2]. The threat analysis is performed
considering this observability analysis. Three resiliency specifications are modeled
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in this analyzer: (i) k—resilient observability; (ii) k—resilient secured observability;
and (iii) k, r—resilient bad data detectability. A brief description of the formal model
for k—resilient secured observability analysis is presented below.

SCADA Cyber-Physical System Modeling

The SCADA system modeling primarily includes the configurations associated with
various SCADA devices and the topology, as follows:

SCADA Device Configuration Modeling A SCADA system consists of different
physical device components, among which IEDs, PLCs, RTUs, and MTUs are
important. The SCADA physical devices are modeled mainly based on their com-
munication and security configurations, especially those properties that are essential
to model the security specifications and resiliency requirements. Each SCADA
device (e.g., an IED) is identified by an ID (e.g., i). Whether a device with an ID
is an IED is determined using a parameter (e.g., Iedi). Similar parameters are there
for other SCADA devices. A parameter (e.g., Iedi) can define whether device i is an
IED. A device profile is represented as a conjunction of different parameters. The
data reporting often follows a schedule and it is modeled based on the reporting
mode. The reporting mode for the field devices can be pull or push, although a
SCADA device typically delivers data to the control server upon receiving a request
from the server. To achieve end-to-end security, the communicating devices must be
configured with necessary cryptographic (authentication and encryption) properties.
However, a device can support none, one, or multiple crypto properties. The crypto
property of a device (e.g., Crypti for device i) can be modeled as a conjunction of one
or more crypto profiles (CryptTypei,k for one or more ks). For example, each crypto
profile (K, e.g., CryptTypei,k ¼ K ) specifies an algorithm (CAlgoK) and a key length
(CKeyK). Similarly, the communication properties (e.g., supported communication
protocols) for each device are modeled.

SCADA Topology Modeling This task models the SCADA communication net-
work topology (i.e., the connectivity between the SCADA physical devices). Typ-
ically, multiple IEDs or PLCs are connected with an RTU, while all or some RTUs
are connected to an MTU directly or through some intermediate RTUs using WAN.
However, different topology patterns are possible. There can be more than a single
MTU, in which case one of them works as the main MTU (corresponding to the main
control center), while the rest of the MTUs are hierarchically connected to the main
one. The measurements and control commands route through this communication
topology between the devices. Although the communication among field devices in
SCADA often can be point-to-point (e.g., an IED to an RTU or an RTU to an RTU),
this modeling will consider intermediate network devices like routers and firewalls
when they exist. A link in the topology is identified by an ID (e.g., l ), while a
parameter (e.g., NodePairl) represents the nodes connected by the link, and a
parameter (e.g., LinkStatusl) specifies if the link is up or down. There can be other
properties, including the medium type (i.e., wireless, Ethernet, modem, etc.) and the
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link bandwidth. It is worth mentioning that a communication path (e.g., a routing
path through routers and links from an RTU to another RTU) can be abstracted as a
link as long as the internal routing path is not considered for a resiliency
specification.

Modeling of Attacks and Security Controls

The attack model is designed with respect to SCADA networks. The design of
security controls primarily deals with end-to-end data communication.

Attack Model Design Cyber-attacks corresponding to data unavailability are
modeled here. A particular data can be unavailable due to some technical failures
at the source node, intermediate forwarding nodes, or communication links, as well
as due to distributed denial of service (DDoS) attacks. A Boolean parameter (Nodei)
is used to denote whether device i is available or not.

Security Control Modeling A requirement analysis is performed on standard
security recommendations for SCADA (e.g., NIST and NERC security guidelines
[12, 13]) to identify logical structures associated with SCADA configurations and
security properties. The major control modeled here is secured data delivery.

The secured data delivery checks for assured data delivery, as well as whether the
data is sent under proper security measures, particularly authentication and integrity
protection. The data delivery is ensured with the satisfaction of various constraints,
which primarily include these three: (i) reachability, (ii) communication protocol
pairing, and (iii) crypto property pairing. The communicating nodes (e.g., an RTU
and the MTU) may have correct security pairing, as they are using the same security
protocol (e.g., challenge-handshake authentication protocol (CHAP)). However, this
security pairing on CHAP can only ensure authentication. In this case, the transmis-
sion will not be data integrity-protected. Moreover, it is needed to consider the
vulnerabilities of the security measures in use. For example, if data encryption
standard (DES) is used for data encryption, the transmitted data cannot be considered
as protected, as a good number of vulnerabilities of DES have already been found.
Hence, the formalization of the secured data delivery (SecuredDelivery) includes
two constraints – Authenticated and IntegrityProtected – that ensure the authentica-
tion of the communicating parties and the integrity of the transmitted data,
respectively:

∃K ∃K CryptTypei,k ¼ K
� � ^ ∃0

k CryptTypei,k0 ¼ K
� �^

CAlgoK ¼ hmac ^ CKeyK � 128ð Þ _ . . .ð Þ�! Authenticatedi, j

∃K ∃K CryptTypei,k ¼ K
� � ^ ∃0

k CryptTypei,k0 ¼ K
� �^
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CAlgoK ¼ sha2 ^ CKeyK � 128ð Þ _ . . .ð Þ�! IntegrityProtectedi, j

IedI ^ ∃z8l2jPI, j, z i0; j0f g 2 NodePairl ^ Nodei0 ^ Nodej0^
Reachablei0, j0 ^ CommPropPairingi0, j0 , ^ CryptoPropPairingi0, j0^

Authenticatedi0 , j0 , ^ IntegrityProtectedi0, j0

! SecuredDeliveryI

Modeling of Resiliency Threats Based on SCADA Operations

An essential resiliency requirement in general can ensure whether or not a SCADA
control process receives sufficient (secured) data (i.e., measurements from field
devices) to perform its operation, even if some contingency occurs within some
limit (e.g., a threshold number of field devices are under failure due to data
unavailability attacks). The resiliency threat verification is designed to answer the
same query, in other words, by looking for a set of field devices (e.g., IEDs and
RTUs) such that the set size is no more than a threshold value and the unavailability
of these devices will make the SCADA control process fail because of insufficient
data. The modeling of k—resilient secured observability property is performed as
follows.

The property is verified by searching for threat vectors under the specification of
maximum failures of k field devices. When the number of unavailable devices is no
larger than k devices (IEDs and/or RTUs), the threat against the k—resilient secured
observability requirement (ØResilientSecuredObservability) is formalized as
follows:

N �
X

1�i�N

Nodei

 !
� k

 !
^ ØSecuredObservability

! ØResilientSecuredObservability

The resiliency requirement can specify the device type clearly (e.g., k1 IEDs and
k2 RTUs), instead of k devices of any (or multiple) types. The threat against the (k1,
k2)—resilient secured observability requirement is formalized as follows:

N1 �
X

1�i�N1

Nodei � Iedið Þ
 !

� k1

 !
^
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N2 �
X

1�i�N2

Nodei � Rtuið Þ
 !

� k1

 !
^ ØSecuredObservability

! ØResilientSecuredObservability

The threat vector (V ) represents those devices for which the following equation is
true: 8i2VØNodei.

Example Case Study

The resiliency threat analyzer’s execution is illustrated with an example. This
example considers a 5-bus SCADA system as shown in Fig. 5 and demonstrates
the k1, k2—resilient secured observability analysis. This is a subsystem taken from
the IEEE 14-bus test system [11]. The input includes primarily the Jacobian matrix
corresponding to the bus system [2], the connectivity between the communicating
devices, the association of the measurements with the IEDs, and the security profiles
of each communicating host pair. It is assumed that the measurements are recorded
by different IEDs only, and these measurements are sent to the MTU (i.e., the
SCADA server at the control center) through the RTUs. The server needs these
measurements to estimate the current states of the system. The resiliency specifica-
tion is 1, 1—resilient secured observability. The formal model corresponding to this

Fig. 5 An example SCADA topology of a 5-bus grid
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example is solved using Z3 [10]. The solution to the model gives a result as sat
(satisfiable) or unsat (unsatisfiable). In a sat case, the solver provides an elaborated
result, specifically the values of the terms, from which the required output is
assembled. In the case of (1, 1)—resilient secured observability verification, the
model provides a sat result. That is, the system is not (1, 1)—resilient in terms of
secured observability. According to the result, if IED 3 and RTU 11 are unavailable,
it is not possible to observe the system securely. The result also justifies the answer,
showing that measurements from IED 1 and RTU 9 are not data integrity-protected,
and thus, when IED 3 and RTU 11 are unavailable, some states cannot be observed
securely. By continuing to look for the next threat vector, another four threat vectors
can be observed. However, if the resiliency specification is reduced to (1, 0) or (0, 1),
the model returns unsat (i.e., the system is securely observable even if an IED or
RTU fails). Now, if the SCADA topology of Fig. 5 is modified by connecting RTU
9 with RTU 10, while removing the direct path between RTU 9 and the MTU, the
system is not resilient any more for one RTU failure. There is only one threat vector
(unavailability of RTU 12) that fails the secured observability.

Conclusion

Unlike the existing approaches that focus on discovering specific attack vectors, the
presented formal approach offers a comprehensive analysis for verifying SCADA
security and resiliency properties systematically, provably, and efficiently. The
corresponding frameworks take the bus data, SCADA device configurations, oper-
ational constraints, security properties, and resiliency requirements as inputs; for-
mally model secure interactions among the devices and potential contingencies; and
solve the model to verify the resiliency of the system. The key features of these
frameworks are as follows: (i) a formal framework that utilizes advanced formal
logics; (ii) provable verification of security and resiliency threats; (iii) a generic
framework design capable of being applied in any SCADA architecture; and (iv) an
extensible model to accommodate new security and resiliency properties. These
formal frameworks can allow the grid operators to provably query and inspect the
system’s security and resiliency without relying on invasive, laborious, and expen-
sive real-life or testbed-based experiments.
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Toward Cyber-Resiliency Metrics
for Action Recommendations Against
Lateral Movement Attacks

Pin-Yu Chen, Sutanay Choudhury, Luke Rodriguez, Alfred O. Hero,
and Indrajit Ray

Abstract Lateral movement attacks are a serious threat to enterprise security. In
these attacks, an attacker compromises a trusted user account to get a foothold into
the enterprise network and uses it to attack other trusted users, increasingly gaining
higher and higher privileges. Such lateral attacks are very hard to model because of
the unwitting role that users play in the attack and even harder to detect and prevent
because of their low and slow nature. In this chapter, a theoretical framework is
presented for modeling lateral movement attacks and for designing resilient cyber-
systems against such attacks. The enterprise is modeled as a tripartite graph captur-
ing the interactions between users, machines, and applications, and a set of pro-
cedures is proposed to harden the network by increasing the cost of lateral
movement. Strong theoretical guarantees on system resilience are established and
experimentally validated for large enterprise networks.

Introduction

Cybersecurity is one of the most critical problems of our time. Notwithstanding the
enormous strides that researchers and practitioners have made in modeling, analyz-
ing, and mitigating cyber-attacks, black hats find newer and newer methods for
launching attacks requiring white hats to revisit the problem with a new perspective.

P.-Y. Chen
IBM Thomas J. Watson Research Center, Yorktown Heights, NY, USA
e-mail: Pin-Yu.Chen@ibm.com

S. Choudhury (*) · L. Rodriguez
Pacific Northwest National Laboratory, Richland, WA, USA
e-mail: sutanay.choudhury@pnnl.gov; luke.rodriguez@pnnl.gov

A. O. Hero
EECS, University of Michigan, Ann Arbor, MI, USA
e-mail: hero@eecs.umich.edu

I. Ray
Department of Computer Science, Colorado State University, Ft. Collins, CO, USA
e-mail: Indrajit.Ray@colostate.edu

© Springer Nature Switzerland AG 2019
C. Rieger et al. (eds.), Industrial Control Systems Security and Resiliency, Advances
in Information Security 75, https://doi.org/10.1007/978-3-030-18214-4_5

71

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-18214-4_5&domain=pdf
mailto:Pin-Yu.Chen@ibm.com
mailto:sutanay.choudhury@pnnl.gov
mailto:luke.rodriguez@pnnl.gov
mailto:hero@eecs.umich.edu
mailto:Indrajit.Ray@colostate.edu


One of the major ways [1] that attackers launch an attack against an enterprise is by
what is known as “lateral movement via privilege escalation.” This attack cycle,
shown in Fig. 1, begins with the compromise of a single-user account (not neces-
sarily a privileged one) in the targeted organization typically via phishing email,
spear-phishing, or other social engineering techniques. From this initial foothold and
with time on his/her side, the attacker begins to explore the network, possibly
compromising other user accounts until he/she gains access to a user account with
administrative privileges to the coveted resource: files containing intellectual prop-
erty, employee or customer databases, or credentials to manage the network itself.
Typically, the attacker compromises multiple intermediate user accounts, each
granting him increasing privileges. Skilled attackers frequently camouflage their
lateral movements into the normal network traffic making these attacks particularly
difficult to detect and insidious.

Such lateral attacks are particularly insidious because authorized users play the
role of an unwitting accomplice. End users have often been recognized as the
“weakest links” in cybersecurity [1]. They do not follow security advice and often
take actions that compromise themselves, as well as others. While efforts to educate
and train end users for cybersecurity are important steps, anecdotal evidence shows
that they have not been as effective. Clearly, there is a need for designing large
enterprises that are resilient against such lateral movement attacks. Our current work
takes a step in this direction.

Resilient systems accept that not all attacks can be detected and prevented;
nonetheless, the system should be able to continue operation even in the face of
cyber-attacks and provide its core services or missions even if in a degraded manner
[2]. To build such a resilient system, it is important to be proactive in understanding
and reasoning about lateral movement in an enterprise network, its potential effects

Fig. 1 An illustration of a cyber-attack using privilege escalation techniques
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on the organization, and in identifying ways to best defend against these threats.
Unfortunately, a theoretical framework for such risk analysis is currently missing.
Our goal in this chapter is to establish the theoretical foundations of a systematic
framework for building networks resilient to lateral movement attacks.

We model lateral movement attack on an enterprise’s mission as a graph walk on
a tripartite user-host-application network that logically comprises of two subgraphs:
a user-host graph and a host-application graph. Figure 2 illustrates the model and our
methodology. Specifically, Fig. 2a illustrates a tripartite network consisting of a set
of users, a set of hosts, and a set of applications. Figure 2b illustrates the paradigm of
resiliency via segmentation—the user, “Charlie,” modifies his access configuration
by disabling the access of his existing account (Charlie-2) to host H3, and by
creating a new user account (Charlie-1) for accessing H3, such that an attacker
cannot reach the data server H5 though the printer H3 if Charlie-2 is compromised.
Figure 2c illustrates resiliency by network edge-hardening via additional firewall
rules on all network flows to H5 through HTTP. Finally, Fig. 2d is an illustration of
resiliency by node-hardening via system update or security patch installation on H5.

The user-host-application paradigm allows us to develop an abstraction of a
mission in terms of concrete entities whose behavior can be monitored and

Fig. 2 Enterprise resiliency using user-host-application tripartite graph
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controlled, which captures interactions between diverse categories of users, soft-
ware, and hardware resources (e.g., virtual machines, workstations, mobile devices)
and applications.

Defining lateral movements as graph walks allows us to determine which nodes in
the tripartite graph can be reached starting at a given node. From an attacker’s
perspective, the nodes that can be “reached” are exactly those mission components
that can be attacked and compromised via exploits. The larger the number of nodes
that can be reached by the attacker, the more “damage” he/she can cause to the
mission. Given a system snapshot and a compromised workstation or mobile device,
we can define the “attacker’s reachability” as a measure that estimates the number of
hosts at risk through a given number of system exploits. Now, from a defender’s
perspective, putting some defensive control on one of these nodes (or edges) allows
the walk to be broken at that point. Intuitively, such a walk can also be used to
identify mission-hardening strategies that reduce risk. This central idea is illustrated
in Fig. 2. The heterogeneity of a cyber-system entails a network of networks (NoN)
representation of entities in the system as displayed in Fig. 2, allowing us to devise
effective hardening strategies from different perspectives, which differs from works
focusing on manipulating the network topology under the assumption that the graph
is homogeneous, that is, all nodes have an identical role in a cyber-system.

As our model considers the heterogeneity of a cyber-system and incorporates
several defensive actions for enhancing the resilience to lateral movement attacks to
assist reading the utility of the proposed approaches, the established theoretical
results are summarized in Table 1. For lack of space, we omit the proofs of the
established mathematical results.

The research contributions of this paper are listed as follows:

(a) By modeling lateral movements as graph walks on a user-host-application
tripartite graph, we can specify the dominant factors affecting attacker’s
reachability (section “Network Model and Iterative Reachability Computation
of Lateral Movement”), setting the stage for proposing greedy hardening and
segmentation algorithms for network configuration change recommendation to
reduce the attacker’s reachability (sections “Segmentation on User-Host Graph”
and “Hardening on Host-Application Graph”).

(b) We characterize the effectiveness of three types of defensive actions against
lateral movement attacks, each of which can be abstracted via a node or edge
operation on the tripartite graph, which are (a) segmentation in the user-host
graph (section “Segmentation on User-Host Graph”), (b) edge-hardening in
host-application graph (section “Hardening on Host-Application Graph”), and
(c) node-hardening in the host-application graph (section “Hardening on Host-
Application Graph”).

Table 1 Utility of the proposed algorithms and established theoretical results

System heterogeneity Hardening methods Theoretical guarantees

User-host Algorithms 1 and 2 Property 1, property 2, property 3

Host-application Algorithms 3 and 4 Property 6, property 7

User-host-application All of the above All of the above
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(c) We provide quantifiable guarantees (e.g., submodularity) on the performance
loss of the proposed greedy algorithms relative to the optimal batch algorithms
that have combinatorial computation complexity.

(d) We apply our algorithms to a collected real tripartite network dataset and
demonstrate that the proposed approaches can significantly constrain an
attacker’s reachability and hence provide effective configuration recommenda-
tions to secure the system (section “Experimental Results”).

(e) We collect traces of real lateral movement attacks in a cyber-system for perfor-
mance evaluation (section “Performance Evaluation on Actual Lateral Move-
ment Attacks”). We benchmark our approach against the NetMelt algorithm [1]
and show that our approach can achieve the same reduction in attacker’s
reachability by hardening nearly 1/3 of the resources as recommended by
NetMelt.

Background and Related Work

Laterally moving through a cyber-network looking to obtain access to an adminis-
trator’s credentials or confidential information is a common technique in an
attacker’s toolbox [3]. Particularly, privilege escalation through lateral movement
is a critical challenge for the security community [4–6]. For anomaly detection, Das
et al. [7] employ graph clustering to group activities with a similar behavioral pattern
and make change recommendations when the access control methods in place
deviate from the real-world activity patterns. Chen et al. [8] use community structure
to detect anomalous insiders in collaborative information systems. For attack pre-
vention, Zheng et al. [9] use a graph partitioning approach to fragment the network to
limit the possibilities of lateral movement. For risk assessment, Chen et al. [10] and
Cheng et al. [11] use epidemic models for modeling and controlling malware
propagation.

Our work fits into two emerging areas of study: (1) network of networks (NoN)
representing multiple inter-related networks as a single model and (2) studies on the
resilience of networks. Recently NoN has been an active area of research with
diverse topics such as cascading failure analysis and control in interdependent
networks [12, 13], improved grouping or ranking of entities in a network [14], and
mapping of domain problems into the NoN paradigm [15]. Network resilience has
been a long-studied topic. Demeester et al. [16] primarily focus on the physical
topology of communication networks. There has been a surge in focus on enterprise-
level cyber-resilience [2, 17], where the entire enterprise structure is modeled as
a NoN.

Research has at times focused on altering the network structure to improve its
resilience, as measured in terms of the spectral properties [18, 19]. Preventing
contagion in networks is another attribute for resilience, and approaches such as
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that in Adamic et al. [20] suggest algorithms that immunize a subset of nodes as a
preventive measure. Hu and Lau [21] contribute to this research area by unifying
multiple data sources (e.g., different perspectives of user behaviors) into a single
model. Integration of multiple data sources, such as user access control and appli-
cation traffic, over the network makes the model more comprehensive and resulting
recommendations more profound. The work is tailored toward providing action
recommendations for enhancing the resilience of a heterogeneous cyber-system
based on the associated NoN representation, which differs from previous work
that focuses on manipulating the topology of a simple (homogeneous) network
where each node in the graph has an identical role [1, 22]. To the best of our
knowledge, the information in this chapter proposes the first representation of a
cyber-system using the NoN model for designing algorithms that improve resiliency
against lateral movement attacks.

Network Model and Iterative Reachability Computation
of Lateral Movement

Notation and Tripartite Graph Model

Throughout this chapter, a scripted uppercase letter (e.g.,X) denotes a set, a boldface
uppercase letter (e.g., X or Xk) denotes a matrix, and its entry in the i-th row and the
j-column is denoted by [�]ij; a boldfaced lowercase letter (e.g., x or xk) denotes a
column vector, and its i-th entry is denoted by [�]i; and a plain uppercase or
lowercase letter (e.g., X or x) denotes a scalar unless otherwise specified. The
expression Xj jdenotes the number of elements in the setX . The expression e denotes
the Euler’s number (i.e., the base of the natural logarithm). The expressione xi denotes
the x� 1 canonical vector of zero entries, except its i-th entry is 1. The expression In
denotes the n � n identity matrix. The expression 1n denotes the n column vector of
ones. The expression colx(X) denotes the x-th column of X. The expression λmax(X)
denotes the largest eigenvalue (in magnitude) of a square matrix X. The operation ∙T

denotes a matrix or vector transpose.
The operator � denotes the Kronecker product, which is defined as follows: Let

X1 be a r1 � l1 matrix and X2 be a r2 � l2 matrix. The Kronecker product X1 � X2 is
a r1r2 � l1l2 matrix defined as:

X1 � X2 ¼

X½ �11X2 X½ �12X2 � � � X½ �1l1X2

X½ �21X2 X½ �22X2 � � � X½ �2l1X2

⋮ ⋮ ⋮ ⋮
X½ �r11X2 X½ �r12X2 � � � X½ �r1l1X2

2664
3775

The operator ⨀ denotes the Hadamard (entry-wise) product of matrices. The
mapping  : ℝn

þ7! 0; 1½ �n is a threshold function, such that  xð Þ½ �i ¼ x½ �i if 0 � x½ �i
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� 1 and  xð Þ½ �i ¼ 1 if x½ �i > 1. The mapping Ha : [0, 1]
n 7! {0, 1}n is an entry-wise

indicator function, such that [Ha(x)]i ¼ 1 if [x]i > [a]i and [Ha(x)]i ¼ 0 otherwise.
The tripartite graph in Fig. 2 can be characterized by a set of users, V user; a set of

hosts,V host; a set of applications,V app; a set of user-host accesses,E � V user � V host;
and a set of host-application-host activities, T � V host � V app � V host. The cardi-
nality of V user, V host, and V app are denoted by U, N, and K, respectively. The main
notation and symbols are summarized in Table 2.

Reachability of Lateral Movement on User-Host Graph

Let GC ¼ V user;V host; Eð Þ with E � V user � V host denoting the user-host bipartite
graph. The access privileges between users and hosts are represented by a binary
U � N adjacency matrix, AC, where [AC]ij ¼ 1 if user i can access host j, and
[AC]ij ¼ 0 otherwise. Let r0 be an N � 1 binary vector indicating the initial host
compromise status, where [r0]j ¼ 1 if host j is initially compromised and [r0]j ¼ 0
otherwise. Given r0, we are interested in computing the final binary host compro-
mise vector r1 when attackers have leveraged user access privileges to compromise
other accessible hosts. Note that lateral movement can be formally expressed a graph
walk, that is, a sequence v0, e1, v1, . . ., ek � 1, vk of graph vertices vi and graph edges
ei such that for 1� i� k the edge ei is incident on the vertices vi � 1 and vi. The vector
r1 specifies the reachability of a lateral movement attack with reachability being
defined as the fraction of hosts that can be reached via graph walks on GC starting
with the host compromise status expressed by r0. Thus, reachability is used as a
quantitative measure of enterprise network vulnerability to lateral movement
attacks. Moreover, studying r1 allows us to investigate the dominant factor that
leads to high reachability and more efficient countermeasures.

The computation of r1 can be viewed as a cascading process of repetitive graph
walks on GC starting from a set of compromised hosts. Let rt denote the binary
compromise vector after t-hop walks, and let wh be the number of h-hop walks

Table 2 Summary of main
notations and symbols

U/N/K Number of users/hosts/applications

λmax(X) Largest eigenvalue of matrix X
� Kronecker product

1n n � 1 column vector of ones

AC User-host access matrix

A Host-application graph matrix

P Compromise probability matrix

B AT
CAC

J (P � 1N)
TAT

r/a Reachability/hardening level vector

 xð Þ Threshold function on vector x
Ha(x) Entrywise indicator function of x and a
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starting from r0 and w0 ¼ r0. The hop count of a walk between two hosts in GC is
defined as the number of traversed (affected) users. We begin by computing r1 from
r0 as follows:

The number of 1-hop walk from r0 to host j is:

w1½ �j ¼
XU
i¼1

XN
k¼1

AC½ �ij AC½ �ik r0½ �k

¼ eN
T

j AT
CACr0

Let B¼AT
CAC be an induced adjacency matrix of hosts in GC where [B]ij is the

number of common users that can access hosts i and j. Then we have w1 ¼ Br0 and
r1 ¼  w1ð Þ. Generalizing this result, we have:

whþ1 ¼ Bwh¼Bhþ1r0 ð1Þ

rtþ1 ¼ 
Xtþ1

h¼0

wh

 !
ð2Þ

The term in Eq. (2) accounts for the accumulation of compromised hosts up to
t + 1 hops. Note that based on the property of , Eq. (2) can be simplified as:

rtþ1 ¼  rt þ Brtð Þ ð3Þ

The recursive relation of reachability in Eq. (3) suggests that the term, B, is the
dominant factor affecting the spread of lateral movement. Moreover from Eq. (3), we
obtain an efficient iterative algorithm for computing r1 that involves successive
matrix-vector multiplications until rt converges.

Reachability of Lateral Movement on Host-Application Graph

The host-application graph contains information of one host communicating with
another host via an application. Let Ak be an N � N binary matrix representing the
host-to-host communication through application k, where [Ak]ij ¼ 1 means host
i communicates with host j by means of application k and [Ak]ij ¼ 0 otherwise. The
N � KN binary matrix A ¼ A1 A2� � �AK is the concatenated matrix of K host-
application-host matrices Ak for k ¼ 1, 2, . . ., K. Let P denote the compromise
matrix, which is K � N matrix where its values [P]kj specify the probability of
compromising host j through application k. Each host is also assigned a hardening
value [a]j 2 [0, 1] indicating the host’s security level.
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As in section “Reachability of Lateral Movement on User-Host Graph”, we are
interested in computing the spread of lateral movement on the host-application
graph. The hop count of a walk between two hosts in the host-application graph is
defined as the average number of paths between the two hosts via applications. Let
W be an N� Nmatrix where [W]ij is the average number of one-hop walk from host

i to host j. Then we have W½ �ij ¼
PK
k¼1

Ak½ �ijPkj. Letwh be an N� 1 vector representing

the average number of h-hop walks of hosts and w0 ¼ r0. Then the jth entry of the
1-hop vector w1 is:

w1½ �j ¼ eTj col j Pð ÞT � In
h i

ATr0 ð4Þ

Stacking Eq. (4) as a column vector gives:

w1 ¼ P� 1Nð ÞTATr0 ð5Þ

The 1-hop compromise vector r1 is defined as r1 ¼ Ha  w1ð Þð Þ. In effect, the
operator Ha compares the threshold average number of walks with the hardening
level of each host. This means that a host j can be compromised only when the
thresholded average number of 1-hop walk  w1ð Þ½ �j is greater than its hardening
level [a]j. Generalizing this result to h-hop, we have:

whþ1 ¼ P� 1Nð ÞTATwh ð6Þ

rtþ1 ¼ Ha 
Xtþ1

h¼1

wh

 ! !
ð7Þ

The term in Eq. (7) has an equivalent expression:

rtþ1 ¼ Ha  rt þ P�1Nð ÞTATrt
� �� �

ð8Þ

Thus, the matrix J¼ (P � 1N)
TAT is the dominant factor for lateral movement on

the host-application graph, and Eq. (8) leads to an iterative algorithm for reachability
computation in host-application graphs.

Toward Cyber-Resiliency Metrics for Action Recommendations Against. . . 79



Reachability of Lateral Movement on Tripartite User-Host-
Application Graph

Utilizing the results from sections “Reachability of Lateral Movement on User-Host
Graph” and “Reachability of Lateral Movement on Host-Application Graph”, the
cascading process of lateral movement on the tripartite user-host-application graph
can be modeled by:

rtþ1 ¼ Ha  rt þ Bþ P� 1Nð ÞTATrt
h i� �� �

Segmentation on User-Host Graph

In this section, we investigate segmentation on user-host graphs as a countermeasure
for suppressing lateral movement. Segmentation works by creating new user
accounts to separate user from host in order to reduce the reachability of lateral
movement, as illustrated in Fig. 2b. In principle, segmentation removes some edges
from the access graph GC and then merges these removed edges to create new user
accounts. Therefore, segmentation retains the same access functionality and con-
strains lateral movement attacks at the price of additional user accounts. The
following analysis provides a theoretical framework of different segmentation
strategies.

Recall from Eq. (3) that the matrix B is the key factor affecting the reachability of
lateral movement on GC. Therefore, an effective edge removal approach for seg-
mentation is reducing the spectral radius of B, that is, λmax(B) by reducing some
edges from GC. Note that, by definition, B ¼ AT

CAC, so that B is a positive
semidefinite (PSD) matrix and all entries of B are non-negative. Thus by the
Perron-Frobenius theorem [23], the entries of B’s largest eigenvector u (i.e., the
eigenvector such that Bu ¼ λmax(B)u) are non-negative.

Here we investigate the change in λmax(B) when an edge is removed from GC in
order to define an edge score function that is associated with spectral radius
reduction of B. If an edge (i, j) 2 ℇ($i,j) is removed from GC, then the resulting
adjacency matrix of GC ∖ (i, j) is ~A C i; jð Þð Þ ¼ AC � eUi e

NT

j . The corresponding
induced adjacency matrix is:

~B i; jð Þð Þ ¼ ~A C i; jð Þð ÞT ~A C i; jð Þð Þ

¼ B� AT
Ce

U
i e

NT

j � eNj e
UT

i AC þ eNj e
NT

j ð9Þ

By the Courant-Fischer theorem [23], we have:
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λmax
~B i; jð Þð Þ
� �

	 uT~B i; jð Þð Þu ¼ λmax Bð Þ � 2uTAT
Ce

U
i u½ �j þ u½ �2j ð10Þ

The relation in Eq. (10) leads to a greedy removal strategy that finds the edge
(i, j) 2 ℇ, which maximizes the edge score function 2uTAT

Ce
U
i u½ �j � u½ �2j , in order to

minimize a lower bound on the spectral radius of B(i, j). Let f(ℇ) denote the function
that provides a score that evaluates the effect of edge removal set ℇ Rð Þ on the
spectral radius of ~B ℇRð Þ. The function is given by:

f ℇRð Þ ¼ 2
X

i; jð Þ2ℇR

uTAT
Ce

U
i u½ �j �

X
i2νuser

X
j2νhost, i; jð Þ2ℇR

X
s2νhost, i;sð Þ2ℇR

u½ �j u½ �s

ð11Þ

f ℇRð Þ is non-negative as it can be represented as the sum of non-negative terms. It
can be readily shown that the following property holds:

Property 1 For any edge removal setℇRwith ℇRj j ¼ q 	 1, if there exists one edge
removal setℇR � ℇ such that f ℇRð Þ > 0, then there exists some constant c such that:

λmax Bð Þ � c:f ℇRð Þ 	 λmax ~B ℇRð Þ
� �

ð12Þ

Based on Property 1, we can deduce that the edge score function 2uTAT
Ce

U
i u½ �j

� u½ �2j is associated with an upper bound on the spectral radius ~B i; jð Þð Þ, f ℇRð Þ is
associated wih an upper bound on the spectral radius of ~B ℇRð Þ, and maximizing
f ℇRð Þ is an effective strategy for spectral radius reduction of B. Further, f ℇRð Þ is a
monotonic increasing set function, which means that for any two subsets ℇR1 ,ℇR2

� ℇ satisfyingℇR1 � ℇR2 f ℇR2ð Þ 	 f ℇR1ð Þ. Also, f ℇRð Þ is a monotone submodular
set function [24]. Submodularity means that for any ℇR1 � ℇR2 � ℇ and edge
e 2 ℇ\ℇR2 , the discrete derivative Δ f ejℇRð Þ ¼ f ℇR [ eð Þ � f ℇRð Þ satisfies
Δ f ejℇR2ð Þ � Δf ejℇR1ð Þ. This establishes a performance guarantee of greedy edge
removal on reducing the spectral radius of B ℇRð Þ.

Algorithm 1, given in Fig. 3, is a greedy segmentation algorithm that computes

the edge score function f i; jð Þð Þ ¼ 2uTAT
Ce

U
i u½ �j � u½ �2j for every edge (i, j) 2 ℇ and

segments q edges of highest scores to create new user accounts.

Property 2 Let ℇopt
R be the optimal batch edge removal set with ℇopt

R
�� �� ¼ q 	 1 that

maximizes f ℇRð Þ. Let also ℇq
R with ℇq

R
�� �� ¼ q be the greedy edge removal set

obtained from Algorithm 1. If f ℇq
R

� �
> 0, then there exists some constant c0 > 0 such

that:

f ℇopt
R

� �
� f ℇq

R
� �

� 1� 1
q

� �q
f ℇopt

R
� �

� 1
e
f ℇopt

R
� �

ðaÞ
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λmax Bð Þ � f ℇopt
R

� �
� λmax

~B ℇq
R

� �� �
� λmax Bð Þ � c0f ℇopt

R
� �

ðbÞ

Property 3 Let ~A ℇRð Þ denote the adjacency matrix of GC\ℇR for some ℇR � ℇ,
and let uℇR denote the largest eigenvector of ~B ℇRð Þ. For any edge removal set

ℇR � ℇ, let f ℇR i; jð Þ ¼ 2uT
ℇR

~A ℇRð ÞTeUi uℇR

� �
j
� uℇR

� �2
j
. Let also, (i
, j
) be a

maximizer of f ℇR i; jð Þ. Then λmax ~B ℇRð Þ
� �

	 λmax ~B ℇR [ i
; j
ð Þð Þ
� �

. Furthermore,

if f ℇR i
; j
ð Þ > 0, then λmax
~B ℇRð Þ
� �

> λmax
~B ℇR [ i
; j
ð Þð Þ
� �

.

Properties 2 and 3 basically tell us that score recalculation can successively
reduce the spectral radius of B and ensures that Algorithm 1 has a better performance
guarantee on spectral radius relative to the optimal batch edge removal strategy of
combinatorial computation for selecting the best q edges.

Property 4 Let dU ¼ AC1N and dN ¼ AT
C1U denote the degree vectors of users and

hosts, respectively, and the terms dusermax and d
host
max denote the maximum degree of users

and hosts in GC. If an edge (i, j) is removed from GC, and ~B i; jð Þ is irreducible, then:

Fig. 3 Greedy score segmentation algorithm (with score recalculation)
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λmax
~B i; jð Þ
� �

� dusermax ∙ d
host
max � max

s2 1;2;...;Nf g
dU
� �

i 2 1
� �

eNj � AT
Ce

U
i

h i
s

ðcÞ

Property 4 suggests a greedy user-(host)-first segmentation approach that seg-
ments the edge between the user with a maximum degree, while the corresponding
accessible host of maximum degree in order to reduce the upper bound on spectral
radius (in Property 4). Figure 4 presents a greedy user-(host)-first segmentation
algorithm based on Property 4.

Hardening on Host-Application Graph

In this section, we discuss two countermeasures for constraining lateral movements
on the host-application graph. Edge-hardening refers to securing access from appli-
cation k to host j and in effect reducing the compromise probability [P]kj. Node-
hardening refers to securing a particular host and, in effect, increasing its hardening
level. Recall from Eq. (8) that the reachability of lateral movement on the host-
application graph is governed by the matrix J ¼ (P � 1N)

TAT. Although J is in
general not a symmetric matrix, it is matrix of non-negative entries and, hence, by
the Perron-Frobenius theorem [23], λmax(J) is real and non-negative, and the entries
of its largest eigenvector are non-negative.

Hardening a host j for an application k means that after hardening, the compro-
mise probability [P]kj is reduced to some value Ekj [P]kj > Ekj	 0. LetHdenote the set

Fig. 4 Greedy user-(host)-first segmentation algorithm
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of hardened edges, and let PH be the compromise probability matrix after edge-

hardening. Then we have ~PH¼P�
P

k; jð Þ2H
P½ �kj � Ekj

� �
eKk e

NT

j . Let

fJ Hð Þ ¼
�
~PH � 1N

�T
AT, and let y be the largest eigenvector of J. We can show

that:

λmax fJ Hð Þ
� �

	 λmax Jð Þ � yTΔ JHy ð13Þ

ΔJH ¼
X
k; jð Þ2H

P½ �kj � Ekj
� �

eKk e
NT

j

0@ 1A� 1N

24 35T

AT ð14Þ

Let ϕ Hð Þ ¼ yTΔ JHy be a score function that reflects the effect of the edge-
hardening setH on spectral radius reduction of J. It can be easily shown thatϕ Hð Þ is
a monotonic increasing set function of H.

Figure 5 provides a greedy edge-hardening algorithm (with score recalculation
and without) that hardens the η edges of highest scores between applications and
hosts, where the per-edge-hardening score is defined as ϕ((k, j)) ¼ yTΔ J(k, j )y.

The following three properties hold on Algorithm 3.

Fig. 5 Greedy edge-hardening algorithm
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Property 5 For any hardening setHwith Hj j ¼ η 	 1, letHη with Hηj j ¼ η be the
greedy hardening set obtained from Algorithm 3. Then Hη is a maximizer of ϕ Hð Þ.

Property 6 For any hardening setH with Hj j ¼ η 	 1, λmax Jð Þ 	 λmax
fJ Hð Þ
� �

.

Furthermore, let Hopt with Hoptj j ¼ η be the optimal hardening set that minimizes

λmax
fJ Hð Þ
� �

, and letHηwith Hηj j ¼ ηbe the hardening set that maximizesϕ Hð Þ. If
λmax( J ) > 0 and ϕ Hηð Þ > 0, then there exists some constant c00 > 0 such that

λmax Jð Þ � ϕ Hηð Þ � λmax
fJ Hoptð Þ
� �

� λmax Jð Þ � c00ϕ Hηð Þ.

Property 7 Let yH denote the largest eigenvector of fJ Hð Þ, and let

ϕH k; jð Þð Þ ¼ yT
H
fJ H [ k; jð Þð ÞyH. For any edge-hardening set H, let (k
, j
) be a

maximizer of ϕH k; jð Þð Þ. Then λmax
fJ Hð Þ
� �

	 λmax
fJ H [ k
; j
ð Þð Þ
� �

. Further-

more, if λmax
fJ Hð Þ
� �

> 0, then λmax
fJ Hð Þ
� �

> λmax
fJ H[ k
; j
ð Þð Þ
� �

. Thus,

Algorithm 3 with score recalculation can successively reduce the spectral radius of J.

For the last algorithm on hardening, we use the edge-hardening score ϕH k; jð Þð Þ

to define the node-hardening score ρ( j) for host j, where ρ jð Þ ¼
PK
k¼1

ϕ k; jð Þð Þ. In

effect, node-hardening on host j enhances its hardening level from [a]j to a value
αj 2 [[a]j, 1]. A greedy algorithm based on the node-hardening score is given in
Fig. 6.

Fig. 6 Greedy nodel hardening algorithm
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Experimental Results

Dataset Description and Experiment Setup

To demonstrate the effectiveness of the proposed segmentation and hardening
strategies against lateral movement attacks, we use the event logs and network
flows collected from a large enterprise to create a tripartite user-host-application
graph as in Fig. 2a for performance analysis. This graph contains 5863 users, 4474
hosts, 3 applications, 8413 user-host access records, and 6230 host-application-host
network flows. All experiments assume that the defender has no knowledge of which
nodes are compromised, and the defender only uses the given tripartite network
configuration for segmentation and hardening.

To simulate a lateral movement attack, we randomly select five hosts (approxi-
mates 0.1% of total host number) as the initially compromised hosts and use the
algorithms developed in section “Network Model and Iterative Reachability Com-
putation of Lateral Movement” to evaluate the reachability, which is defined as the
fraction of reachable hosts by propagating on the tripartite graph from the initially
compromised hosts. The initial node-hardening level of each host is independently
and uniformly drawn from the unit interval between 0 and 1. The compromise
probability matrix P is a random matrix where the fraction of nonzero entries is set
to be 10% and each nonzero entry is independently and uniformly drawn from the
unit internal between 0 and 1. The compromise probability after hardening, εkj, is set
to be 10�5 for all k and j. All experimental results are averaged over ten trials.

Segmentation Against Lateral Movement

Figure 7 shows the effect of different segmentation strategies proposed in section
“Segmentation on User-Host Graph” on the user-host graph. In particular, Fig. 7a
presents the results of reachability with respect to different segmentation strategies,
while Fig. 7b shows the fraction of newly created user accounts from segmentation.
The results in Fig. 7a clearly show that given the same number of segmented edges, a
greedy host-first segmentation strategy is the most effective approach to constraining
reachability at the cost of most additional accounts, since accesses to high-
connectivity hosts (i.e., hubs) are segmented. For example, segmenting 15% of
user-host accesses can reduce the reachability to nearly one-third of its initial
value. Greedy segmentation with score recalculation is shown to be more effective
than that without score recalculation since it is adaptive to user-host access modifi-
cation during segmentation. Greedy user-first segmentation strategy is not as effec-
tive as the other strategies since segmentation does not enforce any user-host access
reduction, and therefore, after segmentation, a user can still access the hosts but with
different accounts.
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Figure 7b shows the fraction of newly created accounts with respect to different
segmentation strategies. There is clearly a trade-off between network security and
implementation practicality since Fig. 7b suggests that segmentation strategies with
better reachability reduction capability also lead to more additional accounts. How-
ever, in practice, a user might be reluctant to use many accounts to pursue his/her
daily jobs even though doing so can greatly mitigate the risk from lateral movement
attacks.

Hardening Against Lateral Movement

Figure 8 shows the effect of different hardening strategies proposed in section
“Hardening on Host-Application Graph” on the host-application graph. Specifically,
Fig. 8a presents the results of reachability with respect to different edge-hardening

Fig. 7 Effect of
segmentation on the user-
host access graph
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strategies, while Fig. 8b shows the results of reachability with respect to different
node-hardening strategies. As shown in Fig. 8a, the proposed greedy edge-hardening
strategies with and without score recalculation have similar performance in
reachability reduction, and they outperform the greedy heuristic strategy that hardens
edges of the highest compromise probability. This suggests that the proposed edge-
hardening strategies indeed find the nontrivial edges affecting lateral movement.
Figure 8b shows that the node-hardening strategies using the node score function ρ
and ρJ lead to similar performance in reachability reduction, and they outperform the
greedy heuristic strategy, which harden the nodes of the lowest hardening level.

These results show that the greedy edge- and node-hardening approaches based
on the proposed hardening matrix J outperform heuristics using the compromise
probability matrix P and the hardening level vector a, which suggest that the
intuition of hardening the host of lowest security level might not be the best strategy
for constraining lateral movement, as it does not take into account the connectivity
structure of the host-application graph.

Fig. 8 Effect of hardening
on host-application graph.
(a) Reachability with
respect to different edge-
hardening strategies. (b)
Reachability with respect to
different node-hardening
strategies. The greedy
hardening approaches based
on the proposed hardening
matrix J (red and blue
curves) outperform
heuristics using the
compromise probability
matrix P and the hardening
level vector a (green curve)
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Performance Evaluation on Actual Lateral Movement
Attacks

This section demonstrates the importance of incorporating the heterogeneity of a
cyber-system for enhancing the resilience to lateral movement attacks. Specifically,
real lateral movement attacks taking place in an enterprise network are collected as a
performance benchmark.1 This dataset contains the communication patterns between
2010 hosts via two communication protocols, and therefore, the enterprise network
can be summarized as a bipartite host-application graph. It also contains lateral
movements originated from a single compromised host and in total includes 2001
propagation paths.

This benchmark dataset was collected from the network traffic of a cyber-testbed
running inside an OpenStack-based cloud with nearly 2000 virtual machine
instances. Starting from a known machine (host), the attack involved logging from
one machine to another using SSH. Implemented by automated scripts, on each
machine the attack replicated to four other machines at the beginning of every hour.
This process continued for 8 hours. We collected network traffic flows from each
virtual machine and combined to produce a 16 GB packet capture dataset. Each
packet information was further aggregated to produce “flow”-level information,
which can be interpreted as a “communication session” between two machines. As
an example, when a client connects to the server, the client may send five packets
and receive ten packets of data from the server. The “flow” level data will combine
these 15 data packets into a single “flow” to represent one interaction between the
machines. Each flow record has the following elements: IP address and port infor-
mation for both source and destination devices, protocol, flow start time, duration,
and message size. We infer the application by considering the protocol and destina-
tion address pair. As an example, a flow to destination port 22 over TCP implies an
SSH connection. To apply our proposed method to the cyber-system against lateral
movement attacks, we select the source and destination IP address and the applica-
tions to build the host-application graph.

The experiment in this section differs from the analysis in section “Experimental
Results”, as this dataset contains actual lateral movement traces on the host-
application graph, whereas in section “Experimental Results”, we have a complete
user-host-application tripartite graph of an enterprise but without the actual attack
traces.

We compare the performance of our proposed edge-hardening method (see
Algorithm 3) to the NetMelt algorithm [1, 22], which is a well-known edge-removal
method for containing information diffusion on a homogeneous graph. For the
proposed edge-hardening method, the edges in the host-application bipartite graph
are hardened sequentially according to the computed scores, and the initial com-
promise probability matrix P is set to be a matrix of ones. For every propagation

1Dataset available at https://sites.google.com/site/pinyuchenpage/datasets
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path, the lateral movement will be contained if the edge it attempts to leverage is
hardened. Since NetMelt can only deal with homogeneous graphs (in this case, the
host-host graph), its recommendation on hardening a host pair is equivalent to
hardening K corresponding host-application edges (in this case, K ¼ 2), whereas
our method has better granularity for edge-hardening by considering the connectiv-
ity structure of the host-application bipartite graph. The computation complexity of
NetMelt is O(mη + N ), where m is the number of edges in the host-host graph, η is
the number of hardened edges, and N is the number of hosts. Since the operation of
leading eigenpair computation in Algorithm 3 is similar to NetMelt, the computation
complexity for Algorithm 3 without score recalculation is O(m0η + N ), where m0 is
the number of nonzero entries in the matrix J. For Algorithm 3 with score
recalculation, the computation complexity is O(m0η2 + Nη).

Figure 9 shows the reachability of lateral movements with respect to the fraction
of hardened edges. Initially, the reachability is nearly 100%, suggesting that almost
every host is vulnerable to lateral movement attacks without edge-hardening. It can
be observed that the proposed method (both with or without score recalculation) can
restrain the reachability to roughly 10% by hardening less than 1.5% of edges,
whereas NetMelt requires to harden more than 5% of edges to achieve comparable
reachability, since it does not exploit the heterogeneity of the cyber-system. Conse-
quently, the results demonstrate the utility of incorporating heterogeneity for build-
ing resilient systems.

Conclusion and Future Work

The information presented in this chapter developed a framework for joint modeling
of multiple dimensions of cyber-behavior (user access control, application traffic) for
enhancing cyber-enterprise-resiliency in a unified, tripartite network model. Our

Fig. 9 Performance
evaluation on the collected
dataset
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experiments performed on a real dataset demonstrate the value and powerful insights
from this unified model with respect to analysis performed on a single dimensional
dataset. Through the tripartite graph model, the dominant factors affecting lateral
movement are identified, and effective algorithms are proposed to constrain the
reachability with theoretical performance guarantees. We also synthesized a bench-
mark dataset containing traces of actual lateral movement attacks. The results
showed that our proposed approach can effectively contain lateral movements by
incorporating the heterogeneity of the cyber-system. Our future work includes
generalization to k-partite networks to model other dimensions of behavior (e.g.,
authentication mechanisms and social profile of users).
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Part III
Proactive Defense Mechanism Design



Moving Target, Deception, and Other
Adaptive Defenses

Benjamin Blakely, William Horsthemke, Alec Poczatec, Lovie Nowak,
and Nathaniel Evans

Abstract Moving target defenses raise the cost of an attack to make it more difficult
or infeasible. Strategies to do so include implementing diversity, movement, and
obfuscation at the platform, network, runtime environment, application, or data
layer. Doing so, however, often requires an investment in software, hardware,
procedure, or overhead (such as training) and can also increase the complexity of
infrastructures being defended. In industrial control system contexts, this complexity
and its impact upon performance and reliability might present obstacles to imple-
ment such defensive technologies. As the scope of possible domains for introducing
moving target defense concepts is now well-defined and the considerations are
largely enumerated, consideration must additionally be given to systems that can
dynamically select optimal strategies in response to attacks. In this chapter, we will
survey the foundations, principles, and domains of moving target defense, consider
specific implementation examples, and evaluate the considerations for implementing
deceptive and responsive strategies in industrial control systems applications.
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Introduction

It is widely acknowledged that cyberspace is an asymmetric domain. Defenders must
constantly expend resources to evaluate threats and risks, deploy mitigating strate-
gies, and watch for the inevitable attempt at a compromise. Being wrong once,
missing even a single patch, or failing to close one critical port is the digital
equivalent of leaving the safe door open and unattended. As documented in the
media, there are no shortage of examples to make this point, and to attempt to
enumerate them would be both reductive and redundant. Attackers have many
advantages. Primary among these are a virtually unbounded time horizon to conduct
reconnaissance and carry out an attack and the fact that little more than a keen
intellect and an Internet connection might be needed to cause significant damage.
While the imbalance in terms of timing is as old as conflict itself, this ability to cause
great damage with few resources is largely unique.

Nowhere is this more evident than in industrial control system (ICS) applications.
The repercussions for a cyberattack in many sectors can be very expensive and
harmful to the livelihoods and happiness of individuals on a scale of a few to
millions. However, it is particular to the ICS sector that the consequences for these
attacks can threaten safety, and even lives, on a similar scale. ICS are used in many
applications, from process control and factory automation to controlling regional
water distribution systems and international electrical grids. The asymmetry of
cybersecurity is perhaps nowhere more on display than here.

Moving target, deception, and other adaptive defenses have garnered increasing
attention in the literature over the past 15 years. Technologies under these headings
attempt to put a thumb on the other end of the cybersecurity scale and, if not prevent,
at least raise the cost of a cyberattack. If a cyber-system can throw virtual sand in the
eyes of its attacker—morphing and modulating proactively or in response to an
ongoing attack—it may buy time for detection and mitigation. Even knowing that a
system is employing such tactics might be enough to deter an opportunistic
cybercriminal.

However, in an ICS context, the constraints upon performance and reliability are
paramount. These defenses all introduce complexity and may impact the ability of a
system to complete its function within required parameters or to maintain compat-
ibility with other components. ICSs require high levels of assurance, and thus any
new technologies introduced must be thoroughly understood, tested, and verified in a
broad range of environments. Initial work on moving target defenses has shown
success for ICS, but work remains to be done.

The remainder of this chapter is laid out as follows: Section “Foundations of
Moving Target Defense” provides additional background on the concepts of moving
target defenses, including their historical antecedents and ideal properties.
Section “Types of Moving Target Defense” presents a categorical classification of
the layers at which moving target defenses may be implemented. Section “Examples
of Moving Target Defense” gives additional detail for this classification, giving
specific examples from the literature of defenses fitting each category.
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Section “Industrial Control System Applications of Moving Target Defense” places
this work within the frame of ICS considerations and shows examples of where
moving target defenses have been developed for that context. Section “Strategy
Selection” considers the problem of responsiveness; that is, how can we choose
defenses a priori or enable systems to make real-time decisions to maximize effec-
tiveness against likely threats. Section “Conclusions” presents conclusions.

Foundations of Moving Target Defense

Moving target defenses build upon principles developed for altering deterrence
calculus in a missile defense context. Specifically with systems and software engi-
neering, many of the concepts overlap those with an objective of fault tolerance. A
cyberattack can be considered as an adversarial action or as a fault. From the
purposes of resilience, security can be impacted by non-intentional actions to a
similar degree as by a human attacker. Thus, the general problem may be framed
as how to make a system maximally resilient to threats—both foreseen and
unforeseen. This requires deterring threats from coming to fruition (in the case of
an adversary), minimizing the chance of success and scope of damage, and maxi-
mizing the chances of detection.

Missile defense Much of the history of moving target defenses can be traced to
missile defense during the Cold War. Both sides attempted to maximize their
survivability and thus the credibility of the deterrent threat. Through the nuclear
triad (i.e., intercontinental ballistic missiles [ICBMs], submarine-launched ballistic
missiles [SLBMs], and strategic bombers), the goal was to ensure that the enemy
could not entirely disable the retaliatory capability in one fell swoop. Making it as
difficult as possible to locate missiles naturally led to making the launch platforms
themselves mobile.

This is not to be confused with research involved with moving target counter-
measures, which dealt with the challenge of identifying, tracking, and targeting a
high-speed moving target (i.e., aircraft or missile). This concept is considered in
Boyell [1]. Specifically addressed is the kinetic relationship among three entities:
(1) a missile, representative of the attacking party; (2) a ship, representing the
moving target; and (3) an antimissile, which represents the counter-weapon that
the moving target uses against the attacker. This relationship is utilized in the
calculation of detection range and reaction time, thereby determining the require-
ments for the successful defense of a ship by launching antimissiles.

The former concept, and the one more relevant to the discussions of this paper, is
discussed in Sagan [2]. As a method of decreasing ICBM vulnerability, the Soviet
Union constructed ICBM systems on its railways and roadways to make them
moving targets and thus less susceptible to an attack. Similarly proposed, but
never approved, were two moving target designs in the United States (US): (1) a
rail-garrison missile-experimental (MX) plan, which would have placed 50 MX
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missiles onto railway cars and moved them from air force bases to commercial
railroads during incidents, and (2) a single-warhead small ICBM (SICBM) system,
which would have scattered SICBMs by making them ground-mobile as well.
Perhaps due to the overlap in expertise and personnel, these concepts have been
extended by the US Department of Defense (DoD), in particular to defend cyber-
infrastructures.

Byzantine fault tolerance In many ways, moving target defenses are an expression
of fault tolerance concepts. A system designed to be impervious to naturally
occurring faults must be able to detect and correct anomalous operations. Likewise,
a system designed for resilience to cyberattackers must exhibit predictable behavior
in the face of an attack, either self-correcting or allowing ample time for a human
operator to intercede.

Lamport et al. [3] address fault tolerance as the Byzantine Generals Problem.
Byzantine army generals (analogous to computer processors) are imagined to camp
on opposite sides, outside of an enemy city, and wish to decide upon a plan of action.
However, they can communicate only by messenger. A number of the generals
might be traitors and thus attempt to confuse the loyal generals. Just as in many
cyber-conflicts, there is not only a lack of information but potentially erroneous
information. The loyal generals must have an algorithm that satisfies two conditions:
(1) all loyal generals agree upon a single plan of action (or input value), and
(2) traitors cannot provoke loyal generals to elect an unsuccessful plan. The algo-
rithm put forth in this paper is shown to be able to satisfy such conditions.

In Castro and Liskov [4], a state machine replication algorithm for Byzantine fault
tolerance (BFT) is presented. It defines BFS, the first Byzantine-fault-tolerant file
system. With symmetric cryptography for message authentication, BFS guarantees
that even during a denial-of-service (DoS) attack, the service never returns a bad
reply. Instead, it delays replies until a valid one can be made. Additionally, the
underlying BFT library guarantees the integrity of invariants and access controls in
the presence of faulty clients. A replicated system can tolerate faults over its lifetime,
as long as less than one-third of the replicas are compromised within a vulnerability
period. Here, we see the application of fault tolerance concepts directly to a security
challenge. While the system is static, the existence of replicas is similar to a number
of proposed moving target defenses.

The concept of moving targets is applied to BFT and crash fault tolerant (CFT)
hybrid protocols in Duan et al. [5]. The approach switches between the two protocols
based on a given system’s consensus-protocol performance, as well as vulnerabil-
ities within the network, which are assessed by Intrusion Detection System (IDS)
signals. As a cost-conscious approach, it accounts for damage cost (protocol vulner-
ability) and operational cost (cost of running the protocol) in order to predict which
replicas may be faulty before running them.

N-version system design The concept of diverse redundancy is well-established in
system engineering literature. N-version fault tolerance is introduced in Avizienis
[6]. The paper presents several issues regarding its implementation, including initial
specification, independence of design efforts, N-version execution support,
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protection of the support environment, architectural support, recovery of failed
versions, modification of N-version software, assessment of effectiveness, and
cost. Three components of multiple computation as it applies to the N-version
approach are discussed as well—time, space, and information.

Laprie et al. [7] extend these ideas by classifying various approaches to software
and hardware fault tolerance, including N-version programming (NVP), recovery
block (RB) programming, and N self-checking programming (NSCP). All of these
approaches create an array of computational units (like the Byzantine Generals
above) that are as independent as possible and thus unlikely to fall victim to the
same attacks or exhibit the same vulnerabilities. These are again static approaches
but valuable concepts that will be seen through moving target defense research.

Voting, an essential aspect of N-version programming, is addressed in Parhami
[8]. Presented voting algorithms are comprised of four parts: input data, output data,
input vote, and output vote. These four parts are used in a further classification
scheme: (1) voting-type exact, inexact, or approval, (2) consensus vs. compromise,
(3) output-selection rule threshold or plurality, (4) preset vs. adaptive, and (5) input
object space properties, size, and structure. Notably, as a precursor to formal
definitions for evaluating moving target defenses, this paper also offers theorem
proofs for designers of fault-tolerant systems.

A firewall design is presented in Liu and Gouda [9], inspired by the concept of
design diversity in N-version programming. The approach divides into three phases:
(1) design, in which many versions of the firewall policy are created; (2) comparison,
in which the versions are compared in order to find incompatibilities between them;
and (3) resolution, in which the inconsistencies are resolved and a firewall is created
upon which all creators agree. In order to discover the incompatibilities, the paper
offers construction, shaping, and comparison algorithms. This practical implication
looks very much like some of the network-based moving target defenses developed
since.

Moving Target Defense Principles

Moving target defenses, in a cyber-context, incorporate many principles of the
previously discussed concepts. Like missile defense, a cyber-defender is in a con-
stant feedback loop of deterrence calculus and must signal to would-be attackers that
it is not in their best interest to come after this target or, if they do, to ensure that they
must contend with additional ambiguity and unknowns. The Byzantine Generals
scenario is analogous to many types of cyberattacks whereby not only does the
defender not know whether an attack is imminent or ongoing, but information
needed to make such determinations may also not be reliable. As in N-version
system design, redundancy of functionality with diversity as a core component can
both increase the effort required to understand a system and compartmentalize the
damage that can be done by a single attack.
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Moving target defenses thus seek to capture such properties as components of
system design. In Okhravi et al. [10] (after a definition by the US Networking and
Information Technology Research and Development Program [NITRD]), the pri-
mary objectives of these defenses are defined as making the system less homoge-
neous, less static, and less deterministic. Zhuang et al. [11] express a similar idea in
the concepts of configuration space, diversification, and randomization.

Diversity Making the system less homogeneous, that is, more diverse (or a broader
configuration space), means intentionally introducing an array of divergent applica-
tions and systems. For example, a simple website may traditionally be served by a
single system or an array of systems of identical configuration. Applying diversity to
this environment might entail rotating incoming requests among systems with
different operating systems, web server daemons, application frameworks, or pro-
gramming languages. Attackers are highly dependent upon system vulnerabilities to
find their way into a target.

While it has been repeatedly proven that no system is immune from such defects,
the more dissimilar two systems are, the less likely they are to share the same defect.
Accordingly, an attack vector may allow for compromise of a single system but
require further work to achieve lateral movement within the infrastructure. Carter
et al. [12], discussed further in Responsive Defenses, consider the relative contribu-
tions of diversity and randomness, finding that diversity is a critical component of a
moving target defense strategy.

In reality, it can be difficult to achieve true diversity as many systems share
common libraries. CVE-2014-0160 (Heartbleed) was perhaps the first widely pub-
licized example of this [13]. The library underpinning encryption routines for a vast
number of systems of many different configurations and manufacturers contained a
serious defect that allowed an attacker to remotely extract confidential information
from other users of a website. The extent to which such a fundamental library was
distributed in the cyber-ecosystem was a key lesson learned from this event (and
unfortunately has been relearned several times since). Foreseeing the extent to which
two systems of apparently different types overlap in “vulnerability space” can be
very challenging. It is therefore important, in introducing diversity, to focus on the
most fundamental layers (even the hardware itself) or to use a mixed approach
combining multiple layers.

Movement Even a system with many different and divergent components can still
be enumerated by a determined attacker if the configuration is static. If the system
profile (or attack surface, the system properties relevant to enabling an attack) does
not change, there is nothing to stop an attack from identifying a weak point in the
system and exploiting it. Movement, whether proactive (i.e., a normal period of
rotation or reconfiguration) or reactive (i.e., system modifications in response to an
ongoing attack attempt), requires the attacker to constantly shift tactics.

In the context of a typical attack sequence, this means that the steps of recon-
naissance and enumeration must be repeated continuously every time the configu-
ration changes. Typically, these steps are completed once (or perhaps periodically
but infrequently in a long-term campaign), and the attacker then focuses on using
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this information to build and execute an attack strategy. Of course, information
gathering never truly stops, and an attacker exploiting a target may continue to
gather new information that refines the understanding of the target. But if the system
is constantly in movement, this is not a matter of refinement but complete refactoring
of the attack strategy.

Randomization At the most advanced level, an attacker might be able to learn
enough about a system to determine the existent system permutations and movement
schedule. Thus, it is important that moving target defenses incorporate randomness
in their strategies. An attacker should not be able to make reliable predictions about a
system state at the time of the attack.

This can be a very difficult feature to incorporate fully. The feasibility of
presenting a fully randomized configuration upon each service request is low.
More tractable is a set of diversified configurations prepared in advance and
presented to attackers on a random schedule. However, features such as Address
Space Layout Randomization (ASR/ASLR) [14], incorporate randomness in a more
fundamental way. Cryptographers know well the difficulty of obtaining truly ran-
dom input and its impact upon security [15]. Given enough resources, an attacker
may be able to reduce an insufficiently random rotation schedule to become essen-
tially nonrandom.

Types of Moving Target Defense

Moving target defenses can be implemented in a number of ways, at different levels
of a system’s architecture. In general, the further “down the stack” (i.e., at a more
fundamental level) these defenses can be applied, the greater impact they will have
upon an adversary. However, this is not true in all cases, and layering multiple
moving target defenses might afford additional benefits. Regardless, for an analysis
of examples of existing moving target defenses, we will use the four-layer model
from Okhravi et al. [10] and consider defenses at the layers of network, platform,
runtime environment, application, and data.

Moving target methods help mitigate persistent threats and confuse the methods
used to collect information about the attack surface. Moving target methods range
from migrating applications between different types of systems with diverse oper-
ating systems, libraries, and architectures to rotating between different variants of an
application, such as a web service, that uses different frameworks, layouts, and
support systems. Other moving target methods assume that attacks will compromise
their system or application and continually refresh their system with a clean, trusted
version.

Network-based Methods for dynamically changing networks may include changing
addresses, changing topology, or changing the protocols used for communication.
Dynamic network strategies range from constantly changing the addresses and ports
of the essential systems, obscuring information about the host and protocols by
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hiding or randomizing the packet headers, creating overlay networks to increase the
resiliency of traffic flows, and using voting systems to determine whether to trust the
integrity of the traffic. While these may be implemented without awareness by the
applications themselves, an intermediate layer, whether at the operating system or
network level, must be employed to track the changes to ensure uninterrupted
connectivity.

Platform-based The category of dynamic platforms includes methods that change
various properties of the platform, such as the central processing unit (CPU),
operating system, architecture, or instances. The dynamic platforms category con-
tains a variety of strategies, including simultaneously employing multiple diverse
variants of the application, moving between different types of platforms, and
enhancing the isolation or protection of the application.

Diversity strategies may deploy dynamic runtime environment methods, such as
system call mapping, unpredictable stack directions, and instruction set tagging.
These methods make it much more difficult for an attacker to exploit flaws in
applications running on the platform that would rely upon information regarding
the state of the operating system.

Runtime environment-based In characterizing dynamic runtime environments,
Okhravi further described methods that randomize either the address space (the
layout of memory) or the instruction set (interfaces used by applications to interact
with the process or the input/output devices) [10]. This method might also be
described as modifying the system software. Changing the runtime environment is
an attempt to prevent attackers from exploiting knowledge they have gained or
assumed about the runtime environment. These methods attempt to mitigate injec-
tion attacks, which attempt to execute malicious code or change the control of
program execution.

ASLR decreases the likelihood that the attacker can predict the addresses used for
code control and execution. Instruction set randomization (ISR) decreases the
likelihood that the system will execute code injected by an attacker. The methods
work by altering how the system interprets the code used for the instructions. The
alterations range from tagging to encrypting the code. Because the system under-
stands only the altered code, the system will not recognize and/or execute code
injected by an attacker. These techniques can be deployed without any awareness by
the applications themselves and thus are often the least complicated to implement.

Application-based Methods for dynamically changing the application software
consist of modifying instructions, including the order, grouping, and format. Defen-
sive strategies for deploying dynamic software tend to employ multiple versions of
the application operating in diverse ways. One method aims to improve overall
application resiliency by deploying multiple diverse versions to increase the likeli-
hood that at least one version will survive a system-wide attack.

Another approach enhances this resilient-availability method by enhancing the
overall integrity though the use of application voting. Each application uses a
different version of a dynamic runtime environment, which increases the likelihood
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that at least one will withstand each individual attack. When an application request
arrives, each application receives the request and submits a response (a vote). If a
majority of the responses agree, the integrity of the response is confirmed and the
response is delivered.

A third method focuses on detecting attacks, creating two versions of an appli-
cation. One version grows the program execution upward in memory space and one
downward. Because attacks, such as buffer overflows, tend to exploit position on the
stack, attacks would typically not succeed on both types of stack management
methods. If an application monitor detects differences in behavior, this indicates
that an attack is occurring.

Data-based Methods for dynamically changing data focus on techniques that alter
how the application expects to handle data. These techniques include changing the
format, syntax, encoding, or representation of the application data or randomization
techniques. The latter method randomizes all code and data using random keys at
runtime. This prevents attackers from injecting code or controls. It simultaneously
maintains data confidentiality by randomizing all data read by an attacker.

Various dynamic data methods employ the use of multiple versions of the
application to detect and reject malicious input. Monitors analyze data as it flows
through multiple versions of the same application to detect variations that indicate
malicious code. The implementation of multiple versions include modifying the
application to transform the data differently as well as running the application in
different address spaces or varying the instruction set used in data transformation.

Voting methods are also employed for dynamically defending against malicious
input. Multiple independent versions of the application receive the data and output
their results to a voting method that determines whether the output is acceptable.
These methods sometimes approximate the data, but if exact data is used, the voting
method will select the majority output.

Examples of Moving Target Defense

Platform-Based

Roeder and Schneider [16] describe a method of proactive obfuscation to create a
diverse set of servers to reduce the incidence of shared vulnerabilities. To increase
server diversity, they modify the executable codes to create different versions of the
daemon. The obfuscation method preserves the semantics of the program but creates
diverse executables through variations in compilation, loading, or runtime execu-
tion. This diversity aims to increase the work required by adversaries.

Carvalho et al. [17] described a moving target defense command and control
framework (MTC2) to enhance human decision-making by incorporating intelligent
agents and moving target defenses. Both humans and intelligent agents can decide
how and when to employ the moving target defense. To implement the moving

Moving Target, Deception, and Other Adaptive Defenses 103



target defense, they employ random redirection of traffic to a diverse set of applica-
tions. Carvalho et al. [18] describe Mission-aware Infrastructure for Resilient Agents
(MIRA), a cyber-command and control infrastructure that integrates human
decision-makers with cyber-agents and moving target defenses that can continually
change and adapt to ever-changing adversaries. Carvalho et al. [19] describe a
semiautomated approach for wrapping dynamic and moving target cyber-defenses
(SAWD) for cyber-command and control operations. The wrapper aims to create a
package that upon execution will install/uninstall, configure, and control a sensor,
actuator, or defender. The package control interfaces allow it to be managed by
command and control infrastructures.

Thompson et al. [20] describe the Multiple Operating System Rotational Envi-
ronment MTD (MORE MTD), which rotates the operating system that serves the
application service, typically a web-based application. The application service is
given a static Internet Protocol (IP) address, and the rotation method randomly
reassigns this IP address to different application operating system configurations.
This strategy attempts to minimize the time an intruder can attack the system, as well
as confuse attempts to harvest information about the configuration of the system.

Ahmed and Bhargava [21] describe Mayflies, a technique that continuously
changes the configurations of the virtual machines that form their distributed infra-
structure. By creating diverse, randomized variants of virtual machine-based appli-
cations that operate for only short-time intervals then vanish, their moving target
defense stops in-progress attacks and limits the spread of attacks. In addition to
removing applications after they finish tasks at specific time intervals, they also
terminate applications if they detect integrity violations. They proactively monitor
system state by comparing runtime memory with a separate trusted reference
memory. If this virtual introspection detects an anomaly, the application is termi-
nated and a new variant replaces it. This may be of particular interest to software
engineering teams, which operate in dynamically scaling or continuous integration
infrastructures, as some of these benefits may be realized unintentionally.

Network-Based

In a method that looks much like the Byzantine fault tolerance methods above, Ho
et al. [22] present Nysiad, a method that tolerates not only crashes but also uncertain,
inconsistent process behaviors. To handle these potential faults, Nysiad assigns
several guard hosts to each process. The guards replicate and verify the messages
handled by the processes. This method increases fault tolerance at the cost of
substantial replication and overhead.

In Jafarian et al. [23], IP addresses are randomized to deter, deceive, and detect
attackers. Their method assigns ephemeral IP addresses to each host and constrains
connectivity between these ephemeral IP addresses by space and time. Jafarian et al.
[24] also propose using proxy honeypots to constantly and randomly mutate
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addresses and fingerprints of hosts to try to anonymize their identity and thwart
adversarial reconnaissance.

Macfarland and Shue [25] present an example of a technique, the SDN Shuffle,
using software-defined networking (SDN), which is a technology that virtualizes
large parts of the network infrastructure and allows for a high degree of intelligence
over decisions regarding network routing. This may therefore enable a large degree
of network-level motion and diversity with little integration needed with the systems
and applications running on top. SDN Shuffle periodically replaces actual IP and
media access control (MAC) addresses with synthetic addresses to thwart recon-
naissance. Attackers must then expend extra effort tracking which systems have
which addresses, cast a broader net (which will be much more noisy), or repeat steps
of their attack whenever the environment shifts.

Skowyra et al. [26] propose a randomization method to hide network identifiers
and encrypt the data payloads. Their method uses OpenFlow-based SDN to replace
IP addresses with temporary nonces. By obfuscating the packet headers from the
MAC layer and above, they aim to reduce the accuracy of adversarial attempts to
identify and characterize the systems.

Runtime Environment-Based

Kc et al. [27] developed an ISR method to create process-specific methods for
executing potentially malicious software. Their method requires a key to execute
the ISR algorithm. Because an attacker is unlikely to know the key, the code they
attempt to inject will not run and will instead cause a runtime exception. Their
method considers both compiled executables and scripting and interpreted lan-
guages, such as web-based SQL injections.

Shacham et al. [14] explore the effectiveness of address space randomization and
conclude that randomization is ineffective on 32-bit machines. Compile-time ran-
domization works better than runtime methods because it creates finer-grained
addresses, but compile-time methods are more vulnerable to information leakage
through examining their binary codes. ASLR is a feature present in nearly all modern
operating systems and, while it has been shown to be less than perfect [28],
drastically raises the difficulty of exploiting what are otherwise the most popular
types of software vulnerabilities. The impact to applications is little to none, and
applications may not even be aware of its presence. For these reasons, it is the single
most successful embodiment of moving target defense principles to date.

Application-Based

Huang and Ghosh [29] rotate a set of diversified web servers to decrease the
predictability of the attack surface. The diversification method affects several layers

Moving Target, Deception, and Other Adaptive Defenses 105



of the software stack: (1) application layer, (2) web server layer, (3) operating system
layer, and (4) virtualization layer. The rotation can occur either periodically or if the
system detects anomalies or fails integrity checks. Similarly, Thompson et al. [30]
dynamically redirect web-based traffic to different types of web-based applications.
By redirecting traffic at random, this method increases the cost of adversarial
reconnaissance and decreases the likelihood that an attacker, if successful in finger-
printing a web server, can exploit any vulnerability.

In contrast to introducing diversity to the web daemon, Vikram et al. [31] devised
a method called NOMAD, which uses randomization of HTML elements to limit or
prevent the web bots from identifying the HTML elements used by humans when
interacting with the website. This limits or prevents the web bot from automatically
behaving like legitimate users.

Obfuscating the application code is the aim of two other works. Jangda et al. [32]
describe an application diversification method for Java-based applications. Their
method frequently regenerates the code dynamically using a Java bytecode Just-In-
Time (JIT) compiler. By changing the code frequently, their method reduces the time
available to attackers to discover and exploit address-based memory exploits.
Mahmood and Shila [33] consider the computational limitations of Internet of
Things (IoT) devices by providing trusted application code only when the device
needs to operate. When necessary, the IoT device downloads the application code
and operates. After use, this code is erased. Before downloading another application
code, the IoT device operates using a minimal set of trusted code. To increase the
resilience of the application code, the method employs code transformations or
address randomization techniques.

Industrial Control System Applications of Moving Target
Defense

Consideration of the use of moving target defenses in an ICS context requires an
understanding of what makes those environments different. While the examples
above may be applicable in certain ICS contexts, perhaps with modification, they
may also create unforeseen problems given additional requirements and restrictions.
In the sections that follow, we enumerate a number of these constraints and give
examples from the literature of existing ICS-focused moving target defenses.

Considerations

ICS infrastructures are an aggregation of systems that use digital methods to monitor
and control tangible assets. These components, or cyber-physical systems (CPS),
connect embedded computing technologies to the physical world and are found in a

106 B. Blakely et al.



number of domains, as shown in Table 1. As their functions typically require precise
control in terms of timing or signaling, they are highly sensitive to any factor that
changes their performance characteristics. They may also be a part of an
interconnected system of components, where failure to meet operational require-
ments could have cascading impacts to the entire infrastructure.

Special consideration must be given to the particular challenges in operating such
systems. While similar to any information technology context, these factors are of
particular importance in ICS infrastructures as the consequences for not meeting
them can be significantly worse. Moving target defenses that are to be used in ICS
deployments must be rigorously tested to ensure they will not upset the delicate
nature of the systems they are defending. Gunes et al. [34] enumerate a number of
these challenges:

Dependability: perform required functionalities during its operation without signif-
icant degradation in its performance and outcome.

Sustainability: capable of enduring without compromising requirements of the
system while renewing the systems resources and using them efficiently.

Security: control access to system resources and protect sensitive information from
unauthorized disclosures.

Reliability: degree of correctness, which a system provides to perform its function.
Interoperability: ability of the systems/components to work together, exchange

information, and use this information to provide specified services.
Predictability: degree of foreseeing of a system’s state/behavior/functionality, either

qualitatively or quantitatively.

Yan et al. [35] present a similar list of factors for smart grids, an area of particular
research focus within the ICS domain. The difficulty of balancing supply and
demand, routing power where it needs to be, and incorporating distributed energy
resources into electrical grids has required increasing amounts of automation and
information sharing between grid components. Of particular note, it also specifically
lists complexity as a challenge. Electrical grids are highly dynamic, and the many

Table 1 Domains of cyber-physical system usage [34]

Domain Function

Smart
Manufacturing

Optimizing productivity in the manufacture of goods or delivery of
services

Emergency
Response

Handling threats against public safety and protecting nature and valuable
infrastructures

Air Transportation Operation and traffic management of aircraft systems

Critical
Infrastructure

Distribution of daily life supplies such as water, electricity, gas, and oil

Health Care and
Medicine

Monitoring health conditions of patients and taking necessary actions

Intelligent
Transportation

Improving safety, coordination, and services in traffic management with
real-time info sharing

Robotic for Service Performing services for the welfare of humans
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interoperating components make predictability difficult. Moving target defenses are
likely to contribute greatly to this challenge rather than help.

For example, moving target defenses may significantly decrease predictability by
design. While this makes the job of an attacker more difficult, it also increases the
difficulty of guaranteeing the system will perform as required. Similarly, interoper-
ability may be impacted if components that depend upon the defended system are not
capable of dealing with the ambiguous or changing interface. At a system level,
guarantees of correctness and sustainability may be predicated upon a static and
well-defined system configuration.

Introducing dynamic factors into that environment may render performance
guarantees null. This can be of particular concern in environments that typically
rely heavily upon manufacturer support and manufacturers who have strict limita-
tions around changes that can be made before support is no longer provided.
Davidson and Andel [36] specifically analyzed a number of system-level and
network-level moving target defenses in an ICS context (SCADA)1 and found that
several were likely to interfere with requirements for determinism. Others were less
impactful but required further analysis. The only defense endorsed was address
space randomization as described in Runtime Environment-Based. Accordingly,
the best strategy may be to work with manufacturers to build moving target defenses
into their products.

ICS Examples

Groat et al. [37] propose using the IPv6 protocol to rotate the current address space
of hosted systems as a moving target defense against attackers. IPv6 is a natural fit
for smart grid applications due to its expansive address space, giving plenty of room
for the large number of devices typical to these infrastructures. Thus, rotating the
address of devices in IPv6 spaces makes them extremely difficult to find, more so
than in IPv4 where the address space is much smaller and scanning large segments is
feasible even for attackers with few resources. Additionally, the dynamic nature of
the network makes it difficult for attackers to compile information on resource usage,
which may be sensitive or proprietary. An implementation of this idea, MTD6, was
completed in Dunlop et al. [38] and validated the concept.

Pappa et al. [39] also make use of dynamic addressing. In this scheme, the
external IP address of the gateway router (i.e., the device connecting the local
network segment to the broader corporate network or Internet) is rotated while
keeping the internal address the same. This has the advantage of not requiring any
configuration of or awareness by internal systems. This has been tested within the
PowerCyber test bed at Iowa State University with varying IP-hopping intervals to

1Supervisory Control and Data Acquisition, the network protocol used to control and monitor many
ICS infrastructures.
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determine the effects on throughput and delay. The delay increase was measured at
2.23 ms, and an efficient interval time was identified as 10 s to minimize the loss of
throughput. The identified attacks against SCADA systems in this paper stated
mitigations ranging from intervals of less than 6.5 s against address range exhaustion
attacks and variable intervals to combat traffic analysis attacks.

SCADA systems can be defended using symmetric packet scheduling and an
IP-hopping algorithm to manipulate both source and destination addresses within the
packet as it is sent between gateway routers, as in Ulrich et al. [40] Since, like above,
this strategy is implemented at the gateway routers of a given SCADA system, the
implementation remains transparent to end systems. It prevents targeted attacks as
both the sender and receiver gateways generate traffic that looks like each gateway
has a very large number of hosts dwelling behind it. This implementation was tested
with four stateless Network Address Translation (NAT) rules in effect, which allow
for the packets to be properly transported with the address obfuscation intact. Testing
showed initial success, though impacts on throughput are directly related to
increases in rotation frequency. Additional work is needed to more fully understand
the performance implications and the methods of seeding the randomization
methods.

Clark et al. [41] attempt to strengthen the communication channel between
operator and device. It uses a cryptographically strong and randomized key for
each message input by the control system operator on a Process Control Network
(PCN). The introduction of this cryptographic key for each message creates a
significant obstacle for attackers and would require much more knowledge to exploit
than previously identified attack methods. The required network configuration for
implementation is outlined, and a case study is conducted with the proposed defense
mechanism modeled by a linear quadratic regulator. The case study found that the
impact of an attack can be mitigated significantly by randomizing between a small
set of keys.

Strategy Selection

Given the number of methods by which moving target defense principles can be
applied in a given context, a method is needed to determine which is most appro-
priate. This can be done in a static and a priori manner or dynamically in response to
malicious activity. The former relies on typical cost-benefit analyses on the
defender’s part. The latter relies on automated methods to select appropriate behav-
ior. In either case, it is important to understand the challenges to implementing
moving target defenses and the methods by which their impact can be quantified.
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Cost-Benefit Analysis

Existing work to formally define impacts to attacks and defenses can be found in
Zhuang et al. [42]. An interaction-based model is used to relate the target, attacker,
attack, and exploration space (i.e., the scope an attacker must enumerate and
evaluate). Each of these terms is formally defined. Mathematical models such as
these are useful for research purposes, allowing for comparison in a quantitative
manner. However, they may be difficult to implement in practice due to the require-
ments for input that may not be readily available (or at all) to the defender. For
example, to evaluate a defense against a particular attack in the model above, the
defender must know a fair amount about the way in which the attack will be
conducted and have a comprehensive understanding of the system being defended.

The ever-changing nature of attack techniques, tactics, and procedures, as well as
changes to the defending infrastructure, means that a static analysis may quickly
become outdated. One way to deal with the uncertainties inherent in quantifying
these parameters is to take a probabilistic approach, as in Crouse et al. [43]. Still, for
a given, well-defined attack, a prototypical environment can be used to allow for
direct comparison in a manner that might be otherwise impossible.

Hobson et al. [44] formally define three primary challenges to implementing
moving target defenses and five other considerations that may be a factor. Together,
these define the scope of both the theoretical and practical factors influencing the
development and implementation of moving target defenses in production environ-
ments. A researcher conducting analysis of moving target defenses, or working to
build a new one, is likely to be primarily concerned with what a defense must
achieve to be effective. These include:

1. Coverage: Exploitable elements of the surface are subject to movement, and no
information can be learned from static components.

2. Unpredictability: Current and future movements cannot be predicted by the
attacker.

3. Timeliness: Movement is applied between attacker observation and subsequent
attack action.

A defender (i.e., system architect, administrator, etc.) will have additional con-
siderations. These put the moving target defense into the greater context of the
organization. In this way, it is likely to be evaluated in the same manner as any other
component. Considerations might include:

4. Resource overhead: The additional requirement for processor time, memory
space, network bandwidth, etc. must be minimized.

5. Direct cost: The monetary costs (e.g., development, deployment, maintenance) to
implement the defense must be justifiable given the defensive benefits.

6. Impact to mission: The defended system must be able to complete its primary
function unimpeded.

7. Usability: The defense must be within the capabilities of a typical defender to
implement, monitor, and maintain.
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8. Compatibility and interoperability: The defense must fit into the existing security
and service delivery strategy in a complementary way.

A similar quantitative evaluation framework was developed in Zaffarano et al.
[45] and validated in Taylor et al. [46]. Mathematical definitions are given for each
of the elements in Table 2, with consideration for both defender and attacker
perspectives. The model presented is conceptually straightforward but again depends
on sufficient capability to measure the required inputs. Given baseline assumptions,
as above, this may still allow for quantitative decision-making by those seeking to
implement moving target defenses if such information is made available by the
developer.

Another approach for comparing moving target defenses, using state machine
models, is given in Xu et al. [47]. The contexts of evaluation are split into three tiers:
(1) program, (2) system, and (3) evaluation (user interface). A program state machine
can be used to evaluate individual processes on a system, with consideration for
damage that may be caused by state transitions. A system state machine can consider
the propagation of damage between programs (i.e., process interaction). An evalu-
ation state machine is used to view the program and system state machines specif-
ically with consideration for potential damage and represents a user interface to the
model. Tools such as this may be used in contexts where moving target defenses, and
the systems they are defending, can be decomposed and subjected to formal/static
analysis.

Other Practical Considerations

A number of moving target defenses rely upon a diversity of applications, operating
systems, or devices. While this inherently makes the cost of an attack higher, it may
also create a burden for the defender. System administrators might be required to
become familiar with a greater number of system configurations and baselines,
potentially incurring additional costs for training. System development life cycles,

Table 2 MTD effectiveness metrics [46]

Metric Mission definition Attack definition

Productivity The rate at which mission tasks are
completed

How quickly an attacker can
perform and complete adversar-
ial tasks

Success The number of attempted mission tasks that
are successfully completed

How successful an attacker may
be while attempting to attack a
network

Confidentiality How much mission information is exposed
to eavesdroppers, whether it can be
intercepted, etc.

How much attacker activity may
be visible to detection
mechanisms

Integrity How much mission information is trans-
mitted without modification or corruption

The accuracy of information
viewed by an attacker
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and tooling to support them, must be adjusted or augmented to test all permutations
of the system that might occur in production.

Defenders considering implementing a moving target defense must also consider
how it will impact their existing processes related to compliance. Many organiza-
tions must obtain formal certification of systems prior to operation (or periodically)
or in general are required to routinely satisfy the requirements of internal or external
audits. A moving target defense may be more complicated to assess in a formal way,
and determining how this dynamic nature maps to various standards and statutes is
an area in need of further exploration.

Incident response might be more challenging in an environment implementing
moving target defenses. Reconstructing the activities of an attacker, or the manner in
which a system failed (whether due to malicious intent or not), requires an under-
standing of the system state at the time of failure. In the case of moving target
defenses, it might not be possible to know that state precisely or could require
additional effort to correlate log entries to make the determination. It could also
increase the cost of an investigation simply through a multiplication of the number of
systems or applications that need to be investigated.

Responsive Defenses

Given the variety of moving target defenses that have been developed, and the many
contexts in which they might be deployed, it might be desirable to allow a system to
implement the most effective defense in a given situation. This might remove the
burden from a human defender of having to conduct a priori analysis and bet on a
single solution and might allow the system to adapt to changing threats. On the other
hand, it might further increase complexity or cost. Regardless, the matter of how a
system can choose an optimal defensive strategy has been pursued from several
angles.

The interplay between attackers and defenders, and how to model this relation-
ship in a formal way, is a natural fit for game theorists. Prakash and Wellman [48]
conducted a simulation of 72 game instances based on various objectives, costs, and
capabilities. Through this analysis, a number of potential strategies were identified,
and the importance of detection as a deterrent was highlighted in particular. When a
defender cannot reliably identify attacks, moving target defenses becomes an impor-
tant mitigation strategy. This mirrors the intuitive sense that a defender who is
operating with incomplete information must, in essence, play the odds by making
any attack as difficult as possible.

A system must be able to evaluate strategic considerations, including aspects of
the threats it might encounter. Carter et al. [12] use a game theoretic approach to
consider static and adaptive adversaries and develop strategies that minimize the
probability of a compromise. Of note is the insight that diversity and randomization
are orthogonal (and not analogous) goals. Maximizing diversity requires a fixed
schedule that will minimize temporary adjacency of similar systems. Maximizing
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randomization inherently cannot be constrained in this way. Diversity is shown to be
far superior to randomization in minimizing the probability of compromise. How-
ever, this is with a caveat that the results may be tightly coupled to the threat model
used in this simulation. As with manual analysis and strategy selection, the need to
consider a wide range of attacks, and the continuous evolution of them, is a critical
limitation.

Rass et al. [49] use advanced persistent threats (APTs) as an example of attackers
who are especially difficult to detect. APTs are generally considered to be attackers
who are well-resourced and highly skilled. Such threats are difficult to detect and
counter due to the diversity, novelty, and stealth of their strategies. As discussed
throughout this chapter, moving target defenses are highly sensitive to changes in the
attacks they were designed to counter. Rass et al. [49] address this by loosening the
constraints on game objectives to be any outcome that can be ordered (i.e., ordinal)
instead of specific scenarios. It accounts for the asymmetric nature of the conflict
whereby a defender may know little or nothing about the attacker while the attacker
has a largely unrestricted capability to probe and analyze the target to develop
situational awareness. Lastly, the evaluation focuses on empirical data (versus
contrived scenarios) and considers its place within an organizational risk manage-
ment framework. The focus on probabilities and generalization might allow for an
approach that is broadly applicable across environments, defensive strategies, and
attack types.

Creating an intuitive connection between cyber-defense and game theory is a
challenge for those not familiar with both topics. Lei et al. [50] provide a mapping to
make this clear. They use the state-based nature of cyber-conflicts as the basis for
leveraging a Markov game to drive decision-making about “hopping strategy” or
how to sequence rotations. This might be a more accurate description of moving
target defenses and their interaction with attackers than a matrix approach. Of
particular importance is that it considers the impact to service quality from hopping
behaviors in addition to the introduction of diversity. An algorithm for selecting an
optimal strategy is developed and evaluated, showing that decision-making of this
kind can be effectively performed by the system being defended in a responsive
manner. As work of this type evolves, we expect to see products incorporating or
layering multiple moving target defenses. The ability to detect an attack, characterize
it, and dynamically implement an appropriate or optimal moving target defense
(while not impacting service delivery) requires the coordination of multiple compo-
nents and introduces complexity and risk. This is especially the case in an industrial
control systems context where an inappropriate change to the infrastructure could
cause cascading or catastrophic consequences. Lastly, responsive defenses depend
greatly on the ability to recognize and analyze attacks automatically with a high level
of confidence. This is a long-running challenge in cybersecurity research. Still, such
techniques open the possibility for adaptations at the speed of attack (or greater).
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Conclusion

From this overview, it is evident that research into moving target, deception, and
adaptive defenses has come a long way in the past 15 years. These defenses are
grounded in well-established disciplines, such as military strategy and fault toler-
ance. Many examples of how these principles can be incorporated in multiple
domains are now available not only in literature but for production deployment.
This field of interest has grown to incorporate not just software developers and
system administrators but researchers who are formally defining and quantifying the
properties and performance of candidate defenses. These quantitative approaches,
while still difficult to be used by a defender looking to choose a strategy for
implementation, have laid the foundations for objective comparisons of various
techniques to determine those best-suited in specific scenarios. As new defenses
are developed, it will be critical to keep practical considerations for deployment in
mind: (1) cost, (2) time, (3) knowledge, and (4) complexity. By coupling quantitative
methods for development and evaluation with an eye toward obstacles to operational
use, researchers can maximize not only the performance but also adoption of these
techniques.

Initial work in applying these techniques to ICS infrastructures has shown
success. However, the many considerations of a tightly controlled and high-
consequence network of cyber-physical systems must be carefully considered and
will likely continue to require purpose-built moving target defenses for this domain.
Layering moving target defenses on top of these systems is likely to be fraught with
challenges, and thus working with manufacturers to introduce these technologies as
far upstream in the development life cycle as possible is recommended.

Capabilities are now being developed to move beyond selecting appropriate
defenses based on a priori cost-benefit analyses to automatically counter ongoing
attacks. This research, drawing from the mature discipline of game theory, promises
acceleration of defenses to the speed of attack. However, it will be critically
important to ensure that such dynamic behavior is well-bounded to assure the
system’s ability to complete its function is impacted minimally or at least in a
predictable way. At the very least, these techniques might buy time for human
defenders to detect and respond before an attack is complete. All of this has certain
potential to raise costs for attackers and tip the scales, if only slightly, back in favor
of the defender.
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Beyond Mirages: Deception
in ICS—Lessons Learned from Traditional
Networks

Nate Soule and Partha Pal

Abstract Deception has been used with notable successes and failures, both offen-
sively and defensively, in military, civilian, and personal operations for millennia.
Deception for defensive use in the cyber-domain has, however, seen limited use
beyond honeypots and mirages, particularly in the context of industrial control
systems (ICS). In this chapter, we explore the application of deception to the defense
of networked computer systems and apply recent learnings from deception in
traditional systems and networks to those employed for industrial control.

Introduction

Deception has been used with notable successes [1] and failures [2], both offensively
and defensively, in military, civilian, and personal operations for millennia. Decep-
tion for defensive use in the cyber-domain has, however, seen limited use beyond
honeypots and mirages, particularly in the context of industrial control systems
(ICS). In this chapter, we explore the application of deception to the defense of
networked computer systems and apply recent learnings from deception in tradi-
tional systems and networks to those employed for industrial control.

Deception Background

The common dictionary definition of deception refers to the act of misleading by a
false appearance or statement. Early work [3–5] in formulating deception as applied
to the cyber-domain defines deception as the intentional distortion of one’s perceived
reality and situates the term in the context of a perception taxonomy—a simplified
version of which is depicted in Fig. 1. While definitions abound, for the purposes of
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this chapter, we adopt a definition that highlights a number of essential features of
defensive cyber-deception:

1. It has to manipulate the adversary’s perception (ideally also manipulating their
decision processes).

2. It is undertaken by the defense.
3. It is done deliberately and not as an accident.

In 1991, AT&T researchers developed what may have been the first real honeypot
and detailed the experience leading a particular cracker through a series of actions to
attempt to learn about him, his capabilities, and his targets [6]. Concepts like
honeypots, honeynets, and honey-� (e.g., files, ports, web pages) emerged rapidly
after that and throughout the late 1990s and early 2000s. In the late 2000s, focus
shifted away from pure deception to techniques that fall under the same umbrella but
approach defense from a somewhat different perspective than the honey-� tech-
niques, such as the moving target defense (MTD). MTDs relaxed the assumption of
consistency over time and instead favored change within a system at a rate high
enough such that the adversary could not keep up. Some MTDs truly embody (our
definition of) deception—they alter adversarial perceptions by, for example, obfus-
cating the true operating system or network topology of a system/network. In these

Fig. 1 Deception in the overall context of perception
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cases, a static ground truth system exists if one could lift the veil, but the appearance
of this system from the outside changes dynamically with time or in reaction to
events. Other MTDs, in fact, do not alter perception but actually change the
underlying system, again based on time- or event-based triggers. With new tech-
niques came new descriptive terms, such as confusion and obfuscation, whose
relationship with the general notion of deception can appear to be confusing at
times. However, as seen in Fig. 2, these concepts can be disambiguated by
decomposing the world into three entities: (1) the system itself as it exists without
any deception technologies, (2) a lens through which observers perceive the system,
and (3) the observers themselves. Each observer will have access to a set of
observation channels based on their capabilities and access. Each of these observa-
tion channels will emit information about the underlying system. To introduce
deception, one can thus change the system itself (by adding, subtracting, or modi-
fying elements in a way that would not be done or required otherwise) or modify the
data provided by the observation channels (by introducing a “lens” on the observa-
tion channels that modifies either the bits flowing through or the properties of the
flows).

In all cases, the manipulation of the system or the lens can be done proactively
(e.g., at start-up, based on time, randomly) or reactively (e.g., based on defender-
perceived events in the system, such as detection of an adversary or of their impacts
on resources).

Until recently, deception in the cyber-domain has largely been used for detection
and discovery of the Tactics, Techniques, and Procedures (TTPs) and goals of an
adversary. A honeypot can, for example, alert the defender to the presence of an
unwanted actor (as no legitimate clients should interact with it), and monitors and

Fig. 2 Various ways to manipulate the perception of reality
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probes within the honeypot can indicate how that actor is moving within the system
and the methods they are using to achieve their goals. Recent work, however, has
begun to expand this set of deception goals to, for example, include (1) raising the
adversary’s work and decision-making load and complexity, (2) prolonging the
engagement to keep the adversary distracted, (3) attribution of an attacker, and
(4) injection of false information to achieve collateral effects outside of the
defender’s network.

State of the Art in Deception in ICS

As depicted in Fig. 3, cyber-deception can be viewed as being comprised of multiple
attributes. The green area is an example representation of the parts of the deception
space that have seen the heaviest focus with respect to exploration and evaluation.
There are certainly numerous exceptions to this focus area, but as a whole, defensive
cyber-deception is still maturing. It is hard to measure and quantify its benefits, and
there is a lot to explore and develop.

Among the various dimensions of deception, target environment and fidelity are
of particular importance in ICS. To date, the concepts of mirages and honeypots
have been the most prominently investigated/employed manifestation of deception
in ICS. A honeypot is a system or pseudo-system that while it may appear to, does
not provide any business function. It exists, rather, as a node in the network that no
legitimate client has need to interact with, and thus all its interactions, if any, stem
from malicious or misconfigured elements—making them useful for intrusion

Fig. 3 Illustrative representation of the deception space
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detection and adversary analysis purposes. Honeypots can range in terms of their
interaction level and fidelity from systems that only present a deceptive façade and
have no real depth (and thus are cheap to deploy and safer to maintain as they are not
full operating nodes) to systems that truly run the operating and business services
one might except from a node in the enclave, minus any sensitive data or access. The
additional realism present in these “higher-fidelity” honeypots makes them poten-
tially more effective, with higher probability of longer-duration interactions, but at
the same time more difficult to build and deploy, and potentially riskier as they are in
theory more likely to be compromised and used as a launching point for attacks.

As a high signal-to-noise ratio detector, honeypots in ICS have received some
attention [7–10]. Deploying honeypots in industrial control settings introduces
additional challenges above and beyond those present in traditional networks.
Deception in the cyber-physical world involves signals/data that must obey known
physical laws and act within the parameters of advertised ranges for specific hard-
ware. While honeypots are often passive, only emitting a signal if first prompted with
a request, the returned response must obey expected properties. Furthermore, the
systems that deceptive ICS signals purport to emanate from are often extremely
complex, employ less frequently known (compared to the traditional IT networks)
and sometimes proprietary protocols, and include a wide array of devices, protocols,
and formats for different vendors, ICS sectors, country of origin and usage, etc.
Thus, the above-referenced work, among others, have explored mechanisms for
simulating [11] or emulating real systems or automatically deriving honeypots [9]
from observed traffic. Commercial deception solutions have also begun to deploy
ICS-focused honeypots [12, 13] that mimic SCADA systems and act as early
warning trip wires.

Mirage theory, described in Rrushi and Kang [14], takes the idea of using
honeypots one step further to emit signals proactively (as opposed to a traditionally
very static and passive notion of honeypots which await actor inputs before emitting
signals). Mirage theory attempts to use cognitive hacking [15] to influence the
adversary’s target selection process to force selection of incorrect targets and to
highlight the attacker’s presence in the network. Mirages also often add in an
additional counter-deception protection mechanism by employing the digital/analog
barrier to make it more difficult to detect the deception. As depicted in Fig. 4, there is
typically a barrier where the analog signals that are transmitted by sensors and taken
as input by actuators is converted to and from digital inputs/outputs. This conversion
point is a horizon of sorts that disallows an adversary from directly perceiving

Fig. 4 Digital/analog barrier used in mirages
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anything on the analog side of the system (left-hand side of Fig. 4). Thus, replacing
the actual sensors, actuators, and physical processes with digital or analog simulators
takes place behind a veil that cannot be easily pierced by an adversary. Mirage theory
attempts to align with the principle from traditional warfare that deception should be
integrated with operations, an attribute not typically true for honeypots [16, 17].

Deception can, of course, also be employed against an ICS for offensive pur-
poses. Beyond the traditional phishing emails, watering hole attacks, and other
common forms of offensive deception, ICSs are subject to several specific offensive
deception techniques. Deceptive signals can be fed to physical devices, human-
machine interfaces, or other components to cause systems or humans to take
inappropriate and potentially damaging actions. Work has been done in describing
these weaknesses (e.g., in state estimation systems’ Bad Data Detection [BDD]
components) and introducing countermeasures [18–21].

Advanced Concepts from Traditional Networks

Deception in traditional networks and IT infrastructure has recently begun to move
beyond honeypots to more advanced techniques that push into various new areas as
described in Fig. 3. One thrust of this new work has been in moving the application
of deception from “next to” operational systems (as is the case with honeypots and
mirages) to be in-line with operational systems (or giving the appearance of such).
As seen in Fig. 5, honeypots and mirages tend to be deployed as additional systems
or virtually as the illusion of additional systems. These systems may live near the real
systems and help distract adversaries or may be deployed completely disconnected

Fig. 5 Honeypots (left) and mirages (right)—operate as additional/parallel systems
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and separate from any real system. This model has the nice benefit that as a visible,
but non-real (from a business perspective) system, any interaction with them is
reason for suspicion. Unfortunately, this also means that they are bypassable—a
well-informed, sophisticated, or lucky adversary may never interact with them and
may instead go directly to the real business systems. It is in this context that
non-bypassable in-line deceptions have begun to emerge. Such a deception filter
appears on the left in Fig. 6. Here, a transparent physical or virtual node inspects and
potentially manipulates the traffic that flows through it. These filters inject deceptive
content, timing, or other signals directly into the network stream. In this way, an
adversary may attempt to interact with the real system, at its real network address,
just as any legitimate client of software system would. A legitimate and malicious
client may thus issue the same request, to the same host, but receive different
responses. Such in-line deception filters have been implemented using software-
defined networking [22] and as transparent proxies [23] among other possible forms.
This model can be reactive/targeted (only applying deceptions to actors known to be
malicious) or can be proactive (applying deceptions to all clients but (to be effective)
applying deceptions that have outsized impacts on adversarial client interaction
patterns). A variant of this technique, as depicted on the right in Fig. 6, can apply
lightweight deceptions to all traffic in a proactive manner but, when a signal of
malice is detected, can seamlessly transition select clients into an alternate reality
that mirrors the original but is safely cordoned off from real systems. In this model,
signals bearing network information (e.g., IP addresses) are manipulated to give the
impression of continued interaction with the original node (the real system), though
the traffic never touches that node after the detection event occurs.

Fig. 6 Advanced in-line deceptions sit between, not next to, the real systems
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Traditional network defense techniques, when successful, tend to remove
unwanted intruders from the networks that they have infiltrated. An unfortunate
side effect of such a strategy is to transition the defender-adversary relationship from
a known state (i.e., adversary has been detected, source/target may be known, etc.) to
an unknown state (i.e., all that is known is that the adversary is not where they were
previously). In the case of well-resourced attackers, such as a nation state, the
adversary is unlikely to end their efforts at such a setback but will far more likely
simply reposition and retarget—attacking again, this time from an angle that the
defender doesn’t suspect. In the in-line alternate reality model described above, one
can begin to address this deficiency of traditional defenses. Any detection event can
move the adversary into the alternate reality where many of the well-accepted
notions can be inverted. Here, one would like (1) an adversarial engagement to
last as long as possible and (2) the adversary to use as many zero-day or other
advanced attack techniques as possible. While somewhat counterintuitive, these
properties stem from the fact that the alternate reality appears real yet is both safely
sandboxed from real systems and closely monitored. This monitoring, when coupled
with automatic remediation systems [24], can lead to a setup in which adversary
actions undertaken in the alternate reality can automatically lead to patches and
defenses applied to the real systems. Under such a system, the more energy (e.g.,
time, exploits, tactics) expended by an adversary, the stronger a defended system can
become.

Some in-line parallel deception systems, such as presented in Soule et al. [22], go
beyond adding a honeypot/mirage that clients can be seamlessly transitioned to
(even after initial contact is made with a real system) to also embody the notion of
active deception. In this context, one of the main goals is to keep the adversary
engaged while in this alternate reality rather than off attacking real systems. Toward
that end, rather than acting as a passive node, the reality can adapt to best prolong the
adversarial engagement. As the instrumented system observes the interactions, it can
automatically conform to the expectations and goals of the adversary. An SQL
injection attack on a database, for example, can be met with deceptive maneuvers
that cause the adversary to believe their attack worked but that they incorrectly
guessed the wrong table name, leading to extended and fruitless activities (continued
attack refinement), as discussed in Table 1.

Both the in-line and in-line parallel deception models exhibit the desirable
property that the defense mechanisms can go beyond distraction to manipulate
perception of the real system as a counter not only to reconnaissance but to many
stages of various forms of attack [23]. In the subsections below, several classes of
techniques that can be implemented via in-line or in-line parallel filters are described.

Table 1 Deception platform comparison

Proximity to real system Passive/active

Honeypot Next to or completely separate Passive

Mirage Next to or completely separate Active (fake data)

In-line filter In front of Active (fake and real data)

In-line parallel filter In front of, as well as next to Active (fake and real data)
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Temporal Deceptions

Deceptions often involve the manipulation, creation, or hiding of content (i.e., hosts,
ports, files, etc.). Deception can, however, also manipulate other properties of a
signal. One such class of properties is temporal elements of a system/signal stream.
In this case, the deception may manipulate latency information to make a system
appear slower (or in some cases faster) than it really is or may manipulate the
frequency of outputs. This type of deception can be useful for pre-attack anti-
reconnaissance purposes (to disallow a true understanding of the temporal aspects
of a system) but may also be used (often in conjunction with a stealthy, effective
defense) to give a false impression of success to an attacker. If one is able to mount a
successful defense against an attack, it may be beneficial to not let the attacker
become aware of that. If an attacker believes that their attack is being effective, they
are less likely to increase its strength or to attempt other, potentially unknown and
undefended attack types. Consider, for example, a Denial of Service (DoS) attack
attempting to achieve a specific level of degradation [25]. Such an attack may adapt
its strength based on perceived attack efficacy. If through false latency manipulation
one can give the impression that the system is failing, when in fact it isn’t, the
attacker may unwittingly take actions counter to their goals.

Temporal signals can take various forms. At the network level, measuring the
round-trip time of an ICMP echo (ping) request/response is a common mechanism of
latency measurement. In the case of a TCP-based request/reply interaction patterns,
timing the client-perceived application level round trip (e.g., retrieval of a web page)
can give another good indicator of network and system performance at the temporal
level.

ICMP messages are small in size, and number, and thus in most cases, their
latency can be easily managed simply by holding on to them (e.g., at a transparent
in-line deception filter) until the desired delay has been reached. There are numerous
implementation mechanisms to achieve this and various optimizations that can
further reduce the deceiver’s memory overhead in holding ICMP data for longer
than would traditionally be required (e.g., only hold key information that cannot be
otherwise derived at response time, such as source of the request and time of receipt).

At the TCP level, such hold and then release techniques can be costlier, as the
amount of data to be held can grow to be very large, particularly in high-volume
systems or during volumetric DoS attacks. To achieve the desired latency manipula-
tion without requiring the deceptive node (e.g., an in-line deception filter) to maintain
any state, an interesting use of the TCP retry mechanism can be employed. Other
variants exist, but here we describe a latency induction technique called SYN
dropping. The SYN drop maneuver allows a controlled disruption of the establish-
ment of incoming TCP connections. Such a maneuver can be used to inject artificial
latency (e.g., to give an adversary the false sense that their attack is successfully
disrupting legitimate service) and can also be used to reduce adversary traffic
volumes without denying their connections—a useful tactic that keeps the defense’s
awareness of the attack or attack source hidden. The TCP protocol undergoes a
handshake during connection establishment. The initial steps of this handshake
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involve a client sending an SYN packet, followed by the server responding with an
SYN-ACK, acknowledging receipt of the client’s SYN. When an SYN packet is lost,
or in this case intentionally dropped, the initiating client will not receive an
SYN-ACK and thus, after a time-out period, will resend the SYN. Dropping SYN
packets at a deception filter, for example, is one way to inject artificial latency without
maintaining state on the server, as in this case, the client is responsible for keeping the
packet content until it has been acknowledged as successfully received. The client’s
operating system is aware of the missed ACK, but at the application level, it simply
appears to be a slower-than-normal connection establishment. This technique can be
used to drop packets for specific IP addresses (targeted deception) or universally for
all incoming requests. If a source IP is already under suspicion, then this maneuver
can be narrowly targeted against that IP in a reactive manner. Traditional responses,
such as blocking source IP addresses, are effective in limiting access for the given
client but have the side effect of sending a signal to that client that their efforts are
being mitigated. The advantage with the SYN drop maneuver, particularly in the
context of cyber-deception, is that it can instead send a signal to the adversary that
their attack is working and thus response time has been impacted. The SYN drop
maneuver can be engaged proactively (i.e., not a targeted reaction to a detection of
malice) as well. In this case, the impact will be driven by the interaction patterns of
legitimate and adversarial clients. When such patterns differ (e.g., legitimate clients
employ few, but long-lived connections while malicious clients employ many short
connections), this mechanism can still be useful even without detection events [25].

Depending on the particular context, other sources of temporal information may
exist, such as time stamps embedded in application-level messages. In such cases,
given a sufficiently capable adversary, one may need to coordinate content-level
deception with temporal-level deception to achieve a consistent output signal set.

Spatial Deceptions

Spatial deceptions, in the cyber-domain, manipulate the perceived sense of location,
quantity, and status of network-reachable nodes. Such deceptions are used to mask
the true structure of a network, to project false strengths or weaknesses, or to add
sufficient noise to disallow the easy distinction between real assets and false assets.
These false elements may manifest in a variety of ways. Real physical or virtual
machines may be added to the network that are false only in the sense that they are not
required to support business processing and exist as honeypots, for example, to
(1) distract from the real business nodes, (2) to allow monitored interaction with
adversaries, and (3) to be used for detection as interaction with such nodes is not
expected from any legitimate client. Spatial deceptions may also exist purely in signal
form, with no real manifestation as a physical or virtual node. In such cases, the
perception of the node is projected from an in-network presence, such as the in-line
deception filters discussed above. In this case, network traffic reaches a deception
filter, which will respond on behalf of any number of real or false nodes. For example,
an ICMP echo ping request for false hosts X, Y, and Z will all have a response
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generated in the filter, with the request propagating no further than the filter itself.
Requests for real systems A and B may optionally also be handled in this filter. As
depicted in Fig. 7, in addition to false hosts, other related deceptions can be projected,
such as false open or closed network ports. A network port is a logical concept used
by protocols such as TCP and UDP to specify a finer-grained endpoint than a host
(as a single host may be running multiple network facing servers or clients). A port,
which in most systems can take an identifier from 0 to 65,535, is only “open” if there
is a network service that has taken action to listen at that specific port number. During
the reconnaissance phase of an attack, an adversary often seeks to enumerate not only
the available hosts in a network but the services that are running on each host. A
common way to try to infer this service information is by inspecting which ports are
open. A server with ports 22 and 80 open is most likely running an SSH server and a
web server. Tools such as nmap and zmap are often used to enumerate such infor-
mation. Further refinement of this information can be undertaken by attempting initial
interaction with each port and examining the resulting response, for example, sending
an HTTPGET request and seeing indicators that an Apache HTTPD server is running
or getting to the log in prompt for an SSH server and seeing a welcome banner
describing the system as being Ubuntu version 16.04.

As a result of these techniques, an adversary can relatively easily map out
accessible network nodes, and the operating systems, and services running on
each. Projecting false hosts can lead to incorrect network topology inference, and
projecting false open ports and false initial content on those ports can lead to
incorrect host operating system and service inference. False ports can be projected
both on real nodes, altering the perception of an actual asset, and on false nodes,
leading to a more realistic false node projection. False nodes and ports can also be
good indicators of reconnaissance activities as legitimate clients should have no
reason to interact with them. Ports that are in fact “open” can also be made to appear

Fig. 7 Spatial deceptions—false hosts, false ports
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closed through techniques based on the concepts of port knocking and Single Packet
Authorization (SPA) [26]. These maneuvers allow a port to remain closed (blocked
by a firewall) until a user presents a specific key that then allows that port to be
temporarily opened for the given user. This results in network scans finding that the
port in question is not open but allows the port to be used by users with appropriate
credentials and software.

One can attempt to project a false reality over these dimensions that either is
consistent with common network and system configurations (e.g., a deception, but a
believable one) or can project a deception that is so noisy as to not be believable but
use the noise itself to hide real assets within. An effective technique has, for
example, been to project all ports as open, significantly slowing and complicating
reconnaissance efforts. When a believable deception is desired, it is important to
realize consistency across observation channels. An adversary that saw a false open
port on host X, but saw that host X does not respond to ping requests, may use that
discrepancy as a tell, indicating that host X is likely a false node. As depicted in
Fig. 8, work has been done as described by Pal et al. [24] in allowing the output of
network design tools to act as input to in-line deception filters, which can then
project a consistent reality across all channels.

Fig. 8 Designing and projecting false network structures
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Client Validation and Manipulation

Deception can be employed in a subtle, stealthy manner to validate the nature of a
client or to manipulate a client such that clients of one nature see a negligible effect
while clients of another nature see a more pronounced effect. This suite of techniques
can be used to help direct other actions through achieving more confidence that a
client is legitimate or malicious (in the case of validation) or to effectively throttle
attacks (in the case of manipulation).

Client validation can be used as a double check to ensure the client that one is
interacting with fits the profile and characteristics of an expected client. For example,
as shown in Fig. 9, in the domain of web browsing, a sophisticated full-featured and
modern browser likely exhibits different behaviors from the attack software being
employed by a botnet. When a browser requests a web page, it will first request
HTML and then soon after request CSS, JavaScript, images, or other artifacts that
should be embedded within the page content. Further, when the JavaScript arrives at
the browser (if scripting is not blocked), the browser will potentially execute some
amount of JavaScript code. A malicious client attempting, for example, an HTTP
flood attack would, on the other hand, execute a series of more frequent requests,

Fig. 9 Differentiating between legitimate browser traffic and bot-based attack traffic
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often for the same exact resource (e.g., just the HTML). Since rendering the returned
content is not of interest to the attacker, the client software is likely not to be a full
browser, and the HTML content is unlikely to be interpreted, or even parsed, and
thus embedded resources not fetched or executed. Even at the HTTP level, the
response codes (that might indicate an error or a redirection) may not be inspected
or acted upon. All of these differences are ripe for analysis in order to determine if
the client appears to match the behavior of a legitimate client or not. Deception can
be employed here to inject specific canary resources that if not fetched, executed, or
otherwise acted upon would indicate a client that does not match legitimate profiles.
An in-line deception filter could manipulate the HTML response to a request to inject
a reference to a small image, CSS, or JavaScript file and could watch for subsequent
requests of the marker resource. If such a subsequent request is not observed,
confidence in the client’s legitimacy could be diminished, and other deceptive or
nondeceptive defenses could be employed as a result. Other similar mechanisms can
be used that will set a cookie that is checked for on subsequent requests from the
client (ensuring the client software at least interprets and handles cookies) or set a
300-level return code indicating that the resource requested is at a new location and
watch for a subsequent request at that location to ensure the client software interprets
and follows HTTP redirects.

The above techniques manipulate the response to a client to help validate the
nature of the software that made the request. Deception can also be used to help
minimize volumetric attacks that employ many requests. Here, an in-line deception
filter can be used, in the example domain of web browsing again, to inject small bits
of JavaScript into the response to a web request. This JavaScript can then execute
within the browser and consume a small amount of processing time or memory. For
a legitimate client who is making one, or a small handful of requests, this will be
unnoticed by the human user. For a client making many frequent connections,
however, the small bit of processing will add up to a meaningful level—effectively
throttling the attack by exhausting or taxing client resources. Such deceptions are
meant to make the cost to the client higher for each request, at a level that has
minimal impact on legitimate usage patterns yet outsized impact on malicious
patterns.

Potential Transfer to ICS, Challenges, and Opportunities

The malleability of software and the ubiquitous connectivity that is available today is
a potent combination that has led to the phenomena of everything as a service,1

where functionality and features that were once realized in hardware or mechanically

1Recovery (or disaster recovery) as a service (RaaS or DRaAs), a recent newcomer in the
marketplace compared to IaaS or PaaS, is said be worth billions of dollars of business in June
2017 (https://en.wikipedia.org/wiki/Recovery_as_a_service).
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are now implemented in software that can be materially removed from the physical
elements or the users of the system. This is both a bliss and a curse. On the positive
side, it makes integration of different types of devices, plants, and systems easier;
controllers and data aggregators can be distributed; data can be collected faster and
in more detail, thereby enabling better and more rapid responses. And, most relevant
for this chapter, everything as a service makes it easier and cheaper to stand up
deceptive mechanisms like mirages. On the negative side, the ease of connecting
things and the drive to market quickly increase the proclivity to repeat the mistakes
made in mainstream IT systems such as going live, without a full understanding of
the implication or improper and poor implementation of air gaps. Since more
systems are made to interoperate and interact, many parts of the system that were
previously not remotely accessible are becoming so. It is in this background and with
the acknowledgment that mirages are a well-studied construct in the ICS context we
begin our discussion about adopting and adapting deceptive maneuvers from tradi-
tional networked systems to ICS networks.

Let us consider a hypothetical ICS for a power company that among other
elements operates a wind farm as shown in Fig. 10. Each generation station,
including the wind farm, has its own local area network with an on-site consolidator
and router node. Multiple such nodes feed into the control station over a wide area
network (WAN), which, for this example, we will assume is a proprietary network,
but it will not be farfetched to think of that WAN procured from a network vendor as
a NaaS (network as a service) that is tunneling the power company’s traffic over a
shared network infrastructure using some form of VPN (or optical, if the lines are
fiber optics) technology to isolate it from other co-tenants. The control center hosts
the company’s HCI systems as well as enterprise data storage and servers, which are
supposed to be air-gapped (as shown by the one-way arrow in the figure) from the
HCI (and the rest of the plant-side elements of the ICS). The enterprise server and
data storage are available through the Internet to the company’s corporate data and
control centers for analytics and overall management. Overlaid in this diagram are a
few mirage wind turbines that exist only virtually—think of simulation or high-
fidelity models of wind turbines that exist only in software receiving control input
and producing observable output except for the actual current that is fed to the step-

Fig. 10 ICS of hypothetical power company
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up transformer at the wind farm. For simplicity, let us assume that the computers
hosting the simulation models of the turbines are physically located in the wind farm.

Also overlaid in this diagram is a simplified threat model, indicated by the
attacker icon and the numbers with a black background to help us understand
where deceptive maneuvers are applicable. For each of these situations, we ask:
(a) what harm can the attacker cause to the ICS, and (b) what deceptive maneuvers
can we use to defend against such harm? Here, we consider four main scenarios,
each based off of different starting point assumptions:

1. The attacker is in the Internet and has no credential or access to the power
company.

2. The attacker has compromised a corporate user’s computing node via social
engineering, waterhole attacks, or other means.

3. The attacker has breached the control center, where there are two sub-scenarios:

(a) He is on the Internet side of the air gap.
(b) He is on the plant side of the air gap.

4. The attacker has progressed to the wind farm (i.e., he is on the local Modbus,
Profibus, or similar network) and has breached a system like the site controller on
the premises of the wind farm.

In answering the two questions we posed earlier for each of the four scenarios, we
will highlight the differences from traditional systems—looking at what, if anything,
becomes easier or more difficult in the ICS network.

Attacker in the Internet

Without any specific privilege or access to the systems at the corporate offices or the
control center, the adversary will have a few options:

(a) Mapping Internet-accessible systems in the corporate offices or at the control
center

(b) Identifying legitimate users with access to corporate systems and applying
targeted social engineering or other attacks against them to gain access at their
level

(c) Mounting attacks to gain a toehold in identified vulnerable systems that are
accessible from the Internet

(d) Mounting attacks (i.e., DDoS, Ransomware, etc.) against the power company’s
enterprise systems to disrupt its regular operation

Step (a) or (b) is usually a precursor to (c) or (d). And although it is hard for the
adversary to directly damage the plant or physical devices (e.g., wind turbines or the
step-up generator), careful readers will recognize that step (c) gets the attacker one
step closer to achieving that goal and that step (d) can be used to cause indirect
damage if the power company does not have the proper procedures—for example,
the plant-side ICS failing to update the enterprise data storage may result in
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cascading failure further upstream, or the corporate systems being unable to access
the enterprise data and services at the control center may result in incorrect energy
trading decisions which, in addition to financial issues, may stress the grid.

Deceptive maneuvers that are applicable in mainstream IT systems and networks
can easily be applied at this stage. The interaction between corporate users and the
enterprise system at the control center is most likely to be web-based, riding over
HTTP or HTTPS. Apart from honeypots in the corporate and the control center
networks, or fake user accounts, the following deceptive maneuvers are also
possible:

• In-line parallel deception filters: Create an alternate reality that hides the real
systems from untrusted users yet allows malicious actors to execute in a realistic-
looking context where they can be observed and those observations used to
strengthen defenses. Under our Keeping the Adversary Guessing and Engaged
(KAGE) work [22], we realized a construct using virtualization and software-
defined networking (SDN) for doing so. In this construct, a service endpoint (at IP
address x, port y) different than the real service endpoint (at IP address i and port j)
is advertised to everybody as the provider of the protected service, service requests
from selected (based on static white list or dynamically derived based on behavior)
corporate IP addresses directed to (x:y) are sent to (i:j), and responses from (i:j) are
made to appear to have come from (x:y) (as shown in Fig. 11). In the context of an
ICS, one typically finds a far more restricted set of allowed users than in traditional
public-facing services and networks. This property allows the application of white
listing in more use cases and thus supports such schemes with less risk of false
positives and negatives. In addition, the protected service at (i:j), running inside a
virtual machine container, is monitored using virtual machine introspection (VMI)
and a strict application-specific policy that can kill the VM and restart the service
from a checkpointed state as soon as a policy violation is observed. Any traffic that
is not a service request addressed to (x:y) is delivered to (x:y). As a result, attacks
from IP addresses outside of the white list never reach the real services. At the same
time, attacks that appear to come from the white-listed corporate IP addresses

Fig. 11 ICS of hypothetical power company
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(either through spoofing or compromised corporate systems) also have a hard time
corrupting the target service or data.

• Expanding the attacker’s search space: Present a completely different network
full of open ports and potentially vulnerable services to the adversary’s attempt to
map the corporate network or the services at the control center without having to
expend computing resources that are needed to create honeypots. Our prior work
in Adaptive Resource Management Enabling Deception (ARMED) [24] demon-
strated how this can be achieved using transparent network proxies for ICMP,
TCP, and UDP.

• False disruption indicators: By introducing specialized network actors in the
defended network enclave, it is possible to detect when specific services are
victims of DoS by sensing request rates as well as stresses on system resources.
These protocol-specific network actors, as we demonstrated in our ARMED
work, introduce a control point for a given network protocol to monitor, check,
and adapt the protocol behavior transparently (i.e., the endpoints interacting over
the subject protocol are not aware of the network agent intermediary). In response
to this detected stress, the network actors can be used to perform maneuvers like
probabilistic SYN DROPs of varying intensity and targets (source IPs in a TCP
SYN request), which cause controllable delays in TCP interactions without
breaking the legitimate clients’ expectation but giving the adversary clients the
false impressions that the victim systems they are trying to connect to are getting
bogged down.

• Injecting additional work to uncover bots: The protocol-specific network actors
can also be used proactively to inject small amount of redirection or additional
work on the clients requesting services. For example, as we showed in our
ARMED work, network actors specialized for the HTTP protocol can be used
to inject a JavaScript URL redirection with a cookie in response to a HTTP
request. If the request was from an attack bot, chances are that the bot does not
implement the full browser functionality and will not follow the redirection and
present the cookie in its subsequent attack requests, which can then be dropped.
This is one way to use deceptive maneuvers to defend HTTP-based services in the
power company’s corporate network.

Attacker Has Compromised a Corporate User

At this stage, the attacker has some access to the corporate systems. Depending on
the user he was able to compromise, he may use the enterprise systems at the control
center directly. Sophisticated attackers like to stay hidden and find indirections or
additional ways to attack the intended target T, even when they have direct access to
T. The attacker may try to breach additional systems in the corporate network or
expand his access into the enterprise.

In addition to using an in-line parallel deception filter to completely hide a real
server endpoint at IP address i and port j, and advertise the service at IP address x and
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port y as explained earlier, it is possible to create intermediate hosts that are
reachable from the corporate network that can reach IP address x but not i. This
will incur computing cost since we would want the attacker to be able to log in to the
intermediate host—but using software-defined networking and virtualization, it is
possible to create a number of such hosts on a single physical host organized in a
complex network topology with indirect access to the host at IP address x (see
Fig. 12). Note only service requests from specific corporate source IPs are sent to the
real endpoint (IP address i, port j). So any attempt to touch the advertised service
endpoint (IP address x, port y) from these additional hosts will always go to the fake
endpoint (IP address x, port y) and not the real endpoint (IP address i, port j). This is
one way to use deception to increase the exploration space for the attacker and keep
him engaged within these intermediary hosts while the real target T remains behind
the smoke screen.

If the adversary is able to compromise a user U that can access the enterprise
systems hosted at the control center from the corporate network over the Internet,
and if the adversary can invoke operations that U is entitled to, including read and
possibly write (or other side effect-generating) operations on the enterprise database
and services, then white list-based deceptive maneuvers will not be applicable. Here,
the connecting client is in fact in the white list but is being controlled by adversarial
actors. In this case, deceptive maneuvers are still feasible under the following
situations: (1) deception based on a trigger, such as abnormal behavior or data
patterns, or (2) deception that does not have negative side effects on legitimate
clients. The first case would rely on existing detection mechanisms, or other decep-
tions (e.g., honeypots, honey-files, honey-ports, honey-web-pages, etc.), to enable
deception for a particular interaction or client. There is risk here of false positives
and unintentionally deceiving legitimate clients, however, so great care must be
taken and verification or double checks may be warranted. In the second case,
deceptions may be applied that have a detrimental effect only for malicious clients.
For example, one may present ICS-specific misinformation such as the number and

Fig. 12 Expanding the exploration space for the adversary
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status of turbines in the wind farm. A real user, aware of the properties of the plant,
would not search for or query these false entities. A malicious client performing
reconnaissance, however, may. One challenge here is to make this misinformation
credible—indistinguishable from the real turbines. Models and simulation have been
used in such circumstances to provide deceptive signals that match the constraints of
the real systems and of the physical world. Hardware-in-the-loop (HiL) can also be
used here to employ real physical assets to generate realistic false signals, though
such an approach has varying financial and other costs depending upon the hardware
in question. Building false signals as perturbations and manipulations of real signals
can help address this by using the very hardware that is actually in use for business
purposes to generate a base signal, which can then be duplicated and then modified
in hardware or software to create multiple derivative deceptive signals.

Attacker in the Control Center

The key cyber-physical elements of an ICS may be separated by an air gap.
However, true and perfect air gaps are rare, many have unintentional/unknown
breaches, and above all, there is a human element—the human operators can
knowingly or unknowingly bridge the air gap by plugging a laptop in on both
networks or copying files from one to another.

Even without bridging the air gap, the adversary on the Internet side can create a
problem on the plant side (as depicted in Fig. 13). By creating load on the database or
server, the adversary can block the plant-side updates resulting in dropped messages
or even exceptions upstream if the plant-side software is not programmed robustly.
Depending on how the plant-side software accesses the server, it may also be
possible to mount a watering hole-style attack where the plant-side program may
catch a malicious script. While there are many engineering solutions to counter these
attacks, in terms of deception, we would like to highlight the possibility of using
SDN to create the impression of the topology shown in Fig. 13, whereas the real
topology is like what is shown in Fig. 14.

If the attacker compromised a user account and the user accessed corporate
systems from the plant side (knowingly or unknowingly, e.g., to access active
directory or a software update server, as shown in Fig. 15), then the attacker can

Fig. 13 Adversary on the
Internet side of the air gap
may impact the plant side
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control the user’s keyboard/mouse and observe what he/she is doing or initiate
malicious activities with his/her credentials.

Since the attacker is not in the control center physically, it is possible to create a
mapping table that is accessible to legitimate users sitting at the control center and
not the attacker who may be controlling the keyboard or mouse of the HCI console.
The mapping table would act as a key and may identify, for example, which turbines
are real and which are fake and whether the power outputs attributed to the fake ones
are real (e.g., a fraction of the output of a real turbine can be attributed to a fake one,
with that amount subtracted from the real turbine) or not. With support from
mapping tables like this, it is possible to execute deeper deception, where simulated
turbines can appear as real turbines to the remote adversary with keyboard and
mouse control of the HCI workstations. Such deception keys can allow legitimate
and malicious users to look at the same signal/information yet only deceive mali-
cious actors. Similar principles have been applied in deceptive file systems, where
the real file systems are hidden among a false one and without the key, one cannot
distinguish between the two (or in some cases even see the true entries at all).

We note that the mapping table can be used in computation as well, not just as a
means for human operators to look things up. However, it needs to be treated as an
out-of-band mechanism. For example, if the data about the simulated turbines are
pushed to the enterprise databases, users and analytics that need the actual number or
performance data of turbines for their job functions must also use the mapping tables

Fig. 14 Creating alternate
reality for the air gap

Fig. 15 Adversary may gain access to the HCI systems on the plant side of the air gap
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to retrieve the real information. The out-of-band requirement is needed to ensure that
the presence and use of the mapping tables are not plainly visible to the adversary
who is progressively gaining access into the corporate and ICS networks.

Attacker on the Wind Farm’s Local Network

If the attacker has progressed from the plant side of the control center air gap to the
local SCADA or controller area network at the wind farm, he has likely landed on a
router or the data concentrator box. With that access, he may try to escalate his
privilege to act as the site controller, map the elements of the network, drop specific
messages, or interact with network elements using protocol-specific messages. Even
though at this point he has a lot of power to disrupt the operation of the turbines or
the transformer, this is the context where using mirage (i.e., creating mirage turbines
or transformers) is most appropriate. In our description so far, we have used high-
fidelity simulation models to create the mirage turbines. If models of transformers
exist, they can also be used. One of the challenges in this approach is that the
simulations run on (relatively powerful) general-purpose computers (as opposed to
other approaches that use, e.g., hardware-in-the-loop simulators), and they must not
be visible as compute servers on the local network because otherwise, the mirage or
deception will be broken. In some scenarios, mirages hide behind the digital/analog
boundary (as described above) to hide such resources. When that approach is not
possible, we can rely on SDN and network virtualization again; since the attacker is
not on the wind farm physically, it is possible to hide the computer servers from
scans and probes or make them appear like a Modbus TCP endpoint or an Ethernet
device that looks like other wind turbines.

Conclusion

We conclude this chapter with a number of observations. First, the boundary where
the corporate network ends and the ICS network begins is beginning to get blurred
and often consists of a narrow air gap that human operators can easily bridge either
intentionally or unintentionally. One should not rely on the air gap. One should also
not rely solely on deception to address the threat of cyberattacks on ICS, but
deception, as outlined in this chapter, should be considered in designing the security
protection at all strata of an organization’s network. Second, compared to traditional
and general-purpose networks, ICSs make use of a lot of white listing (e.g., which IP
addresses can use specific services), particularly as you get closer to the physical
devices, which, as we showed in the previous discussions, helps deceptive maneu-
vers. Third, most ICS protocols do not employ encryption or cryptographic authen-
tication in the network segments closest to the devices/control. This is a mixed
blessing because it makes the ICS more vulnerable to snooping or data manipulation,
but it also makes it easier to perform deceptive manipulation of real traffic which
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needs access to the unencrypted content to be able to use it as a base, to be
manipulated, or to understand the request such that a deceptive response can be
composed. Fourth, there are a great variety of potential protocols in use (e.g.,
Common Industrial Protocol [CIP], Modbus, DNP3, Profibus, EtherCAT, etc.).
From the deceptive maneuvering point of view, we hypothesize that this presents
an opportunity to create alternate realities that could present, for example, an actual
Modbus system as a Profibus system, although work remains to experimentally
prove such an approach. Fifth, mirages seem to be the de facto approach to deception
near the devices—although the purpose and means vary. We claim that when
combined with SDN/virtualization, high-fidelity simulation has a lot of potential to
create deep deception that can be very hard to disambiguate by a remote adversary.
Sixth, concepts like in-line deception filters to create alternate realities, injecting
controlled probabilistic failures that are hard to disambiguate from normal behavior
(such as a packet dropping) or injecting additional work within protocol specification
(such as an HTTP redirect or TCP retransmission), often destabilize the attacker’s
automated scripts and programs. Finally, even though deceptive maneuvers exhibit a
lot of potential benefits in cyber-defense, there are a number of challenges that
require further R&D. One of these challenges is the CAPEX (what additional
investments are needed to use deception; covering hardware, software, and man-
power) and OPEX (does deception slows down legitimate use of the system) over-
heads and how to minimize them. A better question in this context may be how we
determine the cost-benefit trade-off or the design and operational “sweet spot” for
using deception. This leads to another critical question about deception that is only
now being truly explored: How do we measure and evaluate the utility and effec-
tiveness of defensive cyber-deception? We have developed a white-boarding-style
approach to assess the impact of deception on a multistage attack workflow, which,
like any white-boarding analysis, is a manual- and expertise-intensive approach and
only offers a quantitative view of the expansion of the attacker’s decision space.
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Moving Target Defense to Improve
Industrial Control System Resiliency

Adrian R. Chavez

Abstract Historically, control systems have primarily depended upon their isola-
tion from the Internet and from traditional information technology (IT) networks as a
means of maintaining secure operation in the face of potential remote attacks over
computer networks. However, these networks are incrementally being upgraded and
are becoming more interconnected with external networks so they can be effectively
managed and configured remotely. Examples of control systems include the electri-
cal power grid, smart grid networks, microgrid networks, oil and natural gas
refineries, water pipelines, and nuclear power plants. Given that these systems are
becoming increasingly connected, computer security is an essential requirement as
compromises can result in consequences that translate into physical actions and
significant economic impacts that threaten public health and safety. Moreover,
because the potential consequences are so great and these systems are remotely
accessible due to increased interconnectivity, they become attractive targets for
adversaries to exploit via computer networks. Several examples of attacks on such
systems that have received a significant amount of attention include the Stuxnet
attack, the US-Canadian blackout of 2003, the Ukraine blackout in 2015, and attacks
that target control system data itself. Improving the cybersecurity of electrical power
grids is the focus of our research.

Introduction

Historically, control systems have primarily depended upon their isolation [1] from
the Internet and from traditional information technology (IT) networks as a means of
maintaining secure operation in the face of potential remote attacks over computer
networks. However, these networks are incrementally being upgraded [2] and are
becoming more interconnected with external networks so they can be effectively
managed and configured remotely. Examples of control systems include the
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electrical power grid, smart grid networks, microgrid networks, oil and natural gas
refineries, water pipelines, and nuclear power plants. Given that these systems are
becoming increasingly connected, computer security is an essential requirement as
compromises can result in consequences that translate into physical actions [3] and
significant economic impacts [4] that threaten public health and safety [5]. Moreover,
because the potential consequences are so great and these systems are remotely
accessible due to increased interconnectivity, they become attractive targets for
adversaries to exploit via computer networks. Several examples of attacks on such
systems that have received a significant amount of attention include the Stuxnet
attack [6], the US-Canadian blackout of 2003 [7], the Ukraine blackout in 2015 [8],
and attacks that target control system data itself [9]. Improving the cybersecurity of
electrical power grids is the focus of our research.

The power grid is responsible for providing electricity to society, including
homes, businesses, and a variety of mission-critical systems, such as hospitals,
power plants, oil and gas refineries, water pipelines, financial systems, and govern-
ment institutions. The “smart grid” acts as an advanced power grid with upgrades
that provide power distribution systems and consumers with improved reliability,
efficiency, and resiliency [10]. Some of the upgrades include automated energy load
balancing, real-time energy usage tracking and control, real-time monitoring of grid-
wide power conditions, distributed energy resources, advanced end devices with
two-way communications, and improved processing capabilities. Advanced end
devices, which are being integrated into smart grids, include programmable logic
controllers (PLCs), remote telemetry units (RTUs), intelligent electronic devices
(IEDs), and smart meters that are capable of controlling and performing physical
actions, such as opening and closing valves, monitoring remote real-time energy
loads, monitoring local events such as voltage readings, and providing two-way
communications for monitoring and billing, respectively. These new devices replace
legacy devices that have been in place for decades that were not originally designed
with security in mind since they were previously closed systems without external
network connectivity. Although these new devices aid in efficiency, they may create
more avenues for attack from external sources.

Additionally, control systems are often statically configured [11] over long
periods of time and have predictable communication patterns [12]. After installation,
control systems are often not replaced for decades. The static nature combined with
remote accessibility of these systems creates an environment in which an adversary
is well positioned to plan, craft, test, and launch new attacks. Given that the power
grid is actively being developed and advanced, the opportunity to incorporate novel
security protections directly into the design phase of these systems is available and
necessary. Of particular interest are defenses that can better avoid both damage and
loss of availability, as previously documented in the power grid [5], to create a more
resilient system during a remote attack over computer networks.
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Challenges

One of the main challenges of introducing modern computer security protections
into industrial control systems (ICSs) is to ensure that the computer security pro-
tections themselves not only improve the security of the overall system but also do
not impede the operational system from functioning as expected. A security solution
that is usable and practical within an IT environment may not necessarily be practical
within an ICS environment. ICSs often have real-time requirements, and any newly
introduced software or security solution must also meet those same requirements.

Another challenge is to identify useful metrics that quantify the effectiveness of
the moving target defense (MTD) techniques from the perspective of both the
adversary and the defender of the system. The goal of the adversary is to exploit
the system before the MTD defends against the attack by modifying the environ-
ment. The goal of the defender is to change the environment frequently enough to
evade an adversary, but not too frequently so that system performance is negatively
impacted. Finding the correct balance is necessary so that the adversary cannot
exploit the system and the MTD strategy does not prevent the system from
maintaining a normal operating state.

Gaining access to representative ICS environments is another challenge when
developing new security protections for ICS systems. Modeling and simulation tools
can be effective, but gaining a true understanding of the consequences and effects of
deploying a new security protection in practice requires validation within a repre-
sentative ICS environment. Several factors such as network load, processor load, and
memory load are difficult to accurately project within a simulated environment. The
harsh working conditions of ICSs (such as wide temperature ranges) are one element
to consider when deploying new technologies within these environments.

MTD Within Critical Infrastructure

Critical infrastructure systems bring in a distinctive set of constraints and require-
ments when compared against traditional IT-based systems. Critical infrastructure
systems are often time-sensitive with stringent real-time constraints, as is the case for
cyber-physical systems [13]. It is therefore important for any new computer security
protections introduced to also meet these same time requirements so that they do not
negatively affect the operational network. Additionally, the most important require-
ments for these systems are often to maintain high availability and integrity due to
the nature of the systems that they control (e.g., the electrical power grid, water
pipelines, oil and natural gas refineries, hospitals, residential and commercial build-
ings, etc.). Any loss of availability can result in significant consequences not only in
terms of economics but also in terms of public health and safety. Similarly,
compromising the integrity of these systems, such as sending maliciously modified
commands, can result in similar consequences. Also of note is that critical

Moving Target Defense to Improve Industrial Control System Resiliency 145



infrastructure systems are composed of both legacy and modern systems that must
interoperate with one another without affecting availability and security. New
security solutions must therefore take interoperability into account so that they can
scale without the requirement of upgrading every end device within the system.
Additionally, in order for MTD-based approaches to be successfully deployed within
critical infrastructure environments, they must satisfy the distinct time constraints
and requirements of these environments. Since the time constraints vary from one
system to another, the stricter time requirement used for teleprotection systems
should be used (12–20 ms) [14]. For Supervisory Control and Data Acquisition
(SCADA) communications, those requirements can, in some cases, be relaxed to
2–15 s or more.

Background

Artificial diversity is an active area of research with the goal of defending computer
systems from remote attacks over computer networks. Artificial diversity within
computer systems was initially inspired by the ability of the human body’s natural
immune system [15] to defend against viruses through diversity [13]. Introducing
artificial diversity into the Internet Protocol (IP) layer has been demonstrated to work
within a software-defined network (SDN) environment [16]. Flows, based on
incoming port, outgoing port, incoming media access control (MAC), and outgoing
MAC, are introduced into software-defined switches from a controller system. The
flows contain matching rules for each packet and are specified within the flow
parameters. If a match is made within a packet, then the flow action is to rewrite
source and destination IP addresses to random values. The packets are rewritten
dynamically while they are in flight, traversing each of the software-defined
switches. Although applying artificial diversity on an SDN has been demonstrated,
the effectiveness of such approaches has not been quantitatively measured. Further-
more, to our knowledge, the approach has not been deployed within an ICS setting,
which differs substantially from traditional IT-based systems.

It has also been demonstrated that IP randomization can be implemented through
the Dynamic Host Configuration Protocol (DHCP) service that is responsible for
automatically assigning IP addresses to hosts within the network [17]. Minor con-
figuration modifications to the DHCP service can be made to specify the duration of
each host’s IP lease expiration time to effectively change IP addresses at user-
defined randomization intervals. However, this approach only considers long-lived
Transmission Control Protocol (TCP) connections; otherwise, disruptions in service
will occur as the TCP connection will need to be re-established. Service interruptions
within an ICS setting is not an option due to their high-availability requirements.
Quantifying the effectiveness of such approaches has also not been performed within
an ICS setting outside of surveys [18] that evaluate MTD techniques within an IT
setting where IP randomization by itself was qualitatively ranked to have low
effectiveness with low-operational costs. Also of note is that IP randomization
approaches by themselves have been demonstrated to be defeated through traffic
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analysis where endpoints of the communication stream can be learned by a passive
adversary, observing and correlating traffic to individual endpoints [19].

Anonymization of network traffic is an active area of research with several
implementations available in both commercial and open-source communities.
MTD and anonymization are related in that they both have the goal of protecting
attributes of a system from being discovered or understood. One of the early
pioneering groups of anonymous communications describes the idea of onion
routing [20], which is widely used today. This approach depends on the use of an
overlay network made up of onion routers. The onion routers are responsible for
cryptographically removing each layer of a packet, one at a time, to determine the
next hop routing information to eventually forward each packet to their final
destinations. The weaknesses of this solution are that side channel attacks exist
and have been demonstrated to be susceptible to timing attacks [21], packet counting
attacks [22], and intersection attacks [23], which can all reveal the source and
destination nodes of a communication stream.

The Onion Router (Tor) is one of the most popular and widely used
implementations of onion routing with over 2.25 million users [24]. Tor is able to
hide servers, hide services, operate over TCP, anonymize web-browsing sessions
and is compatible with Socket Secure (SOCKS)-based applications for secure
communications between onion routers. However, it has been shown empirically
with the aid of NetFlow data that Tor traffic can be de-anonymized with accuracy
rates of 81.4% [25]. The results are achieved by correlating traffic between entry and
exit points within the Tor network to determine the endpoints in communication with
one another. Furthermore, Tor has an overhead associated with the requirement to
encrypt traffic at each of the onion routers; this overhead would need to be limited
within an ICS environment to meet the real-time constraints required of these
systems. Similarly, garlic routing [26] combines and anonymizes multiple messages
in a single packet but is also susceptible to the same attacks.

Overlay networks have similar features as Tor but with the goal of reducing the
overhead associated with a Tor network. It has been shown that overlay networks
can be used to mitigate Distributed Denial of Service (DDoS) attacks [27]. The
overlay networks reroute traffic through a series of hops that change over time to
prevent traffic analysis. In order for users to connect to the secure overlay network,
they must first know and communicate with the secure overlay access points within
the network. The required knowledge of the overlay systems prevents external
adversaries from attacking end hosts on the network directly. This design can be
improved by relaxing the requirement of hiding the secure overlay access points
within the network from the adversary. If an adversary is able to obtain the locations
of the overlay access points, then the security of this implementation breaks down
and is no longer effective.

Steganography is typically used to hide and covertly communicate information
between multiple parties within a network. The methods described in current
literature [28] include the use of IP version 4 (IPv4) header fields and reordering
IPsec packets to transmit information covertly. Although the focus of the steganog-
raphy research is not on anonymizing endpoints, it can be used to pass control
information to aid in anonymizing network traffic. The described approach would
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have to be refined to increase the amount of information (e.g., log2(n!) bits can be
communicated through n packets) that can be covertly communicated if significant
information is desired to be exchanged. Steganography techniques have the potential
to facilitate covert communication channels for MTD techniques to operate correctly
but have not been applied in this fashion.

Transparently anonymizing IP-based network traffic is a promising solution that
leverages Virtual Private Networks (VPNs) and the Tor service [29]. The Tor service
hides a user’s true IP address by making use of a Virtual Anonymous Network
(VAN), while the VPN provides the anonymous IP addresses. The challenge of this
solution is the requirement that every host must possess client-side software and
have a VPN cryptographic key installed. In practice, it would be infeasible for this
approach to scale widely, especially within ICS environments where systems cannot
afford any downtime to install and maintain the VPN client-side software and the
cryptographic keys that would be necessary at each of the end devices. To reduce the
burden on larger-scale networks, it may be more effective to integrate this approach
into the network level, as opposed to at every end device, using an SDN-based
approach. In order for an MTD strategy to be effective within an ICS environment,
the MTD solution must have the ability to scale to a large number of devices without
significant interruptions in communications.

MTD Techniques

MTD is an active area of research that seeks to thwart attacks by invalidating
knowledge that an adversary must possess to mount an effective attack against a
vulnerable target [30]. For each MTD defense deployed, there is an associated delay
imposed on both the adversary and on the defender of the operational system.
Quantitatively analyzing the delays introduced by each additional MTD technique
applied individually and in combination with one another within an ICS environ-
ment is necessary before deploying an MTD strategy. Our analysis will aid in
optimally assigning the appropriate MTD techniques to enhance the overall security
of a system by minimizing the operational impacts while maximizing the adversarial
workload to a system. We also evaluate each of the possible MTD defenses placed at
various levels of an ICS system.

MTD Categories

Because power systems are statically configured and often do not change over long
periods of time, those environments are ideal for introducing and evaluating
MTD-based protections. The goal of the various MTD techniques presented here
is to increase the adversarial workload and level of uncertainty during the recon-
naissance phases of an attack. Since it remains an open problem to completely stop a
determined, well-funded patient and sophisticated adversary, increasing the delay
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and likelihood of detection can be an effective means of computer security. There are
a variety of MTD approaches that can be categorizing according to where the
defense is meant to be applied, including at the application level, the physical
level, or the data level of a system. Five high-level MTD categories have been
described as part of an MTD survey [31], which include dynamic platforms,
dynamic runtime environments, dynamic networks, dynamic data, and dynamic
software. These categories are described in the sections that follow within the
context of a critical infrastructure environment.

Dynamic Platforms

PLCs, RTUs, and IEDs vary widely from one site to another within an ICS
environment. There are a number of vendors that produce these end devices with
different processor, memory, and communications capabilities. These devices are
responsible for measuring readings from the field (such as power usage within a
power grid context) and taking physical actions on a system (such as opening or
closing breakers in a power grid). Many of these end devices are several decades old
and must all be configured to work together. If an adversary has the ability to exploit
and control these types of end devices, they would have the ability to control
physical actions remotely through an attack over computer networks. At the physical
layer, several MTD strategies exist to increase the difficulty of an adversary’s
workload to successfully exploit a system. One strategy rotates the physical devices
that are activated within a system [32–34]. For this strategy to work, the physical
devices and software may vary widely, but the only requirement is that they must be
capable of taking in the same input and successfully producing the same output as
the other devices. If there are variations in the output, then alerts can be generated to
take an appropriate action. These approaches increase the difficulty from an
adversary’s perspective because the adversary would be required to simultaneously
exploit many devices based on the same input instead of exploiting just a single
device. The difficulty for the defender comes in the form of having additional
devices that must be administered and managed while also ensuring the security of
the monitoring agents is maintained and that they do not become additional targets
themselves. Strategies such as n-variant [35] MTD techniques run several
implementations of a particular algorithm with the same input where variations of
outputs would be detected by a monitoring agent. Others [36] have shown firmware
diversity in smart meters can limit the effectiveness of single attacks that are able to
exploit a large number of devices with a single exploit. Customized exploits would
have to be designed specifically for each individual device.

Dynamic Runtime Environments

Instruction set randomization (ISR) [37] and Address Space Layout Randomization
(ASLR) [38] are MTD techniques that modify the execution environment of an
application over time. The effectiveness of such techniques has been measured in

Moving Target Defense to Improve Industrial Control System Resiliency 149



traditional enterprise networks but has not yet been measured on devices found
within ICS-based environments where real-time responses are a major requirement.
The impact upon the real-time response requirement has been measured along with
the adversaries increased workload when ISR [39] and ASLR [38, 40] are enabled.

Dynamic Networks

The background section describes many of the network randomization research
efforts that have been performed. The resilience of network MTD techniques against
several adversaries with different capabilities has been measured in prior work
[41]. For network-based MTD techniques to be effective, the exact point at which
the benefit of each MTD strategy to the defender is maximized and the adversarial
workload is maximized must be found. The analysis should also take into account
that ICS systems have strict real-time and high-availability constraints. The MTD
parameters used, such as rates of randomization and the location of the MTD
techniques themselves (at the network level or the end device level), to find the
balance between security and usability should ensure that the solution does not
hinder the operational network.

Dynamic Data

Randomizing the data within a program is another technique used to protect data
stored within memory from being tampered with or exfiltrated [42]. Compiler
techniques to xor memory contents with unique keys per data structure [43],
randomizing Application Programming Interfaces (APIs) for an application, and
Structured Query Language (SQL) string randomization [44] help protect against
code injection-type attacks. These techniques have been demonstrated on web
servers and have shown varying levels of impacts to the operational systems. The
benefits are that adversaries can be detected if the data being randomized is accessed
improperly when the system is being probed or an attack is being launched in the
case of SQL string randomization.

The same techniques can be applied and measured within a control system
environment to assess the feasibility of applying such techniques and meeting the
real-time constraints. For example, a historian server typically maintains a database
of logs within an ICS environment. This server is a prime location to apply SQL
string randomization toward database accesses. Data randomization can be
performed on the data stored within the registers of a PLC. To measure the
effectiveness of this technique, metrics of the response times to find the delays
introduced can be captured. After gathering these measurements, an evaluation of
the delays introduced can be performed to ensure that they are within the acceptable
limits of an ICS environment. These are a few examples of where data randomization
can be applied within an ICS setting.
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Dynamic Software

Introducing diversity into software implementations helps eliminate targeted attacks
on specific versions of software that may be widely distributed and deployed. In the
case of a widely deployed software package, compromising a single instance would
then compromise the larger population of deployed instances. To introduce diversity
and help prevent code injection attacks in networks, the network can be mapped to a
graph coloring problem [45] where no two adjacent nodes share the same color or
software implementations. This type of deployment helps prevent worms from
spreading and rapidly infecting other systems in a network using a single payload.
These techniques should also be considered as a defensive mechanism within an ICS
environment. However, metrics and measurements need to be gathered and evalu-
ated using software that is deployed and found within operational ICS environments.

At the instruction level, metamorphic code is another strategy that has primarily
been utilized by adversaries to evade antivirus detection [46]. The code is structured
so that it can modify itself continuously in time and maintain the same semantic
behavior while mutating the underlying instructions of the code. The idea is similar
to a quine [47] where a program is capable of reproducing itself as output. Meta-
morphic code reproduced semantically equivalent functionality but with an entirely
new and different implementation with each replication. There are many techniques
to develop metamorphic code-generating engines, but they are typically not used as a
defensive strategy.

When software remains static, it becomes a dependable target that can be
analyzed, tested, and targeted over long periods of time by an adversary. Introducing
diversity at the instruction level helps eliminate code injection attacks and buffer
overflows and limits the effectiveness of malware to a specific version of software in
time. Once the code self-modifies itself, the malware may no longer be effective,
depending on the self-modification being performed. Several techniques [48] exist to
use self-modifying code as a defensive mechanism, such as inserting dead code,
switching stack directions, substituting in equivalent but different instructions,
in-lining code fragments, randomizing register allocation schemes, performing func-
tion factoring, introducing conditional jump chaining, enabling anti-debugging, and
implementing function parameter reordering.

Dead Code

Dead code refers to function calls to code fragments that do not contribute to the
overall goal of an algorithm and is a useful strategy to deter an adversary. Dead code
fragments have the goal of causing frustration and confusion and generally wasting
the time of an adversary in analyzing complex code fragments that are not of
importance to the overall algorithm. However, techniques do exist to dynamically
detect dead code [49] fragments, so this strategy should be deployed with care. Also
of note is that if the size of a program cannot exceed a certain threshold, it may be
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necessary to take into account the available space on the system so that the code does
not overly cause an excess amount of bloat and exceed space limitations.

Dead code can help protect against an adversary who is statically analyzing and
reverse engineering a software implementation. In this case of a MTD protection,
when the dead code is included, the goal is to cause the adversary to spend a
significant amount of time analyzing code that is not useful to the overall software
suite. This technique serves as a deterrence and a decoy to protect the important
software. Dead code is often used as an obfuscation technique of software to make it
more difficult for an adversary to understand [50].

Although this technique may be effective against certain types of adversaries
performing static code analysis, the security is based on the assumed limited
analytical and intelligence capabilities placed on an adversary. This assumption is
not valid when considering nation state adversaries who have a wide array of
resources in terms of finances, staff, and intelligence available. The technique also
breaks down and fails when dynamic code analysis is performed to recognize that
the dead code does not actually provide any contributions to the overall functionality
of the software under consideration.

Stack Directions

The direction that the stack grows can be chosen to grow either at increasing memory
addresses or decreasing memory addresses [51]. Buffer overflow attacks must take
into account this direction to effectively overflow the return address so that the
adversary can execute their own arbitrary code. One strategy to eliminate such an
attack is to either run a program that dynamically selects the direction of the stack at
runtime or to run two instances of a program in parallel with each instance having
their stacks growing in opposite directions. The two programs would then be
overseen by a monitoring agent to ensure that there are no deviations in results
between the two programs. It is possible that an attack can still succeed in both cases
at the same time but only in very specialized cases where the original code is written
in such a way that the overflow works on different variables simultaneously in both
directions that the stack grows; this is, however, unlikely to occur on the majority of
code that is of practical interest to an adversary.

This technique must consider possible space limitations of the system and the
overhead to detect deviations between the two versions of software. If both versions
are running on the same system, then the processor utilization may also be a concern
for other applications running on the system. If the implementations are on separate
systems, then the network overhead to communicate the results of each run must also
not negatively impact the system in question. An additional area of importance is the
security of the monitoring agent to validate that a possible attack is in progress.
Many security protections often become a target [52] for adversaries and need to be
taken into account, as well.
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Equivalent Instruction Substitution

Many techniques exist to introduce diversity into a program by substituting equivalent
instructions [53]. The goal of substituting equivalent instructions for multiple instances
of a program is to maintain equivalent functionality while diversifying the implemen-
tation of the underlying software. The benefit is that the difficulty of identifying
functionally equivalent software implementations from one another is increased
from the adversaries’ perspective. This increases the difficulty placed on an adversary
who is attempting to develop a scalable malware solution designed to compromise a
large number of systems using a single exploit. The trade-off is typically in the
increased performance of the variants of equivalent instructions. In many cases,
compiler optimizers will automatically reduce high-level programming modifications
to the same optimized assembly instructions using dependency graphs [54]. To disable
compiler optimizations, compiler flags must be enabled to maintain the intended
diversity within the binary executable. The impact on the defender and operational
network of applying this approach has not been measured within an ICS environment
at the time of this writing. The feasibility of applying this approach within an ICS
setting will depend on the availability and number of equivalent instructions that can
be replaced that function the same and do not introduce significant time delays.

MTD Applications and Scenarios Within ICS

MTD strategies can benefit a broad range of environments, spanning enterprise IT
systems that are widely connected and ICS networks, which are completely isolated
from the Internet. Each environment has different requirements and constraints for
which the MTD approaches and parameters must be specifically configured in order
for the strategy to be feasible in a practical setting. Some of the MTD parameters that
can be adjusted include the frequency of reconfigurations, the amount of entropy
supplied to the MTD technique when performing IP randomization, the maximum
number of hops between endpoints tolerable when performing communication path
randomization, and the size of a binary when performing application randomization,
for example. The requirements and constraints of these systems include meeting
strict performance measurements (e.g., latency, bandwidth, throughput constraints),
satisfying the North American Electric Reliability Corporation (NERC) Critical
Infrastructure Protection (CIP) Standards [55] and the International Organization
for Standardization (ISO)/International Electrotechnical Commission (IEC) 27000
series of Information Security Management Systems (ISMS) standards [56], and
conformance to the National Institute of Standards and Technology (NIST) Cyber-
security Framework [57].

Each environment has their own unique set of requirements and constraints that
must be met in an operational setting. Because MTD approaches can be applied
broadly across a number of environments, the parameters of the MTD strategies
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must be adjusted to meet the requirements and constraints of the target environment.
The focus here is on ICS environments, but the approaches can be applied similarly
to the other environments including enterprise networks, Internet of Things (IoT),
cloud, mobile, etc.

Industrial Control Systems

The primary requirement for many of these systems is to maintain high availability
and integrity [1]. In the electrical power grid, the high-availability requirement
comes from the criticality of the types of systems that depend on the power grid to
operate (e.g., hospitals, governments, educational institutions, commercial and res-
idential buildings, etc.). Figure 1 shows an example of power grid and the compo-
nents found at various layers of the network. These systems involve a number of
utilities communicating with one another and the distribution of power across a
geographically disperse area of customers. A study was performed with the goal of
quantifying the economic costs associated with service interruptions to the US power
grid that are estimated to be approximately $79 million annually [58]. From the 2003
blackout in New York [59], the estimated direct costs were between $4 billion and
$20 billion [60] while there were also in excess of 90 deaths [61]. Though these
interruptions were not due to remote attacks over computer networks, such attacks
are capable of causing similar disruptions. The need for computer security within an
ICS setting is clear as the impacts and consequences of downtime can be dire.

Use Case

Because ICSs operate with both legacy and modern devices, there is a mixture of
serial and IP communications. Typical protocols deployed within ICS networks

Fig. 1 An example power grid that shows the high-level components from generation of power to
transmission to distribution and finally to delivery at a residential home

154 A. R. Chavez



include Modbus [62], Distributed Network Protocol (DNP3) [63], and Process Field
Net (PROFINET) [64]. These protocols are widely used within ICS environments,
and many, such as Modbus, were not designed with security in mind since these
protocols were originally intended for serial communications and only later
expanded, with Modbus TCP, to function over IP networks. Still, the expectation
was that such IP networks would be controlled and isolated. Modbus is a protocol
that can be used to read and write memory values to ICS end devices, such as PLCs
or industrial computers that can either sense readings from equipment or perform
physical actions based on digital inputs received. Some of the physical actions
include opening or closing a valve within a water pipeline, opening or closing
breakers within a power system, or shutting down a power plant.

Given that ICSs are becoming more interconnected to business networks for ease
of maintenance and management, remote attacks over computer networks become a
real possibility since the business networks are connected to the Internet. However,
as demonstrated by Stuxnet [6], a network connection to the Internet is not a
requirement to exploit a system, and the attack against Home Depot [65] shows
how vulnerable operational technology can be exploited to penetrate additional
systems. In a scenario where the Modbus protocol is configured to read and write
memory values from and to, respectively, a PLC that controls a physical process, an
adversary could launch a man-in-the-middle (MITM) attack [66] to spoof values
read/written to the PLC’s memory. Since legacy PLCs are fundamentally different
from the systems we are accustomed to working with (in terms of the memory and
processing resources available) and because they were designed with the under-
standing that they would be used only within closed system environments, integrity
and authentication checks were typically not built into these systems. As ICS
environments have evolved, PLCs and other end devices are becoming more
connected externally. As a result, end devices that do not have integrity and
authentication checks built in are susceptible to adversaries eavesdropping on
communications and/or maliciously modifying those communications via MITM
attacks. To mitigate such an attack, a defender could deploy a number of strategies to
protect against this threat.

If the adversary has direct access to the network and has the ability to observe or
modify traffic, spoofed packets can be injected or replayed into the network. The
goal of the adversary in this scenario would be to maliciously write incorrect values
into a PLC’s memory space to cause an unintended physical action to take place
within the system. One defense that could protect against an attack, where the
adversary crafts and injects packets into the network, could be to deploy an MTD
strategy randomizing application port numbers in the communication channel (the
Modbus standard port number is 502). Continuously changing this value in time
would require the adversary to constantly track and learn the new random mappings
that are active. Another defense that can be deployed would be to configure a secure
communication channel between the endpoints to prevent the adversary from mali-
ciously observing and spoofing traffic. This solution would require the adversary to
compromise the underlying encryption algorithm or a cryptographic key.
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The optimal solution that a defender should select depends on the capabilities of
the end devices as well as the amount of delay that can be tolerated by the network. If
the end devices are capable of supporting more well-established modern encryption
algorithms, such as the Advanced Encryption Standard with at least a 128-bit key
length (AES-128) [67], then that is the ideal solution. However, the end devices may
either not be capable of supporting AES or they may not be able to afford the
computationally expensive tasks, in terms of central processing unit (CPU) utiliza-
tion [68], to support an encrypted channel. The amount of CPU available depends on
the current load of the system. The other option is to deploy a gateway system
capable of serving as a proxy to harness the necessary security protections [69–
72]. This MTD approach follows the gateway solution and is capable of minimally
delaying the network communications while adding on an additional layer of
defense into the network. The parameters of the MTD techniques can then be
adjusted to meet the criteria required by the ICS to maintain a high-availability
system while avoiding the computationally expensive price of encrypting all com-
munication channels.

Constraints

One of the major challenges for new technologies to be deployed within ICS
environments is that legacy and embedded devices occupy a large portion of these
systems. Some of the devices found are decades old and do not have the processing
or memory resources available to harness modern security technologies. This can be
attributed to the fact that many of these systems were developed starting from the
1880s to the 1930s [73] and many legacy devices are still in place today. Another
constraint is that even if the devices are modern and capable of harnessing new
security technologies, the software and specialized hardware are often both closed
and proprietary [1]. The proprietary nature creates a challenge for security
researchers to understand, integrate, and test new security protections directly into
the end devices themselves. In this scenario, an additional gateway system is
typically introduced to proxy the end devices with the new security technologies
enabled. This proxy creates an additional hop that packets must traverse, which
affects latency.

Another challenge is the diverse set of equipment that can be found within ICS
environments. These devices, from multiple vendors, must interoperate with one
another, which is a challenge of its own. Adding computer security protections into
each of these devices directly in a vendor neutral way requires agreement and
collaboration between a number of competing parties. This is a challenge that can
oftentimes be the most difficult piece of the puzzle. These constraints cannot be
ignored as new security technologies must be retrofitted into the existing environ-
ment with competing vendors working together, as completely replacing all of the
equipment is not a valid option.
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Requirements

ICSs have several requirements, regulations, and standards that must be met. Per-
haps the most important requirements for ICS environments are to minimize the
amount of delay introduced into a system and to ensure the integrity of the com-
mands communicated within these environments. Latency is one of the primary
metrics used and is typically constrained to 50 milliseconds and in some cases can be
in the nanosecond scale [74]. Any delays on the operational network can result in
instability of the power system [75]; therefore, new security protections must meet
the strict time requirements to be relevant and feasible within these systems. Integrity
is also a key requirement as data integrity attacks could manipulate sensors, control
signals, or mislead an operator into making a wrong decision [9]. Also, interopera-
bility requirements, as mentioned in the preceding subsection, must be met. The
International Electrotechnical Commission 61850 (IEC-61850) [76] standard has
outlined a general guide to achieve interoperability. To maximize the benefit of new
security features introduced into an ICS system, these requirements and standards
need to be met.

Experimentation

We evaluated network-based moving target defense strategies applied to a represen-
tative control system environment. The environment consisted of nine buildings with
inverters communicating with a central server. The system evaluated will harness a
2.5-megawatt microgrid system, and our tests were performed before end devices
were introduced into the network to evaluate the MTD strategies independently.
Figure 2 shows the configuration of the network where IP randomization and port
randomization were integrated. These MTD strategies continuously modified IP
addresses and port numbers at varying frequencies from 1 s to completely static
configurations. Our testing involved three buildings where we were able to success-
fully demonstrate the MTD technologies. Prior to introducing the MTD technolo-
gies, each of the three buildings included a software-defined networking (SDN)-
capable switch to manage the MTD techniques. The three SDN-capable switches are
shown in Fig. 2 and labeled as “SDN Switch Flow Forwarding” in the lighter blue
rectangles in each of the buildings. An end device was included in Building #1
labeled as “Host 1” to represent an end device within the network. An additional
Linksys router was added to the network to support an out-of-band communication
channel for the SDN OpenFlow control traffic. The dashed green lines show the out-
of-band communications.

To manage the randomized flows installed on the SDN switches, the “SDN
Randomizer Controller” was also added to the network. This system is responsible
for periodically communicating the randomized IP addresses to each of the SDN
switches to create the moving target defense solution. The same “SDN Switch Flow
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Rewrites” SDN-capable switch was also introduced into Building #3. Additionally, a
second host, labeled “Host 2,” was added to Building #3 to show communications
between two endpoints within the network. Building #2 only has an SDN-capable
switch, labeled “SDN Switch Flow Forwarding,” which has flows configured to
forward both control and data traffic between Building #1 and Building #3.

“Host 1” and “Host 2” are then able to communicate with one another with IP
randomization enabled. Additionally, “Host 1” and “Host 2” have machine-learning
dynamic defense algorithms enabled to detect anomalous behavior on the network.
Flows with the source IP address of the “SDN Randomizer Controller” are identified
as management communications and are forwarded to the correct ports of the “SDN
Switch Flow Rewrites,” which are both shown as port “F” in the diagram.

Fig. 2 Multibuilding SDN configuration with IP randomization enabled
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Adversarial Scenario

We showed that if an adversary were to be introduced into the network either as
(1) an insider or as (2) a result of a successfully launched MITM attack anywhere
between the two “SDN Switch Flow Rewrites,” then we could detect a network scan
and automatically respond by randomizing the IP addresses to invalidate the infor-
mation gained from the network scan. In our specific scenario, the adversary was
introduced in Building #1 in the link with “B3” and “C2” as the endpoint ports. The
adversary then launched the following nmap scan:

nmap -sP x.y.z.0/24
where x.y.z is the network address configured in the system. The network in this

case was configured as a 24-bit network with the last 8 bits reserved for host IP
addresses. The nmap command above will scan the entire IP space of the x.y.z
network and report back the hosts that are active. In this scenario, once the adversary
receives the results, they would then attempt to open a secure shell (ssh) session with
the hosts in the network. The goal of the MTD technology is to detect the initial
network scan and randomize IP addresses so that information gained about active
hosts within the network would no longer be valid. To accomplish this goal, we
launched the MTD strategy upon detection of the network scan. The described use
case was successfully deployed within our test bed.

Metrics

Metrics were captured when the randomization schemes were performed indepen-
dently and when combined with one another. The metrics collected include round-
trip time, bandwidth, throughput, TCP retransmits, and dropped packets. The ran-
domization schemes evaluated include a baseline measurement without any ran-
domization schemes enabled, IP randomization with a frequency interval of 3 s, port
randomization with a frequency interval of 3 s, and port randomization with a
frequency interval of 1 s with encryption. The results are shown in Figs. 3, 4, 5, 6,
7, and 8.

Figures 3 and 4 show the results of the Internet Control Message Protocol (ICMP)
round-trip times measured using the OpenDaylight controller as applied toward the
scenario, as shown in Fig. 2, where “Host 1” is issuing the following command to
“Host 2”:

ping -c 300 host2.
In Fig. 3, each of the randomization schemes are measured independently and

when combined with one another. The impacts vary slightly and are within the noise
of network traffic as each scheme fluctuates outperforming and underperforming the
other schemes depending on when the measurement is taken. This can be seen more
clearly in Fig. 4 where the raw averages and standard deviations closely resemble
one another across each of the randomization schemes. The impacts of each of the
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Fig. 4 The averages and standard deviation for the round-trip times when enabling each of the
randomization schemes independently and in combination of each other over a 300-s interval
of time

Fig. 3 ICMP round-trip time measurements when enabling each randomization scheme indepen-
dently and when combined with one another over a 300-s interval
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Fig. 5 Multibuilding SDN configuration with IP randomization enabled

Fig. 6 The measured bandwidth when enabling each randomization scheme independently and in
combination of each other over 1 s increments in a 300-s interval of time
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randomization schemes in our test environment proved to be minimal from our
experimental results obtained.

Figures 5 and 6 measure the effects that each of the randomization schemes have
on the transfer rates and the bandwidth. Since we were working with 100 megabits
per second links, the maximum amount of data that can be transferred is 12.5
megabytes (100/8). Our results show that most of the schemes, including the
baseline, achieve ~11.2 megabytes of data transferred. The exceptions to this are
the schemes that use the port randomization with encryption involved where ports
are randomized and encrypted every second. Since we are randomizing at each of the
endpoints in software and the cost for AES encryption is significant, the transfer rates
were significantly impacted and yielded ~0.1 megabytes of data transferred. These
results indicate that in environments where large amounts of data need to be
transferred quickly, encrypting and randomizing ports every second may not be a
suitable option. However, the impacts on round-trip time were minimal, so if small
amounts of data are transferred, as is typically the case within control system
communications, then any of the schemes may be appropriate. The metrics captured
for transfer rates and bandwidth were captured with the following command:

iperf3 -c host2 -i 1 -t 300 -p 999 -V.
This command was issued for the client to connect to “Host 2” on port 99 and

report back results every second over a 300-second total interval in verbose mode.
Figures 7 and 8 show the results of the number of retransmits incurred when each

of the randomization schemes were enabled independently and in combination with

Fig. 7 The total number of TCP retransmits recorded when each of the randomization schemes
were enabled independently and in combination of each other over a 300-second interval of time
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one another. When measuring the baseline configuration without any of the random-
ization schemes enabled, 124 retransmits were recorded or ~0.005% of the total
number of packets. When enabling the IP randomization scheme and the port
randomization every 60 s scheme independently, there were fewer retransmits and
a fewer percentage of overall retransmits. This may be a result of a more congested
network during the time that the baseline measurements were recorded. It would be
expected that the baseline would be similar or better than when enabling each of the
randomization schemes. The remaining three schemes all produced a higher per-
centage of retransmits, although only two had a higher number of total retransmits.
This is due to fewer packets being transmitted when encrypting port numbers every
second. Although the percentages in all cases are low, it should be considered
whether these percentages are acceptable to be applied within an operational setting.
The results obtained were captured using the same iperf command that was specified
for the bandwidth and throughput measurements, as shown in Figs. 7 and 8. The
number of dropped packets were also measured as part of these tests. All of the
schemes reported no dropped packets.

Fig. 8 The percentage of TCP retransmits recorded when each of the randomization schemes were
enabled independently and in combination of each other over a 300-second interval of time
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Conclusion

The evaluated network-based MTD approaches have been shown to be effective
within an ICS environment. We performed several experiments with a variety of
configurations for each MTD technique. The techniques presented, although effec-
tive individually, are meant to be a piece of the larger computer security puzzle.
These MTD techniques can be thought of as additional layers of defense to help
protect a system from an adversary attempting to gain an understanding of a system
in the early stages of an attack. Additional defenses can be deployed alongside the
MTD techniques to create an even more secure system. Deploying an individual
MTD technique or a suite of MTD techniques alongside other computer security
protections will depend on the application. For example, the MTD techniques may
provide a way to mitigate a “hit list” type of attack [77], but the MTD techniques
themselves do not provide the ability to detect the hit list attack. Intrusion Detection
Systems (IDSs), firewalls, security information and event management (SIEM)
systems, and virus scanners, for example, should all be included as part of the
overall security protection as well. In this scenario, we used machine-learning
algorithms to detect the hit list attack and trigger the MTD schemes. The MTD
strategies by themselves are not meant to be a comprehensive security solution that
protects against all threats but rather should be applied as an additional layer of
defense in general.
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Proactive Defense Through Deception

Massimiliano Albanese and Sushil Jajodia

Abstract Cyberattacks are typically preceded by a reconnaissance phase in which
attackers aim at collecting valuable information about the target system, including
network topology, service dependencies, operating systems (OSs), and unpatched
vulnerabilities. Unfortunately, when system configurations are static, given enough
time, attackers can always acquire accurate knowledge about the target system through
a variety of tools—including OS and service fingerprinting—and engineer effective
exploits. To address this important problem and increase the resiliency of systems
against known and unknown attacks, many techniques have been devised to dynam-
ically and periodically change some aspects of a system’s configuration in order to
introduce uncertainty for the attacker. However, these techniques, commonly referred
to as moving target defenses, may introduce a significant overhead for the defender. To
address this limitation, we present a graph-based approach for manipulating the
attacker’s view of a system’s attack surface, which does not require altering the actual
configuration of a system. To achieve this objective, we first formalize the notions of
system view and distance between views and then define a principled approach to
manipulating responses to attacker’s probes so as to induce an external view of the
system that satisfies certain desirable properties. In particular, we propose efficient
algorithmic solutions to two classes of problems, namely, (i) inducing an external view
that is at a minimum distance from the internal view while minimizing the cost for the
defender and (ii) inducing an external view that maximizes the distance from the
internal view, given an upper bound on the cost for the defender. In order to
demonstrate practical applicability of the proposed approach, we present deception-
based techniques for defeating an attacker’s effort to fingerprint OSs and services on
the target system. These techniques consist in manipulating outgoing traffic so that it
resembles traffic generated by a completely different system. Experimental results
show that our approach can efficiently and effectively deceive an attacker.
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Introduction

Today’s approach to cyber-defense is governed by slow and deliberative processes,
such as deployment of security patches, testing, episodic penetration exercises, and
human-in-the-loop monitoring of security events. Adversaries can greatly benefit
from this situation and can continuously and systematically probe target networks
with the confidence that those networks will change slowly, if at all. In fact,
cyberattacks are typically preceded by a reconnaissance phase in which adversaries
aim at collecting valuable information about the target system, including network
topology, service dependencies, operating systems (OSs) and applications, and
unpatched vulnerabilities. As most system configurations are static—hosts, net-
works, software, and services do not reconfigure, adapt, or regenerate except in
deterministic ways to support maintenance and uptime requirements—it is only a
matter of time for attackers to acquire accurate knowledge about the target system.
While these issues are common across industries and applications, their potential
consequences may be more critical within the domain of industrial control systems
where additional factors—such as concerns about compatibility among the many
cyber and physical components—may contribute to further slowing down the
process of upgrading software and deploying patches. A vast array of automated
tools and techniques exist to facilitate reconnaissance efforts, including OS and
service fingerprinting tools. Specifically, OS fingerprinting techniques are designed
to determine the OS of a remote host either in a passive way, through sniffing and
traffic analysis, or in an active way, through probing. Similarly, service fingerprint-
ing aims at determining what services are running on a remote host. The information
collected during reconnaissance will eventually enable attackers to engineer reliable
exploits and plan attacks. A taxonomy of OS fingerprinting tools is presented in
section “Fingerprinting”.

In order to address this important problem, significant work has been done in the
area of adaptive cyber-defense (ACD), which includes concepts such as moving
target defense (MTD), artificial diversity, and bioinspired defenses. Essentially, a
number of techniques have been proposed to dynamically change a system’s attack
surface by periodically reconfiguring some aspects of the system. In Manadhata and
Wing [1], a system’s attack surface has been defined as the “subset of the system’s
resources (methods, channels, and data) that can be potentially used by an attacker to
launch an attack.” Intuitively, dynamically reconfiguring a system is expected to
introduce uncertainty for the attacker and increase the cost of the reconnaissance
effort. However, one of the major drawbacks of current approaches is that period-
ically reconfiguring a system may introduce significant overhead for the defender
and for legitimate users, as well as the potential for Denial of Service conditions,
because reconfiguring a system might make it temporarily unavailable. Additionally,
most of the existing techniques are purely proactive in nature or do not adequately
consider the attacker’s behavior.

The work we present in this chapter advances the state of the art in adaptive
cyber-defense by developing a graph-based approach for manipulating the attacker’s
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perception of a system’s attack surface. To achieve this objective, we formalize the
notion of system view as well as the notion of distance between views. We refer to the
attacker’s view of the system as the external view and to the defender’s view as the
internal view. A system’s attack surface can then be thought of as the subset of the
internal view that would be exposed to potential attackers when no deceptive
strategy is adopted. Starting from these definitions, we develop a principled, yet
practical, approach to manipulate outgoing traffic so as to induce an external view of
the system that satisfies certain desirable properties. In particular, we propose
efficient algorithmic solutions to two different classes of problems, namely,
(i) inducing an external view that is at a minimum distance from the internal view
while minimizing the cost for the defender and (ii) inducing an external view that
maximizes the distance from the internal one, given an upper bound on the cost for
the defender.

Our approach goes beyond simply introducing uncertainty for the attacker and
deceives potential intruders into making incorrect inferences about important system
characteristics, including OSs and active services. In order to demonstrate practical
applicability of the proposed approach, we present deception-based techniques for
defeating an attacker’s effort to fingerprint OSs and services on the target system.
Differently from many existing techniques, we do so without changing the actual
configuration of the system. In fact, our approach mainly consists in manipulating
outgoing traffic such that not only important details about OSs and services are not
revealed, but network traffic also resembles traffic generated by hosts and networks
with different characteristics. Experiments conducted on a prototypical implemen-
tation show that the overhead introduced by the proposed approach is negligible,
thus rendering this solution completely transparent to legitimate users. At the same
time, our approach can effectively deceive the attackers and steer them away from
critical resources we wish to protect.

The remainder of the chapter is organized as follows. Section “Related Work”
discusses related work. Section “Threat Model” discusses the threat model, whereas
section “Motivating Example” presents a motivating example. Next, section
“Deception Approach” provides a detailed description of our approach and presents
the problem statement, as well as the proposed algorithms. Then, section “Finger-
printing” presents the details of specific techniques we have designed to defeat OS
and service fingerprinting. Finally, section “Experimental Evaluation” reports the
results of our experiments, and section “Conclusion” gives some concluding
remarks.

Related Work

Moving target defense (MTD) defines mechanisms and strategies to increase com-
plexity and cost for attackers [2]. MTD approaches aiming at selectively altering a
system’s attack surface usually involve reconfiguring the system in order to make an
attack’s preconditions unstable, thus preventing the attack from succeeding.
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Dunlop et al. [3] propose a mechanism to dynamically hide addresses of IPv6
packets to achieve anonymity. This is done by adding virtual network interface
controllers and sharing a secret among all the hosts in the network. Duan et al. [4]
present a proactive Random Route Mutation technique to randomly change the route
of network flows to defend against eavesdropping and DoS attacks. In their imple-
mentation, they use OpenFlow Switches and a centralized controller to define the
route of each flow. Jafarian et al. [5] use an IP virtualization scheme based on virtual
DNS entries and software-defined networks. Their goal is to hide network assets
from scanners. Using OpenFlow, each host is associated with a range of virtual IP
addresses and mutates its IP address within its pool. A similar identity virtualization
approach is presented in Albanese et al. [6]. In chapter “Moving Target Defense to
Improve Industrial Control System Resiliency” of Jajodia et al. [7], an approach
based on diverse virtual servers is presented. Each server is configured with a set of
software stacks, and a rotational scheme is employed for substituting different
software stacks for any given request, thus creating a dynamic and uncertain attack
surface. Also, Casola et al. [8, 9] propose an MTD approach for protecting resource-
constrained distributed devices through fine-grained reconfiguration at different
layers of the software stack.

These solutions reconfigure a system in order to modify its external attack
surface. On the other hand, the external view of the system is usually inferred by
attackers based on the results of probing and scanning tools. Starting from this
observation, our approach consists in modifying system responses to probes in
order to expose an external view of the system that is significantly different from
the actual attack surface, without altering the system itself.

Reconnaissance tools, such as nmap or Xprobe2, can identify a service or an OS
by analyzing packets that can reveal implementation-specific details about the target
host [10, 11]. Network protocol fingerprinting refers to the process of identifying
specific features of a network protocol implementation by analyzing its input/output
behavior [12]. These features may reveal specific information such as protocol
version, vendor information, and configurations. Reconnaissance tools store
known system’s features and compare them against scan responses in order to
match a fingerprint. Watson et al. [11] adopted protocol scrubbers in order to
avoid revealing implementation-specific information and restrict an attacker’s ability
to determine the OS of a protected host. Moreover, some proof-of-concept software
and kernel patches have been proposed to alter a system fingerprint [13], such as IP
Personality and Stealth Patch. Among the various techniques that have been pro-
posed to defeat fingerprinting [14], a very simple and intuitive one consists in
modifying the default values of a TCP/IP stack implementation, such as the TTL,
window size, or TCP Options. Other approaches to defeating fingerprinting [15]
include altering public service banners and searching content files for incriminating
strings that can give away information about the OS. For instance, web pages may
include automatically generated comments that identify the authoring tool.

Honeypots have been traditionally used to try to divert attackers away from
critical resources. Although our approach and honeypots share a common goal,
they are significantly different. Our approach does not alter the system while
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honeypot-based solutions introduce vulnerable machines in order to either capture
the attacker [16] or collect information for forensic purposes [17]. Instead, we aim at
deceiving attackers by manipulating their view of the target system and forcing them
to plan attacks based on inaccurate knowledge so that the attacks will likely fail. To
the best of our knowledge, we have been the first to propose an adaptive and
comprehensive approach to changing the attacker’s view of a system’s attack surface
without reconfiguring the system itself [18].

Threat Model

We assume that an external adversary is attempting to infer a detailed view of the
target network, using reconnaissance tools, such as nmap [10], to discover active
hosts in the network along with their configurations. The information an attacker
may attempt to discover includes OSs, exposed services and their version, network
topology, and routing information. The attacker will then leverage this knowledge to
plan and execute attacks aimed at exploiting exposed services. We also assume that
the attacker may use OS fingerprint techniques consisting in sending valid and
invalid IP packets and analyzing the respective responses. Moreover, we limit
service fingerprinting to the case of TCP probes, as it is the case for most common
probing tools.

The attacker’s strategy is illustrated by the flowchart in Fig. 1. The goal is to
launch an attack against one of the hosts in the target network. Multiple stages of this
attack strategy (marked with a red cross in the figure) can be defeated using our
approach. For instance, we may expose services with no exploitable vulnerabilities,
or for a given service, we may expose exploitable vulnerabilities which do not
correspond to actual vulnerabilities of that service.

Motivating Example

As a reference scenario, we consider the networked system of Fig. 2, modeling the IT
infrastructure of a fictitious e-commerce company. Customers can access publicly
available services through a website hosted in the DMZ. The business logic and
critical services are deployed in the intranet, and some of these services need to be
accessible through the Internet in order to allow company branches to process orders
and query the inventory.

Our goal is to modify the attacker’s view of the system. In order to do so, we only
modify system-dependent information exposed by system-specific protocol
implementations. We adopt a graph-based strategy to generate different views of
the system, such as the one in Fig. 3, by repeatedly applying view manipulation
primitives, which are implemented by filtering and altering outgoing traffic.
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In Fig. 3, we depict machines whose configuration has been manipulated with a
different color or texture compared to Fig. 2. A change in the OS is represented by a
different letter on the top right corner of each machine. In this example, applying
several manipulation steps to the original view, we move from a scenario where all
the servers have the same OS to a scenario in which each OS is different from the real
one and the others. Similarly, all of the services are altered. For instance, we alter the
database server fingerprint so as it will be recognized as an implementation from a
different vendor. As for the public web server, we want it to act like two web servers
in a load-balancing configuration. To do so, we mutate, with a certain frequency,
both the OS and the service fingerprints and modify the packet-level parameters. In
this way, we can force the attacker to believe that multiple servers need to be
compromised in order to disrupt the service.

Fig. 1 Flowchart of the attacker strategy
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Deception Approach

In order to achieve our goal of inducing an attacker’s view of the system’s attack
surface that is measurably different from the internal view, we first formalize the
notions of view, manipulation primitive, and distance between views.

Fig. 2 Flowchart of the attacker strategy

Fig. 3 Topology and configuration of the reference system as presented to the attacker
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View Model

In the following, we assume a system is a set S ¼ {s1, s2, . . ., sn} of devices (e.g.,
hosts, firewalls) and useΨ to denote the set of services that can be offered by hosts in
S. The defender’s and attacker’s knowledge of the system are represented by
different views, as defined below.

Definition 1 (System’s View) Given a system S, a view of S is a triple V ¼ So, C, ν,
where So � S is a set of observable devices, C � So � So represents connectivity
between elements in So, and ν : So! 2Ψ is a function that maps each host in So to the
set of services it offers.

Intuitively, a view represents knowledge of a subset of the system and includes
information about the topology and about services offered by reachable hosts.1

Definition 2 (Manipulation Primitive) Given a system S and a setV of views of S,
a manipulation primitive is a function π : V ! V that transforms a viewV 0 2 V into
a view V 00 2 V . Let Π denote a family of such functions. For each π 2 Π, the
following properties must hold:

8V 2 Vð Þπ Vð Þ 6¼ V

8V 2 Vð Þ ∄ π1; π2; . . . ; πmh i 2 Πm j π1 π2 . . . πm Vð Þð Þ . . .ð Þð Þ ¼ π Vð Þð Þ

Intuitively, a manipulation primitive is an atomic transformation that can be
applied to a view to obtain a different view. Each primitive may have a set of
specific parameters, which we omit to simplify the notation.

Example 1 A possible manipulation primitive is πOSB , which transforms a view V0

into a view V00 by changing the OS fingerprint of a selected host. Figure 4 illustrates
the effect of this primitive on the system’s view.

Definition 3 (View Manipulation Graph) Given a system S, a setV of views of S,
and a family Π of manipulation primitives, a view manipulation graph for S is a
directed graph G ¼ V 0; E; ℓð Þ, where:
• V 0 � V is a set of views of S
• E � V � V is a set of edges
• ℓ : E ! Π is a function that associates with each edge (V0,V00) manipulation

primitive π 2 Π such that V00 ¼ π(V0)

The node representing the internal view has no incoming edges. All other nodes
represent possible external views.

1A more complete definition of view could incorporate information about service dependencies and
vulnerabilities, similarly to what is proposed in Jafarian et al. [5]
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Figure 5 shows an example of a view manipulation graph. After applying any π, a
new view is generated. By analyzing the graph, one can enumerate all possible ways
to generate external views starting from the internal view V of a system S.

Definition 4 (Distance) Given a system S, a setV of views of S, a distance overV is
a function δ : V � V ! ℝ such that, 8V 0,V 00,V 000 2 V , the following properties
hold:

δ V 0;V 00ð Þ � 0

δ V 0;V 00ð Þ ¼ 0 , V 0 ¼ V 00

δ V 0;V 00ð Þ ¼ δ V 00;V 0ð Þ

δ V 0;V 000ð Þ � δ V 0;V 00ð Þ þ δ V 00;V 000ð Þ

In the simplest case, the distance can be measured by looking at the elements that
differ between views. To do so, we can consider the difference in the number of
hosts between two views. Then, for each host that is present in both views, we can
add one if OS fingerprints differ and we can add one if service fingerprints differ.
More sophisticated distances can be defined, but this is beyond the scope of the
discussion in this chapter.

Fig. 4 Example of manipulation primitive

Fig. 5 Example of a view manipulation graph
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Definition 5 (Path Set) Given a view manipulation graphG, the path set PG forG is
the set of all possible paths (sequence of edges) in G. We denote the k-th path of

length mk in PG as pk ¼ πi1 ; πi2 ; . . . ; πimk

D �
.

Example 2 Consider the view manipulation graph G in Fig. 5. The set of all
possible paths is PG ¼ πOSAh i; πMAILv1:5h if ; πOSA; πMAILv1:5h i; πOSBh i; πWEBv2:2h i
; πFTPv3:5h i; πOSB; πWEBv2:2h i; πWEBv2:2; πFTPv3:5h i; πOSB; πWEBv2:2; πFTPv3:5h ig.

We will use the notation Va !pk Vb to refer to a path pk originating from Va and
ending in Vb. For instance, in Fig. 5, the path that goes from V to V5 is denoted as

V !p9 V5 ¼ πOSB; πWEBv2:2; πFTPv3:5h i.
Definition 6 (Cost Function) Given a path set PG, a cost function is a function
fc : PG ! ℝ that associates a cost to each path in PG. The following properties must
hold:

f c πih ið Þ � 0

f c πi j ; πijþ1

� �� � � min f c πij
� �� �

; f c πijþ1

� �� �� �

f c πi j ; πijþ1

� �� � � f c πij
� �� �þ f c πijþ1

� �� �

If the third property above holds strictly, then fc is said to be additive.

Problem Statement

We can now formalize the two related problems we are addressing in this chapter:

Problem 1 Given a view manipulation graph G, its internal view Vi, and a distance

threshold d 2 ℝ, find an external view Vd and a path Vi !pb Vd that minimizes fc( pd)
subject to δ(Vi,Vd) � d.

Problem 2 Given a view manipulation graph G, its internal view Vi, and a budget

b 2 ℝ, find an external view Vb and a path Vi !pb Vb that maximizes δ(Vi,Vb) subject
to fc( pb) � d.

Algorithms

In this section, we present heuristic algorithms to solve the problems defined in
section “Problem Statement”. The algorithms start from the internal view and
explore the state space by iteratively traversing the k most promising outgoing
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edges of each node traversed until a termination condition is reached. To quantify the
benefit of traversing a given edge, we define a benefit score as the ratio of the
distance between the corresponding views to the cost for achieving that distance. For
each node in the graph, we only traverse the k outgoing edges with the highest values
of the benefit score.

Algorithm TopKDistance

To solve Problem 1, we first generate the view manipulation graph and then execute
the heuristic TopKDistance algorithm. For efficiency purposes, we only generate a
subgraph Gd of the complete-view manipulation graph G, such that generation along
a given path stops when the distance from the internal view becomes equal to or
larger than the minimum required distance d. In fact, any additional edge would
increase the cost of the solution; thus, it would not be included in the optimal path.

Algorithm 1 describes how we generate the subgraph Gd. The algorithm uses a
queue Q to store the vertices to be processed. At each iteration of the while loop
(Line 3), a vertex V is popped from the queue and the maximum distance from the
internal view Vo is updated (Line 4). The constant MAX_INDEGREE (Line 5) is used
to test if a node has been fully processed. When the in-degree is equal to
MAX_INDEGREE, the node has been linked to all the nodes that differ by only
one element. In this case, there are no new vertices that can be generated starting
from this node. Given the set C(s) of all admissible configurations for a device s 2 S,
MAX_INDEGREE can be computed as MAX_INDEGREE ¼ P

s2S C Sð Þj j � 1ð Þ
Algorithm 1 GenerateGraph(Vo,C, d )

Input: The internal view , the set of admissible configurations for each host, the minimum required distance .
Output: A subgraph of the complete view manipulation graph with vertices within distance of .
1: // Initialization: is the queue of vertices to be processed (initially empty); is also initially empty.
2: ← 0; . ( ); . ℎ( )

3: while ≠ 0 do
4: ← . ();  ← max( , ( , ));
5: if . < MAX_INDEGREE then
6: ← . ( )

7: ← ( , , )

8: for all ∈ do
9: . ( )

10: . ( , , ( , ), ( , )) // Add an edge from to
11: ← ℎ ( , )

12: for all ′ ∈ do
13: . ( , , ( , ), ( , )) // Add a bidirectional edge between and
14: end for
15: if ≤ then
16: . ℎ( )

17: end if
18: end for
19: end if
20: end while
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On Line 6, the set of V’s predecessors is retrieved. The function getCombinations
(Line 7) generates all possible configurations that differ from V’s configuration by
only one element. Both V and its predecessors are excluded from the returned array.
The function getOneChangeVertices (Line 11) returns an array of all the vertices
whose configuration differs just for one element from the vertex given as input.
Those vertices need to be linked with the vertex V (Lines 12–14). Lines 15–17 check
if the maximum distance d has been reached. If this is not the case, the newly
generated vertex is pushed into the queue to be examined.

Once the subgraph has been generated, we can run the top-k analysis using the
TopKDistance algorithm (Algorithm 2), which recursively traverses the subgraph to
find a solution. We use V to denote the vertex under evaluation in each recursive call.
Line 1 creates an empty list to store all the paths discovered from V. Line 2 is one of
the two termination conditions. It checks whether the current distance is greater than
or equal to d or no other nodes can be reached. The second term in the termination
condition takes into account both the case of a node with no outgoing edges and the
case of a node whose successors are also its predecessors. We do not consider edges
directed to predecessors in order to construct loop-free paths. If the termination
condition is satisfied, a solution has been found and a path from V to V can be
constructed by closing the recursion stack. Line 3 creates an empty path and adds
V to it. Then, the path list is updated and returned. On Line 6, all the edges
originating from V are sorted by decreasing benefit score. Then, Lines 7–13 perform
the top-k analysis and TopKDistance is recursively invoked for each of the best
k destinations. The result is a list of paths having vertex V as the origin (Lines
10–12).

Algorithm 2 TopKDistance(G,V, k, d, cc, cd)

Input: A graph , a vertex , an integer , a minimum distance , the current cost , and the current distance .
Output: A list of paths ℎ .
1: ℎ ← ∅

2: if ≥ ∨ . ∖ ( . ∩ . ) = ∅ then
3: ← ℎ;  . ( );  ℎ ← { }

4: return ℎ

5: end if
6: ( . ); ← min( , | . |)

7: for all ∈ [1, ] do
8: ← . [ ]. ()

9: ← ( , , , , ( ), ( ))

10: for all ∈ do
11: . ( ); . ( , , ( , ), ( , )) // Add an edge from to
12: end for
13: end for
14: return
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Algorithm TopKDistance

Algorithm TopKBudget (Algorithm 3) implements both graph generation and explo-
ration in order to improve time efficiency in the resolution of Problem 2. Our
approach is to generate the graph only in the k most promising directions in order
to limit graph generation. The algorithm uses a queue to store examined paths that
may represent a solution.

Algorithm 3 TopKBudget(G,Vo,C, b)

Input: A graph , the internal view , the set of admissible configurations for each host, and a budget ∈ ℝ.
Output: A list of paths.
1: // Initialization: is the queue of paths to process (initially empty); is initially empty; is a graph and contains only 
2: ← ℎ; . ( ); . ( )

3: while ≠ ∅ do
4: ← ∅

5: ← . (); ← . ()

6: if . < MAX_INDEGREE then
7: ← . ( )

8: ← ( , , )

9: for all ∈ do
10: . ( )

11: . ( , , ( , ), ( , )) // Add an edge from to
12: ← ℎ ( , )

13: for all ′ ∈ do
14: . ( , , ( , ), ( , )) // Add a bidirectional edge between and ′

15: end for
16: end for
17: end if
18: for all ∈ . () do
19: if  ¬ . ( ) ∧ ¬ . ( ) ∧ ( . + ( , ) ≤ ) then
20: ← ( , )/ ( , ) + ( , , )

21: . ([ , , ])

22: end if
23: end for
24: ( )

25: ← min( , . )

26: if = 0 then
27: ←

28: end if
29: for all ∈ [1, ] do
30: ℎ ← [ ].

31: ℎ. ( )

32: . ℎ( ℎ)

33: end for
34: end while
35: return 

Line 5 retrieves a path p from the queue and its last vertex V. Lines 6–17 perform
graph generation starting from V. The generation process is similar to the one
described for Algorithm 1. On Line 18, all the successors of V (generated or linked
at this stage) have been computed. All the successor nodes are used to compute the
importance level of V. We sum V’s benefit (distance/cost) and an importance
estimation of V’s successors. This estimation provides some knowledge about the
solution we may discover by further exploring from V. It is done by the function
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estimate, which returns the value of the maximum benefit of vertices reachable from
V’s successor V. A triple including the importance level, the successor Vn, and the
path p under examination is then added to a list (Lines 20–21).

On Line 24, the list is sorted by decreasing importance level. Line 26 checks if
there is no further exploration to perform. In this case, the path under examination is
added to the list of solutions. Otherwise (Lines 29–32), new paths are generated from
p. Each of the paths is p plus a new node that is in the top k successors of V. All the
newly generated paths are then pushed into the queue for further examination. When
the queue becomes empty, the complete list of solutions is returned.

Fingerprinting

Operating system (OS) fingerprinting is the practice of determining the OS of a
remote host on a network. This may be accomplished either passively, by sniffing
and analyzing network packets traveling between hosts, or actively, by sending
carefully crafted packets to the target host and analyzing the responses [15]. Active
fingerprinting approaches are typically more sophisticated than passive fingerprint-
ing. In the simplest scenario, the attacker does not resort to stealth techniques and
gathers information about the OS by trying to connect to the host. For instance, while
establishing a connection via the standard Telnet or SSH protocol, the OS version is
often sent to the client as part of a welcome message. Moreover, some FTP server
implementations allow to retrieve this information through the SYST command. In
general, active fingerprinting techniques trigger the target into sending one or more
responses, which are then analyzed by the attacker to infer the type and version of the
OS installed on the remote host. Carefully crafted ICMP, TCP, and UDP packets are
sent to the target in order to observe how it responds to both valid and invalid
packets. For instance, in the case of TCP probes, features that can be used to
distinguish between different OSs include (i) the relative order of the TCP Options
and (ii) the total length of TCP Options. Additionally, the IP header may reveal some
information about the nature of the OS.

Conversely, passive fingerprinting consists in using a packet sniffer to passively
collect and analyze packets traveling between hosts. A simple passive method
consists in inspecting the Time To Live (TTL) field in the IP header and the TCP
window size of the SYN or SYN + ACK packet in a TCP session. The values of both
the initial TTL and the TCP window size depend on the specific OS implementation,
as shown in Table 1. One reason for this is that RFC specifications define intervals of
values and recommended values but do not mandate specific values. For instance,
RFC 1700 recommends to initialize TTL to 64. Of course, relying only on the TTL
value is not sufficient to determine the OS because, given the nature of this
parameter, the TTL decreases as a packet traverses the network, and inferring the
correct initial TTL may not always be possible.

Many different fingerprinting tools are available today. To better assess the impact
of our approach, we have defined a taxonomy to classify existing fingerprinting tools
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based on the different approaches they implement. Figure 6 shows the proposed
taxonomy. Given the variety of existing tools, it is practically impossible to develop a
single technique that would defeat all of them. However, the proposed approach is
effective against the most widely used fingerprinting tools. The tools that we
explicitly target in our work are shown in boldface, whereas other tools that are at
least partially impacted by our deception techniques are shown with a colored
background. In the following sections, we provide a detailed description of some
of the tools that we explicitly target in our work, namely, SinFP3, p0f, and Nessus.
We refer the reader to Albanese et al. [19] for a description of additional tools.

Sin FP3

The development of SinFP was prompted by the need to reliably identify a remote
host’s OS under worst-case network conditions: (i) only one TCP port is open;
(ii) traffic to all other TCP and UDP ports is dropped by filtering devices; (iii) stateful
inspection is enabled on the open port; and (iv) filtering devices with packet
normalization are in place [20]. In this scenario, only standard probe packets that
use the TCP protocol can reach the target and elicit a response packet.

SinFP uses three probes: the first probe P1 is a standard packet generated by the
connect() system call, the second probe P2 is the same as P1 but with different
TCP Options, and the third probe P3 has no TCP Options and has the TCP SYN and

Table 1 OS-dependent IP
and TCP parameters

Operating system IP initial TTL TCP window size

Linux Kernel 2.4/2.6 64 5840

Windows XP 128 65,535

Windows 7 128 8192

Fig. 6 Deception in the overall context of perception

Proactive Defense Through Deception 183



ACK flags set. The first two probes elicit two TCP SYN + ACK responses from the
target. The third probe has the objective of triggering the target into sending a TCP
RST + ACK response. After the three probes have been sent and the three replies have
been received, a signature is built from the analysis of the response packets. Then, a
signature-matching algorithm searches a database for a matching OS fingerprint.

The analysis of the responses considers both IP headers and TCP headers
[20]. With respect to IP headers, the following fields are analyzed: TTL, ID, and
don’t fragment bit. With respect to TCP headers, the following fields are analyzed:
sequence number, acknowledgment number, TCP flags, TCP window size, and TCP
Options. An example of SinFP report against a Windows 7 target is reported in
Fig. 7. The packets exchanged during the scan are shown in Fig. 8.

Limitations When there are too few TCP Options in P2’s response, the signature’s
entropy becomes weak [20]. In fact, TCP Options are the most discriminant char-
acteristics that compose a signature. That is because virtually no two systems
implement exactly the same TCP Options, nor in the same order. Thus, when only
the MSS option is in the TCP header, the risk of misidentification is high. SinFP also
suffers from the same limitation of all knowledge-based fingerprinting tools: their
capability to identify a system is limited by the existence of a corresponding
fingerprint in the database.

Fig. 8 Packets exchanged during a SinFP scan

… 
score 100: Windows: Microsoft: Windows: Vista (RC1) 
score 100: Windows: Microsoft: Windows: Server 2008 
score 100: Windows: Microsoft: Windows: 7 (Ultimate) 
score 100: Windows: Microsoft: Windows: Vista 
... 

Fig. 7 SinFP report against a Windows 7 host
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p0f

p0f (v3) is a tool that utilizes an array of sophisticated, purely passive traffic
fingerprinting mechanisms to identify the players behind any incidental TCP/IP
communication [21]. Its fingerprint contains:

1. ver: IP protocol version
2. ittl: Initial TTL used by the OS
3. olen: Length of IPv4 options or IPv6 extension headers
4. mss: Maximum segment size (MSS), if specified in TCP Options
5. wsize: Window size, expressed as a fixed value or a multiple of MSS, of MTU, or

of some random integer
6. scale: Window scaling factor, if specified in TCP Options
7. olayout: Comma-delimited layout and ordering of TCP Options, if any.

Supported values: explicit end of options, no-op option, maximum segment
size, window scaling, selective ACK permitted, time stamp

8. quirks: Comma-delimited properties observed in IP or TCP headers
9. pclass: Payload size

Limitation The initial TTL value is often difficult to determine since the TTL value
of a sniffed packet will vary depending on where it is captured. The sending host will
set the TTL value to the OS’s default initial TTL value, but this value will then be
decremented by one for every router the packet traverses on its way to the destina-
tion. An observed IP packet with a TTL value of 57 can therefore be expected to be a
packet with an initial TTL of 64 that has done 7 hops before it was captured. This
tool also suffers from the TCP Options entropy issue described for SinFP.

Nessus

Nessus provides a comprehensive analysis of a target, including information about
its OS and vulnerabilities. Tenable Research introduced a highly accurate form of
OS identification [22]. This method combines the outputs of various other plug-ins
that execute separate techniques to guess or identify a remote OS. It is worth noting
that some of these techniques could also be adopted independently by an attacker.
Each of these plug-ins reports a confidence level for their scan results. An example of
Nessus output for OS identification is reported in Fig. 9.

Limitation Nessus’s approach to fingerprinting can be very effective when used
during a “credentialed” scan. Otherwise, it will report partial information, and in
some cases, it will not use all the plug-ins it is equipped with. Additionally,
Nessus’s approach to identify vulnerabilities is strictly dependent on service ban-
ners and welcome messages. Generally, Nessus merely checks if the service’s
version present in the service’s banner belongs to a certain interval. For instance,
if a vulnerability is known to be present in a service up until version 2.0, it is really
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simple to make Nessus generate false negatives by exposing a fake service banner
claiming that the service version is higher than 2.0.

Fingerprint Manipulation

With respect to OS fingerprinting, our approach to deceive attackers relies on
modifying outgoing traffic in a way that such traffic resembles traffic generated by
a different protocol stack implementation. As we pointed out in section “Finger-
printing”, protocol specifications may leave some degrees of freedom to developers.
The choices that a developer makes with respect to (i) default values (e.g., initial
TTL, size of the TCP window), (ii) length of TCP Options, or (iii) order of the TCP
Options may reveal the nature of the OS or even the type of device (e.g., firewall,
switch, router, printer, or general-purpose machine).

All the information required to impersonate a certain OS or device can be
extracted from the SinFP’s signature database. All the outgoing packets that may
reveal relevant information about the OS are modified to reflect the deceptive
signature, as shown in Fig. 10.

The most critical step in this process is the manipulation of the TCP Options. In
order to present the attacker with a deceptive signature, not only do we need to
modify some parameters, but we also need to reorder the options and correctly place
no-operation2 option codes to obtain the right options length. The TCP Options
format can be inferred from the signature. Modifying the options length requires to
adjust the total length field in the IP header and the offset value in the TCP header
and subsequently adjust the sequence numbers. On the bright side, the majority of
commonly used OSs share the same length for TCP Options.

With respect to service fingerprinting, we need to consider the following two
cases: (i) the service banner can be modified through configuration files; and (ii) the
service banner is hardcoded into the service executable. Being able to modify the
packet carrying the identifying information before it leaves the host (or the network)
enables to successfully address both scenarios. Moreover, even if services are under

The remote host is running Linux Kernel 2.4
Confidence Level : 70
Method : SinFP
The remote host is running Linux Kernel 2.6
Confidence Level : 60
Method : ICMP

Fig. 9 Example of Nessus OS identification report

2As specified in RFC 793, this option code may be used between options, for example, to align the
beginning of a subsequent option on a word boundary.

186 M. Albanese and S. Jajodia



our control, we prefer to alter service banners in a completely transparent way. Our
long-term goal is to develop a network appliance that can be deployed at the network
boundary and is able to transparently manipulate services and OS fingerprints.

It is worth noting that when the original service banner is replaced with a
deceptive banner of a different length, we need to (i) adjust the size of the packet
based on the difference in length between the two banners, (ii) modify the total
length field in the IP header, (iii) modify the sequence numbers in order to be
consistent with the actual amount of bytes sent, and (iv) correctly handle the case
of fragmented packets, which requires to reassemble a packet before modifying it.

However, this approach is not applicable to all categories of services. Services
that actively use the banner information during the connection process (such as SSH)
require us to use a nontransparent approach. For instance, the SSH protocol actively
uses the banner information while generating hashes in the connection phase. The
banner format is “SSH-protocolversion-softwareversion comments
\r\n”. Even though this approach can deceive tools like nmap and amap, modi-
fying the banner will cause legitimate user to receive termination messages from the
server3 such as (i) Bad packet length or (ii) Hash Mismatch.

In summary, defeating passive tools requires to modify all outgoing packets,
whereas defeating active tools only requires to alter those packets that are likely to be
part of an attacker’s probes.

Fig. 10 Manipulation of outgoing traffic to reflect deceptive signatures

3Errors occurs only during the connection phase, and altering the banner will not affect previously
established connections.
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Implementation

We implemented kernel modules that use the Netfilter POST_ROUTING hook to
process and modify relevant information in the IP header, TCP header, and TCP
payload. Netfilter is a packet-handling engine introduced in Linux Kernel 2.4. It
enables the implementation of customized handlers to redirect, reject, or alter
incoming and outgoing packets. Netfilter can be extended with hooks. A hook is a
function handler that allows specific kernel modules to register callback functions
within the kernel’s network stack. A registered callback function is then called back
for every packet that traverses the Netfilter stack. We used the POST_ROUTING
hook to alter the packets just before they are finally sent out.

Specifically, we implemented an OS fingerprint module to modify the responses
to the SinFP’s probes and a service fingerprint module to modify banner information
for specific services.

Operating System Fingerprint Module

The hook function checks if the packet is a response to the first SinFP’s probe (P1):
an ACK + SYN packet with a length of 44 bytes (in the case of an underlying Linux
Kernel 3.02). If this is the case, the packet is altered in order to mimic a particular OS
(more details are provided later); otherwise, the module checks whether the packet is
an ACK + SYN with a length of 60 bytes (in the case of an underlying Linux Kernel
3.02). This packet is used in most TCP connections, and it might be a response to the
second SinFP’s probe (P2). If so, the packet is modified accordingly based on the
target OS fingerprint.

Additionally, we verified that this approach can deceive the p0f tool when we
modify the TTL value of all IP packets and the window size value of all TCP
packets. During the packet manipulation stage, we track whether any of the follow-
ing has been altered: the IP header, the TCP header, the length of TCP Options, and
the TCP payload or its size. Based on this information, we (i) modify the IP total
length value, if the size of the TCP payload has changed; (ii) recompute the TCP
offset value in the TCP header and the IP total length, if the length of the TCP
Options has changed; (iii) recompute the TCP checksum, if the TCP header and/or
the TCP payload have been altered; and (iv) recompute the IP checksum, if the IP
header has been altered.

In order to modify the responses such that they appear to have been generated by
a specific OS, we created a script that (i) extracts the required characteristics of the
responses to the first and second probe from SinFP’s signature database and
(ii) generates the C code necessary to alter the responses. The script determines
how the following policies should be implemented:

• ID policy: the ID could be a fixed value different from zero, zero, or a random
number.

• Don’t fragment bit policy: the DF bit can be enabled or disabled.
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• Sequence number policy: the sequence number can be zero or not altered.
• Ack number policy: the ack number can be zero or not altered.
• TCP flags policy: the TCP flags value is copied from the signature.
• TCP window size policy: the window size is copied from the signature.
• TCP MSS Option policy: the MSS value is copied from the signature.
• TCP WScale Option policy: the WScale is copied from the signature.
• TCP Options policy: the TCP Options layout is copied from the signature.

The generated code is then compiled in order to build the actual kernel module.
The scheme of the resulting kernel module is presented in Listing 1 below. We
assume that all the set and get functions are able to access the packet and track if the
IP or TCP header has been modified.

Service Fingerprint Module

In order to alter the service fingerprint, we modify the banner sent by the application
either at the time of establishing a connection or in the header of each application-
level protocol data unit. Packets matching the service source port one wants to
protect are analyzed. If a packet contains data, the banner string is searched and
subsequently replaced. When replacing the banner, the packet size can vary: the
packet is then resized according to the specific case. Listing 2 shows the sample
pseudo-code for the case of an Apache Server.4

Experimental Evaluation

In this section, we report the results of the experiments we conducted to validate the
proposed approach. We evaluated the performance of algorithms TopKDistance
(section “Evaluation of TopKDistance”) and TopKBudget (section “Evaluation of
TopKBudget”) in terms of processing time and approximation ratio for different
numbers of hosts and different numbers of admissible configurations. We also
evaluated our approach for deceiving fingerprinting tools from the point of view of
both legitimate users interacting with the system (section “Legitmate User Perspec-
tive”) and attackers trying to determine the OS of a remote host or the type of
services running on it (section “Drawbacks and Limitations”).

4For the sake of brevity, we omit the code for checksum recomputation.

Proactive Defense Through Deception 189



if (ip->protocol == TCP && ip->len == 44 && tcp->ack == 1 && tcp->syn == 1) {
// Probably 1st sinfp3’s probe Response

set_id(); 
set_df_bit(); 
set_ttl(); 
set_tcp_window(); 
set_tcp_flags(); 
set_tcp_sequence(); 
set_tcp_ack();

if(new_option_len != option_len) {

modify_packet_size(); // expands or shrinks packet and updates IP Length and Offset

}

set_tcp_options(MSS, WScale, Option_Layout);
}

else if (ip->protocol == TCP && ip->len == 60 && tcp->ack == 1 && tcp->syn == 1) {

// Probably 2nd sinfp3’s probe Response

// Extract the timestamp from the packet and save it for re-injecting it in the right

// position later

timestamp = get_tcp_timestamp();

set_id(); 
set_df_bit(); 
set_ittl(); 
set_tcp_window(); 
set_tcp_flags(); 
set_tcp_sequence(); 
set_tcp_ack();

if (new_option_len != option_len) {

modify_packet_size(); //expands or shrinks packet and updates IP Length and Offset

}

set_tcp_options(timestamp, MSS, WScale, Option_Layout);
}

if (tcpHeader_modified) {

tcp->check = 0;

tcp->check = tcp_csum();
}

if (ipHeader_modified) {

ip->check = 0;

ip->check = ip_csum();
}

Listing 1 OS deception kernel module
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Evaluation of TopKDistance

First, we show that, as expected, the processing time increases when the number of
admissible configurations for each host increases. Figure 11 shows processing time
as a function of the number of hosts for k ¼ 7 and a required minimum distance
d ¼ 5. The processing time is practically linear in the number of hosts in the case of
3 configurations per host, but as soon as the number of configurations increases, it
becomes polynomial, as shown in the case of 5 configurations per host.

Figure 12 shows the processing time as a function of the graph size for different
values of k. The graph size is measured as the number of nodes that have a distance
from the internal view that is less than or equals to d.

Comparing the trends for k 2 [3, 5], one can see that the algorithm is polynomial
for k ¼ 3 and linear for k 2 [4, 5]. This can be explained considering the fact that for
k¼ 3, it is necessary to explore the graph in more depth than in the case of k 2 [4, 5].
Moreover, if we consider values of k bigger than 5, the trend is again polynomial due
to the fact that the algorithm starts exploring the graph more broadly. Indeed, as we
will show shortly, relatively small values of k provide a good trade-off between
approximation ratio and processing time; therefore, this result is extremely valuable.
To better visualize the relationship between processing time and k, we plotted the
average processing time against k (see Fig. 13). The trend can be approximated by a
polynomial function and the minimum is between k¼ 2 and k¼ 3. For k greater than
4, the average time to process the graph increases almost linearly.

Moreover, we evaluated the approximation ratio achieved by the algorithm. To
compute the approximation ratio, we divided the cost of the algorithm’s solution by
the optimal cost. In order to compute the optimal solution, we exhaustively measured
the shortest path (in term of cost) from the internal view to all the solutions with a

#define FAKE_APACHE_BANNER "Apache/1.1.23"
...
if (ntohs(tcph->source) == 80 && len > 0) {

// Pointers to where to store start/end addresses of the Apache Banner String for 
// substitution
char *b = NULL, *l = NULL;

// Pointer to the TCP payload
char *p= (char *)((char *)tcph+(uint)(tcph->doff*4));

b = strstr(p, "\r\nServer:"); //String Search
if (b != NULL) l = strstr(((char *)b + 10), "\r\n");

if (b != NULL && l != NULL) {
// b points to \r\nServer: x, so we add 10 to move to the beginning of x
uint8_t signature_len = l - (b + 10);

if (signature_len != (sizeof(FAKE_APACHE_BANNER)-1)) {
resize_packet();

}
copy(b + 10, FAKE_APACHE_BANNER,sizeof(FAKE_APACHE_BANNER)-1);

}
...

}

Listing 2 Service deception kernel module
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distance greater than the minimum required d and sorted those results by increasing
cost. The optimal solution has the maximum distance and the minimum cost. When
the algorithm could not find a solution (none of the discovered paths has a distance
greater than the minimum required d ), we considered an infinite approximation.
Figure 14 shows how the ratio changes when k increases in the case of a fixed

Fig. 11 Processing time vs. number of hosts

Fig. 12 Processing time vs. graph size
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number of configurations per node (5 in this case) and for increasing numbers of
hosts. It is clear that the approximation ratio improves when k increases. Relatively
low values of k (between 3 and 6) are sufficient to achieve a reasonably good
approximation ratio in a time-efficient manner.

Fig. 13 Average processing time vs. k

Fig. 14 Approximation ratio vs. k
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Evaluation of TopKBudget

As done for the TopKDistance algorithm, we show that, as expected, the processing
time increases when the number of admissible configurations for each node
increases. Figure 15 shows the processing time as a function of the number of
hosts for k ¼ 2 and a budget b ¼ 18. The processing time is practically linear in
the number of hosts in the case of 3 configurations per host. In this case, the
minimum time (6 hosts) is about 150 ms and the maximum time (10 hosts) is
about 3500 ms. When the number of configurations increases, the time rapidly
increases due to the time spent in the generation of the graph.

Figure 16 shows a scatter plot of average processing times against increasing
graph sizes. This chart suggests that, in practice, processing time is linear in the size
of the graph for small values of k. Similarly, Fig. 17 shows how processing time
increases when k increases for a fixed budget b¼ 18. The trend is approximated by a
polynomial function and tends to saturate for values of k � 6. This can be explained
considering the fact that for larger values of k, most of the time is spent in the graph
generation phase, and starting from k ¼ 6, the graph is generated almost completely.
Even in this case, the important result is that small values of k achieve linear time.
Moreover, for these values, the algorithm can achieve a good approximation ratio.

To compute the approximation ratio, we divided the optimal distance by the
distance returned by the algorithm. In order to compute the optimal solution, we
exhaustively measured the shortest path (in term of distances) from the internal view
to all the solutions in a given graph. Due to the fact that it would be unfeasible to
generate an exhaustive graph, we generated a subgraph up to a maximum number of
nodes. We then ordered the paths by decreasing values of the distance and noted the

Fig. 15 Processing time vs. number of hosts
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cost needed to reach the solution. We then started the algorithm with a budget equal
to this cost. Figure 18 shows how the ratio changes when k increases for a fixed
number of configurations per node (5 in this case) and for increasing numbers of
hosts. The approximation ratio is good even for k ¼ 1, but a more accurate solution
can be obtained for k 2 [2, 3]. Larger values of k are not ideal in terms of time
efficiency.

Fig. 16 Processing time vs. graph size

Fig. 17 Average processing time vs. k

Proactive Defense Through Deception 195



Legitmate User Perspective

In the next set of experiments, we evaluated our approach for deceiving fingerprint-
ing tools from the point of view of legitimate users interacting with the system being
defended. Our goal is to make manipulation of outgoing traffic completely transpar-
ent to users from both a functional and a performance perspective. To this end, we
ran performance tests with the Apache Benchmark, testing the server’s ability to
process 20,000 requests, with a maximum of 200 simultaneous active users. The
results are shown in Fig. 19.

The tests we performed involved different system configuration scenarios: (i) the
behavior of the system is not altered (original); (ii) the kernel module to alter the OS
fingerprint and deceive only active fingerprinting tools is enabled (Sinfp3); (iii) the
kernel module to alter the service fingerprint is enabled (Apache); (iv) both modules
from scenarios (ii) and (iii) are enabled (Sinfp3 + Apache); (v) the kernel module to
alter the OS fingerprint and deceive both active and passive fingerprinting tools is
enabled (Sinfp3 + p0f); and (vi) both modules from scenarios (iii) and (v) are
enabled. The performance degradation for scenario (ii) is negligible as only two
packets need to be altered for each connection. On the other hand, when the OS
fingerprint kernel module alters all the outgoing packets (scenario (v) above), there is
a slight delay in the response time due to the larger number of packets that needs to
be altered. When the Service Fingerprint Kernel Module is enabled (scenario (iii)
above), the response time increases due to the string comparison operations
performed to identify and replace the banner information. It is clear from Fig. 19
that the Service Fingerprint Kernel Module has the largest impact on the perfor-
mance of the system. However, even in the worst-case scenario, the performance
degradation is limited.

Fig. 18 Approximation ratio vs. k
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Considering the same scenarios, we have also tested the overhead introduced by
the kernel modules on large data transfers by uploading a 500 MB file to an FTP
server. Most packets will not be altered, but the conditions of the if statements in
the kernel modules need to be evaluated, thus adding some overhead, which will
eventually affect the net transfer rate. As we can see from Fig. 20, the more
conditions need to be evaluated, the larger the effect on performance is.

Fig. 19 Apache Benchmark

Fig. 20 Apache
Benchmark
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Attacker Perspective

In the last set of experiments, we evaluated our approach from the point of view of an
attacker trying to determine the OS of a remote host or the type of services running
on it. In order to test how our approach can deceive attackers using Nessus, we
audited the system with and without the deceptive kernel module enabled. Table 2
shows the results of the respective Nessus scans. The original system is a fully
patched Ubuntu 12.04 server and has no known vulnerabilities. When no deception
is used, the system is correctly identified, and all the information derived by Nessus
is accurate. Next, we deceived both OS and service fingerprinting by exposing a
Windows 7/Vista OS fingerprint and an Apache 2.2.1 service fingerprint. When the
deception mechanism is enabled, the OS is misidentified accordingly, and the
deceiving service fingerprinting leads to false positives in the identification of
vulnerabilities.

Table 3 reports the results of scans performed with different fingerprinting tools.
Clearly, our approach is able to effectively deceive several tools. For instance, we are
able to alter the perception of the target system, even when the attacker uses either
nmap or Xprobe++, which adopts a different probing scheme.

In conclusion, by intelligently crafting responses to SinFP probes, it is possible to
force attackers into misclassifying a remote host as any of a broad variety of
networked assets. For instance, a conventional Linux-based server can be
fingerprinted as a network switch, an ADSL gateway, or even a printer. Of course,
these fingerprints will cause attackers to derive an inconsistent map of the target
network. We have successfully created SinFP deceptions for different network
monitoring appliances, firewalls, and printers. A partial SinFP output for the case
of an HP Officejet 7200 Printer is reported in Fig. 21, whereas Fig. 22 illustrates the
steps involved in forcing the attacker to believe that the target device is a printer.

Drawbacks and Limitations

Altering some parameters of the TCP header can affect connection performance,
when legitimate users actively use the protocol based on the modified parameters. In

Table 2 Results of Nessus scans

Without deception With deception

Device type General purpose 85% General purpose 65%

OS Ubuntu 12.04 85% Windows Vista 65%

Info 13 158

Low 0 0

Medium 0 2 (100%: false positives)

High 0 2 (100%: false positives)

Critical 0 0
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such cases, the proposed mechanism is not completely transparent, and drawbacks
include those listed in the following.

Maximum Segment Size (MSS) This parameter defines the largest unit of data that
can be received by the destination of the TCP segment. Modifying this value makes
the host announce a different limit for its capabilities. Consider two hosts hA and hB,
where hB is the host being altered. Assume hA sends a SYN packet with an MSS of
1460 and hB responds with a SYN/ACK that has an MSS of 1480. Then, hA will not

score: 100: Printer: HP Officejet 7200
score: 100: Printer: HP Officejet Pro L7600
score: 73: Appliance: APC AP9319

Fig. 21 SinFP output for a remote host discguHP Officejet 7200 Printer

Fig. 22 SinFP Printer
Deception

Table 3 OS fingerprinting deception

Tool deception Sinfp3 p0f nmap Xprobe++

None Linux 3.0.x–3.2.x
(94%)
Linux 2.4.x–2.6.x
(73%)

Linux 3.x Linux 2.6.
x–3.x

Linux 2.4.19–28
(94%)

Windows Server 2008 Server 2008/Vista/7
(100%)
FreeBSD 7.0–9.0
(73%)

Windows 7/8 Unknown Linux 2.4.26
(78%)

FortiGate Firewall FortiGate Firewall
(100%)

Unknown Unknown Linux 2.4.23
(94%)

NetBSD 5.0.2 NetBSD 5.0.2
(98%)

Unknown Unknown Linux 2.4.21
(92%)

Windows Server 2008
(Partial)

Server 2008/Vista/7
(98%)
FreeBSD 7.0–9.0
(73%)

Windows 7/8 Unknown Linux 2.4.26
(81%)

Windows Server 2008
(Partial)

Server 2008/Vista/7
(88%)

Unknown Unknown Linux 2.4.14
(81%)
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send any segment larger than 1480 bytes to hB, even if hB may actually be able to
handle larger segments. Note that hA is not required to send segments of exactly
1480, but it is required not to exceed this limit. For the same reason, it is not possible
to advertise a larger value than what hosts are actually able to handle.

Window and Windows Scale Factor These two parameters affect the TCP flow
control, which regulates the amount of data a source can send before receiving an
acknowledgment from the destination. A sliding window is used to make trans-
missions more efficient and control the flow so that the destination is not
overwhelmed with data. The TCP window scale factor is used to scale the window
size by a power of 2. The window size may vary during the data transfer while the
scale factor is determined once at the time of establishing a connection. Modifying
the window size can alter the throughput: if the window is smaller than the available
bandwidth multiplied by the latency then the sender will send a full window of data
and then sit and wait for the receiver to acknowledge the data. This results in lower
performance.

Selective ACK Selective acknowledgment allows the sender to have a better idea
of which segments are actually lost and which have arrived out of order. If we
disable the SACK option for a host that supports it, we may limit performance,
depending on the capabilities of the counterpart.

Conclusions

In this chapter, we presented a principled approach for manipulating outgoing traffic
so as to induce an external view of the system that will deceive potential intruders
into making incorrect inferences about important system characteristics, including
OSs and active services. We demonstrated practical applicability of the proposed
approach by presenting deception-based techniques for specifically defeating an
attacker’s effort to fingerprint OSs and services on the target system. Although
experimental results show that our approach can efficiently and effectively deceive
an attacker, some limitations still exist and more work remains to be done. In
addition to some of the limitations listed in section “Drawbacks and Limitations”,
we need to consider that the proposed manipulation of outgoing traffic is limited to
just some categories of traffic, and there might be other categories of traffic or other
characteristics that attackers can use to infer the nature of the OS and services on a
target host. Thus, our approach needs to be extended to address this scenario and
make our solution more resilient and capable of defeating more sophisticated
reconnaissance efforts.
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Next-Generation Architecture
and Autonomous Cyber-Defense

Carol Smidts, Xiaoxu Diao, and Pavan Kumar Vaddi

Abstract This chapter introduces the motivation for and emerging developments in
next-generation network architectures to enable autonomous cyber-defense (ACD),
including promising studies on cyber-defense approaches and mechanisms applied
to contemporary industrial control systems (ICSs).

Synopsis

This chapter introduces the motivation for and emerging developments in next-
generation network architectures to enable autonomous cyber-defense (ACD),
including promising studies on cyber-defense approaches and mechanisms applied
to contemporary industrial control systems (ICSs).

Overview

Industrial control systems (ICSs) are playing crucial roles in contemporary indus-
tries, such as energy, transportation, chemical, and manufacturing. Researchers and
engineers have studied and developed several large-scale cyber-enabled ICSs, such
as Supervisory Control and Data Acquisition (SCADA) systems and Distributed
Control Systems (DCSs). Generally, these ICSs are cyber-physical systems (CPSs)
consisting of one or more control servers (CSs), several remote terminal units
(RTUs), programmable logic controllers (PLCs), other intelligent electrical devices
(IEDs), and sensors. These devices are usually task-oriented and lack any mecha-
nisms of cyber-defense. Recently, to enhance productivity and lower the cost of
industrial processes, an increasing number of stakeholders have sought to deeply
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integrate networking technology with control systems, which would allow them to
effectively share business data and monitor control procedures with different depart-
ments in an enterprise or even with other business units or institutes. As ICSs are
moving away from the traditional approach of isolated systems running proprietary
control protocols on specialized software and hardware toward an increasing appli-
cation of widely available, low-cost information technology (IT) networking sys-
tems, the threats and the consequences of cyberattacks have increased manifold. By
utilizing networking technology to enhance productivity and lower the cost of data
sharing for ICS, industrial organizations are exposing mission-critical ICSs to cyber-
threats through exploitation of vulnerabilities in the connected CPSs. Breaking the
natural isolation between cyberspaces and physical control processes may allow
cyberattacks to interfere with normal productivity, destroy related equipment, or
even lead to more catastrophic consequences to the environment and to humans.

Although various proactive and passive defense methods and technologies have
been studied and practiced, such as firewall, diode transmission, Virtual Private
Network (VPN), variant Intrusion Detection Systems (IDSs), and diverse Vulnera-
bility Discovery Tools (VDTs), ICS networks are still vulnerable when facing
intelligent and experienced adversaries with sufficient vulnerability information
about the network architecture and components. Current cyber-defense applications
can only perform limited actions, such as to warn the operators or bypass and reset
the compromised devices, to resist attacks. These resistant actions may be
noneffective or unnecessarily costly if the attacker acquired the knowledge of the
defense behaviors. Furthermore, human factors in the process of cyber-defenses may
deteriorate the correctness of detecting anomaly and selecting countermeasures due
to the unreliability and limited knowledge and capacity of humans. For example, in a
nuclear power plant, the overwhelming number of alarm signals that appear at
control panels when an unexpected situation is detected may significantly affect
and postpone the decisions made by plant operators. Sometimes, the delayed
responses would leave enough time for the adversaries to reach their targets.

Hence, it is implicit that the next-generation networks for ICSs should be able to
defend themselves against such threats, survive, and be available when required.
Smith et al. [1] defined the ability of a network to defend against and maintain an
acceptable level of service in the presence of challenges as network resilience for IT
networks. Rieger et al. [2] expanded this idea of resilience to ICSs by further adding
organizational resilience—“the ability of an organization to survive in the face of
threats” to IT resilience—and defined that “a resilient control system is one that
maintains state awareness and an acceptable level of operational normalcy in
response to disturbances, including threats of an unexpected and malicious nature.”
With the ever-increasing threats to ICSs, it is therefore imperative that resilience be a
necessary requirement of ICSs. Inspired by this theory, this chapter proposes an
autonomous cyber-defense (ACD) approach based on resilient control design, which
is a set of approaches and techniques enabling a cyber-physical system to defend
from, detect, respond to, and recover from a series of cyberattacks without human
intervention. Referring to the systematic architectural framework based on several
major research initiatives such as ANSA, ATIS T1, and CMU-CERT, the ACD
framework is based on D2R2, the real-time part of the resilience strategy [3] and our
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research as part of a Nuclear Energy University Program (NEUP) project, “Support
for Reactor Operators in Case of Cyber-Security Threats” [4]. This strategy contains
the seven steps that make up the real-time cycle known as “the reactive cycle,”
(1) defend, (2) detect, (3) evaluate, (4) predict, (5) analyze, (6) respond, and
(7) recover, which will assist a system in rapidly adapting to challenges and attacks
and maintain an acceptable level of service.

Implementing the ACD approach requires the existing cyber-systems of ICSs to
evolve to a next-generation architecture, which can automatically select and activate
the optimized strategies of cyber-defense to mitigate the risk of system functionality
loss and minimize the severity of functional failures. This means that the new
architecture should effectively be aware of hazards, efficiently predict the objective
of threats, and reconfigure itself to minimize the hazard. Also, the architecture
should be able to timely notify the system operators of the hazard and provide
reasonable solutions or recommendations if the upcoming hazardous situation falls
beyond the handling capabilities of the architecture itself. Finally, the new architec-
ture should be capable to manage and maintain a knowledge database that records
the experiences of prior defenses and to evolve itself for a better resistance to future
threats. Based on this, in this chapter, we propose a next-generation architecture with
ACD at its center. This architecture consists of the following three parts: (1) knowl-
edge base, (2) autonomous cyber-defense, and (3) refinement. The refinement part of
the architecture is based on the background cycle DR presented in Sterbenz et al. [3]
and encompasses the activities diagnosed (i.e., root cause analysis, a cost-benefit
analysis, and refine), which enable longer-term evolution of the system to enhance
the approaches to the activities of the reactive cycle. The ACD performs its actions
based on the challenge models and policies in the knowledge base [1], which is
updated frequently through both human intervention and feedbacks from refinement.
This architecture for network resilience is depicted in Fig. 1.

Fig. 1 Next-generation architecture
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In the following sections, current practices in ICS cybersecurity, along with the
proposed resilience strategy [3, 4], a resilience control design framework [1, 4], and
an architecture, are discussed to establish a next-generation architecture for ICSs.

Understanding the Challenges

This section provides an overview of the architectures and implementations of
current ICS cyber-networks. In addition, the challenges and countermeasures are
introduced to lead to the requirements for the next-generation network architecture.

ICS Networks

The ICS network is a hierarchical, multilevel, real-time network with various cyber-
physical components [5]. As shown in Fig. 2, a general ICS network architecture
consists of several field sites, one or more control center, and maybe some remote
access points. Components in the ICS network are deployed into various security
levels. Data transmission between layers is restricted and inspected. For example, in
a nuclear power plant, data can only be transferred from a high-security level to a
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lower-security level. The reverse is prohibited to guarantee that the operation derived
from low-level networks will not impact the ones in the high-level networks. In the
cases where bidirectional data transmission is required, a demilitarized zone (DMZ)
will be used to play an intermediate role of data transfer between high-security level
and low-security level networks.

Field sites (see the lower portion of Fig. 2) are functional points that execute real-
time tasks, such as closed loop control or signal sampling. A field site usually
encompasses one or more PLC/RTU for executing control process, IEDs/sensors
and actuators for interacting with physical components, and a fieldbus connecting
the involved cyber components. Examples include the controller area network
(CAN) bus [6] in a vehicle or robot, the ARINC 664 [7] in an aircraft, and Profibus
[8] or ControlNet [9] in power plants.

The fieldbus is time-critical, since the latency of data transmission between nodes
will probably lead to serious consequences, such as the damage to facilities. Also, a
fieldbus provides limited routing capability. Traditional fieldbuses use point-to-point
connection, such as the RS-232 bus, since the interactions between these nodes are
simple and non-frequent. The contemporary fieldbus enhances the connectivity
between the controlled nodes, hence increasing the routing capability (i.e., the
CAN bus that supports a maximum of 127 to 255 online nodes). In addition,
fieldbuses are highly fault-tolerant. A residual bus usually exists as a backup for
keeping connectivity.

The control center (see the middle section of Fig. 2) is a supervisory level
accounting for monitoring and configuring the set points of control algorithms, as
well as adjusting related parameters in the controller. At this level, human-machine
interfaces (HMIs), such as digital instruments and displays, are utilized to provide
process status information to the plant operators. Data services can store and replay
the historical information of control processes. Also, there will be engineering
stations performing diagnostics and prognostics tasks to prevent, identify, and
recover from abnormal operations or failures.

The connections between control center and field sites are implemented by a
Local Control Network (LCN) in a DCS, since the field sites are located at the same
location as the control center. For the SCADA system, this connection is usually
supported by a wide area network (WAN), such as the Internet or special wireless
communications. An LCN is also a time-critical network since it will transfer critical
control set point data, which will deeply impact the function of field sites and
probably cause damage to the facilities at field sites. The defense of LCN is
challenging due to the diversity of topology and the complexity of network protocols
used in the LCN.

The enterprise zone (see the top portion of Fig. 2) is a business network
performing general information tasks in an enterprise or power plant, such as
financial planning or human resource management. Typically, the enterprise zone
can access the Internet or other types of WAN.

Many contemporary ICSs can accept a connection from a remote station through
a WAN (see the right side of Fig. 2). A remote station is an autonomous site that can
implement real-time tasks, which have to be geographically located at a different
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location than the control center. As depicted in Fig. 2, the remote station may have its
own fieldbus and local networks.

Due to the diversity and complexity of threats, the security strategies deployed
into the ICS network cannot perfectly avoid threats. As opposed to general IT
systems, existing ICSs (usually implemented by CPSs) are weak and vulnerable to
possible cyberattacks. Several characteristics of the ICS reflect this problem:

• ICSs are task-critical. It is often difficult or impossible to interrupt the operation
of ICSs for system updates or defense software installation. In a hard real-time
system, a millisecond’s latency will significantly interrupt the normal control
process and cause abnormal consequences, such as unexpected high temperature
and the damage of control components. Typically, ICSs are the most critical parts
of these systems.

• ICSs are resource-constrained. Commonly, real-time control is implemented by
embedded systems, such as PLCs and IEDs. This means that the control and data-
acquisition application is running on a tailored, dedicated hardware platform. In
some extreme cases, this application directly manipulates the hardware and
peripherals without the use of an operating system. Therefore, many general
cyber-defense techniques for IT systems, such as antivirus software, cannot be
applied to the terminals belonging to an ICS. Additionally, the limitation of useful
computing resources inhibits the deployment of monitoring and diagnostic facil-
ities into the network, which makes the collection of cyberattack evidence difficult.

• Legacy systems exist in ICSs. Many well-aged systems in use have vulnerabilities
that have not been discovered yet. These vulnerabilities are more likely to be
exploited and leveraged by attackers because redesign of these systems is not
affordable or feasible.

• ICSs contain commercial off-the-shelf (COTS) components. To lower cost,
industrial organizations would like to use COTS components to replace dedicated
functional components. For example, they would like to use real-time operating
systems from the open-source community, instead of developing a dedicated task
scheduler with corresponding device drivers from scratch. Also, they would
probably seek a single-board computer (SBC) with a general-architecture central
processing unit (CPU) (e.g., x86) rather than designing and developing a unique
integrated circuit since the latter is more expensive and harder to maintain.
However, COTS components introduce common vulnerabilities into ICSs.
These common vulnerabilities increase the risk of ICS security since they are
well known in the cyberattack community and are easily exploited by attack tools.

Challenges to ICS Networks

Threats to an ICS network consist of several aspects, such as the attack activity, the
vulnerabilities of infrastructures and configurations, and other risk factors. This
section will introduce and categorize these aspects and the corresponding defense
methods that are widely used in current ICS networks.
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Network-based ICSs are safety-critical systems that leverage network systems to
deliver and share critical data to control the behaviors of physical systems.
According to the classical fault-error-failure propagation path, faults, such as hard-
ware flaws or software defects, will cause an erroneous state of a system component.
Then, the abnormal state will activate other component’s faults or abnormal states,
named as fault propagation. Consequently, the anomalies will lead to a failure of
system functionality. The fault propagation path is depicted in Fig. 3a–c.

Besides a classical fault propagation path, Fig. 3 also depicts the possible impacts
from cyberattacks. As marked from (a) to (c), cyberattacks can affect the fault
propagation path from the following three aspects:

• Attack 1: Cyberattacks can activate a dormant fault in an ICS. To launch such an
attack type, the adversaries need to acquire sufficient information about the target
system so that the faulty component can be located and accessed. A zero-day
attack is an example of this type.

• Attack 2: Attacks can directly change the state of a component from nominal to
erroneous even if no defect exists in such a component. For example, a Distrib-
uted Denial of Service (DDoS) attack can block the data transmission between the
controllers and halt the control process.

Fault Error Error Failure… ...

Attack1

Fault Error Error Failure… ...

Attack2

Fault Error Error Failure… ...

Attack3

(a)

(b)

(c)

Fig. 3 Attacks and a fault propagation path
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• Attack 3: Attackers can create or modify the propagation path that leads to a
system failure on purpose. A straightforward example is that an attacker estab-
lishes a link to bypass the firewall in a network.

According to the empirical data collected over the past two decades [10], the
primary threats to ICSs include:

• Malware. Several destructive computer viruses and worms have harmed files and
hard drives, including the Melissa Macro Virus, the Explore.Zip worm, the CIH
(Chernobyl) Virus, Nimda, Code Red, Slammer, and Blaster.

• Social Engineering Scams. Several attackers use cyber-tools as part of their
information-gathering and espionage activities, such as phishing schemes in an
attempt to steal identities or information for monetary gain.

• Botnets. Instead of breaking into systems for the challenge or bragging rights,
bot-network operators take over multiple systems to coordinate attacks and to
distribute phishing schemes, spam, and malware attacks.

• Insider Threats. Insiders may not need a great deal of knowledge about computer
intrusions because their knowledge of a target system often allows them to gain
unrestricted access to cause damage to the system or to steal system data. The
insider threat also includes outsourcing vendors, as well as employees, who either
intentionally or accidentally introduce malware into systems. Insiders may be
employees, contractors, or business partners.

Another challenge to cyber-defense is the complexity of vulnerabilities existing
in cyber-based systems. Exploited vulnerabilities are major weaknesses of a well-
defended system [11]. More specifically, Table 1 categorizes common threats
against ICS networks and their countermeasures based on domains (i.e., hardware,
software, and network).

Because networks found in ICSs have varied characteristics, their attack surfaces
differ [12–14]. In the past, threats and attacks were treated as individual events,
which led to the individual application of countermeasures. However, researchers
have proved that many cyberattacks are closely dependent and are usually conducted
simultaneously in an attack scenario. As a result, the ACD framework should
provide a synthetic consideration of threats and countermeasures to achieve a
sensible defense strategy.

ICS Network Defenses

The types of cyber-defense approaches to be used are linked directly to the types of
cyberattacks. Traditionally, these approaches are categorized into proactive defense
and passive defense. Proactive defenses are applied prior to the occurrence of actual
attacks, minimizing the probability of cyber-system compromise. On the other hand,
passive defenses are activated during the threat development phase to resist the
attacks and mitigate the risk of system failures. In this section, we briefly introduce
current proactive and passive defenses.
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Proactive defenses encompass several technologies and activities that decrease
the probability of success of cyberattacks. Common proactive defenses include the
encryption of message transmission, antivirus/malware software, vulnerability and
penetration testing tools, etc. More specifically, the following are widely used cyber-
defense technologies:

1. Network Segregation:

• A firewall is a device or system that controls network traffic. A firewall can
block communications, enforce secure authentication, and record
information flow.

Table 1 Threats and countermeasures in ICS networks

Network
types

Domains

Hardware Software Network

Fieldbus Vulnerabilities and
threats:
Hardware Trojan
Illegal clones
Side channel attacks
(i.e., snooping hard-
ware signals)
Countermeasures:
Tamper-resistant
hardware (e.g., TPM)
Trusted computing
base (TCB)
Hardware
watermarking
Hardware
obfuscation

Vulnerabilities and threats:
Software programming bugs (e.g.,
memory management, user input vali-
dation, race conditions, user access
privileges, etc.)
Software design bugs
Deployment errors
Countermeasures:
Secure coding practice (e.g., type
checking, runtime error, program
transformation, etc.)
Code obfuscation
Secure design and development
Formal methods

Vulnerabilities
and threats:
Networking pro-
tocol attacks
Network monitor-
ing and sniffing
Countermeasures:
Firewall
Communication
encryption

Local
control
network

Vulnerabilities and
threats:
Defects of switch or
router
Countermeasures:
Patches and updates
of firmware

Vulnerabilities and threats:
Unauthorized access attacks
Man-in-the-middle attack
Countermeasures:
Strong password
Restricted operational control

Vulnerabilities
and threats:
Network monitor-
ing and sniffing
Broadcast or flood
attacks
Countermeasures:
Firewall
Intrusion preven-
tion and detection

Remote
access
network

Vulnerabilities and
threats:
Utilization of hard-
ware defects (Melt-
down, Spectre)
Countermeasures:
Patches and updates
of firmware

Vulnerabilities and threats:
Database and SQL data injection
Remote desktop control
Countermeasures:
Firewall
Patches and updates of software

Vulnerabilities
and threats:
Social engineer-
ing attacks
DDoS
Countermeasures:
Firewall
VPN
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• DMZs are physical and logical subnetworks acting as intermediaries for
connected security devices so that they can avoid exposure to a larger and
untrusted network.

• Virtual LANs divide physical networks into smaller logical networks
consisting of a single broadcast domain that isolates traffic from other
VLANS.

• Diodes, or unidirectional network devices, are network appliances or devices
that allow data to travel in only one direction [15].

2. Host Security:

• Vulnerability assessment and penetration testing tools, a set of approaches to
detect any hardware and software bugs, known as “vulnerabilities,” and assess
the severity and impact levels of threats that can be caused by exploiting such
vulnerabilities by finding an open door to penetrate the target system [16].

• Antivirus/anti-malware software, a program used to protect a computer system
from being affected by viruses or other types of malware [17].

• Virtual machines (VMs), a software-based application used to encapsulate the
network applications and share the hardware resources between the encapsu-
lated applications. Moving target defense (MTD) leverages VMs as a loadable
kernel on servers to create a deception network.

3. Access Control:

• VPN, an encrypted channel for transferring data through networks.
• Floating password, a mechanism that generates passwords by using a

predefined algorithm.
• Authentication and authorization, operators in an ICS environment are

required to use multilevel authentication for accessing the systems. Physical
keys are also used for such authentication, in addition to several layers of
passwords and security questions.

Passive defenses are mainly structural defenses, which provide diverse redundant
paths for connectivity. In addition, techniques such as trust boundaries are also used.
Simultaneous links and redundant nodes are provided to route the signals around the
failure and maintain the level of service required. Passive defense usually includes
technologies such as Security Monitoring, IDSs, Intrusion Prevention Systems
(IPSs), Security Audit Logging, and Security Incident and Event Monitoring
(SIEM) systems.

Requirements for a Next-Generation Architecture

The National Institute of Standards and Technology (NIST) formulated several
documents containing recommendations and guidance for assessing and avoiding
cybersecurity issues in ICS networks [18–20]. These documents provide guidelines
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to protect the availability, integrity, and confidentiality of information systems in
ICSs. These guidelines deliver basic requirements for the ACD and the next-
generation architecture. According to the standards created for industrial systems,
the basic requirements of cyber-systems in ICSs are as follows: [11, 21]

• Safety. An ICS network should always ensure the safety of humans, the environ-
ment, and equipment during its operation.

• Availability. In ICSs, rebooting may not be acceptable. Such outages must be
planned and scheduled. There is a requirement of high availability and quick
response to humans and other systems implementing emergency measures.

• Integrity. Software changes must be thoroughly tested and deployed incremen-
tally throughout a system.

• Confidentiality. Encryption should be applied to data transmissions. Authentica-
tion and authorization should be deployed for critical data.

A comparison between general IT systems and ICS networks has been made
[18]. Here, we extend this comparison to next-generation ICS networks, as shown in
Table 2.

Defense-in-depth is a defense strategy that uses two or more different overlapping
mechanisms or technologies to minimize the impact of security failures in ICSs. This
strategy should be inherited by the ACD and the next-generation architecture. The
end goal is to reduce the opportunities for an adversary to take advantage of the
ability to move laterally through an entity’s networks/systems and thereby to
increase the cost of intrusion.

According to NIST’s recommendations [18], an effective defense-in-depth archi-
tecture strategy for the survivability of the system in the face of an adverse challenge
should include:

• The efficient utilization of firewalls to deny all unnecessary data transmissions
• The deployment of a DMZ to isolate different security levels of networks and

filter dangerous data packages
• Backup facilities to avoid accidental outages of critical services
• A well-designed monitoring and diagnosis mechanism to evaluate hazards and

risks at runtime

In addition to the proactive defense mechanisms of the abovementioned defense-
in-depth strategy, the next-generation ICSs should be able to implement further
proposed reactive defense mechanisms autonomously through a systematic process
of context awareness and risk evaluation and deliver an acceptable level of perfor-
mance in the face of adverse events [2]. In summary, the next-generation ICS
networks should be resilient in nature.
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Theory of ACD and Next-Generation Architecture

Strategy for Resilience

Given that we have established the requirement of resilience in next-generation ICS
networks, in this section, we propose a strategy for resilience based on the
D2R2 + DR strategy [3] and our work [4]. This strategy consists of two phases.

Table 2 Differences between general information systems and ICSs

Categories Current ICS network Next-generation ICS network

Security focus Protecting functional processes (e.g.,
control process, manufacturing
process)

Protecting functional processes
Recovery from abnormal statuses

Performance Time-critical
Modest throughput is acceptable

Time-critical
Modest throughput is acceptable
Recovery time is defined

Availability Outages must be planned and sched-
uled in advance.
High availability required, may
necessitate redundant systems

Outages are not acceptable
High availability required
Predefined responses and activities
for resilience are necessary

Risk
management

Human safety is paramount, followed
by protection of the process
Fault tolerance is essential

Human safety is paramount,
followed by protection of the process
Fault tolerance and recovery are
essential.

System
operation

Hard real-time operating system is
generally used, often without security
capabilities built in
Software changes must be carefully
made

Hard real-time operating system is
generally used
Fault detection and situation aware-
ness mechanisms are deployed
Software and network can be auto-
matically set to an adaptive
configuration

Communications Proprietary and standard communi-
cation protocols
Networks are complex including
several dedicated wire and wireless
media

Proprietary and standard communi-
cation protocols
Networks are complex including
several dedicated wire and wireless
media

Integrity Software changes must be thoroughly
tested and deployed incrementally
throughout a system to ensure that the
integrity of the control system is
maintained in the ICS

Software changes must be thor-
oughly tested and deployed incre-
mentally throughout a system to
ensure that the integrity of the control
system is maintained in the ICS

Accessibility Components are usually isolated and
require extensive physical effort to
gain access to them

Components are well protected. The
access to them will change according
to the process and situation

Resource
constraints

Resources are limited and tailored
No extra resources for additional
security solutions

Specific resources are prepared for
system dynamic reconfiguration

Challenge
tolerance

Employ redundancy and diversity for
fault tolerance capabilities

Need to be attack tolerant in addition
to being fault tolerant
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The first phase is a reactive cycle (i.e., the ACD that operates in real time to maintain
the short-term resilience of the ICS network). The second phase is the background
cycle (i.e., refinement that runs in the background to improve the reactive cycle’s
performance over time for long-term resilience). This strategy for resilience is
depicted in Fig. 4.

The Reactive Cycle

The reactive cycle of this resilience strategy comprises of a cycle with the following
seven steps, which are performed in real time and are directly involved in ICS
network operation.

Defend The first step toward achieving a resilient ICS network is to defend the
network against challenges and threats to normal operation. A set of defenses that are
put in place as part of challenge tolerance, to reduce the probability of intentional
design faults or non-intentional faults leading to a failure of the system and reduce
the impact of a hostile attack, is the essence of this step. As threats evolve in time,
these proactive defenses may be overcome by those challenges. Hence, the next step
of the resilience strategy is to detect any such challenges that can penetrate these
defenses.

Detect The second step in this resilience strategy is to identify the failure of defense
systems and to detect challenges to the ICS network at both the system level and the
individual component level. Whether the ICS network is challenged or not can be
determined in three main ways as proposed by Sterbenz et al. [3] The first method is
to detect anomalies in system operation based on understanding the normal behavior
of components, both physical components (such as motors, pumps, etc.) and net-
work components (such as the amount of traffic between nodes, data packet size,
etc.) at given conditions and identifying any deviations from such expected behavior
based on a set of predefined metrics. In order to do this, a complete understanding of

Fig. 4 The proposed resilience strategy
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the normal behavior of components of ICSs would be required. In general, it would
be sufficient to have an understanding of normal behavior of components such as
PLCs and IEDs that are susceptible to such attacks. When such an understanding of
normal behavior of components is not available, one of the following two methods
can be used to detect challenges. The first is to detect a deviation of ICS network
components from desired functionality. This requires understanding the network
service requirements at any given condition. The second is to detect errors, which
can develop into total service failure at the level of components such as routers.

Evaluate Once an adverse event is detected, it is obvious that the next step is to
evaluate the effects of the detected event or challenge on the ICS. Since ICS
components are directly responsible for controlling the physical systems, an adverse
event on an ICS network can lead to physical damage and, thus, financial loss on a
large scale. The objective of this step is to evaluate the current state at both the
system and the component level in terms of the resilience metrics based on the results
from the detect step.

Predict If the detected challenge belongs to an existing attack category, then the
available information will be used to identify the projected progression of the
adverse event. If the detected challenge is an active attack that does not match
with an existing attack category, it is important to predict the future steps of the
attack to devise and implement an effective response strategy. This prediction is
based on understanding the possible objective and profiles of the attackers [4].

Analysis It is a common practice in safety-critical industries to develop event trees
and fault trees as part of a Probabilistic Risk Assessment (PRA) model to map the
progress of small failures into large-scale disasters [23]. Once the results from the
evaluation and prediction step are available, PRA models will be used to map the
challenge to event trees and fault trees. This information is then used in a game-
theoretic framework to generate response strategies [4]. The risk value (i.e., the
probability the challenge evolves into a large-scale disaster) is calculated, and the
response strategy involving the least amount of risk to the system is subsequently
selected.

Respond The generated response strategies are implemented to effectively counter
the challenge and protect the system from further damage. If the need arises, several
remediation measures are activated to move the system into a degraded state of
operation, such as disconnecting several components to alleviate the damage, where
it operates with less than normal levels of performance.

Recover At the end of the response step (i.e., after the adverse event is over), the
system may be in a degraded state. After detecting the end of the adverse event, the
system should return to its normal state of operation. Generally, financial implica-
tions play a larger role in determining when to begin recovery of the system.
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The Background Cycle

The second phase of this resilience strategy is the background cycle, which consists
of two background operations that observe, analyze, understand, and learn from the
reactive cycle to improve its performance in the long run.

Diagnose The first step of the background cycle is an offline process of root cause
analysis to identify any non-intentional faults that may have crept into the system,
which resulted in the adverse event. It is important to note that generally, faults are
detected only when those cause observable errors. The objective of this step is to
identify the root causes that resulted in a challenge that crept past the defenses and to
identify any possible solutions to prevent the occurrence of similar events in the
future. These solutions can range from improving the proactive defenses at a
network level to complete overhaul of the structure.

Cost-Benefit Analysis Once the possible solutions are identified, a cost-benefit
analysis needs to be performed to decide upon implementing the solutions that are
simultaneously effective and have the least possible financial and performance
implications.

Refine The final step of this strategy is to refine the behavior based on the past
reactive cycles. Past real-time reactive cycles are analyzed to improve future perfor-
mance in order to achieve higher efficiency in dealing with challenges. In addition,
the new defensive measures identified through the abovementioned diagnosis and
cost-benefit analysis steps can be added to tackle the newly identified faults. To
perform this step, it is imperative that the system is able to evolve over time.
Flexibility for such evolution at both the physical and network level should be
considered while designing the system.

Resilient Control Design

Based on the abovementioned resilience strategy and the resilient control design
proposed by Smith et al. [1] in this section, we present a feedback control loop-based
approach toward achieving resilience in ICS networks. Figure 5 depicts a systematic
approach for network resilience based on the resilience strategy in the form of a
feedback control loop, called the resilience control loop [1]. In a traditional feedback
control loop, a controller modifies the input given to the system under control based
on feedback received by comparing the actual output to the expected output, with the
objective of steering the system toward the desired state. The resilient control design
is based on the same principle, in which the resilience manager, upon evaluating the
resilience of the system using the data from challenge detection, guides the appro-
priate response mechanisms toward achieving the resilience target.
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The components of this control loop framework are described below:

• The reference level of ICS network resilience that is to be achieved is the
resilience target given to the resilience control loop. This reference value is
described using a set of resilience metrics such as availability, reliability, and
performance level. This resilience target is a requirement set by the users, in this
case the process control engineers and the network engineers in the industry.

• The second component of this resilience control loop constitutes the defensive
measures put in place to defend the ICS network against any adverse events on
the ICS network, and therefore the industrial systems, and maintain its ability to
reach the set resilience target. A detailed study of all the possible challenges and
their countermeasures is to be conducted in order to identify the best defensive
measures to be put in place while making sure that those measures will not affect
the regular speed and functionality required by the ICS networks. These defensive
measures include passive measures, such as redundancy and diversity of compo-
nents along with active measures like firewalls and antivirus software.

• Some challenges may overcome the defensive measures in place and cause the
ICS to deviate from the reference resilience level. For example, a malware in a
controller that exploits a zero-day fault or an active attack that exploits protocol
vulnerability can overcome the defensive measures, or there may be a design
fault, which can cause malfunctioning. Such observable errors are detected by the
challenge detection component and characterized appropriately using various
information sources.

• The resilience manager has three systems.

1. An evaluation system that determines in real time whether the target resilience
is achieved or not based on the outputs from the challenge detection and the
input resilience target.

2. A prediction system that predicts in real time the next steps in an active attack
based on the existing knowledge base or the information about the attacker’s
possible objectives and profiles [4]. The prediction system utilizes PRA
models, such as fault trees, to identify the final target of the attack and the
corresponding steps to achieve it.

Fig. 5 Resilient control design–resilience control loop
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3. An analysis system that maps the predictions on a PRA model to identify the
best possible response strategies using game-theoretic analysis.

The resilience manager thus acts as a controller in a traditional feedback
control loop by taking outputs from challenge detection and determining the
best possible response actions to take in order to steer the system toward the
resilience target.

• Response and recovery mechanisms implement the response strategies chosen by
the resilience manager to steer the system toward normalcy in operation.

Resilience Components and Metrics

In order to implement the resilient control design, it is imperative to first understand
how to define network resilience and the appropriate metrics to do so. As mentioned
in the Guide to Industrial Control Systems (ICS) Security [22], the most important
performance requirement of ICS networks in contrast to IT networks is a real-time
response, which is a measure of quality of service. In ICS networks, the primary
concerns in risk management are human safety, fault tolerance, loss of equipment,
and loss of intellectual property. In addition, availability is also at most importance
because control systems cannot be simply rebooted or repaired without planning
days in advance to prevent affecting the production. Apart from that, ICS compo-
nents, such as PLCs, are directly responsible for controlling the physical processes.
So integrity of the data along with the interaction of ICS networks with the physical
world must be considered.

Challenge tolerance and trustworthiness were presented by Sterbenz et al. [3] as
the two disciplines that form the basis for network resilience in IT networks. The
challenge tolerance discipline encompasses aspects of network resilience that are
related to design and engineering, such as survivability, traffic tolerance, and
disruption tolerance, whereas the trustworthiness discipline includes components
that are measurable during operation, such as dependability, security, and perform-
ability. In contrast to IT networks, ICS networks are directly involved in physical
processes. So the effects of problems in ICS networks, such as accidents, which can
lead to injuries to operating personnel and damage to equipment, need to be
considered while adapting the abovementioned resilience disciplines of IT net-
works for ICS networks. The two resilience disciplines and their components are
presented in Fig. 6.

Challenge Tolerance

The first step toward building systems that can withstand challenges is to incorporate
certain tolerance mechanisms into the system during the design stage itself. The
challenge tolerance discipline encompasses such components of a network
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resilience, which deal with designing the network to tolerate challenges that can
hinder desirable performance:

1. Survivability: Survivability is the ability of a network to survive in the presence of
targeted attacks and multiple faults. So survivability is the combination of fault
tolerance in the presence of single or multiple correlated and uncorrelated random
faults and attack tolerance in the presence of targeted attacks by capable adver-
saries. Survivability is quantified using either set theoretic- and state machine-
based formulation [24] or multidimensional Markov chains [25]. As mentioned
above, fault tolerance capabilities and attack-tolerant abilities are highly essential
in ICS networks. It is general practice in industry to provide redundant physical
components as a part of fault tolerance. This practice should be extended to
network components and networking routes to create survivable networks. Also,
diversity of components is given importance to prevent common cause failures.
In addition, defense measures such as firewalls and antivirus software should be
incorporated.

2. Traffic Tolerance: This is the ability of a network to function in the presence of an
unpredictably large legitimate traffic or an intentional injection of traffic as part of
a DDoS attack. The possibility of large legitimate traffic that hinders performance
is very low because ICS components are designed with sufficient computational
power to respond in real-time while performing the required tasks along with
designated channels to handle traffic from each node. Similar to survivability,
traffic tolerance is an important aspect to consider while designing ICS networks.
Measures such as frequent monitoring of traffic between nodes to identify sudden
increase in traffic should be put in place. Usually, industrial components, such as
controllers, are programmed to maintain last valid values for some time when
experiencing delays in communication.

3. Disruption Tolerance: The ability of a network to communicate during disrup-
tions, such as natural disasters, intentional physical attacks, and weak

Fig. 6 Resilient disciplines
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connectivity, is disruption tolerance. Industries generally have physical security
measures to prevent intentional damage to components. Nuclear power plants are
built to withstand earthquakes and airplane crashes. Also, as mentioned above,
controllers are programmed to maintain the last valid value to tackle the problem
of occasional weak connectivity.

Trustworthiness

Once the required measures are put in place as part of challenge tolerance during the
design phase, a set of measurable properties must be defined to monitor the system
and verify its level of performance over time. Avižienis et al. [26] and Sterbenz et al.
[3] defined trustworthiness as the “assurance that the system will function as
expected with respect to measurable properties.” The components of trustworthiness
that measure the performance level include:

1. System Dependability. The ability of a system to deliver a service that can
justifiably be trusted. When applied to ICSs, dependability is the measurement
of confidence that an ICS can normally control the physical systems to satisfy the
requirements of functionality, reliability, and safety.

System dependability encompasses several important system attributes: reli-
ability, availability, safety, integrity, and maintainability:

System Reliability. The ability of a system to provide a continuous supply to its
customers. ICS reliability is the ability of an ICS to continuously control a
physical system to implement predefined tasks.

System Availability.Availability is a measure of the degree to which a system is in
an operable state and can be committed at the start of a mission when the
mission is called for at an unknown (random) point in time. Availability as
measured by the user is a function of how often failures occur and corrective
maintenance is required, how often preventive maintenance is performed, how
quickly indicated failures can be isolated and repaired, how quickly preventive
maintenance tasks can be performed, and how long logistics support delays
contribute to downtime.

Quantifiable real-time reliability and availability measures can be used to
assess the dependability and state of the system, when challenges are detected:

f tð Þdt ¼ λ tð Þdt � R tð Þ

where f(t)dt ¼ the probability of failure in dt about t,
λ(t)dt ¼ the probability of failure in dt about t, given that the system

survived to time t
R(t) ¼ the probability that the system did not fail prior to time t [23].

Bayesian belief updating can be used to update the probability values in the
presence of new evidence to get a real-time measure of the system resilience.
In addition, measurements such as Mean Time to Failure (MTTF), Mean Time
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between Failures (MTBF), and Mean Time to Repair (MTTR) can be used as
long-term measures of resilience to improve the performance of the reactive
cycle over time.

System Safety. The ability of a system to prevent itself from endangering human
life, health, property, or the environment. In the field of ICSs, system safety
reflects the ability of an ICS to prevent dangerous events that cause hazards to
humans, assets, or the environment.

System Maintainability.Maintainability is the ability of a system to be retained in,
or restored to, a specified condition when maintenance is performed by
personnel having specified skill levels, using prescribed procedures and
resources, at each prescribed level of maintenance and repair.

System Integrity. ICS components, such as PLCs, take real-time decisions that
affect the state of the system based on measurements from sensors, and those
control-related decisions are in turn transmitted to physical components to
steer the system toward the required state. Hence, it is implicit that the integrity
of the data transmitted in an ICS during operation is of critical importance.
This integrity can be evaluated in real time by comparing the signals with
previously collected data.

When designing a networked ICS, we need to consider not only the depend-
ability of physical systems and control applications but also the security related to
cyber-systems, as shown in Fig. 7.

2. System Security. This is the contribution of a system to protect information so that
unauthorized persons or systems cannot read or modify it while at the same time
those who are authorized are not denied access to it.

System security consists of system availability, integrity, and confidentiality:

System Confidentiality. The ability of a system to preserve authorized restrictions
on information access and disclosure, including means for protecting personal
privacy and proprietary information.

Reliability

Safety

Maintainability

Availability

Integrity

SecurityDependability Confidentiality

Fig. 7 Relation between dependability and security
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3. Performability. Sterbenz et al. [3] defined performability as “the property of a
system such that it delivers performance required by the service specification, as
described by QoS (quality of service) measures.” Wei et al. [27] defined metrics
such as performance degradation, performance loss over time, and total loss that
can be based on operational and financial aspects of performance to quantify the
performability aspect of resilience.

• Performance degradation due to an incident Pd
i

� �
is defined as the difference

between the Original System Performance (Po) and the performance due to the
incident (Pi). This is a real-time measure of performance that can be used to
evaluate the resilience of the system.

Pd
i ¼ Po � Pi

Table 3 provides a list of real-time and long-term metrics of resilience. We refer
the readers to Wei et al. [27] for a more detailed description of long-term metrics of
resilience in ICS.

Implementation

In this section, we present a next-generation architecture based on the
abovementioned resilience strategy, resilient control design, and the dynamic adap-
tation architecture proposed by Smith et al. [1], which realizes the resilient control
design to attain network resilience in ICSs. It is implicit from the above section that
such an architecture consists of subsystems, such as defense systems, challenge
detection systems, evaluation, prediction and analysis systems, and response sys-
tems, in addition to the traditional communication systems of ICS networks. The
resilience manager controls these subsystems based on information in a knowledge
base, which contains extensively analyzed challenge models along with a set of
decision-making policies. The next-generation architecture is depicted in Fig. 8 and
its components are discussed below.

Table 3 Real-time and long-term metrics of resilience

Real-time metrics Long-term metrics

1. Reliability, availability (R(t), λ(t)dt)
2. Integrity
3. Performance degradation

1. MTTF, MTTR, MTBF
2. Failure identification time [27]
3. Recovery time [27]
4. Performance loss over time [27]
5. Total loss over time [27]
6. Overall potential critical loss [27]
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Memory Unit

At the center of this architecture is the memory unit, a storage of historical data of the
system, known challenges, and their outcomes (i.e., the behavior of the system and
components during challenges), which transmits information between the various
subsystems that constitute the reactive cycle. The memory unit records information
from challenge detection components about detection and information about evalu-
ation, prediction, and response steps from the resilience manager in real time. The
memory unit also provides the challenge detection components any additional
information required to determine the nature of the challenge. The memory unit
also plays a major role in the refinement part of the architecture by storing data
during real-time cycles for future analysis.

Resilience Knowledge Base

The resilience knowledge base contains two components. The first is the database of
all possible challenge models created through extensive observation, analysis, and
understanding of various threats to the ICS network. It is important to note that the
memory unit is a storage of the behavior of the system during normal operation and
adverse events, whereas the knowledge base contains challenge models that include
the actions to be taken to defend the system in the face of challenges. Given that
creating such a knowledge database requires a significant amount of financial
investment in addition to human efforts, care must be taken in identifying the

Fig. 8 The proposed next-generation architecture
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appropriate threats. The threats can be classified based on both impact and proba-
bility of occurrence for appropriate allocation of resources. For example, more
resources need to be allocated toward developing models of threats with high
probability and high impact than the ones with low probability and low impact.
PRA techniques, such as event tree analysis and fault tree analysis, can be used in
evaluating the risk and identifying the probability of the detected error developing
into various large-scale disasters as a part of developing the challenge models [4].

The second component of the resilience knowledge base is a set of policies put in
place to facilitate easy decision-making by the resilience manager. For example, in
nuclear power plants, the reactor is shut down even if maintenance of a single
component of one auxiliary feed water system is delayed beyond the allotted time.
This decision is based on the policies present in place to prevent large-scale disasters.
In a similar way, policies need to be developed to determine appropriate response
and recovery mechanisms based on the acceptable levels of risk in ICS networks. In
addition, given that the nature and complexities of challenges change over time, the
challenge models and response strategies need to be updated periodically to adapt to
the latest threats. Policies need to be put in place for purposes such as determining
the time period of the updates, the scheduling of downtime for maintenance of
industrial equipment, and events of similar nature that require human intervention.

Defensive Measures: Defend Subsystem

As the first step of the resilient strategy discussed above, defensive measures are
required to be put in place to defend the network against challenges with minimum
possible impact. These defensive measures are primarily proactive in nature as they
are set in place in anticipation of known types of challenges. Smith et al. [1]
proposed that as challenges may vary broadly from simple link failures at the
topology level to complex malware, defensive measures must be applied across all
levels of the network. These include specific measures such as customized antivirus
software for diverse components across the ICS network to general measures such as
physical security in the industrial environment. As mentioned in the previous
sections, these measures can be permanent structural measures based on redundancy
and diversity and isolation through DMZs and data diodes, along with flexible
software measures such as antivirus software and firewalls. In addition, steps such
as updating firmware after careful testing and checking portable devices for malware
both before and after use are also part of the defensive measures requiring human
intervention. In ideal cases, these defensive measures should be able to completely
prevent any challenge from affecting the system. However, in realistic situations, it
would be sufficient if the challenges are contained at infected locations by measures
such as firewalls isolating the infected component and rerouting across the infected
nodes through a redundant path without affecting overall performance. The perfor-
mance of defensive measures is recorded in the memory unit for future analysis to
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improve the overall performance of the ACD system. A few defensive measures that
need to be implemented in the next-generation ICS network architectures include:

• Cyber situation awareness, which is a technology that enables the cyber-system
to be aware of the occurrence, feasible countermeasures, and possible conse-
quence of cyberattacks by using the data sampled from network transitions.
Cyber situation awareness consists of three important steps: “perception,” “com-
prehension,” and “projection” [28].

• Moving target defense (MTD) is a way to increase the difficulty for an attacker to
exploit a vulnerable system by changing aspects of that system to present
attackers with a varying attack surface [29]. Attack strategies include circumven-
tion attacks, deputy attacks, brute force and entropy reduction attacks, probing
attacks, and incremental attacks. Diversity defenses includes address space ran-
domization, instruction set randomization, and data randomization.

• AI algorithms are used to solve the decision problems in cyber-defense [30]. Neu-
ral nets, DoS detection, computer worm detection, spam detection, zombie
detection, malware classification and forensic investigation, expert systems,
security planning, and intelligent agents against DDoS, search algorithms, learn-
ing algorithms, constraint solving, hybrid dynamical system [31], and adaptive
reinforcement learning [32] are examples.

Figure 9 depicts the impacts of cyber-defensive measures on dependability and
security attributes. The black points in the figure express that applying such a
defense mechanism (given along the X axis) will probably increase or enhance the
corresponding system attributes (given along the Y axis). In contrast, the white
points express that an applied defense mechanism may decrease or degrade a
corresponding attribute. For example, a firewall and a DMZ can isolate safety-
critical networks from open networks (i.e., the Internet). By applying strict access
rules, these techniques can effectively increase the confidentiality and safety of ICSs.
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However, these rules will probably increase the difficulty of system maintenance and
decrease the connectivity and availability of some devices and components.

VLANs and diodes can logically separate subnets by configuring package routing
at switches and routers. The routing configuration technically increases the difficulty
of data access and enhances confidentiality and integrity. However, the increased
complexity of network structures will negatively affect the maintainability and
availability of ICS components.

Host security technologies, such as vulnerability verification tools and antivirus
software, can detect the defects or malwares in an ICS’s host and decrease the
probability of a component’s failure and improve the system’s reliability. However,
installing extra software will also increase the complexity of the ICS and decrease
maintainability. If the extra software contains defects, reliability may ultimately
decrease.

Modern defense technologies, such as MTDs, IPSs, and deception, increase the
difficulty of conquering a target system so that they can effectively improve the
confidentiality and integrity of the ICSs. In addition, MTDs will probably decrease
the reliability and availability of ICSs because they periodically change the system
configuration (e.g., access password) and may affect normal data access and system
operations.

Challenge Detection Subsystem

The second step in the reactive cycle of the resilience strategy is to detect any
challenges that the network faces, which can lead to a loss of required functionality.
Smith et al. [1] proposed an incremental approach to challenge analysis, because
with an increase in the availability of inputs from a wide range of information
sources, perception about the nature of the challenge evolves. Lightweight detection
mechanisms that do not consume significant computational power can always be
active at local nodes, acting as the first level of defense, for prompt detection of
anomalies and initiation of remediation mechanisms. Additional information can be
accessed from the memory unit to determine the nature of the challenge, when the
lightweight detection mechanisms fail to do so. Simultaneously, heavier mecha-
nisms can be invoked incrementally only at affected nodes to better understand the
nature of harder challenges. Implementing such an incremental approach enables the
system for better allocation of resources in determining the nature of challenges.

Cyberattack detection strategies [33] are divided into (1) IDSs, (2) misuse detec-
tion/misbehavior detection, (3) signature-based approaches, and (4) anomaly
detection.

The traditional solution against cyberattacks is the deployment of IDSs. IDSs
recognize and alert awareness regarding the presumed occurrence of attacks by
identifying the features of packages being transferred through the network. Techni-
cal solutions of IDSs can be (1) Embedded Programming Approach, (2) Agent-
Based Approach, [34] (3) Software Engineering Approach, (4) Artificial Intelligence
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Approach, (5) Cyberattack Detection in Cloud, and (6) Cloud Intrusion Detection
Service Requirements.

Machine Learning [35] and Big Data [36] are novel trends of implementing
intrusion detection. Promising studies in this field include:

• Artificial Neural Networks
• Association Rules and Fuzzy Association Rules
• Bayesian Networks
• Clustering
• Decision Trees
• Ensemble Learning
• Evolutionary Computation
• Hidden Markov Models
• Inductive Learning
• Naïve Bayes
• Sequential Pattern Mining
• Support Vector Machine

However, IDSs can only detect known attacks accurately. Traditional intrusion
detection algorithms employ features extracted from historical attack data to identify
an attack signature in real time or detect the anomalous behavior of the system
[37]. They cannot detect unseen attacks. Also, the specification used by an IDS to
detect attacks is deeply dependent on human security experts to analyze historical
attack data [33].

An active attack or malware disguised as a component failure can lead to incorrect
response measures, which can further increase damage to the system. So it is
essential to identify the nature of the challenge. A comprehensive dataset with
features from all existing types of cyberattacks and safety events needs to be created.
The observed challenge can then be mapped onto the developed feature vectors to
correctly estimate the nature of the challenge. Figure 10 shows the steps in detecting
the nature of the detected event K [4].

The detection mechanisms make use of information on both safety events and
cyber-events to effectively determine the nature of the challenge. So the detection
mechanisms should be implemented to identify challenge propagation at the follow-
ing four levels:

• Cyber to Cyber:Mechanisms such as packet data trace and traffic between nodes
can be used to identify the propagation of errors to identify the nature of the
challenge.

• Cyber to Physical: Physical measurements of inputs received by physical com-
ponents from cyber components can be compared with historical data or a
mathematical model of the process to identify or detect the nature and location
of the fault.

• Physical to Physical: A faulty bearing or gear can increase the load on other
components and can affect the performance of a physical system. Even though
this type of fault propagation is not the primary focus of ICS cybersecurity, such
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detection measures should be implemented for correct identification of the nature
of the challenge.

• Physical to Cyber: A faulty sensor can send incorrect readings to a controller,
which can in turn lead to erroneous inputs to other physical components in the
system. This problem becomes more prevalent with the increasing application of
smart sensors in ICSs. Smart sensors and wireless sensors can be compromised to
report incorrect data to the corresponding controllers. Diversity in the types of
sensors can result in the quick detection of such errors.

Resilience Manager

Once the challenge detection subsystems identify a problem, alerts are sent to the
memory unit. The network resilience manager then analyzes this context data and,
based on the policies and challenge models from the resilience knowledge base,
takes appropriate response measures. In order to do so, the resilience manager uses
the following subsystems.

Evaluation Subsystems

The function of the evaluation subsystem is to evaluate the current state of the
system in terms of the given resilience metrics based on the information from the

Fig. 10 Challenge—nature detection
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challenge detection subsystems. The current state of the system can be evaluated in
terms of the real-time resilience metrics, such as the performance level, reliability,
and availability, based on the state of the components (i.e., whether the components
have failed due to natural causes or have been compromised due to attacks and
malwares), as determined by the challenge detection systems. Once the system
evaluation is complete, the information is then sent to the prediction and analysis
subsystems.

Prediction Subsystems

The prediction subsystems utilize the information from the resilience knowledge
base and memory unit to predict the progress of the adverse event when the detected
event is of a recognized category. However, when the detected challenge does not
belong to any of the known attack types, fault trees and event trees are used in
predicting the future steps and the final objective of the attack. In such situations, the
prediction systems need to utilize any available information regarding the profiles
and capabilities of the attackers from the challenge detection subsystem and external
information sources. Tools using PDDL (Planning Domain Definition Language)
can be utilized to generate attack paths to predict the future steps of the attacker in the
ongoing adverse event [38].

Analysis Subsystem

The predicted steps of the adverse event are mapped onto a PRA model to identify
the progression into a potential event that can cause large-scale damage to the
system. It is general practice to develop PRA models for potential accidents due to
component failures in safety-critical industries. These PRA models should be mod-
ified to include the failures of electronic components due to malware and attacks.
Once the adverse event progression is identified based on mapping the prediction
results onto the PRA models, an effective response strategy is developed using
game-theoretic analysis. The attack on the ICS is modeled as a noncooperative
game [4], in which the risks and rewards are calculated using the PRA models.
The analysis system utilizes the information from challenge models and policies in
the resilience knowledge base. A response strategy with least possible safety,
performance, and financial impacts is then selected and the corresponding response
mechanisms are activated.

The resilience manager informs the operating personnel about the evaluation and
response strategies. The operating personnel can then decide to continue the ACD
process or manually intervene. The resilience manager also records all of the
information generated during the evaluation, prediction, and analysis steps in the
memory unit for future analysis.
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Response Subsystem

The response strategies generated by the resilience manager are implemented to
effectively counter the challenge and defend the system from further damage. The
response subsystem can contain mechanisms such as standby servers to take over
operation, dynamic routing capabilities to isolate the infected nodes, and adaptive
firewalls that can effectively defend the system based on the new information from
the resilience manager. For example, once the attack is mapped to a fault tree in the
analysis phase, the path the attacker is most likely to take to move upward in the fault
tree is identified and the components in that path can be disconnected from the
compromised component as a part of the response [4]. In simple cases, the system
can continue functioning at normal performance levels. However, based on the level
of risk involved, the response subsystem also needs to activate remediation mech-
anisms, such as completely disconnecting components for the system to transition
into a state of degraded performance until the attack is over.

Refinement

The data that is stored in the memory unit during a real-time cycle is used for
improving the performance of ACD in future cycles. The first step is to perform
diagnosis to identify the root cause of the challenge. As mentioned above, a fault can
be detected only when it develops into an observable error. Through the diagnosis,
once the root cause of a challenge that went past the defense measures in the past
cycle is identified, the propagation of the fault can be mapped and the challenge
models can be updated for future cycles. However, this refinement and diagnosis
need to be performed manually. Further research should consider automating this
process.

Conclusion

This chapter proposed a set of fundamental theories and technologies to implement
the resilient control design as part of ACD in a next-generation architecture. Ongo-
ing research is directed toward implementing the proposed architecture in real case
studies [4].
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Appendix 1: Acronyms

ACD Autonomous Cyber-Defense
AI Artificial Intelligence
ANSA Advanced Networked System Architecture
ARINC Aeronautical Radio, Incorporated
ATIS Alliance for Telecommunications Industry Solutions
CAN Control Area Network
CERT Cyber Emergency Response Team
CMU Carnegie Mellon University
CPS Cyber-Physical System
CPU Central Processing Unit
CS Control Server
DCS Distributed Control System
DDoS Distributed Denial of Service
DMZ Demilitarized Zone
HMI Human-Machine Interface
ICS Industrial Control System
IDS Intrusion Detection System
IED Intelligent Electrical Device
IT Information Technology
LAN Local Area Network
LCN Local Control Network
MTD Moving Target Defense
MTTF Mean Time to Failure
MTTR Mean Time to Repair
NIST National Institute of Standards and Technology
PDDL Planning Domain Definition Language
PLC Programmable Logic Controller
RTU Remote Terminal Unit
SBC Single-Board Computer
SCADA Supervisory Control and Data Acquisition
TCB Trusted Computing Base
TPM Trusted Platform Module
VDT Vulnerability Discovery Tool
VPN Virtual Private Network
WAN Wide Area Network
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Fault Understanding, Navigation,
and Control Interface: A Visualization
System for Cyber-Resilient Operations
for Advanced Nuclear Power Plants

Christopher Poresky, Roger Lew, Thomas A. Ulrich, and Ronald L. Boring

Abstract Cyber is a buzzword these days—the destabilizing, invisible, insidious
battleground that is shaking everything from financial institutions, hospitals, and
airports to average individuals in an ever increasingly Internet-dependent world. The
cybersecurity challenges facing nuclear power plant industrial control systems are
much the same as for other industries where maintaining high availability of services
is imperative. In this chapter, the authors discuss the development of cyber-resilient
industrial control system technologies for nuclear power plants with a focus on
operator support systems. These concepts culminate in the design and demonstration
of the Fault Understanding Navigation and Control Interface (FUNCI) visualization
system for cyber-resilient operation. Finally, the authors present the results of a study
involving nuclear power plant operators.

Introduction

Cyber is a buzzword these days—the destabilizing, invisible, insidious battleground
that is shaking everything from financial institutions, hospitals, and airports to
average individuals in an ever increasingly Internet-dependent world. Because
reporting on cyber-attacks stokes fears that each new event is unprecedented,
unpredictable, and untraceable, it’s easy to conclude that nothing is safe and we
must expect that the worst can and will happen to every cyber asset in our society.
Coupling this mentality with a critical pillar of the US energy infrastructure—
nuclear energy—that endures the gold standard for scrutiny in both the public and
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regulatory eye, sensational disaster fantasies can run wild [1, 2]. The reality is quite
different.

While it can be tempting to think that cybersecurity concerns are commonly shared
by many industries, it is still imperative to fully appreciate the nuance introduced by
nuclear power’s unique characteristics and how this nuance frames its unique position
in the energy landscape. For example, currently operating nuclear power plants
(NPPs) are almost entirely disconnected from the Internet. However, “cyber” is not
synonymous with the “Internet.” The terminology is used to distinguish from phys-
ical attacks or intrusions. Systems can be compromised without physical access, even
if systems are disconnected from the Internet. We must then focus on the most
“cyber”-relevant aspect of NPPs—their industrial control systems (ICSs).

The cybersecurity problem facing NPP ICSs is much the same as for other ICSs,
where maintaining high availability of services is imperative: there are nonstop,
active threats that can cause loss of service or even loss of assets due to damage [3–
5]. Cyber-events can cause cascading feedback along the electrical grid with other
electrical power generators [6, 7]. Furthermore, falling victim to a “hack” can result
in global political repercussions [8, 9]. Fortunately, there are many best practice
solutions that can and should be commonly applied to mitigate cybersecurity threats:
designers can eliminate vulnerabilities through network infrastructure planning and
access rules, they can maximize robustness of their plans through continuous policy
reassessment and maintenance, and they must actively manage consequences at all
network levels [10].

However, there are many things that set NPPs apart from other electric power
sources. While their primary purpose is to deliver substantial amounts of clean,
reliable electricity, they also have a very heavy safety and security focus. Compared
to other electric generators, they have a unique consequence space including envi-
ronmental contamination and adverse effects to public health in the form of radio-
active particles, nuclear material theft and proliferation concerns, and a heightened
profile as targets due to their sheer size, energy density, and the mere fact that they
are nuclear facilities of high symbolic value [8, 11]. Even taking plants off-line for
short periods of time could have cascading consequences for critical infrastructure
and US economics.

In some ways, an examination of these unique cybersecurity concerns finds that
NPP ICSs are already hardened; for example, their connectivity to the Internet is
heavily restricted by US Nuclear Regulatory Commission (NRC) regulations. This
intense cybersecurity protection posture is not without its caveats, though, because
existing NPPs may cling to antiquated practices and technology in an effort to avoid
a re-evaluation of their licensing basis. NPPs are modernizing control systems in a
piecemeal fashion over several outage cycles to be able to continue cost-effective
operation beyond their original 40-year licenses [12]. Through this process, NPPs
have incrementally increased their capacity factors and efficiencies. Modifying
nonnetwork-independent existing systems with new digital networked systems pro-
vides performance opportunities but could also introduce cyber-vulnerabilities
[13, 14]. In contrast to existing NPPs, newly build NPPs that are still in the design
phase have a significant opportunity to consider and incorporate cybersecurity from
the ground up.
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Development of New Systems for New Reactors

While there are many new NPPs being constructed around the world, the USA has
not enjoyed the same fervor for new plant construction. As a result, the operational
concepts and systems of NPPs in the USA were primarily developed decades ago
and were heavily influenced by US naval reactor operations. In the interim since
their construction, ICSs and operations have advanced in other less regulation-
constrained domains such as oil and gas, chemical, pharmaceutical, and manufactur-
ing process control. However, more than a handful of start-up companies in the USA
are developing new NPP designs with a variety of advanced characteristics, such as
being relatively small, operating at higher temperatures, being ready for flexible
generation and cogeneration, being more fuel-efficient, and being passively safe with
fewer moving parts [2]. The engineers at these companies make many of their design
choices to incorporate lessons learned from the rich operating experience of NPPs in
the USA and around the world to deliver NPPs that are more efficient, economical,
reliable, safe, and suited to support our modern society. With these goals in mind,
some companies have already begun to rethink the way they’ll operate and control
their NPPs. There are a variety of new technologies relevant to operations and
monitoring that nonnuclear industries are adopting, such as machine learning, with
the potential to reduce both investment and operating costs, improve plant perfor-
mance, and augment existing safety and security practices. The nuclear industry has
been hesitant to fully employ these technologies as it must navigate first-adopter
regulatory scrutiny and accompanying uncertainty, financial concerns, and equip-
ment compatibility issues. Adoption with existing plants is further complicated by
the fact that they must also design and modernize systems while continuing to
simultaneously operate the plants. With new nuclear designs, the opportunity to
take cutting-edge developments and realize their full potential is ready to be seized.
These technologies can fundamentally change the way designers and operators think
about safety and security—not as separate burdens and constraints on perfor-
mance—but as complements and assets to the operation of these advanced NPPs.

The central “new” technology pertinent to cybersecurity for new NPP designs is
the digital control room. Digitalization brings the promises of added functionality,
optimization, and flexibility. It also casts a shadow of doubt and uncertainty about
the possible safety and security vulnerabilities brought along, especially with respect
to cybersecurity. How can the promises be fulfilled and the doubts quashed? To start,
plants must adopt best practices for securing ICSs, such as designing for defense-in-
depth, segregating and air-gapping control communication buses, and engineering
systems to fail safe even if digital control systems are compromised. Cyber-attack
tools are widely available and easy to use; to illustrate the point, a simple Internet
search for “low orbit ion cannon” shows how easily a prepackaged (albeit now
commonly safeguarded against and benign) cyber-attack tool can be obtained. A
high-target entity like a nuclear utility might contend with tens of thousands of
cyber-attacks a year. Luckily, countermeasures exist to defend against common
attacks, but events like Stuxnet have demonstrated that well-funded attacks by
motivated agents are not always preventable [15]. The nature of cybersecurity is a
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game of cat and mouse—of measures and countermeasures. New plants are
equipped with more sensors, computational power, and better algorithms than ever
before. With thorough design studies and an iterative approach, the authors posit that
digital systems can symbiotically serve to improve safety and security while simul-
taneously improving performance.

The advent of automation reduces the need for human intervention and allows the
incorporation of dynamic, fault-tolerant techniques for maintaining system avail-
ability. When improperly implemented, automation can carry with it issues of
relevance to cybersecurity, such as operator loss of situation awareness,
unauthorized access to vital controls, and foreign manipulation of plant models
used for system monitoring. To avoid these pitfalls, NPP designers must implement
automation to capitalize on the strengths of algorithms and logic and must comple-
ment the critical-thinking and subjective reasoning skills of human operators.
Through careful design of a hybrid human-machine system, automation can elevate
the robustness and resiliency of the ICS to cybersecurity threats.

Cutting-edge sensor technologies are also changing the performance and cyber-
security landscapes. Wireless sensors significantly expand the set of viable locations
and reduce the installation and maintenance costs compared to wired sensors
requiring long cables, routing hardware, and even containment penetrations [16]. In
doing so, they have the potential to unlock a richer world of data that can be used to
inform automation and operator mental models of the plant’s state and trajectory.
Sensing innovations are not only hardware-based; there are also new benefits being
realized in software and processing techniques for sensor data. Model-based sensors
and virtual sensors incorporate physical understanding of the consistent field of data
points and sampling locations, providing a continuous basis for online calibration and
fault detection of sensors. Grounding sensor trustworthiness in a physical context is a
key step toward reconstruction of faulty sensor values and resiliency in the face of
instrumentation compromise. At the same time, these technologies enable a more
judicious approach to sensor installation and may eschew the need for costly off-line
calibration. The caveat with this set of technologies is a plant’s increased dependence
on robust, validated software and signal processing. The authors argue, however, that
the maintenance issues for wireless sensors, such as bandwidth and remote access
cybersecurity concerns, are far more manageable than for a cabled sensor that may
have many yards of cable available for any number of physical faults.

New Operational Philosophy and Operator Support Systems

The impetus for a new philosophy of NPP operations is not only due to the allure of
new technologies. Advanced nuclear companies have the desire and, in the USA, the
need to prioritize flexible generation and/or cogeneration to maximize their contri-
bution to grid integrity and deep decarbonization while enriching their designs’
economic appeal. Dynamic power output and flow diversion associated with load-
following and cogeneration represents a fundamental shift in day-to-day operations
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at NPPs in the USA. Transient operation will become normal operation, and
understanding the interplay between myriad plant processes under shifting condi-
tions will be vital to performance optimization. Managing this added level of
complexity necessitates advanced operator support systems (OSSs) that draw from
digitalization and human-oriented automation.

A well-designed OSS will present the operator with information in a way that
supports an intuitive understanding of plant status and a conceptual model of event
progression. It will draw on the data collected from modern sensor technology and
online, real-time, automated calculations to provide a trustworthy picture of system
conditions. One key opportunity afforded by digitalization is the capacity for task-
based displays and contextual levels of detail. Through the distillation of relevant
information, the OSS guides the operator to make quick, well-informed judgments.
Judicious presentation of information improves focus and promotes evaluation of
potentially meaningful relationships across plant processes. Finally, coupling this
heightened awareness of system details with sophisticated monitoring and prognos-
tics achieves the dual goal of performance improvement and cyber-defense.

Cybersecurity is a cross-domain concern, and effective policies must therefore be
multifaceted.While it is true that information technology (IT) monitoring and support
is crucial, ICS operators will play a key role in cybersecurity by preparing to deliver
reliable, safe performance—even in the face of cyber-attacks. Operators may also be
the first to identify cyber-maleficence. An OSS that establishes and continuously
renews operator confidence in system states is a valuable tool alone, but coupling it
with monitoring and prognostics enables the operator to be flexible and remain
confident in fast-paced, unforeseen situations. What’s more is that the hallmark of a
truly powerful monitoring and prognostics system is its ability not only to proactively
detect and isolate problems but to identify them as well. If operators acquire the
information necessary to understand that an ICS has been infiltrated, the repercus-
sions of the intrusion, and the remaining options for proceeding, they are vastly better
equipped to handle the situation than if they were to simply make an emergency call
to IT personnel and lose faith in the ability to operate the compromised system.

Demystifying cybersecurity for plant personnel is key to remaining agile and
resilient in the face of system compromise. By designing an ICS and adhering to an
operations philosophy that is resilient in the face of even the most unlikely of
consequences, even from the cyber-realm, risk is dramatically decreased. Enabling
rapid decision-making efforts like quarantining certain actuators and rerouting
signals on-the-fly makes the difference between a system that suffers for its connec-
tivity and one for which it prospers.

Fault Understanding, Navigation, and Control Interface
(FUNCI)

With few currently operating NPPs transitioning to digital control and none having
done so completely, development of the theorized OSS is an active field of research.
Researchers at the Idaho National Laboratory (INL) Human System Simulation
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Laboratory (HSSL) have been developing and demonstrating prototypical digital
control systems for NPPs. A recent study involving a large US utility and NPP
operators focused on the digitalization of the NPP turbine control system (TCS)
[17]. While this digital system introduced several new modernization-related con-
cepts, it also afforded the opportunity for something more experimental—the Fault
Understanding, Navigation, and Control Interface (FUNCI, pronounced fun-key).
FUNCI is a proof-of-concept prototype for an intelligent operator aid that could be
integrated into a full-fledged OSS [18].

The TCS is an attractive application for FUNCI because it has real-world
significance in the nuclear industry and beyond, its physics and operation are
relatively simple, and it is a key candidate for innovation for load-following and
cogeneration operations. Because the TCS relies on information exchange and
physical feedback with the electricity grid, and therefore, other generators and
consumers, understanding and managing its dynamic performance is of utmost
importance for both safety and economics. Furthermore, the likelihood of adoption
for such a system that uses a degree of automation is significantly higher for the TCS
than for safety-related systems, such as the reactor protection system (RPS). The
constraints on what information can be used and manipulated by FUNCI are
therefore relaxed in comparison to more regulation-sensitive systems.

The essential function of FUNCI is a dedicated intelligent alarm system. One
undesirable feature of existing NPPs is the potential for “alarm flooding,” in which
cascading alarms cause a large array of annunciator panels to flash and blare loud
sounds. The operators must scan the annunciator panels before determining which
alarms are most pressing to address and that are most representative of the issue.
Even with more modern alarm lists, operators must scroll through hundreds or even
thousands of alarms to determine the root cause. FUNCI aims to both minimize the
number of alarms necessary to describe an issue and to provide information that can
be used to solve problems before any other alarms are triggered. As such, FUNCI
serves as an early warning system by using prognostics and context to evaluate
system health and guide the operator toward a solution. Furthermore, alarms can be
differentiated by levels, meaning that they can take the form of notifications that can
sit in the background or of urgent messages that must be immediately addressed,
with further granularity included as necessary. Finally, the alarms in FUNCI carry
with them explanatory information that elucidates the cause and origin of the
message. The main objectives of making alarms more intelligent are to minimize
distracting and misleading false positives and extraneous information while simul-
taneously detecting issues at a much higher sensitivity and earlier time than is
conventionally possible, which provides an operator with the ability to react delib-
erately and armed with good situation awareness. In some cases, alarms are made
reductive by filtering nonessential information. In other cases, alarms are made
additive by combining multiple alarms and even augmenting that alarm information
with intelligent prognostics information.

A key aspect of an OSS is that it aids operators rather than supplanting them. This
means that the design approach for the development of an OSS is not to list plant
functions and allocate them between human and machine but rather to identify what
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tools the operator needs and then determine the technical feasibility of delivering
those tools. This approach should also be applied when specifying the OSS features
that contribute to ICS cyber-resiliency. NPP operators are not, nor are they expected
to become, cybersecurity experts, although future operators will need a fundamental
understanding of cybersecurity concepts and training to handle scenarios with cyber-
complexities. This means that the appearance and functionality of human-machine
interfaces (HMIs) should be realized through human-centered design for operators
and not for IT engineers. One example of how this concept is practically applied is
that useful metrics for attributing a system fault to cyber-attack should be commu-
nicated in clear terms rather than IT-specific technical jargon. If a temperature
reading were somehow compromised by cyber-attack, the operator needs only to
know that they should not trust that reading and that it has been compromised. From
there, they can inform IT staff for the purpose of assessment and recovery, but can
simply continue operating without trusting that measurement value. The lazy
designer might display error codes or network ID information, but that would
comprise extraneous information and reduce the utility of the OSS.

Form and Function of FUNCI

FUNCI, pictured below in Fig. 1, was designed to be a simple, unobtrusive, and
clean stand-alone module that could be easily integrated into INL’s existing proto-
typical TCS display [19, 20]. We added it to a full-scope plant simulator with the
entire array of traditional indications and alarms already available, so that it only
added new functionality but would not override any existing sources of information.
The idea was that it could be used if useful and ignored if not. The discoverability
and intuitiveness of FUNCI was one of our primary interests in evaluating its design.
It should be noted that FUNCI was created to be part of a display that is not
interactive. That means FUNCI had no capacity for user input outside of actions
that would affect its detection and conclusions about fault signatures.

In addition to the stationary box or “dock” for FUNCI, the system also flags
indicators or components that are the subject of any current warning message. These
indicators take the form of numbers in small red circles, as shown in Fig. 2, and were
designed to be reminiscent of “notification bubbles” in many popular mobile oper-
ating systems and social media applications. While the design conventions of control
rooms in currently operating NPPs share little in common with those of personal
electronic devices that people use daily, the control rooms of tomorrow could draw
on guidance from popular technology to ensure that they are intuitive and reduce the
learning curve for operators to understand indications and alarms.

NPP digital control room interface designers must strike a balance between ease
of use and maintenance of operator situation awareness. Following a dull screen
display philosophy, FUNCI was designed to restrict the use of color to only those
situations that demand rapid attention. By using a color-coded notification box and
salient red indication and component flags, FUNCI swiftly guides the attention of
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operators to important information, without overwhelming them or saturating the
display. When no faults are detected, the notification box remains blue, and the box
itself consists of different shades of gray, in keeping with a dull screen style. No
extraneous design elements are included in FUNCI, and the information provided is
meant to be complete and optimally informative without being distracting or requir-
ing too much concentration. Ideally, FUNCI can convey important messages that
operators can fully comprehend with a quick glance before they move on to resume
tasks or begin addressing issues.

With the move toward digital instrumentation and control, reinforcing operator
trust in the system is of utmost importance. While it is true that analog instrumen-
tation and control can also be faulty without operators realizing it (e.g., sensor
calibration, physical degradation, connection issues), designers would be wise to
tackle the parallel problems with digital systems from the outset. If operators are
presented with guidance from digital systems that have no explanatory content for
their solutions, they may not trust those systems. For this reason, FUNCI provides
messages describing its warnings, as shown in Fig. 2, and offers supporting infor-
mation so that the operator not only trusts the system but is able to communicate its
findings after the fact and fully understand the plant state as well.

Because digital systems have the opportunity to leverage data-based approaches,
such as online machine learning, it can be tempting to propose trained models for

Fig. 1 FUNCI dock displaying the monitoring, but not fault detection state along with text to
describe where components and symptoms information are displayed upon detection of a fault
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prognostic purposes. However, “black box” models should not be extrapolated
beyond the fundamental characteristics of their training dataset, do not provide
physically meaningful relationships between inputs and outputs, and may artificially
emphasize certain system features while minimizing others [21, 22]. Due to the lack
of traceability, this represents an approach to automation that might prove difficult
for facilitating operator trust. Even if operators were comfortable and effective with
using these systems, they would be powerless to understand the underlying physics
for faults and their corresponding solutions. In contrast, FUNCI is a physics-based
fault detection and prognostics system. It uses physical relationship checks that
represent mass, momentum, and energy balances to pinpoint inconsistencies and
their sources. Using this information, FUNCI is also able to monitor trends and
predict fault trajectories. The result is that the operator understands both the given
situation and the basis for FUNCI’s conclusions and recommendations.

A fundamental characteristic of FUNCI is that it does not automate any operation
of the NPP or any decision-making. It leaves all control and practical problem-
solving to the operators. In this way, FUNCI assists the operators by drawing on the
strengths of computational systems and leaving the operators to draw on their
unique cognitive reasoning and problem-solving abilities as human beings. The
goal of a FUNCI-like system is not to automate the operator out of the control room
but to provide the information necessary for the operator to act appropriately and
optimally in all situations, whether those situations are known or not. FUNCI

Fig. 2 FUNCI display embedded within a prototype turbine control system overview. The figure
displays FUNCI in an active warning state in which a spoofed value for control valve #3 (CV3) was
detected, and an alert was provided to the operator
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establishes a functional bridge between data collected by machines and information
processed by people.

If a fault occurs, FUNCI works as follows:

1. Plant data inputted to FUNCI models yields an inconsistency according to
FUNCI’s physical models.

2. FUNCI tests the data with its models to isolate the fault source and identify the
issue.

3. FUNCI notifies the operator that it has detected a fault by turning the notification
box red and flagging the component where the source has been isolated. The
flagged component is also replicated in the “Components” box as a visual copy of
the indication in the display to facilitate the connection for the operator.

4. FUNCI works to calculate the trajectory of the faulty system, as well as the
trajectory of the fault-free system.

5. FUNCI displays the trend line of the relevant parameter(s) in its fault and fault-
free states on the same plot to support its conclusions. The “Symptoms” box
displays this information along with any text-based explanation.

6. If applicable, FUNCI addresses sensor faults by replacing displayed values with
its calculated values (a form of model-based virtual sensors).

We tested this method via a case study in which operators were given four
different scenarios. Operators were not informed of the scenario details ahead of
time, and we observed how they used the system and conducted a debrief interview
after each scenario. The details of the case study are described in the next section.

Case Study Scenarios

Our case study was a subsection of scenarios within a larger study on a prototypical
digital TCS. To substantiate the study findings, the study used a crew of three
licensed reactor operators with over 20 years of combined operating experience at
a US pressurized water reactor. The studies were also supervised by an experienced
shift supervisor and operator instructor from another plant. The general format of
each scenario in our study was to brief the operators that they had a task related to the
TCS, start the scenarios, and then initiate scripted faults.

To test FUNCI and study its utility and discoverability in a general sense, we
planned four separate scenarios that could be representative of cyber-attacks in a
digital control system. These scenarios primarily rely on the compromise of digitally
displayed information, or “spoofing” of indications. One other scenario represents a
compromise of control input, where a value is entered “between” the interface and
the actuation of the control. The scenarios are listed below.
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Vibration Fault (Spoof)

During turbine ramp-up, a sudden increase in the turbine ramp rate to 80 MW/min
was introduced, which represents the highest ramp rate that can occur before setting
off an alarm, but is higher than required by any normal operation. FUNCI warns that
the ramp rate is high and outside of normal operating parameters. The plant will trip
if the operators do not take action.

Ramp Rate Surge (No Spoof)

During turbine ramp-up, a sudden increase in the turbine ramp rate to 80 MW/min
was introduced, which represents the highest ramp rate that can occur before setting
off an alarm, but is higher than required by any normal operation. FUNCI warns that
the ramp rate is high and outside of normal operating parameters. The plant will trip
if the operators do not take action.

CV Fault 1 (Spoof with Text)

A fault on control valve 3 was inserted to close the valve during full-power operation
while also “spoofing” the value to match control valve 2 so that the change wasn’t
visibly noticeable on the turbine control system overview display. FUNCI detects
the issue and warns that the display value does not match the estimated value that
would be consistent with turbine pressure readings. After a delay, the system will
replace the display value with its estimated value so that the operators can better
understand the valve position.

CV Fault 2 (Spoof with Trend)

A fault on control valve 3 was inserted to close the valve during full-power operation
while also “spoofing” the value to match control valve 2 so that the change wasn’t
visibly noticeable on the turbine control system overview display. FUNCI detects
the issue and shows a warning that the valve display position has changed from what
would be consistent with turbine pressure readings. It also shows a trend of
estimated vs. displayed valve position over time. After a delay, the system will
replace the display value with its estimated value so that the operators can better
understand the valve position.

Fault Understanding, Navigation, and Control Interface: A Visualization. . . 247



Case Study Results

In all four scenarios, the operators noticed that FUNCI displayed a warning and
considered its messages. For the scenarios with spoofed indications, they did not act
right away, but they made quick decisions once they were supported with informa-
tion from FUNCI. There was some learning curve, with the operators learning to
watch FUNCI more closely in successive scenarios. One shortcoming was that in the
absence of audible indicators, the operators didn’t notice a warning was indicated
until they looked directly at FUNCI, leaving them to sometimes miss messages that
were displayed in a time-sensitive fashion.

For the first scenario concerning the vibration fault, the operators were suspicious
of the bearing warning before seeing FUNCI’s assessment. They felt that their
suspicions were confirmed by FUNCI and were able to make the decision to contact
field personnel to check the turbine for corroborating signs of vibration. They also
noted that instrumentation and control personnel would want to check the readings to
determine if the sensor was bad.

For the second scenario, the operators noticed that the ramp rate surged, as a
direct result of FUNCI’s warning. They decided to trip the turbine, which is what
would have happened as an automatic safety mechanism if they had taken no action,
but they avoided the power level exceeding the approved technical specification
safety threshold.

For the third scenario, the operators noticed FUNCI’s message and still used their
analog indications to confirm their mental model of the situation before feeling
satisfied with the display. They didn’t need to take any action because the three
control valves that are not faulty were able to compensate for the faulted valve.

The fourth scenario was similar to the third except that the operators were able to
trust FUNCI more readily. The two primary contributing factors to their reported
greater trust were their familiarity with the system and the trend plot illustrating the
spoofed value (in contrast to the text-only representation contained in the third
scenario) and FUNCI’s calculated value for valve position.

Lessons Learned

Overall, the operators responded very positively to FUNCI. The operators found it to
be useful and a definite enhancement to the digital control system. They found that it
assisted them in identifying the root cause of issues so that they could focus their
decision on what mitigating actions to take. It should be noted that during the
interviews, the operators emphasized that they felt anxious about the onus placed
on them to quickly identify the root cause of issues during NPP operation. However,
they found that FUNCI did provide them with early warning before their traditional
alarms and monitoring practices would reveal issues. More specific to FUNCI as an
augmentation of a digital control system, the operators explained that FUNCI
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assisted them in locating pertinent information during fault scenarios and that they
found its visual implementation to be intuitive.

The operators also made a number of suggestions about considerations for future
design iterations. They wished the notification messages in FUNCI would scroll and
include time stamps so that they wouldn’t miss any useful information and they
would be able to track event progression. Based on the typical (and possible) number
of alarms, careful management and presentation of this alarm list would be necessary
to prevent it from becoming overwhelming or distracting. They also said that an
audible component of the system would be helpful to better draw attention when
they weren’t actively looking at the system overview display. Trend plots seemed to
be a better form of supporting evidence than text-based messages. The operators also
discussed the potential usefulness of being able to call up and dismiss notifications
on FUNCI in the same vein as acknowledging analog alarms. They said that a color
code for differentiating root cause components from heavily affected and lightly
affected components would also help them to prioritize their response to faults and
anticipate system evolution. Finally, they seemed interested in having a dedicated
screen or station for a system like FUNCI. Gathering these observations from actual
end users and incorporating them into future design iterations of FUNCI is an
example of formative evaluation [23]. It is up to the designer’s best judgment
which recommendations to take and how far to take them, but the simple reaction
from the operators helps paint a picture of whether the system could be useful and
how it would be used.

Conclusions and Discussion

While this initial study provided some useful insights and early positive feedback
motivating the continued development of systems like FUNCI for operator support,
there are still important further steps that must be taken. For one, it will become
necessary to collect a body of quantitative data through the establishment of eval-
uation metrics and larger subject sample sizes in future studies to support any
concrete conclusions about the value of FUNCI-like OSS applications. In addition
to engaging more users as participants, we will add a greater range of functions and
capabilities to FUNCI, enabling tests across a wider range of scenarios and other
plant systems. While FUNCI’s physics-based models were quite effective for the
narrow set of scenarios in this case study, we will explore alternative prognostics
engines and modeling methods in order to optimize fault detection, isolation, and
identification methods for the larger possible set of plant faults. These future studies
will largely be applied in a non-light water reactor (LWR) facility such as the
Compact Integral Effects Test (CIET) facility at the University of California,
Berkeley, which represents the primary systems in a prototypical fluoride salt-
cooled, high-temperature reactor (FHR) [24]. Distinctions will therefore be made
between the applicable aspects of FUNCI to currently operating LWRs and other
prototypical reactor designs.
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Recognizing the body of work remaining in the full development of FUNCI, there
are a number of promising takeaways from this initial study. For one, the authors’
assertion that cyber-related information can be used by operators constructively in a
minimally demanding way was supported through the ease with which the operators
were able to begin using FUNCI. It was integrated into existing plant diagnostic and
prognostic information so that operators did not feel the burden of new training, but
were able to immediately realize workload benefits. Furthermore, the case study
demonstrated that visual representation of information relevant to cybersecurity was
intuitive and gave them comfort in handling cyber-diagnostics, such as identifying
faulty sensors and navigating compromised indications on digital plant displays.
Finally, the operators’ thoughts and recommendations in post-study interviews along
with the data related to their performance are an invaluable part of the iterative
design process that provides incremental validation along the way. Ultimately, this
case study of FUNCI shows promise that cybersecurity is not a prohibitive concern
in widespread adoption of powerful digital OSSs for NPPs and that human operators
are capable of rapidly adapting to and mitigating new threats when their abilities are
properly augmented by human-centered design.
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Resilient Control System Metrics
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Abstract Resilience of a system, particularly critical infrastructure, is of great
interest to utilities and stakeholders. Consequences of natural or man-made events
(e.g., Superstorm Sandy, the sequence of storms affecting the Caribbean and coast of
the United States in 2017, and the Ukrainian power grid attack) have led to emphasis
and increased interest in improving resilience. However, measurement of resilience
in an absolute or relative manner has been achieved in a patchwork manner. This
chapter will provide the description of metric development for an electricity distri-
bution network and begin with a definition of resilience. That definition must meet
the expectation of being understandable in its linguistic form that sets a goal that
would lead to systems that would stand up to large disturbances of many possible
types in a manner that is quantifiable by a set of metrics. The metrics that measure a
system’s absolute or relative improvement is then developed for that purpose. Many
notional definitions and attempts at resilience metrics formation have been coined by
venerable organizations, such as the EPRI, ICS-CERT, DHS, National Academy of
Sciences, and others. Common words among these sources are the ability to with-
stand or resist, survive, and respond expeditiously such that operations or life returns
to normal as quickly as possible. To make resilience quantifiable, a proper definition
of resilience and the relationship between it and reliability will facilitate develop-
ment of useful resilience metrics and resilient grid architectures. The definition that
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Introduction

Resilience of a system, particularly critical infrastructure, is of great interest to
utilities and stakeholders. Consequences of natural or man-made events (e.g.,
Superstorm Sandy, the sequence of storms affecting the Caribbean and coast of
the United States in 2017, and the Ukrainian power grid attack) have led to emphasis
and increased interest in improving resilience. However, measurement of resilience
in an absolute or relative manner has been achieved in a patchwork manner. This
chapter will provide the description of metric development for an electricity distri-
bution network and begin with a definition of resilience. That definition must meet
the expectation of being understandable in its linguistic form that sets a goal that
would lead to systems that would stand up to large disturbances of many possible
types in a manner that is quantifiable by a set of metrics. The metrics that measure a
system’s absolute or relative improvement is then developed for that purpose. Many
notional definitions and attempts at resilience metrics formation have been coined by
venerable organizations, such as the EPRI [1], ICS-CERT [2], DHS [3], National
Academy of Sciences [4], and others. Common words among these sources are the
ability to withstand or resist, survive, and respond expeditiously such that operations
or life returns to normal as quickly as possible. To make resilience quantifiable, a
proper definition of resilience and the relationship between it and reliability will
facilitate development of useful resilience metrics and resilient grid architectures.
The definition that is used as the basis has been developed by researchers in the
community studying resilient controls over the past decade and can be found in
Rieger [5] and Rieger, Gertman, and McQueen [6]:

“A resilient control system is one that maintains state awareness and an accepted level of
operational normalcy in response to disturbances, including threats of an unexpected and
malicious nature.”

The definition provides a context that a system has some minimum operational
performance that has “held up” under the disturbances and been brought back to a
normal state expediently. The definition further provides that the disturbances are not
of one type and that they can come in combination. Time is implicit in this definition.
Resilience is neither a short-term nor long-term property. It needs to consider the
continuum of time frames from prior to the impact of a disturbance through the
return to normalcy. This leads to a notional graphical representation of a systems
response through those time frames, shown as the disturbance and impact resilience
evaluation (DIRE) curve, as shown in Fig. 1. The epochs or time frames in this
continuum can be described in the “Rs” of resilience shown in the figure. The
Reconnaissance phase requires the system to understand the state of the system
and forecasts or potential for threats. In this time frame, the system operators may be
focused on optimal performance with respect to economic efficiency or other
criteria, rather than considering the response to an unexpected disturbance.

Some disturbances can be forecasted. In those cases, the operators may be
considering contingency and storing up capacity to support disruptions of external
support of maintaining safety and life critical resources. However, in the general
case, the disturbance has no predictability. The reserve capability to respond must be
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maintained at an adequate level to meet the disturbance. This reserve capability in
the terminology of resilience is the adaptive capacity of the system. The adaptive
capacity also has a temporal nature. Each asset contributing to the adaptive capacity
has a latency and agility associated. Latency may be intrinsic, meaning that some
amount of time is needed to turn it on. Latency may be part of the decision or the
control process (e.g., we want to make sure the asset is needed before utilizing the
resource). The agility of the system is a measure of the time the resource takes to
move from the current operating point to full capability. This is like pressing down
on the gas pedal of an automobile; in that, there is some ramp-up time for the full
torque to be applied to the wheels.

Properties of assets that apply intrinsically to resist the disturbance comprise the
Resist phase of the DIRE curve. This tends to be the inertial component of the
system. An example of resist assets in the electric grid application include the
spinning synchronous machines of generators and large motors and the available
power transfer headroom in the connecting conductors and other upstream compo-
nents (e.g., transformers, switch gear, relay protection). The marshland and seawall
are examples for a natural system that resists storm surge. In general, the resist phase
is of short duration. Assets in the resist epoch slow the disturbance, as opposed to
devices that require measurement of the disturbance prior to engaging the device
through a feedback loop. Such assets put to work in the next epoch have time to
Respond before performance falls through the defined minimum normalcy level. The
respond phase is where the rate of decrease in performance degradation is brought to
a halt. A system with insufficient resist and response assets given the magnitude of
the disturbance will not maintain minimum normalcy in performance and will have
an adaptive insufficiency measured in the performance level below normalcy. The
response phase would typically be longer than the resist phase.

In many cases, it may be useful to consider the notional DIRE curve time axis to
be on a logarithmic scale. The following epochs of Recover and Restore are most

Fig. 1 The DIRE curve showing the time delineations of the 5Rs of resilience [5]
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likely successively longer time periods. Assets are brought back toward a
pre-disturbance state during the recovery phase. A practical example using an
automobile analogy again is the steering wheel returned to center after it has been
used to avoid an obstacle in the road. This must be complete before the system will
be in a state to thwart another disturbance.

Beyond recovering, a system that has been used aggressively during an event may
require maintenance or even replacement in the restore phase. If a levy or pipeline
has been damaged, repairs will be required to complete the cycle back to fully
optimal operational performance. At the end of the restore phase, there should be a
persistent effort to evaluate the system for any marginal conditions that arose. A
longer-term effort to modify, refine, or add to the system should occur after larger
disturbances based on lessons learned. A restore phase, assuming the calamity has
been resolved, will connect restore back to the Recon phase with assessment and
improvement as necessary.

For the metrics described in this chapter, the focus will be on the recon through the
recover epochs. The application directed at electricity power systems, and more
specifically modern distribution systems (MDSs), has been developed in two prior
works summarized and extended here [7, 8]. The MDSs are anticipated to have
different capabilities and challenges with respect to the addition of controllable gener-
ation, storage, and load. Quantitative evaluation of the response capabilities over time
with respect to the magnitude and duration of the disturbance requires a like under-
standing of the asset and control system adaptive capacity over the time period after the
disturbance. Disturbances that are of a communication and control nature are accounted
for by considering increased latency or the capability that is eliminated from the attack
or malfunction at the communication channel or controller level.

Modern Distribution System Resilience Metric

Methods have been developed to evaluate power systems for resilience. As the
current power system evolves, introducing a greater amount of destabilizing influ-
ences from uncontrollable generation, an understanding of how resilient the resulting
design is to disturbances, will be a necessity [9]. Resilience improvement in terms of
distributing control loops to intelligent agents at their lowest levels with the ability to
recognize precursors to faults [10] requires a measurement. Time scale of distur-
bance in combination with the percent of effected customers in distribution systems
considering the effect on critical loads to a small set of specified disruptions was
proposed as a resilience metric in Chanda et al. [11] The approach described in this
chapter takes a more general and physical properties-based approach to using the
definition and the notional DIRE curve mapped to the ability of the distribution
system to adapt using the available assets. The previous work, focused on individual
stability of active control system components for an understanding of an asset’s
adaptive capacity [5], is extended to the measurement of distributed assets by using a
“manifold” to measure adaptive capacity across multiple dimensions including time.
The metrics consider temporal flexibility of active and reactive power to measure the
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maximummagnitude and duration for a disturbance amplitude that can be withstood.
This approach is applied to an MDS, which considers the large integration of
distributed energy resources (DERs) and more complicated control mechanisms.

Stability of the power grid is defined in terms of voltage and frequency across the
grid. Frequency stability requires balancing the real power (P) generation and load,
combined with losses to maintain the frequency of what is a distributed electrome-
chanical system buoyed by rotational inertia of the prime movers that turn the
generators. Voltage stability requires the balancing of reactive power (Q) across
the network. Thus, metrics must address P and Q and be extensible across the grid
network. Distribution has traditionally been concerned with maintaining the con-
nections between the distribution substation and the loads, where reliability might be
enhanced from a radial network to one that contains redundancy in some paths by
providing meshes with the ability to switch around branches that are out of service.
MDS resilience metrics must consider the future, which is predicted to include the
high penetration of DER in generation, controllable loads, storage, and other flexible
assets. Control of these devices have many purposes, which include support of
regulation of voltage and frequency across the distribution network, economic
benefits to the owner by selling services to the grid, and the reliable utilization of
interconnections (e.g., power lines, transformers, switches).

The desired outcome is a mapping of the capabilities and limitations of a
distribution system to the resilient control metrics that express the “Rs” of resilience
(i.e., Recon, Resist, Respond, Recover, and Restore, notionally in the DIRE curve
represented in Fig. 1).

As described in the introduction, the magnitude and duration of a disturbance that
can be withstood is dependent on the ability of a system to Resist and Respond.
Resist describes intrinsic or immediate responding properties of the system, where
Respond relates short latency and close proximity assets that engage automatically.
To Restore, and to fully Recover, requires longer latency actions, where remote
proximity of assets must be engaged at the end or near the end of the disturbance to
bring the system up to optimal operation minus depleted resources. The required
time for recovery is dependent on the timing and supply of the energy resource that is
available to bring the system back fully to a neutral bias. The Recover phase includes
recharging storage assets and bringing frequency and voltages to nominal values
across the MDS to the extent possible. Restoring may involve repair, maintenance,
or replacement of degraded assets. Prior to that repair, the assets will either be
unavailable or not able to operate at full capacity. A logarithmic time scale on the
DIRE curve is appropriate under most applications as Resist is on the order of
seconds, and Restore may be weeks, months, or even longer.

Single-Asset Description

Assets in a distribution system need to be described in terms of power, energy,
latency, and rate of change limits. When these limits can be described in a simple, yet
sufficient, form, the assets can be aggregated in a manner that is tractable. This
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description must convey the “margin to maneuver” (M2M) that an asset has to
respond to a disturbance. This description can be specified for an entire asset or the
amount of an asset’s capability that is set aside to respond to unanticipated changes.
Like the throttle pedal example in the introduction, an example of an asset that is
partially available is a generator that has been dispatched to produce 0.8 of maxi-
mum power output, leaving 0.2 of that level available in a flexible manner. The
portion of the asset supporting the expected load is not counted in the adaptive
capacity, since it is allocated prior to any disturbance.

Apparent Power Limits M2M is found to be in the sum of the range of control
available among the generators and loads. M2M is considered for both reactive and
real power. A region of the apparent power plane over which it can be applied
represents the range of a component. From an analysis and design perspective, the
range and any discrete steps of the choice in control are tabulated. For example, a
distribution static synchronous compensator (DSTATCOM) may be adjusted con-
tinuously, whereas a capacitor bank is either on/off or has discrete steps as individual
sets are switched in and out.

Energy Limits Some assets are energy limited. The battery is the simplest example
to describe. A half-full battery can move either direction to supplying or absorbing
power, but is limited by the storage capacity on one end and the depleted battery on
the other. Buildings are another example in that they have the ability to have a
temperature set point one direction or the other to accomplish a similar result in
reducing load or increasing load. The building tenants likewise will not be adversely
affected by small changes; however, once the building hits a steady state, there is no
more power compensation available without unwanted discomfort to personnel
and/or equipment. Both show example of resources that could be controlled up to
a maximum power level, but only for a finite amount of time. Until the asset is
recharged in a recover phase, the resource cannot be used again. The power adaptive
capacity must go to zero once the energy available has been expended.

Temporal Constraints Asset capabilities can be described in two terms: latency and
agility. The agility can be described as a time constant of the devices’ ability to move
from one output to the next or simplified as the time required to ramp up to the
maximum value. The energy dynamics is implicit in the real power sourcing the
energy to the grid. Once the energy store limit is depleted, the real power will be
zero. The full description of the S-plane manifold specifies the maximum adaptive
capacity over time.

The parameters required to calculate the limits of the asset, k, over in the apparent
power plane versus are:

• Pk m and Pk M – limits of real power in watts (W) level of device m for minimum
and M for maximum

• Qk m and Qk M – limits of reactive power in volt-amperes reactive (VAR)
• Ek m and Ek M – energy limits min and max in the device in Joules (J)
• λk – pure latency to begin to ramp Pk(t)
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• μk – pure latency to ramp Qk(t)
• αk – time to ramp real power to Pk(t)
• βk – time to ramp reactive power to Qk(t)

For the purpose of evaluating a system versus a disturbance, which by definition
we do not get to choose the direction, the P, Q, and E values used will be that of the
minimum range available. For a car steering wheel example, if the wheel position is
10%, the adaptive capacity is restricted to 90%. For a generator running at 80% of
10 MW maximum generation, the adaptive capacity is 2 MW. The apparent power
limit used in generating the extents of adaptive capacity over time is limited as:

Skmax � Pmax þ Qmaxð Þ½ ð1Þ

A resilient control system will consider that bias away from the neutral and
balance other objectives against the need to be prepared to respond to an unpredicted
disturbance.

Type of Single Assets

Some examples of controllable assets are shown in the complex apparent power plane
of Fig. 2. Each continuously controllable asset can be described with the parameters
above. Some of the expected assets in an MDS are tabulated in this subsection:

1. Continuously variable real power assets including battery to power inverter assets
that do not provide reactive support, variable loads, and generation

2. Continuously variable reactive power assets, like DSTATCOMs
3. Discrete reactive power assets, such as tap changing transformers or capacitor

banks
4. Discrete real power assets, like demand response of an industrial load
5. Four quadrant elements that can control real and reactive power
6. Upstream-connected distribution or transmission lines
7. Synchronous machine inertia

Fig. 2 Complex power
plane with examples of the
range of control of
controllable assets
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The last two classes are in some sense special cases because they are not assets
that need to be controlled. With a change in the balance of generation and load, both
of these will act without a man-made controller to support the frequency or voltage
stability of the grid. The spinning inertia will give or take kinetic energy to the power
grid as described by the swing equation, and power flow will change based on those
same changes to the load generation topology. Because they are the elements that
make up the resist phase of resilience, a brief development of the interaction of these
two is included. For a simplified consideration, inertia can be considered as a real
power asset with energy limits based on the moment of inertia and the limits on the
rotational frequency and power limits based on limiting electrical and thermal
characteristics of the machine that can be specified. The connecting power line
asset is a non-energy constrained asset where the real and reactive power is limited
by the proximity of the present load on that line with respect to the line ampacity [13]
or reactance limits of the line. For further reading on determining “pinch points” on
the upstream connections, refer to Parker et al. [8], where a model with expected
loads in various typical loads is used to determine the tightest constraints on the
electrical network.

Concise Asset Description

The asset can be described by showing the limits as a function of time from the
disturbance. The bounds as time varies provide the extent an asset can be utilized in
the S-plane with energy limits applied. Figure 3 shows the time-varying abilities of a

Fig. 3 A visualization of abilities of an energy-limited asset possessing both P and Q
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storage asset with reactive power capabilities. With polar coordinates, the extents in
the S-plane are described as a time-varying shape, S(θ, t), where θ is the angle, power
factor with which the device is commanded, and t is the time from the disturbance
and the application of the device; thus, the shape is stored in S in cylindrical
coordinates. Since Q is not energy limited, once any P has exhausted the energy
reserve, the full capabilities of Q of the device are available. A specific example of
this type of asset is a power inverter that has storage and reactive elements to support
both P and Q in all four quadrants of the S-plane. The shape contained in S(θ, t) is
calculated for use by dividing the range of θ and t into discrete step. The surface
described begins as zeros through the latency periods, the ramping in the P and
Q axis at a rate based on the agility and maximum values. The magnitude at angles
between the P(t) and Q(t) axis is limited to Smax, as given in Eq. (1).

The energy limit is determined by integrating the P component along each of the
angles compared to the energy limit. At the point where the energy limit is crossed
for a given θ, S(θ, t) is set to zero.

Groupings of Assets in the MDS

The assets next need to be considered as groups logically according to the topology
of the connecting network. The groupings will be referred to as economic units
(EcU) because their proximity put them in a common situation that is dependent on a
common wire interconnecting the assets. Furthermore, the assets might together be
considerable market force, whereas a single asset owner would have no negotiating
leverage. A drawing is used to define the EcU in Fig. 4, which considers an
aggregation of uncontrollable and controllable elements.

Fig. 4 Drawing illustrating the capabilities of controllable assets versus uncontrollable elements
and critical loads
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The drawing in Fig. 4 portrays the concept of controllable versus uncontrollable
aspects of aggregation. The cloud portion of the figure illustrates the variable
aspects, while the solid element represents the available extents of the controllable
portion without considering time in the response. The cloud portion represents loads
and uncontrollable generation. These are the factors that determine the expected
adaptive capacity of power and energy pipelines comprised of the conductors and
other limiting components of energy transfer through the topology of the distribution
network. This notional representation also shows the difference between systems
that has an adaptive capacity and an adaptive insufficiency and provides a possible
allocation for operational normalcy, with the delineation of a critical load. Figure 5
illustrates some logical sets of MDS assets and the aggregation of those assets
including a representation of the limits, control interaction, and markets. Some
elements and branches will possess greater degree of flexibility.

At the extremes of daily and seasonal loads and generation, the structure of the
distribution elements is at “pinch points,” as described in Parker et al. [8] To begin,
the controllable assets will be account-considered. Later in the chapter, we consider
the expected limits of the system at those extremes. Note the deviation of uncon-
trollable assets beyond the expected extremes, or at unanticipated times, will be one
type of disturbance to which the adaptive capacity is applied.

The EcU is an aggregation of a portion of the MDS that for the purpose of this
chapter relates to the physical topology. The EcU is supported by the upstream grid

Fig. 5 Rollup of M2M in a partial primary mesh distribution system
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connection. Ownership or markets may group controllable aspects of the grid;
however, that is left for future work that includes details of potential market
interaction with the system.

Adaptive Capacity Aggregation for an EcU A raw adaptive capacity of a grouping
of assets reflects the flexibility that is present in that grouping as an economic unit or
an aggregation of a cut section of the power system. Adaptive capacity of a group of
elements should also be considered in the context of the topological position in the
distribution network. We assume the connection to the EcU is a “stiff” source (i.e.,
dynamics in this aggregation is not large enough to change the boundary condition
voltage, and the transmission asset is additive to the controllable asset power
domain). The measurement and compensation for any voltage disturbance is an
operational consideration, which is neglected as metrics are used in design. Consid-
ering the limits in the S-plane, the limits on any continuously variable asset is
represented as a closed contour similar to the cartoons mapped onto the S-plane
previously shown in Fig. 4. The limits of the assets can be summed by expressing in
polar coordinates and adding the magnitude for common elements by describing the
limit as Sck (θ, t) and summing the relevant assets in the total adaptive capacity in the
real and reactive power is:

SAC θ; tð Þ ¼
XN

k¼1

SckM θ; tð Þ ð2Þ

over N assets in the domain, one of which is the upstream interconnect limit, ScupM
(θ, t). Assets with discrete control (e.g., capacitor banks) are treated as a special case
in the aggregation along the Q axis.

Resilient Metrics in the Context of the Grid Topology

The topology is now considered with respect to adaptive capacity and agility of the
EcU and the ability for that capability to be exported outside the EcU.

Adaptive Capacity Analysis can now be made of the sufficiency of the adaptive
capacity by considering the range of historical or expected noncontrollable assets in
the aggregation. The shape of the cloud is the maximum magnitude of that history
mapped out radially in the S-plane, Sn, forming the tangible form of the “cloud” in
Fig. 4. The net adaptive capacity described in the asset aggregation manifold in
Eq. (4) is:

SACnet θ; tð Þ ¼ SAC θ; tð Þ � Smaxn θð Þ, ð3Þ
Smaxu θð Þ ¼ max

t
Sn θ; tð Þ, t ð4Þ
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defining the historical or anticipated maximum of the elements that are
noncontrollable. The minimum across all angles, if it is greater than zero, then
defines the margin of this portion of the system that is available before hard
curtailment of load, or scheduled generation would be the recourse for mitigating
the disturbance.

By excluding the upstream component from the total adaptive capacity, the
exportable adaptive capacity of those assets is:

SACex θ; tð Þ ¼ SAC θ; tð Þ � ScupM θ; tð Þ ð5Þ

This neglects the loss of the export that is dependent on the resistance of the line,
Ru, which would be dependent on where in the distribution system the assets’
adaptive capacity is required. Remote assets would have greater losses in real
power and limited voltage regulation support from the reactive elements beyond
the terminal node of the EcU. The combination at the boundary, ignoring the loss,
can then be added together with other branches that attach at that bus, in a similar
manner as Eq. (6) at the next level of aggregation.

Agility Agility is the rate at which the adaptive capacity can be utilized. The agility
in the response to the disturbance is thus the slope from the combined asset for any
given EuC or aggregation of assets and EuCs. It can be expressed as the time
derivative of the adaptive capacity manifold as:

Ags θ; tð Þ ¼ dS θ; tð Þ
dt

: ð6Þ

The derivatives provide the instantaneous agility where the extreme values of the
derivatives in historical or worst-case scenarios establish the limiting levels of agility
at the critical points. The mathematical expressions for agility relate to the combined
rates at which assets can be applied.

Example Aggregation of Assets in a Distribution System

As described in previous sections, the adaptive capacity of the assets can easily be
combined. Figure 6 shows an example of some arbitrary assets that are combined. The
graphic describes the flexibility of the asset or system of assets assuming the assets are
applied at the maximum rate at specified power factor angle up to the maximum
apparent power level of the specific real or reactive limit is reached. Initially, a
MATLAB script was written to generate the shape for all θ (i.e., power factor that
can be applied to a disturbance for assets that are neutrally biased with respect to
maximum adaptive capacity of real or reactive power). Subsequently, a tool for data
entry and visualization was written in the Unity 3D game development platform.
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An example has been created in Parker et al. [8] where the limits of the connective
electrical network are found to find the intrinsic resilience within distribution system.
A model using load profiles for different customers can show the points at which the
network is close to limits that would cause failure or trip protection. The distance
away from that net trip point is a measure of the intrinsic resilience. The red line
shows the extent of the usage of the connected conductor juxtaposed to the limit of
the conductor in the dark blue curve shown in Fig. 7. An adaptive capacity manifold
of the controllable elements is then superimposed on this extent to show the ability of
those controllable assets to add to the adaptive capacity. The extended adaptive
capacity is shown by the distance that the controllable assets can be engaged to move
away from the edge at the inception of the disturbance. Here the intrinsic adaptive
capacity “plus” the controllable asset provides the measure of EAC, which is the
maximum disturbance that can be inflicted without a failure or trip. In this example,
the range of the assets exceeds the limit of the intrinsic capability of the power line
connecting to this EuC. As shown in detail in Fig. 8, the ability to utilize the full
extent of the adaptive capacity is clipped by the intrinsic limit of the connecting
power line. The clipping is not a serious problem since the limiting disturbance that
would utilize this capacity would be the diameter of the intrinsic limit (i.e., much

Fig. 6 Example combination of a variety of assets shown individually and in sum. Assets:
(a) energy-limited four quadrants (e.g., battery), (b) non-energy-limited upstream transmission
line, (c) DSTATCOM, (d) rotational inertia of a synchronous machine, (e) synthetic inertia,
(f) reserve generation (e.g., spinning reserve), and (g) the aggregation of these assets
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larger than the maximum sustainable disturbance in an arbitrary direction). The
graphics in Figs. 7 and 8 are a graphical representation of the analytical expression
in Eq. (6).

Mapping to DIRE Curve

A direct mapping of the manifold describing the adaptive capacity to the DIRE curve
is now possible. The end result is the determination of the magnitude and duration

Fig. 7 Superposition of the adaptive capacity of the controllable assets on the intrinsic limits of the
connected electricity delivery network

Fig. 8 Zoomed details of the clipped asset
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step function disturbance in an arbitrary direction in power factor. The limiting case
being the nearest direction of aggregation to the intrinsic limits the resistance phase.
The maximum sustainable duration for the disturbance is determined by energy
limits available to continue to support the limiting magnitude, the response phase.
Once the disturbance is resolved, the amount of energy available to replenish the
energy reserves to levels prior to the disturbance can be assessed by determining the
amount of time needed to do so in the recover phase. Finally, the restore phase will
pertain to any degradation caused in the disturbance or response to assets or
infrastructure that requires maintenance, repair, or replacement. The mapping of
the set of the assets in the extreme of the historical or predicted worst case with
respect to the limits of upstream support is shown in Fig. 9.

In the context of the power grid, the Rs of resilience are summarized:

Fig. 9 Mapping of adaptive capacity manifold to the DIRE curve. The magnitude of disturbance
that can be withstood is the narrowest waist of the manifold during the duration of the disturbance.
The capacity remaining outside that waist and in the region right of the end of the disturbance is
available for recovery. Restoration is in a time frame beyond the applicability of the power and
energy resources shown in the manifold
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1. Recon: Reconnaissance is prior to the disturbance. The adaptive capacity of the
assets needs to be maintained in as complete a state as possible since the
disturbance is not predictable. The better the system or operators know the state
and limits of the situation, the better the response may be in the event of a large
disturbance. Ideally, neutral biases of the assets are maintained by the overall
control system, since choosing the direction of the disturbance is possible by
definition. A neutral bias would include storage sources at a midpoint of the
specified range and frequency and voltages at very near nominal specification.

2. Resistance: Resistance is a rate of change metric, where intrinsic properties such
as inertia, fast responding assets, and acceptance tolerance to nominal voltage and
frequency are considered. These determine the slope of the DIRE curve and relate
to how much time slower responding assets have to react. Avoiding frequency
stability “trips” to machines requires that the instantaneous support from
connected spinning inertia is great enough to remain above frequency limits
until short latency devices engage [12].

3. Response: The sustainable duration of the disturbance relates directly to the time
period that the shape of the capabilities curve or manifold remains outside the
cylinder of the resistance level. This allows for slower responding assets to be
engaged before intrinsic and immediate responding assets become depleted. The
point where that occurs would cause a failure to occur in the connecting
power line.

4. Recover: Recovery is the longer-term evaluation of the system’s ability to restore
bias points in the adaptive capacity in the S-plane and the energy field. An
integration of the time consideration of adaptive capacity of the disturbance
impacts from t ¼ 0 out to the engagement of shortest latency assets in the control
space combined with voltage and frequency tolerance and credit for rotational
inertia provides a measure of resistance. What the resulting voltage and local
frequency response (given any inertia) at time frames of less than a minute can be
analyzed through the application of the time-varying adaptive capacity.

5. Restore: The restoration phase occurs after the recovery epic as the system has
moved on from the disturbance and has brought the adaptive capacity back to as
close as possible to the pre-disturbance condition. The Restore phase, though not
directly addressed in this chapter, anticipates degradation or damage requiring
additional time and investment to completely return the system to optimal
operation.

The mapping to the DIRE curve is illustrated in Fig. 9. Resist mapping to the
intrinsic support of the assets that act as a physical process or very fast and low level
control loops designed to react without supervisory decision, like synthetic inertia.
The Restore period consists of the capacity of short to medium time period use.
Finally, Recover is the portion that is required to bring the assets that have been
depleted back to bias points where they would again be available to respond to
another disturbance. Total P, Q, and E that can be applied over a given time period
define the magnitude and duration of disturbance that can occur without dropping
below minimum normalcy, as defined by the stakeholders.
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Cyber/Communication/Control Effects on the System

Thus far, we have presented a development of resilient control metrics as applied to
the operation of a modern distribution system, which implies more flexible assets
and potentially complex distribution control methodology.

The method may also be used to evaluate the influence of cybersecurity and
humans-in-the-loop through the application of effects in those domains in future
work. For example, in cybersecurity, the potential effects of multiple types of
impacts can be addressed:

• Disruption of communication channel – asset becomes uncontrollable (see
Fig. 10)

• Control system compromise – asset control law set to do opposite of command
• Denial of service – increased latency (see Fig. 11)

The impact of cyber can be explored with the same manifold used to show asset
power and energy capabilities. Consider the control communication channels in

Fig. 10 The impact of a security breach of a controller within the distribution network has an
impact on the adaptive capacity of that segment moving controllable assets to an uncontrollable
domain or, worse, changing the sign on a feedback loop

Fig. 11 Cybersecurity may
impact latency and move
adaptive capacity out in time
due to greater delay in
activation. Denial of service
or nondeterministic path for
communication may cause
this effect
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Fig. 12 for the case where centralized control is used to command the assets to
engage or for when a group of asset types might have common cyber-vulnerability
due to the use of a single vendor and model or assets that leverage a ubiquitous
operating system. In the case shown in Fig. 13, a sufficient adaptive capacity has
been achieved to support a system disturbance shown in the cross section on the
right-hand side of Fig. 13a. For this example, we will define that enough of the
diameter at the time has the minimum cross section. Now, we will assume that all of
the synthetic inertia resource has been disabled through either the exploitation of the
vulnerability or by cutting or jamming the communication channel to these devices.
The resulting manifold is shown in Fig. 13b. The result is that the support at that time
has been eliminated. This means that a disturbance of any magnitude lasting
25 seconds could not be compensated for, even though there is ample support later
in time. Analysis can also be conducted in a similar example of adding latency to the
control communication channel for this or other devices that could be susceptible to
delays caused by a denial of service attack or other bottlenecks in the communication
channel. The delay has the potential to move the asset out of the important time
window that the assets were designed into the system to support.

Fig. 12 A rollup of considerations that impact adaptive capacity is illustrated in the diagram
depicting communication channels and possible impact. Congestion due to denial of service or
insufficient bandwidth design and loss of communication due to failure or attacked component are
illustrated
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The Cost of Resilience

A brief section on the consideration of the cost of resilience follows. The cost of
resilience includes multiple factors and not just the expense for new equipment and
design. Cost is also a factor influencing DER use and the benefit to the overall
architecture. That is, can it provide a correcting mechanism for behaviors that
positively or negatively influence MDS resilience? As an example, the availability
uncertainty for a certain type of generation or storage asset is associated with its
overall benefit. In addition, the buying or selling of power from small generators
requires a fairness regimen, where each asset owner is provided equal consideration.
Additional costs that may also occur include:

• De-optimization of performance to maintain capability to respond. Additional
sensing and control layer

• Additional information for human operator to consume

Fig. 13 A comparison of the adaptive capacity of a system of components with (a) expected
control communication availability and (b) a severing of communication to short time frame
support from synthetic inertia added with a super capacitor and power electronics
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• Addition of policy or components in the architecture to achieve positive resilience
metrics

Mitigation of these costs can be achieved when improved performance measures
are included as part of the overall architecture. This section acknowledges that there
is a cost $/adaptive capacity.

The illustration in Fig. 14 provides, in notional form, the tradeoffs in cost and
added resilience. The investment in resilience can produce a system that approaches
a curve that describes the limits of the combination of measures that are ultimately in
a tradeoff space (e.g., agility and robustness). Higher investment can yield more
resilience, but the limit of resilience is only approached with an infinite investment.

Conclusions

This chapter on resilience metrics for power systems has focused on distribution
systems. The elements definition that was formed by the resilient controls commu-
nity on which the metrics are rooted is provided for a general system. A concise
method for accounting for the adaptive capacity that leads to resilience of the system
at short and medium time frames is developed. The result of the accounting is a time
versus capabilities of real/reactive power and energy that can be applied to a
disturbance. The definition and metrics lead to a practical and usable description
of a systems resilience measure of the magnitude and duration of disturbance that
can be absorbed by the system without losing minimum performance. Additionally,
the remaining resources available determine the time that it requires the system to
recover to its original state after the disturbance. Those remaining resources are the
power and energy available after the original disturbance has been resolved or the
resource is again available, but not used during the disturbance response. The

Fig. 14 Cost versus
resilience tradeoff illustrated
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distribution of the assets across the system was described in terms of economic units
that combine as a subsystem, which is of sufficient capability to have an appreciable
role to play in the support of the overall system. The metrics are mapped to the DIRE
curve as a tangible instance of the notional concept illustrated in the curve. Com-
munication and control disturbances caused by failures or malicious actors are
shown in a simple case study to illustrate a key concept of removing support in a
particular time range. Finally, a consideration of the cost versus benefit of adding
resilience is included to emphasize the fact that the investment is required to increase
the resilience of the system.
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