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Preface

The 12th International Symposium on Measurement and Quality Control - Cyber
Physical Issue - (IMEKO TC 14 2019), was held in Mechanical Engineering
Faculty, Belgrade, Serbia, from 4 to 7 June 2019. It is organized by the Faculty of
Mechanical Engineering, University of Belgrade, Belgrade, and the Faculty of
Mechanical and Industrial Engineering, TU Vienna, Vienna. We expect that a total
of over 100 participants will attend this year’s symposium—academics,
practitioners and scientists from 15 countries, who will contribute 26 papers on the
plenary, special, workshop and ordinary sessions. The event follows the symposium
programme which includes keynote addresses (opening/closing session), breakout
sessions and workshop discussions, a gala dinner and a closing session on the final
day.

The previous International Symposium on Measurement and Quality Control,
according IMEKO TC 14 Measurement of Geometrical Quantities umbrella of
were:

Name Year Place Country

TC14 LMPMI Symposium 2014 2014 Tsukuba Japan

TC14 ISMQC 2013 2013 Cracow and Kielce Poland

TC14 LMPMI Symposium 2011 2011 Braunschweig Germany

TC14 ISMQC 2010 2010 Osaka Japan

TC14 LMPMI Laser Symposium 2008 2008 Singapore Singapore

TC14 ISMQC 2007 2007 Chennai/Madras India

TC14 LMPMI Symposium 2005 2005 Merida Mexico

TC14 ISMQC 2004 2004 Erlangen Germany

TC14 LMPMI Symposium 2002 2002 Novosibirsk Russia

TC14 ISMQC 2001 2001 Cairo Egypt

TC14 LMPMI Symposium 1999 1999 Florianopolis/SC Brazil

TC14 ISMQC Symposium 1999 1999 Tokyo Japan

TC14 ISMQC 1998 1998 Vienna Austria
(continued)
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(continued)

Name Year Place Country

TC14 LMPMI Symposium 1996 1996 Lyngby Denmark

TC14 ISMQC 1995, Zaragoza 1995 Zaragoza Spain

TC14 LMPMI Symposium 1994 1994 Heidelberg Germany

TC14 ISMQC 1992 1992 Tampere Finland

TC14 LMPMI Workshop 1990 1990 Balatonfüred Hungary

TC14 ISMQC 1989, Aachen 1989 Aachen Germany

TC14 ISMQC 1989, Beijing 1989 Beijing China

TC14 LMPMI 1986 1986 Budapest Hungary

TC14 ISMQC 1984 1984 Tokyo Japan

The main goal of the symposium is to bring together experts from academia and
industries, and it represents an excellent occasion for exchange of knowledge, ideas,
experiences, research results and information in the field of manufacturing
metrology and quality control, based on advanced approaches, like Industry 4.0
model and cyber-physical systems.

We acknowledge the outstanding contributions of the all keynote and
opening/closing sessions speakers to this year’s symposium.

This year’s symposium will have various special, workshop and ordinary
sessions.

The scope of the symposium encompasses the following topics:

– 3D measurement of GPS characteristics
– Measurement of gears and threads
– Freeform measurements
– Measurement of roughness
– Large-volume metrology
– Micro- and nano-metrology
– Laser metrology for precision measurements
– Optical measurement techniques
– Machine vision
– Industrial computed tomography
– Multi-sensor techniques
– Advanced sensors
– Intelligent measurement systems
– Calibration and testing methods for measuring and manufacturing devices
– Evaluation of measurement uncertainty
– Dimensional management in industry
– Product quality assurance methods
– Pre-, in- and post-process measurement
– Measurement validation and assurance methods
– Education and training in metrology
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– Entrepreneurship in metrology
– I4.0 and metrology/quality management issue
– Internet of things and metrology
– Cyber-physical metrology
– Big data analytics

Officers of Symposium 2019 are:

Symposium Chair: Prof. Vidosav MAJSTOROVIC, University of Belgrade,
Serbia.

Symposium Co-chair: Prof. Numan DURAKBASA, TU Vienna, Austria.
International Programme Committee Members: Nicholas Brown, Australia;

Eric G. Thwaite, Australia; Jorge Bauer, Argentina; Bernhard Zagar, Austria;
Brigitte Weiss, Austria; NerminaZaimović-Uzunović, Bosnia and Herzegovina;
Wim Dewulf, Belgium; Wellington Barros, Brazil; Gustavo Daniel Donatelli,
Brazil; Armando Albertazzi Gonçalvez Jr., Brazil; Mauricio Nogueira Frota, Brasil;
Maurício de Campos Porath, Brazil; J.C. De Oliviera-Valente, Brazil; Vitor
Nardelli, Brazil; Guoxiong Zhang, China; Boxiong Wang, China; Vedran
Mudronja, Croatia; Miroslav Skopal, Czech Republic; Vit Zeleny, Czech Republic;
Hans Norgaard Hansen, Denmark; Leonardo De Chiffre, Denmark; Sarwat Z.A.
Zahwi, Egypt; Thomas Grégoire Mathia, France; Harald Bosse, Germany; Markus
Bartscher, Germany; Frank Haertig, Germany; Eberhard Manske, Germany; Reiner
Tutsch, Germany; Albert Weckenmann, Germany; Jürgen Leopold, Germany;
Heinrich Schwenke, Germany; Jürgen Fleischer, Germany; Joerg Seewig,
Germany; Wolfgang Osten, Germany; Gert Goch, Germany; Eberhard Manske,
Germany; Gerhard Linss, Germany; Martin Molitor, Germany; Horst Bodschwinna,
Germany; Klaus-Dieter Sommer, Germany; Ralf Woll, Germany; Robert Schmitt,
Germany; Gerd Jäger, Germany; Tilo Pfeifer, Germany; AgotaDregelyi-Kiss,
Hungary; Ferenc Alpek, Hungary; László Monostori, Hungary;
BalakrishnanRamamoorthy, India; Vladimir Portman, Israel; Alessandro Balsamo,
Italy; Enrico Savio, Italy; Ryoshu Furutani, Japan; Toshiyuki Takatsuji, Japan;
Yasuhiro Takaya, Japan; Masaji Sawabe, Japan; Vytautas Giniotis, Lithuania;
Pieter H.J. Schellekens, Netherland; José Sanchez Vizcaino, Mexico; Stanislav
Adamczak, Poland; Zbigniew Humienny, Poland; Ryszard Jablonski, Poland;
Wojciech Plowucha, Poland; KrystofStepien, Poland; Jerzy Sladek, Poland;
Malgorzata Kujawinska, Poland; Józef Gawlik, Poland; Eugeniusz Ratajczyk,
Poland; Marcel Sabin Popa, Romania; Sorin Popescu, Romania; Yuri V. Chugui,
Russia; Sinisa Delcev, Serbia; Igor Budak, Serbia; Nemanja. Majstorovic, Serbia;
Srdjan Zivkovic, Serbia; Karol Karovic, Slovakia; Igor Brezina, Slovakia; Ales
Krsek, Slovakia; Bojan Acko, Slovenia; EugenTrapet, Spain; Fernando
Torres-Leza, Spain; Wolfgang Knapp, Swiss; Claus P. Keferstein, Swiss;
Kuang-Chao Fan, Taiwan; M.E. Yurci, Turkey; Alistair Forbes, UK; K.T.V.
Grattan, UK; Liam Blunt, UK; Richard Leach, UK; Derek G. Chetwynd, UK; Jay
Raja, USA.
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Chair of the Organizing Committee: Dr.-Ing. Slavenko M. Stojadinovic,
Assistant Professor, Faculty of Mechanical Engineering, Department of Production
Engineering, University of Belgrade, Belgrade, Serbia.

IMEKO TC 14 Symposium 2019 can be regarded as very successful due to its
special dimensions: (i) it presented new research directions in the field of advanced
manufacturing metrology and quality management, cyber-physical metrology and
Industry 4.0, and (ii) it offered practical applications and solutions for various
problems in the manufacturing metrology.

IMEKO TC 14 Symposium planning, preparation and realization required the
engagement of a large number of personnel and a number of organizations. We
express our gratitude to all of them, especially to:

• IMEKO TC 14 Officers: Prof. Dr. Yasuhiro Takaya, Chairperson; Prof.
Dr. Rainer Tutsch, Vice Chairperson; and Prof. Dr. Tilo Pfeifer, Honorary
Chairperson.

• All authors, and especially the authors that prepared keynote papers, thus
contributing to the high scientific and professional level of the symposium

• All members of International Programme Committee for the review of the
papers and chairing the symposium sessions

• Springer and Mr. Pierpaolo Riva for publishing symposium proceedings within
the edition Lecture Notes in Mechanical Engineering

• Ministry of Education, Science and Technological Development of the Republic
of Serbia for the support in the symposium.

We wish to express my special gratitude to Miss Julija Kostić as a member of
Organizing Committee for the invested efforts in preparing of symposium
proceedings in the best way.

March 2019 Vidosav D. Majstorovic
Numan Durakbasa
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Advanced Manufacturing Metrology
in Context of Industry 4.0 Model

Vidosav D. Majstorovic1(&), Numan Durakbasa2, Yasuhiro Takaya3,
and Slavenko Stojadinovic1

1 Faculty of Mechanical Engineering, University of Belgrade, Belgrade, Serbia
vidosav.majstorovic@sbb.rs

2 TU Viena, Viena, Austria
3 Mechanical Engineering Faculty, University of Osaka, Osaka, Japan

Abstract. The Cyber-Physical Manufacturing Metrology Systems (CPM2Ss)
are based on integration of the Cyber Physical Systems (CPSs) and connection
between Internet of Things (IoTs) and Cloud technology (CT). These are high-
level methodologies for development of new generation manufacturing
metrology systems, which are more intelligent, flexible and self-adaptable.
CPM2Ss generates Big Data, horizontally by integration (network of machines/
CMMs, processes and sensors) and vertically by control (usually defined over
five levels) which should be analytically processed and managed by the Cyber-
Physical Manufacturing Metrology (CPM2). In this paper was given, a detailed
analysis of the current framework of development the Industry 4.0 model, with a
special place and role of CPM2 in current model. A brief overview of the
concept CPM2 research, particularly in Serbia is given as well.

Keywords: Industry 4.0 � Metrology � Manufacturing

1 Introduction

Today rapidly changing industrialized world, where globalization, product cus-
tomization and automation are playing an imposing role in the development of the
manufacturing industry, where is on the top of the Industry 4.0. This model connecting
with it advanced technologies and techniques that will change the products, processes
and supply chains involved in every aspect of industry.

This technology ushers in even greater connectivity that will allow manufacturers
to maintain their competitive edge in a rapidly changing world, and respond flexibly
and quickly to customers’ requirements [1]. Manufacturing metrology is integral part of
advanced manufacturing system based on Industry 4.0.

By PTB’s approach [2] in digital era, general speaking, following new key points
have been determined: (a) the digital transformation of metrological services. The
digital upgrading of the quality infrastructure by developing reference architectures,
validated statistical procedures for predictive maintenance, an infrastructure for digital
calibration certificates and, last but not least, by setting up a “metrology cloud” for the
harmonization and development of conformity assessment and market surveillance;
(b) the analysis of large quantities of data. The developing metrological analytical

© Springer Nature Switzerland AG 2019
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methods for large quantities of data and in assessing machine learning methods for big
data; (c) the communication systems for digitalization. This focus concerns the securing
and metrological validation of reliable, secured and efficient communication in com-
plex scenarios; (d) simulations and virtual measuring instruments. By developing
analytical methods and procedures for interconnected and virtualized measuring sys-
tems, the simulation of complex measuring systems for the planning and analysis of
experiments, procedures and measurement standards for automated process control and
virtual measurement processes for the automatic assessment of measured data is
actively supported.

Industry 4.0 in manufacturing sector, in context metrology, there are three areas
where it will support [3]: (a) smart supply chains (cyber-physical metrological trace-
ability) – greater coordination and real time flow of information across supply chains
and relationships allows better tracking of assets and inventory and integrated business
planning and manufacturing. This unlocks new ownership and collaboration models
across supply chains; (b) smart manufacturing (cyber-physical metrology in manu-
facturing) – the use of data analytics and new manufacturing techniques and tech-
nologies (such as autonomous robots, multi-purpose manufacturing lines and
augmented reality) helps to improve yield and speed up manufacturing. This allows
new business models to be pursued such as mass customization, and (c) smart products
(intelligent metrology) – rapid innovation and a faster time to market is enabled by data
collected from products along with user feedback, whether direct or collected via social
sentiment on the internet. This data also allows remote diagnostics, predictive main-
tenance and also metrological characteristics.

2 Industry 4.0 Framework and Basic Pillars from Metrology
Approach

Original definition of Industry 4.0 is: “Industry 4.0 is a German-government-sponsored
vision for advanced manufacturing. The underlying concept of Industry 4.0 is to
connect embedded systems and smart manufacturing facilities to generate a digital
convergence between industry, business and internal functions and processes.

Industry 4.0 refers to a fourth industrial revolution (following water/steam power,
mass manufacturing and automation through IT and robotics) and introduces the
concept of “cyber-physical systems” to differentiate this new evolutionary phase from
the electronic automation that has gone before’’ [4].

This definition contains several key words, and the most important is – advanced
manufacturing including advanced metrology. This means that advanced
manufacturing/metrology is the basis for the fourth industrial revolution, with industrial
manufacturing being integrated into digital technologies on the Internet. Industry 4.0 is
the original German term. In the same context, the following terms are used worldwide:
a smart factory (metrology), and intelligent manufacturing (metrology).

Based on references [5–10] we can concluded that main trends in manufacturing
metrology are conceded with same trends in manufacturing and Industry 4.0 of course,
Fig. 1.
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The challenges and trends in manufacturing metrology can be described with the
key words: faster, safer, more accurately and more flexibly [5].

Fast or speed means the development and application of metrological procedures by
which information about product quality can be obtained in a shorter time. In context
Industry 4.0 this characteristic means used of cloud technology for automated trans-
mission of data, first, and second - direct installation of coordinate measuring machine
(CMM) in production as a cyber-physical system. Also we have integration into the
automatic material and information flow based on using robot, again as CPS in this
context. The accuracy of measurement technology is also increasing in conjunction
with stricter quality requirements [5]. From the point of industrial application today we
have the next rank of metrological accuracy: transmissions - electron microscope
(atomic diameter), electron microscopy (one nanometer), surface measuring (between
0,01 and 0,1 µm), and (CMM between 0,1 and 100 µm). Based on Industry 4.0
approach in this characteristic is support as CPS and Internet of Things (IoT). Mea-
surement uncertainty and taking it into consideration in the conformity assessment are

Fig. 1. Manufacturing trends and their impact on challenges and trends in manufacturing
metrology (adopted according [5]).
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becoming increasingly important today. Based on standardized procedures for deter-
mining measurement uncertainty will become more established and will be applied at
different levels of detail such as [5]: the computer-aided simulation of measurement
processes on the basis of the Monte-Carlo method, implementations different mea-
surement methods, in most cases in the form of prototypes and used in particular in the
calibration of individual standards, and normative publications are now also available
(ISO/TS 15530-4, 2008; VDI/VDE 2617-7, 2006). The wide variety of measurement
methods used in production is increasing and with it the flexibility of metrology [5]. On
the one hand, techniques are used which holistically register the shape of a product. In
Industry 4.0 flexibility from various aspects is especially pronounced (CPS, IoT, etc.).

Industry 4.0 defines a methodology to generate a transformation from machine
dominant manufacturing to digital manufacturing [11], by Cyber Physical Systems
(CPS), cloud system, Big data and data mining, Machine to Machine (M2M) interfaces,
Enterprise Resource Planning (ERP) and Business intelligence, IoT, Augmented
reality, simulation, Virtual Manufacturing and intelligent robotics, but also includes
some additional features such as; facilitating system monitoring and diagnostics, the
system is environmentally friendly and sustainable through resource saving behaviors,
more efficiency systems.

The nine pillars and forty two elements of Industry 4.0 will transform isolated and
optimized manufacturing cells into a fully integrated, automated, and optimized
manufacturing and measurement flow and the same time leads to greater efficiency and
change in traditional manufacturing and measurement relationships among suppliers,
producers, and customers as well as between human and machine [11–14].

Cyber Physical Systems (CPS). CPS has been defined as the systems in which natural
and human made systems (physical space) are tightly integrated with computation,
communication and control systems (cyber space) [5, 14]. Decentralization and
autonomous behaviour of the measurement process are key characteristics of CPS. The
continuous interchanging of data is carried out by linking CPSs intelligently with the
help of cloud systems in real time, and digital shadow (digital twins) of measurement is
defined as the representation of physical object in virtual world [11, 14]. For control,
the 5C structure uses cloud computing to communicate with the machines (machine
with machine or human with machine) [1, 14]. In Industry 4.0 model we have the
increased connectivity and use of standard communications protocols, which the need
to protect critical elements of industrial and manufacturing systems from cyber security
threats increases dramatically [14]. A typical representative of CPS in manufacturing
metrology today is CMM.

The Industrial Internet of Things (IIoT). The Internet of Things (IoT) is an advance
paradigm that is rapidly gaining ground in the scenario of modern wireless telecom-
munications. The basic idea of this concept is the pervasive presence around us of a
variety of things or objects – such as Radio – Frequency IDentification (RFID) tags,
sensors, actuators, mobile phones, etc. – which, through unique addressing schemes,
are able to interact with each other and cooperate with their neighbors to reach common
goals [10]. By IoT a worldwide network of interconnected and uniform addressed
objects that communicate via standard protocols [14]. In Industry 4.0 model usually we
used term – IIoT, of course for cyber-physical manufacturing metrology model (CPM3
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[15]) for: internetworking of all cyber-physical systems, collect and exchange data in
real time and horizontal and also vertical integration. Digitalization means that we have
all elements of manufacturing metrology a digital representation.

The Cloud Computing. It is a general term that refers to delivering computational
services through visualized and scalable resources over the Internet [16]. Based on
recommendations from the National Institute of Standards and Technology (NIST), an
ideal cloud should have five characteristics: on-demand self-service, broad network
access, resource pooling, rapid elasticity, and measured service. This cloud model is
composed of four deployment models—public, private, community, and hybrid—and
three delivery models—“software as a service,” “platform as a service,” and “infras-
tructure as a service” [17]. In Industry 4.0 model [14], organization needs increased
data sharing across the companies and supply chains, achieving the reaction times in
milliseconds or even faster regarding measurement activities.

Big Data and Analytics (BDA). Big data typically stems from various channels,
including sensors, devices, video/audio, networks, log files, transactional applications,
the web, and social media feeds [18]. The collection and comprehensive evaluation of
data from many different sources manufacturing equipment and systems as well as
enterprise and customer-management systems will become standard to support real-
time decision making [14]. Therefore, for organizations and manufacturers with an
abundance of operational and shop-floor data including measurement data, advanced
analytics techniques are critical for uncovering hidden patterns, unknown correlations,
market trends, customer preferences, and other useful business information [19].

System Integration: Horizontal and Vertical System Integration. Integration and self-
optimization are the two major mechanisms used in industrial organization by Industry
4.0 model [1].

The paradigm of Industry 4.0 (including metrology activities) is essentially outlined
by three dimensions of integration: (a) horizontal integration across the entire value
creation network, (b) vertical integration and networked manufacturing systems
(c) end-to-end engineering across the entire product life cycle [7]. The full digital
integration and automation of manufacturing/metrology processes in the vertical and
horizontal dimension implies as well an automation of communication and cooperation
especially along standardized processes [8]. On shop floor level, measurement activi-
ties, by Industry 4.0 are: monitor quality problem of thousands parts, optimize critical
processes and sequences, easy to find bottlenecks, rapid and fast visual analysis for
immediate action and data accessible at all times.

Simulation. In this case used more extensively in plant operations to leverage real-time
data to mirror the physical world in a virtual model, which can include
machines/CMM, products, and humans, thereby driving down machine setup times and
increasing quality [3]. 3D simulations can be created for virtual commissioning and for
simulation of cycle times, energy consumption or ergonomic aspects of a manufac-
turing facility [14]. Virtual CMM analysis based on simulation of measuring path
optimization and collision avoidance.

Advanced Manufacturing Metrology in Context of Industry 4.0 Model 5



Autonomous Robots. In Industry 4.0 concept robots are becoming more intelligent,
autonomous, flexible, and cooperative, interact with one another and work safely side
by side with humans and learn from them [4]. An autonomous robot is used to perform
autonomous manufacturing/metrology method more precisely and also work in the
places where human workers are restricted to work [14]. Collaborative Robots is a big
trend in Smart factory and Industry 4.0 model, including measuring activities.

Additive Manufacturing. With Industry 4.0, additive-manufacturing methods will be
widely used to produce small batches of customized products that offer construction
advantages, such as complex, lightweight designs [14]. High-performance, decentral-
ized additive manufacturing systems will reduce transport distances and stock on hand
[4]. The manufacturing should be faster and cheaper with the use of additive manu-
facturing technologies like fused deposition method (FDM), selective laser melting
(SLM), and selective laser sintering (SLS) [20].

Augmented Reality. Augmented-reality-based systems support a variety of services,
such as selecting parts in a warehouse and sending repair instructions over mobile
devices [14]. Industry can use of augmented reality to provide workers with real - time
information to improve decision making and work procedures by augmented reality
glass. Workers may receive repair instructions on how to replace a particular part as
they are looking at the actual system needing repair [4].

As you see, the discovery of new technologies has made industry development
from the early adoption of mechanical systems, to today’s highly automated
manufacturing/measuring/assembly lines, in order to be responsive and adaptive to
current dynamic market requirements and demands [14]. Challenges like embedment,
predictability, flexibility and robustness to unexpected conditions for Industry 4.0 in
practice [1].

3 Cyber-Physical Manufacturing Metrology Model
(CPM3) – Some Research Results [19, 21–23]

The framework of CPM3 model is presented in Fig. 2, and includes two basic com-
ponents: physical and virtual. The overall model consists of the following sub -
modules: (a) module for definition and recognition of geometrical features (GF) from
CAD/GD&T model of the measurement part, where we used them for definition of
metrological feature (MF) (b) module for building of intelligent inspection process
planning (IIPP), that contains methods for prismatic parts presented, and method for
freeform surfaces application, (c) CMM – generation of control data list for CMM that
is transferred to CMM using cloud technology, and (d) module for analysis of results
and generation of the final measuring reports. Cloud services within the organization
provide the necessary information for integration of knowledge and data from various
phases in product design and manufacturing/metrology into inspection planning, and
make available information about inspection results to all interested parties in product
lifecycle.
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GF recognition module recognizes geometrical features from 3D model of mea-
surement part in a neutral CAD format, such as STEP or IGES. GFs of interest depend
on the type of measurement part and the applied standards. If GF recognition module
does not have the application for recognition of the geometrical features for the con-
sidered measuring part in its database, the application for GF recognition needs to be
provided along with the part model. The role of IIPP module is to generate inspection
sequence (IS) for probe configurations (PC) that CMM supports. It has geometrical
features and tolerances (TL) at input. During inspection sequence generation, it is
necessary to extract metrological features (MFs) from geometrical features. The
metrological, as well as the geometrical features, depend on the type of measuring part
and the applied standards. If necessary, the application for metrological features
extraction should be provided to IIPP module.

Currently available commercial software for inspection planning on CMM, do not
have open interface for modifications and upgrades made by user.

This in particular refers to the impossibility of the inspection time reduction by
measuring path optimization and generating the collision-free path. On the other hand,
the relationship between geometry (feature) and tolerances (metrological feature) that is
necessary for inspection planning process does not exist in a form of CAD output
record. The only alternative is STEP-NC standard but software developers still have not
managed to implement all forms of tolerance. This approach implies the open interface
for developing CPM3.

This section presents a feature-based model for probe path planning for sculptured
surfaces using an example of turbine blades. The probe path planning model represents
a part of CPM3 for free form surfaces. In this model the geometrical information for
feature description is taken from CAD model of the part in IGES format. Figure 3
presents the complete inspection plan for turbine blades/free forms surfaces. The plan
consists of input CAD data, recognition of metrological and geometrical primitives,
definition of inspection sequences, distribution of measuring points, collision avoid-
ance principle, and measurement and analysis of the results.

Fig. 2. Cyber-physical manufacturing metrology model (CPM3) framework [23]
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The extraction of geometrical feature parameters from IGES file is based on the
recognition of its structure. An IGES file is composed of the following five sections:
start section, global section, directory entry section, parameter data section, and ter-
minate section.

All geometric entities are given in the directory entry section and parameter data
section.

The extraction of parameters is carried out using IGES type numbers that corre-
spond to specific geometric entities (geometrical features). Metrological features are
recognized using the tolerance of turbine blades (profile of surface) and the geometrical
features parameters. They (MF) define the link between tolerance and geometrical
features.

Realization of the CPM3 model in practice is being investigated for the
DEA CMM, which is based on the IoT Cloud technology, Fig. 4. Connection of the
physical and the virtual world is provided using an IoT device - Raspberry Pi3, which,
via industrial router, has access to the Internet and realizes direct communication with
the CMM control unit, using Ethernet or Wi-Fi connection.

Fig. 3. Inspection planning of turbine blades on CMM [19]
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In this concept, CMM DEA is accessed remotely, from anywhere in the world via
an Internet connection. Besides the division of physical and virtual part, the solution
contains the following parts: (a) unit which provides management and monitoring of
the entire system, (b) unit which defines protocols for communication Cloud - CMM
and vice versa, and (c) unit which represents a physical implementation of the model,
in other words, IoT device and CMM and their communication.

The starting point for the implementation of the CPM3 model is approaching the
CU (Control Unit) architecture and source code for which the drivers generate CMM
execution codes, using the high level programming skills and knowledge of the IoT
Cloud technology. In the next step, system creates virtual clones of CU and
CMM DEA in the Cloud. Virtual twins behave as physical devices and CMM pro-
gramming can be done in the cloud, without using the physical CMM.

Using the smart devices (cell phones, tablets or notebook) user accesses the Cloud
by web-browser, with a unique username and password. In this research we have opted

Fig. 4. Configuration of the CPM3 model for DEA CMM [23]
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to employ Raspberry Pi3 since it is open to easy programming of communication
protocols. Using our CPM3 method new control codes are generated and directly
loaded on the CMM. For GD&T definition PMI (Product Manufacturing Information)
can be utilized since it contains additional information about free-form surfaces. Cloud
keeps the previously used control codes (GD&T for the previously measured parts,
reports) in databases, and user can access and download it, at any time, to own device.
Also, it is possible to monitor the work of CMM in real time. This is an important
option, in the case of an error, since the user can stop the CMM remotely. After each
measurement, report is generated and automatically sent to the Cloud where it is stored.
The system sends the report to a user or a predefined group of users, via email or SMS
service: start/end of measurement, various alarms, environment sensor readings and
other important information.

4 Conclusions

Cyber-physical manufacturing metrology play very important role in Industry 4.0
model for manufacturing. Already today, manufacturers of metrology equipment, in
particular CMM, produce them as CPS, which can be used in Industry 4.0 model. On
the other hand, researchers have already presented their results from the field research
of CPM2. Some of them have already been presented in this paper. In the coming
period, rapid diffusion of these models (Industry 4.0 and CPM2) into industrial
applications should be expected, as soon as possible.

References

1. 4th Industrial Revolution: A Primer for Manufacturers, Oracle (2018). https://cloud.oracle.
com/opc/saas/indmftg/reports/the-fourth-industrial-revolution-report.pdf. Accessed Feb
2019

2. Metrology for the Digitalization of the Economy and Society, Report of the German Council
of Science and Humanities (2017). https://www.bipm.org/cc/PARTNERS/Allowed/2017_
October/2017-Metrology-for-the-Digitalisation-of-Economy-and-Society.pdf. Accessed Feb
2019

3. Täuscher, K.: Business Models in the Digital Economy: An Empirical Study of Digital
Marketplaces, Fraunhofer MOEZ. Fraunhofer Center for International Management and
Knowledge Economy. Städtisches Kaufhaus Leipzig, Neumarkt, 9–19, 04109, Leipzig
(2018). https://www.imw.fraunhofer.de/content/dam/moez/de/documents/Working_Paper/
Working_Paper_Digital_Marketplaces_final.pdf. Accessed Feb 2019

4. Recommendations for implementing the strategic initiative INDUSTRIE 4.0: Securing the
future of German manufacturing industry Final report of the Industrie 4.0 Working Group,
April 2013. https://www.din.de/blob/76902/e8cac883f42bf28536e7e8165993f1fd/
recommendations-for-implementing-industry-4-0-data.pdf. Accessed Feb 2019

5. Berthold, J., Imkamp, D.: Looking at the future of manufacturing metrology: roadmap
document of the German VDI/VDE society for measurement and automatic control. J. Sens.
Sens. Syst. 2, 1–7 (2013). https://doi.org/10.5194/jsss-2-1-2013

10 V. D. Majstorovic et al.

https://cloud.oracle.com/opc/saas/indmftg/reports/the-fourth-industrial-revolution-report.pdf
https://cloud.oracle.com/opc/saas/indmftg/reports/the-fourth-industrial-revolution-report.pdf
https://www.bipm.org/cc/PARTNERS/Allowed/2017_October/2017-Metrology-for-the-Digitalisation-of-Economy-and-Society.pdf
https://www.bipm.org/cc/PARTNERS/Allowed/2017_October/2017-Metrology-for-the-Digitalisation-of-Economy-and-Society.pdf
https://www.imw.fraunhofer.de/content/dam/moez/de/documents/Working_Paper/Working_Paper_Digital_Marketplaces_final.pdf
https://www.imw.fraunhofer.de/content/dam/moez/de/documents/Working_Paper/Working_Paper_Digital_Marketplaces_final.pdf
https://www.din.de/blob/76902/e8cac883f42bf28536e7e8165993f1fd/recommendations-for-implementing-industry-4-0-data.pdf
https://www.din.de/blob/76902/e8cac883f42bf28536e7e8165993f1fd/recommendations-for-implementing-industry-4-0-data.pdf
http://dx.doi.org/10.5194/jsss-2-1-2013


6. Weinisch, J.: Trends in Manufacturing Metrology Fast, Accurate, Safe and Flexible, Carl
Zeiss Industrial Metrology GmbH (2017). http://file.vogel.com.cn/2014/1111/1412591564.
pdf. Accessed Feb 2019

7. Hossain, K., et al.: Vision for Metrology in the 2020s, National Physical Laboratory (2013).
http://www.npl.co.uk/upload/pdf/metrology-2020vision.pdf. Accessed Feb 2019

8. Nee, J.: 3D Automated Inspection in Industry 4.0. International Industrial Automation
Technology Forum Automotive Industry, Hong Kong (2017). https://bud.hkatc.org.hk/
upload/files/1/file/58d1f317d06da.pdf. Accessed Feb 2019

9. Schmitt, R., Fürtjes, T.: Real-Time Machine-Vision-Systems for an Automated Quality
Monitoring in Context of Industry 4.0. Laboratory for Machine Tools and Production
Engineering (WZL), RWTH Aachen University (2015). https://businessdocbox.com/
Biotech_and_Biomedical/66581811-Real-time-machine-vision-systems-for-an-automated-
quality-monitoring-in-context-of-industry-4-0.html. Accessed Feb 2019

10. Imkamp, D., et al.: Challenges and trends in manufacturing measurement technology – the
“Industrie 4.0” concept. J. Sens. Sens. Syst. 5, 325–335 (2016). https://doi.org/10.5194/jsss-
5-325-2016

11. Oztemel1, E., Gursev, S.: Literature review of Industry 4.0 and related technologies. J. Intell.
Manuf. 29, 1–56 (2018). https://doi.org/10.1007/s10845-018-1433-8

12. Zezulka, F., et al.: Industry 4.0 – an introduction in the phenomenon. IFAC-Pap. OnLine 49
(25), 008–012 (2016). https://doi.org/10.1016/j.ifacol.2016.12.002

13. Majstorovic, V., et al.: Cyber-physical manufacturing systems – manufacturing metrology
aspects. Proc. Manuf. Syst. 10(1), 9–14 (2015). ISSN 2067-9238

14. Saurabh, V., Prashant, A., Santosh, B.: Industry 4.0 – a glimpse. Proc. Manuf. 20, 233–238
(2018)

15. Xu, X.: From cloud computing to cloud manufacturing. Rob. Comput. Integr. Manuf. 28(1),
75–86 (2012). https://doi.org/10.1016/j.rcim.2012.07.002

16. Mell, P., Grance, T.: The NIST definition of cloud computing. Gaithersburg: National
Institute of Standards and Technology. Special Publication 800-145 (2011)

17. Wamba, F., et al.: How “big data” can make big impact: findings from a systematic review
and a longitudinal case study. Int. J. Prod. Econ. 165, 234–246 (2015). https://doi.org/10.
1016/j.ijpe.2016.08.018

18. Recommendations for implementing the strategic initiative INDUSTRIE 4.0, Securing the
future of German manufacturing industry Final report of the Industrie 4.0 Working Group,
April 2013. https://www.din.de/blob/76902/e8cac883f42bf28536e7e8165993f1fd/
recommendations-for-implementing-industry-4-0-data.pdf. Accessed Feb 2019

19. Majstorovic, V., et al.: Cyber-physical manufacturing metrology model (CPM3) – big data
analytics issue. Proc. CIRP 72, 503–508 (2018). https://doi.org/10.1016/j.procir.2018.03

20. Landherr, M., et al.: The application centre industrie industry-driven manufacturing, research
and development. Proc. CIRP 57, 26–31 (2016). https://doi.org/10.1016/j.procir.2016.11.
006. 49th CIRP Conference on Manufacturing Systems (CIRP-CMS 2016)

21. Durakbasa, N., et al.: Advanced metrology and intelligent quality automation for industry 4.0-
based precision manufacturing systems. Solid State Phenom. 261, 432–439 (2017). https://
doi.org/10.4028/www.scientific.net/SSP.261.432. ISSN: 1662-9779. Accessed: 22 May 2017

22. Majstorović, V.D., et al.: Cyber-physical manufacturing in context of industry 4.0 program.
In: Proceedings of 3rd International Conference on the Industry 4.0 Model for Advanced
Manufacturing, pp. 227–238. Springer, Heidelberg (2018). https://doi.org/10.1007/978-3-3-
319-89563-5

23. Majstorović, V., et al.: Cyber-physical manufacturing metrology model (CPM3) for
sculptured surfaces – turbine blade application. Proc. CIRP 63, 658–663 (2017). https://doi.
org/10.1016/j.procir.2017.03.093

Advanced Manufacturing Metrology in Context of Industry 4.0 Model 11

http://file.vogel.com.cn/2014/1111/1412591564.pdf
http://file.vogel.com.cn/2014/1111/1412591564.pdf
http://www.npl.co.uk/upload/pdf/metrology-2020vision.pdf
https://bud.hkatc.org.hk/upload/files/1/file/58d1f317d06da.pdf
https://bud.hkatc.org.hk/upload/files/1/file/58d1f317d06da.pdf
https://businessdocbox.com/Biotech_and_Biomedical/66581811-Real-time-machine-vision-systems-for-an-automated-quality-monitoring-in-context-of-industry-4-0.html
https://businessdocbox.com/Biotech_and_Biomedical/66581811-Real-time-machine-vision-systems-for-an-automated-quality-monitoring-in-context-of-industry-4-0.html
https://businessdocbox.com/Biotech_and_Biomedical/66581811-Real-time-machine-vision-systems-for-an-automated-quality-monitoring-in-context-of-industry-4-0.html
http://dx.doi.org/10.5194/jsss-5-325-2016
http://dx.doi.org/10.5194/jsss-5-325-2016
http://dx.doi.org/10.1007/s10845-018-1433-8
http://dx.doi.org/10.1016/j.ifacol.2016.12.002
http://dx.doi.org/10.1016/j.rcim.2012.07.002
http://dx.doi.org/10.1016/j.ijpe.2016.08.018
http://dx.doi.org/10.1016/j.ijpe.2016.08.018
https://www.din.de/blob/76902/e8cac883f42bf28536e7e8165993f1fd/recommendations-for-implementing-industry-4-0-data.pdf
https://www.din.de/blob/76902/e8cac883f42bf28536e7e8165993f1fd/recommendations-for-implementing-industry-4-0-data.pdf
http://dx.doi.org/10.1016/j.procir.2018.03
http://dx.doi.org/10.1016/j.procir.2016.11.006
http://dx.doi.org/10.1016/j.procir.2016.11.006
http://dx.doi.org/10.4028/www.scientific.net/SSP.261.432
http://dx.doi.org/10.4028/www.scientific.net/SSP.261.432
http://dx.doi.org/10.1007/978-3-3-319-89563-5
http://dx.doi.org/10.1007/978-3-3-319-89563-5
http://dx.doi.org/10.1016/j.procir.2017.03.093
http://dx.doi.org/10.1016/j.procir.2017.03.093


System Development for Microsphere
Measurement Based on Whispering Gallery

Mode Resonance

Masaki Michihata1(&), Yumeki Kobayashi2, Bohuai Chu1,
Kiyoshi Takamasu2, and Satoru Takahashi1

1 Research Center for Advanced Science and Technology,
The University of Tokyo, 4-6-1 Komaba, Meguro, Tokyo 153-8904, Japan

michihata@nanolab.t.u-tokyo.ac.jp
2 Department of Precision Engineering, The University of Tokyo, 7-3-1 Hongo,

Bunkyo, Tokyo 113-8656, Japan

Abstract. A sphere is frequently used as a reference for calibration of 3-
dimensional measurement instruments because of its isotropic shape. Assuring
an accuracy of the reference sphere is responsible for measurement uncertainty.
Therefore, sphericity and diameter of the reference sphere need to be guaranteed
with high accuracy. For micro-scale 3-dimentional metrology, size of the ref-
erence sphere is also micro-scale from several millimeters to a few tens of
micrometers. These spheres have to be measured with accuracy of better than
10 nm. We have proposed the new measurement method of a microsphere based
on whispering gallery mode resonances. One of the key points to the proposed
method is to measure the whispering gallery mode resonant wavelength accu-
rately. In this paper, the measurement instruments of whispering gallery mode
resonances in the microsphere was developed.

Keywords: Diameter measurement � Micro-sphere �
Whispering gallery mode � Resonances � Tapered optical fiber �
Evanescent wave

1 Introduction

A sphere is often used for an artifact of three-dimensional metrology such as calibration
artifact [1], ball-bar, reference for laser tracker [2, 3], probe tip of coordinate measuring
machine [4]. For these purposes, typically two parameters are important for the ref-
erence sphere; sphericity (form) and diameter (size). Form evaluation was proposed by
many researchers using light interference [5–7]. Size measurement was also studied
using mechanical and optical ways [8, 9].

Recently, as demands for small feature products, the elements and structures are
miniaturized. As a result, it is developed that the novel measuring instruments adapted
to measure products smaller than 10 mm. Assuring a measurement uncertainty of these
novel measuring instruments, the small-scaled microsphere with guaranteed size and
shape is necessarily required. Although several methods are developed to evaluate the
microsphere, measuring the microsphere is still challenging issue [10–13]. We have
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proposed the new method using whispering gallery mode (WGM) resonances [14]. In
this method, the microsphere is treated as a spherical resonator similar to ring resonator.
Because the resonant wavelength is highly sensitive to the morphology of the res-
onator, the information on the sphere geometry can be estimated from the multiple
resonant wavelengths. In order to evaluate the microsphere in an accuracy of better than
10 nm, the accuracy to measure the resonant wavelengths have to be of the order of a
few picometer. In this paper, we discuss the development of the measuring instruments
that excite the WGM resonance stably and measure the resonant wavelengths with high
accuracy.

2 Measurement Principle of Microsphere

2.1 WGM Based Diameter Measurement Method

Whispering gallery mode resonance. In WGM, the light propagates along with a
equatorial line of a sphere as shown in Fig. 1(a). The light resonates if the phase of
light oscillation is matched after one round of propagation. As like other resonators,
WGM also has modes of resonances. Angular mode is a kind of longitudinal mode as
shown in Fig. 1(a). Azimuthal and radial mode are recognized as transverse mode. As
shown in Fig. 1(b), azimuthal mode has an extend of light field in polar direction, and
radial mode has in radial direction. It is noted that the resonant wavelengths are same
for different azimuthal mode number in the perfectly spherical shape, implying that the
distortion of the microsphere shape can be evaluated using the resonant wavelengths of
different azimuthal mode numbers.

(a) Schematics.         (b) Transverse mode.

Fig. 1. Whispering gallery mode.
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Relation of WGM resonant wavelength and microsphere diameter. Conceptually,
the optical path length of the WGM is nearly equivalent to the circumference of the
sphere, which is measured by multiplying the resonant wavelength with the angular
mode numbers. Therefore, the diameter can be derived from the circumference of the
microsphere under the assumption that the measured target is highly spherical. Exact
relation between the resonant wavelength with the corresponding mode number and the
diameter of the microsphere is theoretically obtained such as follows.

a 1þ qin
j‘ qinð Þ

@j‘ qinð Þ
@qin

� �
¼ 1þ qout

h 1ð Þ
‘ qoutð Þ

@h 1ð Þ
‘ qoutð Þ
@qout

ð1Þ

where, q is size parameter that pdnin, out/k0, d is the diameter of microsphere, n is the
refractive index and k0 is the resonant wavelength, the subscript indicates inside and
outside of sphere, j‘ and h‘

(1) are the spherical Bessel function and the first ordered
spherical Hankel function, respectively. ‘ is the angular mode number and a is
polarization dependent factor.

In the experiment, the resonant wavelength is only measurand. Figure 2 shows
typical WGM spectrum where the electric distributions of corresponding mode num-
bers of WGMs are shown together. Each mode has different resonant wavelengths. We
identify the mode number for the measured resonant wavelength by means of analysis
of the WGM spectrum. The morphological parameter such as form and size are
determined with the resonant wavelength and the mode numbers.

2.2 Requirement for WGM Resonant Wavelength Measurement

The measurement accuracy of the resonant wavelength directly affects the measure-
ment accuracy of the microsphere. Figure 3 illustrates example of the estimation error
of the diameter due to the measurement error of the resonant wavelength when mea-
suring the glass microsphere as small as 190 lm in diameter. As shown, the picometer
scale measurement accuracy for resonant wavelength is required to ensure the mea-
surement accuracy better than 10 nm. The measurement accuracy of the resonant

Fig. 2. Resonant wave lengths depending on the mode number of WGM. ‘ and q indicate
angular mode number and radial mode number, respectively.
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wavelength indirectly influences the uncertainty estimation of the mode numbers as
well. The estimation error of mode number causes the measurement error of the order
of 100 nm. Therefore, the measurement system to stable excitation of the WGMs and
to accurate measurement of the resonant wavelength of the order of better than 10 pm
are demanded.

3 Strategy to Measure Accurate Resonant Wavelength

3.1 Structure of Exciting WGM Resonance and Measuring the WGM
Resonant Wavelength

In order to excite WGMs and measure the resonant wavelength, the light is appro-
priately introduced into the microsphere. Usually, the evanescent coupling using prism,
half polished optical fiber and tapered optical fiber is utilized due to high coupling
efficiency. Among them, the coupling system using the tapered optical fiber is reported
to shows higher coupling efficiency and achieve high signal-to-noise ratio of measuring

Fig. 3. Relation of estimating diameter error due to measurement error of resonance
wavelength.

Fig. 4. Structure of light coupling into microsphere using tapered optical fiber
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the resonant wavelength. The tapered optical fiber has a diameter as small as 1 lm or
less, which is fabricated by stretching the single mode optical fiber. Therefore, the
optical fiber itself serves as a core of the optical fiber, the surrounding air is a clad, so
the evanescent light field is generated the outside of the tapered optical fiber. The light
is coupled into the microsphere when the sphere is in the evanescent light field (Fig. 4).
When the wavelength of the incident light is coincident with the resonant wavelength,
the light is strongly coupled into the sphere, then the transmitted light intensity of the
tapered optical fiber is much decreased, otherwise, the most of the incident light is
transmitted the tapered optical fiber without the coupling to the microsphere.

3.2 Stabilization System of the Gap Between the Sphere and the Fiber

The gap between the sphere and the optical fiber is highly important both to excite
WGMs and to measure the resonant wavelength stably. In fact, if the gap was improper,
it is not able to achieve highly accurate measurement. Therefore, in this study, the
optical system to stabilize the distance between the sphere and the optical fiber, which
is called “gap”, was developed. We use two tunable lasers having different wavelength
ranges. One is for measuring the sphere and another is for maintaining the gap. Fig-
ure 5 summarize the gap stabilizing system. As later shown, the gap affects the cou-
pling strength that is observed via depth of the dip in the spectrum of the transmitted
light intensity. Since strong coupling makes the dip deeper, the gap can be controlled
by changing the displacement of the piezo-stage where the sphere is attached. At that
stabilized condition, the resonant wavelength was measured by finding the dip position
of the spectrum of the transmitted light intensity of another laser. A wavelength
scanning range of the laser for stabilization is only around ±0.1 nm because a single
dip is observed, on the other hands, the wavelength scanning range of another laser was
±20 nm to seek the resonant wavelengths over the broad wavelength range. This is
why the two lasers were used. Besides, to assure the wide evanescent light field, the
wavelength range for stabilization was chosen to be longer.

Fig. 5. Structure of optical system for gap stabilizing.
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4 Simulation

4.1 Simulation Model

Properties of optical coupling are numerically studied by using the finite element
method (FEM) commercial software COMSOL multi-physics. Figure 6 shows the
simulation model. We constructed the 2-dimensional model because of limitation of
computer memory. Most of parameter used in the simulation were found in the Fig. 6.
The diameter of the tapered optical fiber was set to 0.5 lm, which is thin enough to be
single mode propagation. In this simulation, the wavelength dispersion of refractive
index was ignorable. Maximum mesh size was set to smaller than k/10.

4.2 Coupling Property

Evanescent light field generated surrounding the tapered optical fiber. Firstly,
evanescent light field generated by the tapered optical fiber was examined. The results

Fig. 6. Simulation model of light coupling.

Fig. 7. Evanescent light field generated surrounding the tapered optical fiber.
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are shown in Fig. 7, which indicates that the gap between the sphere and the fiber
should be narrower than 1 lm. Regarding with the wavelength, the effective area of the
evanescent light was same level for 1550 and 1600 nm. The stronger optical interaction
can be expected in narrower gap.

Coupling properties. WGM spectrum was simulated between 1520 and 1535 nm
with an interval of 0.05 nm. The gaps were set to 1.0, 0.5 and 0.3 lm. When the gap is
1.0 lm, the shallow dips were seen and the number of the dips were smaller. The dips
are deepened with narrowing the gap, which is because the optical coupling is stronger.
In order to measure the resonant wavelength with high signal to noise ratio, the deeper
dips advantageous. At next, we focused on one dip with different gaps. The gap was
changed from 1.0 lm to 0.5 lm. Again, when the gap is narrow, the dip is
deep. However, it seemed that position of the dip was shifted. By fitting Lorentz curve
to the dip profile, the resonant wavelength was obtained. The result is shown in Fig. 10.
As seen, when the sphere was approaching the optical fiber, the resonant wavelength
was shifted. This is because the optical fiber disturbs the WGM resonance when they
are too close, which is also confirmed that the Q value was also decreased with
narrowing the gap (Fig. 10). Thus the disturbance by the fiber might change the WGM
conditions. Therefore, to measure the resonant wavelength accurately of the order of
picometer scale, optical fiber should be as far as possible. Consequently, it is stated that
there is an appropriate gap between the optical fiber and the sphere.

Fig. 8. Spectrum of WGM resonance with different distance between the microsphere and the
tapered optical fiber.

Fig. 9. Coupling signal chancing with decreasing the distance between the microsphere and the
tapered optical fiber.
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5 Experimental Study

5.1 Experimental Setup

In this study, we proposed the scheme to stabilized the gap between the sphere and the
fiber during microsphere measurements. In this experiment, we develop the system and
the performances of the measurement system was experimentally verified.

Figure 11 shows whole measurement system. The microsphere to be measured is
fixed to the XYZ piezo-stage. The tapered optical fiber of a diameter of 0.9 lm is hold
with holder on the XYZ micrometer-stage. There are two laser sources. The tunable
laser 1 is for measuring the morphology of the microsphere, having a wavelength range
of 1550 ± 25 nm with a linewidth of 100 kHz. The transmitted light of the tunable
laser 1 is measured with photodiode 1 and wavelength meter. The guaranteed accuracy
of the wavelength meter was 1 pm. The measured data was feed to the PC 1 to analyze
WGM spectrum. The tunable laser 2 is to stabilize the gap between the sphere and the
fiber, having a wavelength range of 1620 ± 60 nm with a linewidth of 500 kHz. The
transmitted light of the laser 2 was measured with the photodiode 2, whose signal is
used to feedback control with XYZ piezo-stage via PC 2. X-axis of the stage was
actually controlled. Thus, in the light coupling region, the two evanescent lights of
different wavelength are generated; one is for measuring the sphere and another is for
maintaining the certain gap (Fig. 11(b)). As the measurement target, a glass micro-
sphere was used. The tip of the single mode optical fiber was melted by the CO2 laser
to make a sphere with approximately 200 lm in diameter. The stem part was used to
hold such like Fig. 11(c).

Fig. 10. Q value and resonant wavelength with distance between the microsphere and the
tapered optical fiber
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5.2 Result of Fundamental Optical Coupling Properties

Firstly, the WGM spectrum was measured using the laser 2. The microsphere was
approached step by step to the fiber using the piezo-stage with an interval of 250 nm.
The measured spectrums when the piezo-stage displacement of 1.50 lm, 1.75 lm and
2.25 lm are shown in Fig. 12. At 1.50 lm, the depth of the dips are small. At 2.25 lm,
the dip depths becomes deeper, and also there are so many dips appeared. This result
shows good agreement with the simulated result shown in Fig. 8.

Fig. 11. Schematics of developed experimental setup. (a) Whole measurement system.
(b) Magnified view of red dotted line in (a). (c) Side view.

Fig. 12. Experimentally measured WGM spectrum.
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In order to analyze the properties of the resonant wavelength measurement, the
single dip, which is the strong dip at around 1602.55 nm shown in Fig. 12, was
focused on. Lorentz curve fitting was employed to specify the dip profile. Because
wavelength dependent optical responses are often expressed with the Lorentz model,
the dip of the transmitted light intensity also fitted by Lorentz distribution as following.

I ¼ a� b

k� cð Þ2 þ d2
ð2Þ

Where, I is the light intensity, k is the wavelength, c is the center wavelength of the dip,
that is the resonant wavelength, b/d2 indicates the depth of the dip, d is the parameter
related to the width of the dip, and a means the base intensity of the spectrum. By
fitting this equation to the measured signal such as shown in Fig. 13, the fitting
parameter could be obtained. Figure 14 shows the coupling strength and the resonant
wavelength shift with changing the gap. At narrower gap between the sphere and the
fiber (large displacement of piezo-stage), dips are deeper, and of important the resonant
wavelength was shifted of the order of picometer range. These tendencies were well
agreed with the simulated results. Since the dip depth was increasing with decreasing
the gap, it was confirmed that the dip depth is useable information to maintain the gap
with feedback control with the piezo stage.

5.3 Result of Gap Stabilization

At last, the gap between the sphere and the fiber was controlled to be stable. Figure 15
shows the results. Without feedback control, the dip depth was largely changed with a
few V level due to the thermal and mechanical drift. As a result, the resonant wave-
length on laser 1 was fluctuated ±1.2 pm for 13 min. Then the feedback was set at
0.3 V of the dip depth for laser 2. With feedback control, the dip depth was highly
stable and the resonant wavelength shift on laser 1 was as small as ±0.5 pm. Fur-
thermore, it is notable that coupling system with feedback control was rather stable
from the mechanical impact at 6 min. Consequently, by using the transmitted light

Fig. 13. Lorentz curve fitting.
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signal, we could finely control the gap to stabilize the measurement of the WGM
resonant wavelength. By using the system, the gap of the sphere and the fiber is easily
adjustable to appropriate value for microsphere measurement.

Fig. 14. Resonant wavelength shift depending on the gap between the sphere and the fiber.

(a) without feedback.                     (b) with feedback. 

Fig. 15. Experimental result of gap stabilization.
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6 Conclusions

We proposed the novel measurement method for microsphere based on whispering
gallery mode resonances. To achieve the high accuracy measurement performance, it is
necessary to measure the WGM resonant wavelengths of the order of picometer scale.
In this paper we developed the measurement instruments for stably exciting the WGM
and accurately measuring the resonant wavelength using two lasers having different
wavelength range. Experimental results showed that stability of resonant wavelength
measurement with the developed system was as stable as ±0.5 pm, which is 2.4 times
better than conventional system. Using this system, it is expected that accuracy of
microsphere measurement can be expected better than 1 nm.
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Abstract. This paper presents a CAI verification of the measuring path for
inspection of prismatic measuring parts (PMP) which consists of the basic
geometric features. The aim of the verification is to visualize collision check
between the measuring sensor and the workpiece. The simulation of the mea-
suring path was realized on the configured virtual CMM in the CAD environ-
ment. The generated measuring path for inspection planning at the CMM
consists of three sets of points. The first set of points, measuring points, is
generated based on the modified Hammersly’s algorithm for distribution of
measuring points by the features from which the workpiece consists. The other
two sets, nodal points, are collision fee points, which are generated on the basis
of the developed model that analyze accessibility to features at the level of one
feature and based on the principle of collision avoidance when pass from one
feature to another (requirement of tolerance). On the basis of these three sets of
points, the total measuring path without collision is generated. The measuring
path generated in this way is verified by simulations on a configured virtual
CMM through several examples of standard forms of tolerance.

Keywords: Hammersly’s algorithm � Prismatic parts � CMM �
CAI � Simulation

1 Introduction

Coordinate measuring machines (CMM) are essential for quality assurance and pro-
duction control in modern manufacturing [1]. CMMs are recognized as a flexible
element of production metrology, and they are applicable for a wide range of metro-
logical tasks. As such, CMMs have maintained their presence in almost all industries.

At the same time with their use, comes to developing of the methods of automatic
planning on them [2–7], as well as the verification and simulations of these methods.
This research directs the path to the development of the 5th generation of measuring
machines - towards intelligent measuring machines [8–11].

This paper presents a CAI verification of the measuring path for inspection of
prismatic parts which consists of the basic geometric features. The aim of the verifi-
cation is to visualize collision check between the measuring sensor and the workpiece
and fixture. The simulation of the measuring path was realized on the configured virtual
CMM in the CAD/CAM environment.
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In paper [12] is proposed haptic virtual coordinate measuring machine for
inspection path planning, which simulates a CMM’s operation and its measuring
process in a virtual environment with haptic perception. The inspection measuring path
of a workpiece is generated by pointing a probe at the 3D CAD model of a part using a
haptic device. An example of application of virtual CMM and virtual measuring arm is
determination of uncertainty. Currently used methods for uncertainty assessment
require knowledge and measuring experience therefore it is necessary to validated
methods that will also be easy to implement and will not require broad metrological
knowledge from the personnel [13, 14]. The paper [15] presented advanced virtual
coordinate-measuring machines in an integrated virtual environment which provide
virtual measuring and evaluate the uncertainty, all without the need of using a physical
machine.

The simulation of the measuring path, in this paper, was realized on the configured
virtual CMM configured in the CAD/CAM environment. The verification of measuring
path, based on modified Hammersly’s algorithm for basic geometrical features of
workpiece, is first visualized in MatLab and than through simulations in CMM module
of PTC Creo. The aim of the verification is to visualize collision check between the
measuring sensor and the workpiece and fixture. Output from the simulation on virtual
CMM generated measuring path is saved in CL file (DMIS program).

2 Outline of the Concept for CMM Simulation

Verification of the measuring path for inspection planning of workpiece is important in
order to visualize collision check between the measuring sensor, workpiece and fixture.
A proposed concept for verification of the measuring path through simulation, in this
paper, is realized on the configured virtual CMM in the CAD/CAM environment,
Fig. 1. This method starts from the modeling of the workpiece in CAD system. The
generation of the measuring path for Inspection planning of modeled workpiece con-
sists of three sets of points. The first set of points, measuring points, is generated based
on the modified Hammersly’s algorithm for distribution of measuring points by the
features from which the workpiece consists.

The other two sets, nodal points, are collision fee points, which are generated on the
basis of the developed model that analyze accessibility to features at the level of one
feature and based on the principle of collision avoidance when pass from one feature to
another (requirement of tolerance) presented in [9]. Those points necessary for
inspection, generated for the features of the workpiece, are now sorted in MatLab
environment in purpose to generate point-to-point measuring path in unique sequence.
The MatLab visualization of such sequence is done and then it is saved in file with
appropriate format for loading in CAD/CAM system. Next step, Path simulation on
Virtual CMM in CAD/CAM system, besides modeling of the workpiece and loading of
generated point-to-point measuring path, required modeling, and assembling of the
CMM components using appropriate kinematics links in Virtual CMM, setting of
coordinate systems and measuring probe, analyzing possibility of fixture application,
setting of measuring parameters, and generation of measuring path. Output from this
step is CL file (DMIS program).
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3 Modified Hammersly’s Algorithm

Modified Hammersly’s Algorithm define point-to-point measuring path for prismatic
parts by three set of points [8]:

– measuring points (contact points),
– nodal points, and,
– collision fee points.

3.1 Inspection Features

A model for Inspection Feature Construction (IFC) based on the basic geometric
features and their parameters, is a part of model presented in [9]. The parameters of
features plane, cylinder and truncated cone are given in Fig. 2.

The parameters of features define uniquely each of them. Defining parameters of the
features was performed by fully describing their geometry, as well as whether the
feature is full or empty. Defining of a full and empty feature is important and done
based on the feature fullness vector that will be explained in detail below, which
provides information on whether the inspection of a given feature is performed inside
or outside. The defined feature parameters are a basis for the development of algorithms
such as the algorithm for measuring points’ distribution, collision avoidance and path
planning [8], where ontologically defined relationships between features and prescribed
tolerances are also used [16].

Fig. 1. The concept for CMM simulation
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The initial path obtained based on information (parameters) about features is the
subject of optimization by ant colony application given in [17].

Widely the geometric feature term has been defined in analytical geometry, and
applied later in engineering modelling. In coordinate metrology, the set of geometric
features presents a basis for defining IFC from the aspects of geometry and tolerances.
In the inspection model based on IFC, geometric features present the lowest level of
tolerance definition. Each geometric feature is uniquely determined by the local
coordinate system OF;XF;YF;ZF and a set of corresponding parameters. These
parameters could belong to the following types:

• diameter (D, D1),
• height (H, H1),
• width (a),
• length (b),
• normal vector of a feature (n), and
• fullness vector of a feature (np).

Fig. 2. Metrological features and their parameters: (a) point, (b) plane, (c) cylinder and
(d) truncated cone [16]
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3.2 Measuring Points

Distribution of measuring points is based on Hemmersly’s sequences [18] for the
calculation of coordinates for two axes of a feature:

si ¼ i
N

and ti ¼
Xk�1

j¼0

i
2j

� �
Mod2

� �
� 2� jþ 1ð Þ ð1Þ

where, k ¼ log2N and N is the desired number of measuring points,
i ¼ 0; 1; 2; . . .; ðN� 1Þ. By modifying the Hemmersly’s sequences, the distribution of
measuring points is defined for the metrological feature from the Fig. 2 that are
involved in creation of PMP tolerances as follows.

To define the distribution of measuring points for each feature, the Descartes
coordinates system OF;XF;YF;ZF and polar cylindrical coordinates system
O0

F;X
0
F;Y

0
F;Z

0
F are needed. The coordinates in Descartes coordinates system are

denoted by Piðsi; ti;wiÞ, and in polar cylindrical coordinates system by Piðs0i; t0i;w0
iÞ: The

distributions of measuring points for different features (defined by unit parameters)
based on modified Hammersly’s algorithm are presented in Fig. 3. The equations for
calculation of measuring point coordinates are:

– Plane:

si ¼ i
N
� a

ti ¼
Xk�1

j¼0

i
2j

� �
Mod2

� �
� 2� jþ 1ð Þ

 !
� b

wi ¼ 0

ð2Þ

where a mm½ � is the plane limit for X-axis; b mm½ � is the plane limit for Y-axis.

– Cylinder:

si ¼ R cos � p
2
� 2p

N
� i

� �

ti ¼ R sin � p
2
� 2p

N
� i

� �

wi ¼
Xk�1

j¼0

i
2j

� �
Mod2

� �
� 2� jþ 1ð Þ

 !
� h

ð3Þ

where R mm½ � is the radius of a cylinder and h mm½ � is the height of a cylinder.
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– Truncated cone, in polar-cylindrical coordinates:

s0i ¼ R1 þ 1�
Xk�1

j¼0

i
2j

� �
Mod2

� �
� 2� jþ 1ð Þ

 !1
2

� R� R1ð Þ

t0i ¼
i
N
� 360�;w0

i ¼ R� s0i
� � � h1

R1

ð4Þ

where R1 mm½ � is the radius of the smaller cone base, and h1 mm½ � is the height of a
truncated cone. In Descartes coordinates, the formulations are si ¼ s0icos t0ið Þ; ti ¼
s0isin t0ið Þ; wi ¼ w0

i.

3.3 Nodal Points

The coordinates of measuring points are determined using distribution of measuring
points as presented in the above section and are denoted as Piðxi; yi; ziÞ; Piþ 1

ðxiþ 1; yiþ 1; ziþ 1Þ; . . .; PN�1ðxN�1; yN�1; zN�1Þ where i ¼ 0; 1; 2; . . .; ðN� 1Þ, with
regard to coordinate system OF;XF;YF;ZF.

To perform an inspection, it is necessary to conduct the Probe Accessibility
Analysis (PAA), as it is presented in [8]. This analysis involves the determination of
two sets of points Pi1ðxi1; yi1; zi1Þ and Pi2ðxi2; yi2; zi2Þ where i ¼ 0; 1; 2; . . .; ðN� 1Þ, as
well as the definition of a fullness vector of a feature np. The direction of a fullness

Fig. 3. Distribution of measuring points by modified Hammersly’s equations of features defined
with unit parameters: (a) point, (b) plane, (c) cylinder and (d) truncated cone
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vector is defined to coincide with the direction of X-axis of a feature, and the orien-
tation with regard to the X-axis could be positive or negative. According to this, the
fullness vector for the full feature is np ¼ �1 0 0½ �, and for the empty feature is
np ¼ 1 0 0½ �. The set Pi1ðxi1; yi1; zi1Þ presents points for the transition from rapid to
slow feed of CMM.

The distance between points Pi1ðxi1; yi1; zi1Þ and Piðxi; yi; ziÞ is presented by d1 that
is a slow feed path, and the distance between points Pi2ðxi2; yi2; zi2Þ and Pi1ðxi1; yi1; zi1Þ
is d2- a rapid feed path. This approach enables the execution of PAA, in order to avoid
the collision between a feature of PMP and a measuring probe. In the inspection of
PMP, there are three different cases for the definition of point sets Pi1ðxi1; yi1; zi1Þ and
Pi2ðxi2; yi2; zi2Þ, as presented in Fig. 4.

3.4 Collision Fee Points

Based on STL model for the presentation of PMP geometry, the tolerances of PMP, the
coordinates of the last point P NF1ð Þ1 of a feature F1 (precedent feature) and the coor-
dinates of the first point P NF2ð Þ1 of a feature F2 (subsequent feature), the simplified
principle of Automated Collision-Free Generation (ACFG) is presented in [9].

4 Verification of the CMM Measuring Path

As it is said, verification of the measuring path for inspection planning of workpiece is
importance in order to visualize collision check between the measuring sensor,
workpiece and fixture. A proposed concept for verification of the measuring path is
realized thought visualization of the measuring path in MatLab environment and

Fig. 4. Nodal points (a) empty cylindrical surface, (b) fullness cylindrical surface and (c) plane
[9]
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measuring path simulation on Virtual CMM in CAD/CAM system. This concept of
verification is validated through several examples of generated measuring paths for
selected features and tolerance of arbitrarily designed PMP given in Fig. 5. The plane
A, cylinder C, and truncated cone B are selected as features, mark with red, with
belonging tolerance, mark with green, for validation of proposed concept. The
parameters that define selected features are shown on Fig. 6.

4.1 Visualization of the Measuring Path in MatLab Environment

As it is said, as the examples for the verification of measuring paths on virtual CMM,
features of plane, cylinder and truncated cone is selected from workpiece given in
Fig. 5. For each of mentioned features the appropriate parameters are defined, Fig. 6,
e.g. for plane that parameters are a and b, as also the homogenous transformation
matrix W

F T [19] that defined position and orientation of coordinate frames of the feature,
OF;XF;YF;ZF, in accordance to coordinate frame of workpiece OW ;XW ; YW ; ZW ,
Fig. 6.

For extracted parameter of features from measuring workpiece, Fig. 5, defined
equation of modified Hammersly’s algorithm, and derived equation for nodal points
from Fig. 4, in MatLab environment the point-to-point measuring path is generated as
initial sequence. The examples of generated point-to-point measuring paths for plane,
cylinder and truncated cone are given in Fig. 6(a), (b) and (c). Such generated points
are sorted in unique sequences – measuring path for each of feature, Fig. 6(d), (e) and
(f). This unique sequence je first visualized in MatLab and then saved in file with
appropriate format for loading in CAD/CAM system.

Fig. 5. Workpiece with selected features
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4.2 Path Simulation on Virtual CMM in CAD/CAM System

Path simulation on Virtual CMM is based on generated point-to-point measuring path
as unique sequence which is saved in file with appropriate format for loading in
CAD/CAM system. Path simulation that uses the virtual CMM is the safest and the
most cost-effective way for program verification. For programming of such measuring
path CMM module of CAD/CAM system PTC Creo 2.0 was used [20].

For generation of measuring path in CMM module of CAD/CAM system PTC
Creo, it is necessary to realize a few activities: (i) loading of reference CAD workpiece
for inspection; (ii) create of a CMM; (iii) defining of measuring operation and selecting
of task’ coordinate frame; (iv) setting of measuring probe; (v) selection of the step in
accordance with of feature that have to be measured (plane, cone, cylinder,…);

Fig. 6. Visualization of measuring paths in MatLab environment for (a) plane, (b) cylinder and
(c) truncated cone
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(vi) setting of measuring parameters for selected step; (vii) selection of measuring
points, given as results from MatLab code for visualization, on the feature that have to
be measured; (viii) generation of measuring path; (ix) simulation of measuring path
including probe and (x) measuring path simulation on configured Virtual CMM, using
Machine Play option.

Based on previous research in configuring virtual machine tools [21, 22] and robots
[23–25], virtual CMM is configured accordance of procedure described below. The
configured virtual CMM are used for the verification of the programmed measuring
path in a CAD/CAM environment based on the generated measuring probe path. This
simulation of measuring path is important in order to [25]: (i) configure the off-line
CMM programming environment, (ii) verify the program before measuring, and
(iii) detect the possible collisions of probe with: component, fixture, CMM structure
during program execution.

Measuring path simulation by running the program is possible thanks to the applied
modelling of the virtual CMM with all kinematic connections between the components,
which allows the motion of a CMM virtual model as a system of rigid bodies [21, 25].
Detailed virtual CMM with all kinematic relation between moving components is
defined as it is shown in Fig. 7. Slider connection is used for the all translatory
movement (X, Y, Z). Such assembly enables the motion of the model in the range
defined for each connection. This simulation of measuring path allows motion of
movable segments of virtual CMM, with the probe at the end.

Fig. 7. CAD model of CMM for the simulation of measuring path
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Besides already mentioned, as it can be seen on Fig. 8, it is necessary to define
coordinate systems on:

– working table, market as MACH_ZERO,
– workpiece, market also as MACH_ZERO,
– head of sensor, market as TOOL_POINT, which axis is defined with same direction

and orientation as the axis of coordinate system on workpiece, and
– probe, market as TOOL, if it is necessary to create own probe.

Matching the coordinate system MACH_ZERO of workpiece and coordinate
system MACH_ZERO on working table enables the setting of the workpiece on the
configured virtual CMM during the measuring simulation. Similar is also with
matching of coordinate systems TOOL and TOOL_POINT during the setting of the
probe on the head of sensor.

During the path simulation on Virtual CMM, Fig. 9, besides workpiece and probe
that moves through measuring path, it is possible to create and load fixture that is of
importance in verification of measuring path and detection of the possible collisions
during the program execution. After the simulation on virtual CMM generated mea-
suring path that is saved in CL file (DMIS program) is verified.

Fig. 8. Coordinate systems of the workpiece and probe for the simulation of measuring path

Verification of the CMM Measuring Path 35



5 Conclusion

The CMMs are recognized as a flexible element of production metrology, and they are
applicable for a wide range of metrological tasks. From other side, metrological tasks
depend on geometrical and metrological complexity of workpiece and it is very
important to verify measuring process before execution of measuring path on CMM.
The verification of measuring path should check of collision between the measuring
sensor and the workpiece and fixture in virtual environment.

In this paper, the verification of measuring path, based on modified Hammersly’s
algorithm for basic geometrical features of workpiece, is first visualized in MatLab and
than through simulations in CMM module of PTC Creo. The simulation of the mea-
suring path was realized on the configured virtual CMM in the CAD/CAM environ-
ment. Output from the simulation on virtual CMM generated measuring path is saved
in CL file (DMIS program). When this file is generated, developing of a postprocessor
leave the possibility for create of control data list for different CMMs. Proposed
concept for CMM simulation and its output could be useful for other CMMs producer.

Fig. 9. Measuring path simulation on virtual CMM in CAD/CAM environment (a) plane, and
(b) truncated cone
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Abstract. According to guidelines of international standards it is necessary that
all methods used in calibration and test laboratories for determination of mea-
surement result and uncertainty should be validated. It is important especially in
case of methods that are newly developed to fit some purpose. One of such
methods is a virtual CMM-based method that was designed for uncertainty
estimation of measurements performed using five-axis coordinate measuring
machines. Different methodologies were chosen for validation of this approach.
Theoretical aspects of them like basic rules of their implementation and selec-
tion of validation criterions were presented in this paper along with description
of validation experiments and their results. The main finding of this research is
that Virtual CMM prepared for five-axis coordinate measuring machines passed
the validation carried out using all mentioned methodologies.

Keywords: Five-axis system � CMM � Uncertainty estimation � Validation

1 Introduction

International standards that regulate the functioning of accredited laboratories [1]
indicates that laboratories should chose the current measurement methods described in
the well-known normative documents. However, when there is a requirement to
develop specific, fit for purpose methods, each time their proper functioning should be
proven in the validation process. There are lots of factors that affect the proper orga-
nization of the validation process such as professional laboratory staff with extensive
knowledge and measuring skills, adequate resources provided by the top management
of the laboratory which include appropriate measuring machines with software and
effective communication.

All non-standardized methods should be agreed with a potential client and vali-
dated. Validation of measuring methods, as the process of confirming that the chosen
method used to perform a particular specified measurement is suitable for intended
purpose, provides the reliability and consistency of the measurements. This is why it is
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so important to use correct validation methods both in scientific community and in
production engineering [2].

Development of coordinate measuring technique requires validated methods for
assessing the accuracy of measurements. On the other hand, the constant struggle to
reduce time of all operations connected with production process, including quality
inspection, necessitates formulation of new methods for uncertainty estimation, as the
old ones require multiple repetitions of performed measurements. The most popular
group of methods that are capable of quick determination of measurement uncertainty
are simulation methods based on usage of virtual models of measurements. Virtual
models have to be created separately for each model of CMM on which it is used. In
order to allow their daily use it is necessary to previously run their validation, which
require the choice of the most important parameters of the validation and appropriate
validation techniques. Validation technique must provide the best laboratory and
environmental conditions for carrying out the measurements so that the results of the
validation parameters were reliable and unambiguous.

This paper propose two validation procedures for verification of virtual model of
five-axis CMM developed in Laboratory of Coordinate Metrology at Cracow University
of Technology. These two techniques of validation are based on comparison technique
with another method and interlaboratory comparisons. Regarding the first one, the
results obtained using virtual CMM-based method (which is under validation) are
compared to results obtained utilizing method which use calibrated workpieces (called
later in this paper the comparative method) [3, 4]. In case of interlaboratory comparisons
the method based on checking the metrological compatibility was used [5–7]. Metro-
logical compatibility was checked for results obtained using the two methods mentioned
above. Details on implementation of these two validation procedures in relation to
virtual model of five-axis CMM are given in next chapter.

2 Validation Models Chosen for Verification of Virtual CMM
Model for Five-Axis Coordinate Measuring Machine

2.1 Model Based on Consistency Check

Both models presented in this chapter are based on statistical analysis of series of
results obtained using the method that is under validation (in this case it is virtual CMM
method for five-axis CMM) and the method that is widely accepted and has already
been validated (in this case it is the method based on usage of calibrated workpieces).

The first validation model, which is the model based on consistency check, starts
with the calculation of the weighted mean (1), so called Reference Value (RV):

RV ¼ x=u2 xð Þþ y=u2 yð Þ
1=u2 xð Þþ 1=u2 yð Þ ð1Þ

where:

x, y-the mean values of the results obtained by calibrated workpieces method (x) and
developed virtual CMM method (y),
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u(x), u(y) -uncertainties calculated according to the particular method

The next step of the model is to perform chi-squared test which is calculated as (2):

v2obs ¼
x� RVð Þ2 þ y� RVð Þ2

u2 xð Þþ u2 yð Þ ð2Þ

Pr v2ðvÞ[ v2obs
� �

[ 0:05

where:
v ¼ N � 1 - the degrees of freedom.

This test, if fails, assumes consistency of coordinate measuring methods used. In
this case, next steps have to be performed. If the test rejects the hypothesis about
consistency of results obtained using considered methods, the validation ends with
negative result.

In next step, the standard uncertainty associated with reference value (RV) need to
be calculated using (3):

1
u2 RVð Þ ¼

1
u2 xð Þ þ

1
u2 yð Þ ð3Þ

where:
u(RV) is the standard uncertainty of determination of reference value

The most important is the validation acceptance interval for the results obtained
with considered methods (4):

\RV � uðRVÞ;RV þ uðRVÞ[ ð4Þ

The validation model assumes that if both intervals (5)

\x� uðxÞ; xþ uðxÞ[
\y� uðyÞ; yþ uðyÞ[ ð5Þ

have the common part with the validation acceptance interval then the validation ends
with the positive result and the method that were under validation may now be con-
sidered as validated method.

2.2 Model Based on Metrological Compatibility Check

This model is based on checking if the following formula is satisfied (6):

xi � xRj j
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2ðxiÞþ u2ðxRÞ � 2rðxi; xRÞuðxiÞuðxRÞ

p � j ð6Þ

where:
xR; uðxRÞ - the reference values with the standard uncertainties (obtained using

calibrated workpieces method)
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xi, u(xi) - values with the standard uncertainties obtained using virtual CMM
method

rðxi; xRÞ - correlation coefficient, calculated using Eq. (7)

rðxi; xRÞ ¼
Pn

i¼1
½ðxi � xÞðxR � xÞ�

f½P
n

i¼1
½ðxi � xÞ2� � ½P

n

i¼1
½ðxR � xÞ2�g1

2

ð7Þ

j- the threshold determined on the basis of the measurements and calculations for
coordinate metrology should be smaller than 1, 2 (basing on research presented in [8]).

The result of the test of metrological comparability gives the answer to the question
whether the measurement results with their uncertainties obtained by a method being
under validation ½xi; uðxiÞ� are sufficiently comparable with the set of results obtained
from the reference method ½xR; uðxRÞ� and thus acceptable.

3 Performed Validation Measurements

Verification measurements included measurement of the Multi-Feature Check
(MFC) standard. It is the complex shaped measuring standard for the purposes of
measurement accuracy assessment and the determination of measurement uncertainty
for nearly all features, dimensions and relations applicable to the coordinate measuring
technique. The standard that was used has length of 200 mm and external diameter of
100 mm.

The following features were measured on MFC standard: distance between front
planes, plane flatness, cylindricity and diameter of internal cylinder, parallelism devi-
ation between front planes and angle between two planes (front plane and side plane).

The MFC standard was calibrated on PMM 12106 Leitz Messtechnik measuring
machine with CMC (Calibration and Measurement Capability) for calibration of
geometrical standards equal to 0,0006 + 0,0007�L mm (where L is measured length
given in m).

The measurements were performed on five-axis CMM Zeiss WMM 850S equipped
with PH20 probe head with TP20 STD module (Fig. 1). A measurement procedure for
measurements of MFC consisted of: manual measurement of external cylinder using 16
points divided into 2 sections, each containing 8 points regularly distributed over the
circumference of cylinder’s section; measurement of side and front plane using 8 points
that were regularly distributed over the planes; construction of manual part alignment,
where the axis of cylinder is the main axis of constructed coordinate system, side plane
is used to indicate the direction of second axis of coordinate system and its origin is at
the intersection point of the front plane and the external cylinder’s axis. Next step
involved repeating of mentioned measurements in automatic mode, construction of part
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coordinate system using features measured in automatic mode and then automatic
measurements of second front plane (also using 8 points) and chosen internal cylinder
using similar points distribution as for external cylinder.

The gauge block and the ring standard that satisfies the similarity conditions pre-
sented in [3] were used as reference objects during uncertainty estimation according to
guidelines of comparative method. 20 measuring cycles were run, each consisted of
measurements of both calibrated workpieces and MFC standard.

For measurements performed using comparative method the same number of points
was used for each feature as in case of measurements of MFC and their distribution
over the standard surface was similar for both measurements.

The results presented for developed virtual model are the results of single mea-
surement (taken separately from measurements according to comparative method),
while the corresponding uncertainty was determined using multiple simulation of
measurement performed by virtual CMM software developed by authors of this paper.

After determination of results and standard uncertainties corresponding to them, the
validation tests were performed using methodology described in Sects. 2.1 and 2.2.
Obtained results for measurements of MFC and results of statistical analyses according
to validation models are presented in Tables 1, 2 and Fig. 2.

Fig. 1. Measurement of calibrated workpieces and MFC standard during validation of virtual
model for five-axis CMM
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4 Results

Results presented in Table 1 shows that for all presented measuring tasks the intervals
that contains the true value of measured quantity have the common part with the
validation acceptance interval so the validation process according to procedure pre-
sented in Sect. 2.1 ends with positive result.

Table 1. Results of verification of developed virtual model using validation model based on
consistency check. Results for angle given in °, for other features/relations in mm

Characteristic/
relation

Calibrated
worpieces method

Virtual CMM Statistical consistency check

x u(x) y u(y) VAI <x – u(x);
x + u(x)>

<y – u(y);
y + u(y)>

Plane – plane
distance

199,6208 0,0006 199,6219 0,0009 <199,6206;
199,6216>

<199,6202;
199,6214>

<199,6210;
199,6228>

Internal
diameter

59,9652 0,0005 59,9656 0,0003 <59,9652;
59,9658>

<59,9647;
59,9657>

<59,9653;
59,9659>

Cylindricity 0,0023 0,0007 0,0024 0,0008 <0,0018;
0,0029>

<0,0016;
0,0030>

<0,0016;
0,0032>

Flatness 0,0008 0,0006 0,0009 0,0006 <0,0004;
0,0012>

<0,0002;
0,0014>

<0,0002;
0,0014>

Parallelism 0,0034 0,0011 0,0036 0,0007 <0,0030;
0,0041>

<0,0023;
0,0045>

<0,0029;
0,0043>

Plane – plane
angle

89,9824 0,0023 89,9806 0,0019 <89,9799;
89,9828>

<89,9801;
89,9847>

<89,9787;
89,9825>

Fig. 2. Results of internal diameter measurement with uncertainty estimated using considered
methods compared to validation acceptance interval
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In case of results presented in Table 2, the correlation coefficient between results
produced by two compared methods was calculated using 20 results of measurements
performed using comparative method and 20 simulation results randomly chosen out of
total 1000 simulation trials.

As can be observed for all performed measuring tasks the value of validation
threshold calculated using left side of the inequality (6) was smaller than 1, 2 so this
inequality is a true statement for all considered measuring tasks.

On basis of presented results, developed virtual model may be regarded as working
properly and providing correct uncertainty values for measurements performed on five-
axis measuring systems.

5 Conclusions

This paper presents two different methodologies for validation of virtual CMM-based
uncertainty estimation method for five-axis CMM. According to both of performed
validation procedures the virtual model of five-axis coordinate machine should be
regarded as giving results of evaluated measurements and associated standard uncer-
tainties comparable to those produced by calibrated workpieces method (that is widely
used all around the world). On that basis, the developed model may be regarded as
validated. Thus, as was mentioned in introduction, confirm that this virtual model used
to evaluate a common measuring tasks known from geometrical dimensioning and
tolerancing framework is suitable for intended purpose, and provides the reliability and
consistency of the measurements.

Validation methods according to which the measurements presented in this paper
were done may be used in analogous way for verification of correct functioning of
other virtual models that would be developed in the future (or of virtual models that
already exist but have not been experimentally validated yet). It is of huge importance
that all virtual models, created in different scientific disciplines, in addition to purely

Table 2. Results of verification of developed virtual model using validation model based on
metrological compatibility check. xi, xR, u(xi) and u(xR) given in mm.

Characteristic/relation Calibrated
worpieces
method

Virtual CMM Validation threshold

xR u(xR) xi u(xi) j

Plane – plane distance 199,6208 0,0006 199,6219 0,0009 1,13
Internal diameter 59,9652 0,0005 59,9656 0,0003 0,78
Cylindricity 0,0023 0,0007 0,0024 0,0008 0,11
Flatness 0,0008 0,0006 0,0009 0,0006 0,13
Parallelism 0,0034 0,0011 0,0036 0,0007 0,17
Plane – plane angle 89,9824 0,0023 89,9806 0,0019 0,72
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theoretical verification (usually based on a comparison of the results produced by the
model being under verification with the mathematical/simulation model of the
process/phenomenon) undergone also the practical one, which may be based on the
procedure presented in this paper.
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Abstract. For quality control purposes, many manufacturing industries per-
form dimensional metrology checking processes that often necessitate the use of
precision optical 3D measurement instruments, such as fringe projection sys-
tems, laser scanners and other similar non–contact systems. The typical mea-
surement accuracies of commercially available instruments are down to few
micrometers. In order to assure traceability of measurements to the SI, the meter,
these instruments are normally calibrated by using different precision mea-
surement standards, such ball bars and special 3D set-ups. With these optical
standards, a range of different kinds of optical measurement instruments,
together with their associated internal reference scales and image processing
algorithms can be evaluated and then verified.
Recent research work in the field 3D optical artefact calibration is presented in

this book. In addition, a tetrahedron ball standard and a method for calibrating
3D optical measurement systems are presented. The outcome of the presented
research is a calibration procedure with approved measurement uncertainty that
has already been accredited by the national accreditation body.

Keywords: Calibration � Traceability � Optical CMMs

1 Introduction

With the initial development of coordinate measuring machines (CMMs) in the 1970s,
3D metrology has become established in industry. Since that time, industry together
with scientific metrology institutes have developed test procedures which enable
machine manufacturers as well as end users to evaluate the performance of different
types of CMMs [1, 2].

The specified acceptance and re-verification procedures have meanwhile been
established in many national and international guidelines [3]. However, traceable
measurements on CMMs are only possible by using a well–known substitution method
based on calibrated artefacts and by employing advanced virtual CMM techniques [4, 5].

Apart from tactile measurements, traceability of optical 3D measurements [6, 7] is
still an open issue, as a qualified statement of the task specific measurement uncer-
tainty, requested by international standards like ISO 9001 [8] can hardly be given.
Traceable standard reference artefacts and procedures for both calibration and
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verification of optical 3D systems practically do not exist. Some forms of equipment
verification tests are performed by producers of measuring systems, but these employ
non–validated procedures in-conjunction with in–house standards. Unfortunately no
accredited or national laboratories are involved in the traceability chain. Thus
demonstration of the conformance of a piece of measuring equipment to meet speci-
fications according to ISO 14253-1 [9] is consequently not possible. This leads to
increasing costs as it is not possible to distinguish reliably between acceptable and
non–acceptable parts, especially where tolerances are small compared to the mea-
surement uncertainty.

For the above reasons, the consortium of the European project iMERA Plus JRP
T3.J2.2 NIMTech project [10] decided to develop different types of 3D artefacts and
corresponding procedures for verifying the freeform measurement capability of optical
and tactile co–ordinate measuring systems. A range of reference artefacts has been
developed, allowing the performance of optical–based 3D measurement systems, such
as fringe projection, laser scanners and other similar non–contact systems to be verified
against a set of known surface conditions. The purpose of these artefacts was to
demonstrate the dimensional measurement capability of selected optical–based 3D
measurement technologies to measure specific forms and various surface conditions,
rather than to be universal standards [11].

All the standards were designed in accordance with industrial lead requirements.
They are now available from the respective national metrology institutes (NMIs) and
can be supplied with appropriate calibration data. High precision specifications and
associated metrological characteristics were confirmed by measuring all the artefacts on
different tactile and optical CMMs using the facilities from all the three participating
NMIs.

These developments were performed by three project partners, namely National
Physical Laboratory from United Kingdom (NPL), Physikalisch–Technische Bunde-
sanstalt from Germany (PTB), and Laboratory for Production Measurement from the
University in Maribor, which is representing the Metrology Institute of the Republic of
Slovenia (MIRS/UM-FS/LTM).

This article is presenting the tetrahedron standard developed by MIRS/UM-
FS/LTM and its application in assuring traceability of optical 3D fringe projection
measurement systems.

2 Standards and Procedures

2.1 Documented Standards

From around 1994 onwards, ISO 10360-2 series part 3, “Geometrical Product Speci-
fications (GPS) acceptance and re-verification tests for coordinate measuring machines
(CMM)” [3] has been available to assist in verifying the performance of such machines.
Until 2011 there were 6 parts of this document, each part specialising in different
technical areas. For example, Part 1 describes fundamental CMM “Vocabulary” and
Part 6 describes “Estimation of errors in computing Gaussian associated features”. This
standard does not cater for optical based coordinate measuring systems, such as those
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employing laser triangulation or fringe projection scanners [7]. In 2011, ISO 10360-2
Part 7 “CMMs equipped with imaging probing systems” was introduced.

In 2002, a German guideline VDI/VDE 2634 [12] was introduced. This guide
relates to optical–based 3D scanning systems and currently consists of three parts:

• Part 1: “Imaging systems with point-by-point probing”;
• Part 2: “Optical systems based on area scanning”;
• Part 3: “Multiple view systems based on area scanning”;

This VDI/VDE guideline defines a particular way of measuring a reference artefact,
which is typically used to define a spatial length or simple forms (sphere, plane) to a
high accuracy. Although much more suited to optical systems than the ISO 10360-2,
parts 2 and 3 of the VDI/VDE 2634 guideline are more relevant to surface scanning.
However the guidelines do not cover performance verification of freeform surface
measuring systems.

2.2 Standards of Measurement

A variety of standards or artefacts can be used for calibrating and testing performance
of CMMs [13, 14]. Commercially available standards, like gauge blocks, balls, internal
and external cylinders, step gauges, etc. can be used on their own or in different
combinations. In addition, different kinds of special 2D and 3D artefacts have been
developed. Most of them consist of basic standards in different spatial or planar con-
figurations. In most cases, such artefacts are equipped with external and internal balls.

A ball is the most common element currently used for determining metrological
characteristics of optical 3D measurement systems such as fringe projection, laser
scanners, photogrammetric and other similar non-contact systems. Artefacts [13] are
produced in the form of a plane and a single ball or a ball-bar with two or more balls
attached as illustrated in Fig. 1.

Fig. 1. Existing artefacts for testing optical CMMs [11, 13]
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Verification of these non-contact measurement systems is complex and useful
guides such as the VDI/VDE 2634 2 series [12] describe methods to demonstrate
capability using test artefacts (see Fig. 2) with prismatic features, such as spheres, ball-
bars and planes. However, the guides do not extend to fully address performance
verification when freeform surfaces are to be measured using optical-based techniques.
In order to verify most parts of the measurement volume, the verification artefact needs
to be measured in several positions within the measuring volume. VDI/VDE 2634
states at least three arbitrary positions need to be chosen for the measurements, but it is
recommended to use five to seven positions. Especially for multiple view scanning
systems, the total number of scans resulting from at least five different sensor positions
for at least three artefact positions is a minimum. Thus the number of measurements
required can dramatically increase in number, from typically 15, to as many as 40 data
sets. Thus this type of verification approach can be extremely time consuming and
result in high costs.

2.3 Existing Procedures

Most commonly three types of procedures are used for assuring traceability of 3D
measurements:

• performance verification tests [2, 15];
• task related calibration; and
• Virtual CMM [4, 5, 12];

Performance tests serve as a tool for confirming measurement uncertainty declared
by a CMM manufacturer. A variety of 1D, 2D and 3D standard artefacts are employed
for performing such tests. The application of such tests is designed to be straight
forward and is aimed to be carried out relatively quickly and in a financially eco-
nomical way. Therefore, they are widely applied in industry for assuring traceability of
industrial measurements [16, 17].

Task related calibrations, which employ the comparator principle, are often used for
specific measurement tasks, where simple quantities need to be measured or calibrated
to a high accuracy. The measurand is compared with a calibrated standard of similar
form and dimension. This procedure cannot be used for complex forms and is quite
time consuming to perform. For this reasons it is not normally employed for assuring
traceability of precision industrial measurements.

Fig. 2. Verification tests according to VDI/VDE 2634: (a) determination of sphere spacing
error, (b) determination of flatness error, (c) determination of probing error
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The Virtual CMM [5, 18] represents the highest level of assuring traceability of
coordinate measurements. It is the only method for performing calibrations using
CMMs, in strict accordance with the definition of the term ‘calibration’. Significant
random and systematic errors of a CMM are modelled to characterize the kinematic
behavior of the CMM and its probing process. Therefore, all input parameters have to
be determined traceable to SI units. For instance these are geometrical errors of the
CMM’s guides or probing errors. The methods for determining the input parameters are
relatively time consuming and as a consequence also quite expensive. However, often
the Virtual CMM is used by calibration laboratories, which calibrate complex 2D or 3D
standards.

3 Tetrahedron Artefact for Testing Performance
of Optical CMMs

Experiences of MIRS/UM-FS/LTM in traceability of optical measurements were
limited to 1D [19] and 2D artefacts before joining the project [10]. Tetrahedronal
verification artefacts that were developed during the project were the first 3D artefacts
designed by this laboratory. The purpose of these artefacts is for testing the perfor-
mance of fringe projection and similar 3D optical measurement devices with both
single scan and multiple scan measuring capabilities [11].

In order to minimize verification time and still comply with standard requirements
(e.g. VDI/VDE 2634), a new artefact was designed by combining the advantages of
both ball-cube and ball-bar artefacts [11]. Normally, balls to the rear side of a ball-cube
are hidden from the measurement sensor.

By moving the ball from the back side to the interior of the artefact, this problem is
resolved. This new spatial artefact is applicable for verifying single, as well as multiple-
view optical-based area scanning systems. When comparing only three, in contrast to
seven ball-bar measuring positions [12] with a single positioning of this spatial artefact,
extensive time reductions in verification periods can be achieved. Because of the
exposed position of the balls, the artefact can successfully replace a single–bar artefact
and all the necessary multiple repositioning.

3.1 Design of the Artefact

The developed artefact has the geometric shape of an irregular tetrahedron. It consists
of six tubes, three long and three short ones in a ratio of 2.3 : 1, and four ceramic
spheres serving as probing elements (Fig. 3). Such design was chosen in order to have
a spatial standard with a minimum number of probing elements, which can be scanned
by an optical scanner in a single scan. The original idea was to have all four balls
pointing out of the tetrahedron. However, after performing some virtual probing tests, it
was decided to move one of the balls to the interior of the tetrahedron in order to enable
the tested scanner to see all balls at the same time.

The artefact was constructed in two sizes. The height of the small artefact is
260 mm, while the height of the larger artefact is 1050 mm. The diameters of probing
balls employed are 20 mm for the small artefact and 30 mm on the larger artefact. The
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main purpose of making the artefact in two different sizes was to enable the testing of
different measurement ranges commonly available with commercial fringe projection
measurement systems. The cameras on these systems can be set in various configu-
rations and thus their metrological characteristics can change when operated over
different measurement ranges. To support multi-scanning measurement systems, the
artefact is additionally equipped with removable targets as shown on the right hand
picture in Fig. 3.

The tubes are constructed from composite materials consisting of carbon fibers in
an epoxy matrix.

Ceramic spheres with lambertain surfaces, which offer desirable light scattering
properties for optical systems, are glued on to stainless steel ball holders which also
serve as joining elements between the tubes. These joints are attached to the composite
tubes using epoxy glue and examples are shown in Fig. 4.

4 Calibration of the Artefact

4.1 Measurement Standards and Traceability

The artefact is being calibrated with the coordinate measuring machine (CMM)
Zeiss UMC 850 [20]. The traceability of this machine is assured through periodic

Fig. 3. Small (left-hand picture) and large tetrahedron artefacts [11]

Fig. 4. Two details of the bar joint with a ball holder [11]
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performance tests by using a set of long gauge blocks 125 mm to 500 mm. The
standard is a link of the traceability chain presented in Fig. 7.

The standards are not calibrated periodically following a predefined calibration
interval, but before each performance test in which they are used.

4.2 Calibration Procedure

Distances between the centres of the six corner ceramic spheres are measured by means
of the ZEISS UMC 850 CMM. Distances between the spheres A-B, A-C and B-C have
a nominal value of 506 mm, while distances between spheres A-D, B-D and C-D have
a nominal value of 1060 mm.

Special stylus configuration is assembled for this calibration. The system consists of
4 styli, so that spheres can be reached from each direction. Figure 5 presents the
example of the stylus system position for probing sphere C.

As indicated in Fig. 6, standard is laid on three prisms (40 � 35 � 120) mm3, with
steel corners glued to prisms, assuring tension-free fixation. Spheres are reachable for
styli from all directions.

Each ball is probed in 25 points (5 groups of 5 probing points). Standard’s coor-
dinate system shall be put in the centre of the sphere A (bottom left corner, Fig. 11).
Spatial rotation is carried out on the plane through centres of spheres A, B and C.
Planar rotation is performed around the line through the centres of spheres A and B.

Measurements of the distances between sphere centres are carried out five times
and arithmetical mean of altogether six distances (A-B, A-C, B-C, A-D, B-D, and C-D)
between sphere centres is calculated.

Fig. 5. Stylus system in sphere C position for probing
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Calibration uncertainty representing best calibration and measurement capability
(CMC) is equal to the uncertainty of the CMM performance test and is:

U ¼ 3; 2 lmþ 5; 0 � 10�6 � L; k ¼ 2 ð1Þ

where:
U - expanded measurement uncertainty at a level of confidence � 95%
L - measured length
k - coverage factor.

5 Performance Test of a Fringe Projection System by Using
the Tetrahedron Standard

The procedure [11, 21] developed in the Laboratory for Production Measurement in the
frame of the EU metrology project iMERA Plus JRP T3.J2.2 NIMTech, is applicable
for testing optical measurement machines for quality parameter “length measurement
error” in one or more images. It is suitable for testing fringe projection and pho-
togrammetric measurement systems.

5.1 Measurement Standards and Traceability

Tetrahedron measurement standards described in Chapter 3 are used for the perfor-
mance test. Ceramic spheres have a diameter of 20 mm (small standard) resp. 30 mm
(large standard) and diffusely scattering surface. Roughness of the spheres is negligibly
small in comparison with the requested precision of the test. Large standard is addi-
tionally equipped with four mark plates (see Fig. 3) in order to allow performance

Fig. 6. Position of the bigger standard in the measuring volume
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testing in multiple scan mode. The standard balls are well visible by all optical
instruments, spraying is not necessary.

The standards are calibrated by using a tactile CMM, while the CMM is calibrated
in our laboratory by using gauge clocks of dimensions 125 mm to 500 mm. The
traceability chain with corresponding measurement uncertainties in all calibration
stages is presented in Fig. 7.

5.2 Test Procedure – Single Scan

Small standard (see Sect. 3.1) is normally selected for measurement ranges from
(100 � 100 � 100) mm3 to (500 � 500 � 500) mm3. However, it can also be used
for bigger ranges, if the customer wants to check accuracy within smaller portions of
the measurement range. For ranges above (500 � 500 � 500) mm3 we normally select
the bigger standard.

The standard shall be placed in accordance with the sketches in Fig. 10, as follows:

• The standard should face the camera with the bar AB comprising angle in vertical
projection of approx. 15° to the optical axis of the camera.

• Focus of the camera should be in the centre of the standard.
• Camera should comprise a vertical angle of approx. 40°.

Fig. 7. Traceability chain for the performance test of a fringe projection systems
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The standard should be scanned accordingly to machine’s standard procedure.
Therefore, a machine operator is required to be present at the test (Fig. 8).

Primitives (spheres) should be evaluated by using Best-Fit Sphere procedure with
1−r deviation from ideal geometric primitive. Six Point to Point distances between all
spheres centres (AB, AC, AD, BC, BD, CD) are to be measured.

5.3 Test Procedure – Multiple Scan

For measurements with more images, large standard (with mark plates) is to be used.
The number of images is determined by including all distances between spheres in the
measurement. Standard is positioned according to exact instructions in the procedure.
Normally, two or three different positions are applied. Primitives (spheres) should be
evaluated in the same way as in the single scan procedure.

Measurement results are to be compared with calibrated values of distances
between sphere centres.

In accordance with EN ISO 10360-2 [3], the limiting value of the length mea-
surement error MPEE is stated either as a length-dependent quantity ±(A + L/K), as a
maximum value ±B, or as a combination of the two. It must be complied with over the
whole measuring volume of the optical 3D measuring system and under all admissible
conditions of measurement. For the limiting value for the length measurement error to
be completely stated, the operating and ambient conditions referred to must also be
given.

When comparing the length measurement error E with its limits MPEE, the
expanded uncertainty of measurement U of the test method is also to be taken into
account:

Ej j � MPEEj j�U for themanufacturer ð2Þ

Fig. 8. Position of the standard [11, 21]
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Ej j � MPEEj j þU for the customer ð3Þ

The quality parameter length measurement error is complied with if – taking
account of the uncertainty of measurement – no length measurement error exceeds the
limit for the maximum permissible length measurement error MPEE as regards its
amount. If this limiting value is exceeded maximally once, the measurement in which
the limit has been exceeded must be repeated three times. In these repeat measurements
the limit must not be exceeded again. Otherwise, the acceptance test is not successful.

The limit for the quality parameter is to be complied with under all conditions
permitted by the manufacturer. This applies in particular with regard to the surface
properties of the artefacts and the filter parameters.

5.4 Measurement Uncertainty

Mathematical Model of Measurement. Mathematical model of measurement for the
presented calibration (test) task can be expressed as follows:

e ¼ Lom � Lm � ð1þ am � hmÞ ð4Þ

where:
e - deviation (measurement result) at 20 °C
Lom - length reading on the optical measurement machine
Lm - length of the standard
am - linear temperature expansion coefficient of the standard
hm - temperature deviation of the standard from 20 °C

Standard Uncertainties of the Input Value Estimates and Combined Standard
Uncertainty of Measurement. Combined standard uncertainty [21–25] is expressed
with the uncertainties of the input values by the following equation:

u2c eð Þ ¼ c2Lomu
2 Lomð Þ þ c2Lmu

2 Lmð Þ þ c2amu
2ðamÞ þ c2hmu

2ðhmÞ ð5Þ

where ci are partial derivatives of the function (4):

cLom ¼ @f=@Lom ¼ 1 ð6Þ

cLm ¼ @f=@Lm ¼ �ð1þ am � hmÞ � �1 at hmmax ¼ �1 �C ð7Þ

cam ¼ @f=@am ¼ �hm � Lm ð8Þ

chm ¼ @f=@he ¼ �am � Lm ð9Þ
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Standard uncertainties of influence (input) values are calculated (estimated) for
applied equipment and method as well as for supposed measurement conditions
(Table 1).

(a) Uncertainty of optical measurement machine reading u(Lom)

Uncertainty of optical measurement machine reading consists of uncertainty due to
rounding the measured value, and uncertainty due to of repeatability of the
measurement.

• Optical measurement machine’s resolution of 0,01 mm causes the error interval of
±5 µm (due to rounding). With the rectangular distribution, standard uncertainty of
machine’s reading is:

uðLLÞ ¼ 5 lmð Þ
. ffiffiffi

3
p

¼ 2; 2 lm

For resolution 0,0001 mm, u(LL) = 0,3 µm.

• Repeatability of measurement has to be established during the calibration by
measuring the distance AC five times. Average distance is calculated, as well as
deviations e and average deviation �e.

• Standard uncertainty of measurement machine reading u(Lom) is:

uðLomÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
uðLLÞ2 þðe=

ffiffiffi
3

p
Þ2

q
ð10Þ

(b) Uncertainty of the standard’s length u(Lm)

According to calibration certificate, uncertainty of the standard’s length is:

uðLmÞ ¼ 1; 6 lmþ 2; 5 � 10�6 � L ð11Þ

(c) Uncertainty of the standard’s linear temperature expansion coefficient u(am)

Standard’s linear temperature expansion coefficient, as established by extensive tests, is
2,2�10−6 °C−1, interval of ±1�10−6 °C−1 is estimated. Standard uncertainty at supposed
rectangular distribution is:

uðamÞ ¼ ð1 � 10�6 �C�1Þ=
ffiffiffi
3

p
¼ 0; 58 � 10�6 �C�1
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(d) Uncertainty of the standard’s temperature deviation u(hm)

Temperature deviations are estimated to be ±1 °C. Standard uncertainty at assumed
rectangular distribution is:

uðhmÞ ¼ 0; 58 �C

For the CMC calculation, supposed resolution of the optical measurement machine
is 0, 1 µm and the repeatability of 5 consecutive measurements is 0. CMC (expanded
measurement uncertainty with the level of confidence 95%) is then:

U ¼ 3; 2 lmþ 5; 8 � 106 � L; k ¼ 2 ð12Þ

6 Conclusions

In order to assist optical 3D metrology requirement, our laboratory joined the con-
sortium of the iMERA Plus JRP T3.J2.2 NIMTech project, within which we have
developed and presented a number of verification artefacts for different traceability
purposes. The presented tetrahedron standards offer quicker solution for performance
testing of optical 3D instruments compared with currently available standards. Its
design is based on an extensive study of metrology tasks of 3D optical devices, such as
sheet forming tools, sheet parts, freeform pipes (exhaust systems, …), housings of
home appliances, car bodies etc. and is therefore suited for efficient evaluation of
performing single scan and multiple scan tasks. Further investigations will be focused
into the long–term stability and the sensitivity of the artefacts when used in harsh
environmental conditions. Also some new materials with lower mass, better surface
properties and even better stability should be examined as well. Improved designs
based on experiences through application are also expected. The calibration and ver-
ification test procedures have already been developed, but should be subject to further
investigation and development.

Table 1. Uncertainty budget in optical CMM performance test

Value Xi Standard uncertainty Distribution Sensitivity
coefficient

Uncertainty contribution

Lom (to be calc.) Rectangular 1 (to be calc.)
Lm 1,6 lm + 2, 5�10−6�L Rectangular −1 1,6 lm + 2, 5�10−6�L
am 0,58�10−6 °C−1 Rectangular 1 °C�L 0,58�10−6�L
hm 0,58 °C Rectangular 2,2�10−6 °C−1�L 1,3�10−6�L

Total:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1; 6lm)2 þ uðLomÞ2

q
Þ2 þð2; 9 � 10�6 � LÞ2

r
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Abstract. In today’s manufacturing world spot welding and its quality control
take especially in the sheet metal industry a big place. According to that, a sheet
metal part group has been taken from an automotive supplier firm. Several spot
welding parameters (force, current and time) have been applied to these parts.
The parameter limits have been apartly applied to the certain test parts. After
applying the chisel tests, the spot welding region dimensions have been mea-
sured. The strengths of these regions can be defined with tensile tests, too.
A relationship between these determined nugget diameters, strengths, calculated
empirical strength values and welding parameters can be created. Finally, the
relationships can be explained with mathematical formulas, too. These exami-
nations have been done to give limit values for a simulation research to find a
relationship between distortions after spot welding and spot welding parameters.
It has been checked and confirmed on the production line of the supplier firm
that these limit parameter values have guaranteed the welding strength. Verbal
observations for the relationships and exceptions by those will be achieved, too.

Keywords: Spot welding parameters � Quality inspection � Strength

1 Introduction

Sheet metal industry is very important branch of the industry. Resistance spot welding
is a crucial application in sheet metal industry especially in the combination of sheets.
Sheets are joined mostly with spot welding. By spot welding a nugget occurs by the
joint point of sheets. The nugget and form of this nugget is important by defining the
strength and endurance of the weld joint. By testing of weld joint destructive and non-
destructive testing methods are used. Ultrasonic testing can be counted in non-
destructive testing in quality inspection methods. By ultrasonic testing ultrasonic waves
are sent through spot welding region. By this, weld nugget, penetration, internal defects
and outflow can be controlled. According to Zhang [1] et al., destructive testing
methods are chisel test, peel test, tension test and tensile shear tests. Bend test, fatigue
test, combined tension and shear test are other destructive testing methods. Inspecting
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the spot point size and their mechanical properties visually is very hard. Because of that
the easiest method for that is to tear the weld joint and to measure the nugget diameter.
By chisel test the experience of the operator is very important. He can feel or hear
whether the weld region is brittle or not. The aim here is to detect cold regions which
do not include welds. Weld nugget can be determined when the weld joint is opened.

By peel test one of the sheets is hold with a clamp and the other is rolled. So the
weld joint is torn. If the weld region is brittle the sheets are torn easily. If there is a
good joint a button occurs on one of the sheets. This test can be applied on coupons or
on specimens cut from related parts.

Besides, tension and tension shear testing have been applied. These tests are applied
according to the standards DIN EN ISO 14272 [2] and DIN EN ISO 14273 [3]. The
specimens in these tests have been produced according to these standards. Their
dimensions have been extracted from these standards and from Zhou et al. [4]. There are
many FEM work examples including and investigating tensile and shear testing. For
example, Kulkarni [5] makes shear strength prediction by Ansys. Akkaş [6] investigated
the effect of the parameter resistance spot welding time on tensile shear loading on a
steel sheet example. Chao [7] investigated combined tensile/shear loading and the stress
distribution by that. Bandgar et al. [8] researched the effect of welding parameters in this
study and the sheet thickness on shear strength with experiments and FEM, too. Raut
et al. [9] worked about the optimization of spot welding process parameters for maxi-
mum tensile strength with the help of Taguchi method. In addition, one sample of
Taguchi studies can be seen in Durakbasa et al.’s work [10]. Cakmakci et al. [11]
investigate the relationship between quality engineering and Taguchi methodology. This
study is based on the doctoral thesis of Yurci [12]. Besides, Yurci et al. [13] have
another study about resistance spot welding investigating its effects on distortions.

2 Experimental Procedure and Set Up Conditions

An assembly group including some sheet metal parts has been taken from
TOFAS TURK Company (the FIAT automotive producer) to investigate their distor-
tions after spot welding. This group consists of four parts (Fig. 1).

Fig. 1. Sheetmetal parts from TOFAS TURK Company
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During the spot welding of singular parts, the welding parameters have been
attained approximately. Then ultrasonic tests have been applied to determine their
welding quality. To determine the spot welding parameters it was necessary to generate
Tensile Test and Tensile Shear Test between probable parameter limit values. The
observed assembly group will be both scanned and analysed and modelled closest
according to the actual process in the Simufact software. So distortions will be
achieved. For that, an experiment set will be organized and limit parameter values have
to be determined. Because of these two reasons, it has been decided to apply tensile and
tensile shear tests to the specimens having the same material with the assembly
group. Meanwhile, the previous experiments in TOFAS TURK Company will be
considered and used, too. These tests have been implemented in an automotive firm
ERMETAL Company in Bursa-Turkey which produces sheet metal parts.

Before realizing the mentioned tests, the sheets having the same material and
quality with the singular parts of the assembly group have been searched.

The singular parts’ material is the HSLA (High-strength low-alloy) steel and their
thickness and quality are so:

– 1.8 mm FEE 340 F ZNT/F/10/2S
– 1.6 mm FEE 220 BH ZNT/F/10/2S
– 3 mm FEE 340 F ZNT/F/14/2S

FEE 340 F-ZNT/F/2S steel is in the class ‘High Strength Low Alloyed Zinc Coated
(galvanized) Steels by Continuous Hot-Dip Process for Cold Forming’. Besides, the
FEE 220 BHZNT/F/2S steel is in the ‘Continuously Hot- Dip Zinc Coated (Galva-
nized) Bake-Hardening High Yield Strength Steels For Cold Forming’ class.

Here for example, in the FEE 340 F ZNT/F/10/2S steel, ZNT/F shows the zinc
plating type, 2S shows that plating is both-sided, F shows that the steel is a cold rolled
product and 10 shows that the minimum plating thickness is 10 µm.

Table 1. Tensile Shear Tests experiment setup table

Experiment information Material information (1 Group = 81 specimens)

Welding region (parts’ names) Experiment
levels
(I, t, F)

Number of
experiment
repetitions

‘1.8 mm FEE
340 F
ZNT/F/10/2S’

‘1.6 mm FEE
220 BH
ZNT/F/10/2S’

‘3 mm FEE
340 F
ZNT/F/14/2S’

Rinforzo + Scatolamento 3 � 2 � 2 3 X X

Rinforzo + MontanteAttacco 3 � 2 � 2 3 X X

Rinforzo + Scatolamento +
MontanteAttacco (three sheets
region)

3 � 2 � 2 3 X X X

Scatolamento +
MontanteAttacco

3 � 2 � 2 3 X X

Montante DX +
MontanteAttacco

3 � 2 � 2 3 X X

Total specimen number
(1 specimen: 110 � 40 mm)

216 144 36

Total sheet requirement (mm2) 950400 mm2 633600 mm2 158400 mm2

Total sheet requirement � (m2) 0.9504 m2 0.6336 m2 0.1584 m2
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Tensile shear tests have been applied according to the experiment organization in
Table 1 which has been implemented with the experiment setup Full Factorial. Spec-
imen drawing has been given in Fig. 2 with its dimensions. Dimensions have been
attained according to the DIN EN ISO Standard 14273 [3].

In all of the tests, three parameters were the welding current (illustrated with “I”),
the welding time (illustrated with “t”) and the electrode force (illustrated with “F”). The
level of the current in the experiments is 3; the level of welding time and the electrode
force is 2. The welding current values are in A, the welding time values are in periods
(frequency: 50 Hz) and the electrode force values are in N (in Table 3).

The experiments which were organized according to Full Factorial method were
carried out in the mixed order randomly. However, their order for each experiment
group was determined with the software Minitab. The parameter values for these tests
were applied apartly for each welding part combination.

Tensile tests have been applied according to the experiment organization in Table 2
which has been implemented again with the experiment setup Full Factorial. The
difference from tensile shear tests is that here the number of experiment repetitions is 2.
Specimen drawing has been given in Fig. 5 with its dimensions. Dimensions have been
attained according to the DIN EN ISO Standard 14272 [2].

The unfolded sheets shown in Fig. 3 have been bent and specimens (Fig. 4) ready
for tension have been prepared.

At the beginning, while finding proper welding parameter limits we have only the
parameter values applied in the work in TOFAS Turk. Because of that some parameter
combinations have been tried. Destructive Chisel test (Fig. 5) and peel test have been
applied to the specimens after several combination trials. Here the purpose is to see that
a weld nugget has occurred and to test that the diameter of this nugget is between
certain limits. It has been accepted that the nugget diameter can change between 3,5

ffiffi

t
p

and 6
ffiffi

t
p

according to DIN EN ISO 14373 [14]. If these nugget limits are provided the
parameter values providing these nuggets will be our parameter limit values for tensile
shear and tensile testing. After these tests our parameter limits for the works in the

Fig. 2. Tensile Shear Test specimen dimensions example
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software Simufact will be determined. “t” is here the sheet thickness. The minimum
nugget diameter is calculated approximately as 4,5 mm for our specimens. But this
value has been accepted as 6 mm after the recommendations of the ERMETAL firm
and its engineers.

Before applying the welding, to fixture the parts during welding a specific apparatus
has been designed. The apparatus under the welding electrode can be seen in Fig. 6. In
the experiments ‘G0-20-22-50-8-8-22c5’ type electrode has been used according to
DIN EN ISO 5128 [15].

Fig. 3. Tensile Test specimen dimensions

Fig. 4. Tensile test part specimens for three parts region
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Table 2. Tensile Tests experiment setup table

Experiment information Specimens number according to the material

Welding region (parts’ names) Experiment
levels
(I, t, F)

Number of
experiment
repetitions

‘1.8 mm FEE
340 F
ZNT/F/10/2S’

‘1.6 mm FEE
220 BH
ZNT/F/10/2S’

‘3 mm FEE
340 F
ZNT/F/14/2S’

Rinforzo + Scatolamento 3 � 2 � 2 2 48

Rinforzo + MontanteAttacco 3 � 2 � 2 2 24 24

Rinforzo + Scatolamento +
MontanteAttacco (three parts
region)

3 � 2 � 2 2 48 24

Scatolamento +
MontanteAttacco

3 � 2 � 2 2 24 24

Montante DX +
MontanteAttacco

3 � 2 � 2 2 24 24

Total specimen number
(1 specimen: 200 � 40 mm)

144 96 24

Fig. 5. Application of the destructive testing for specimens to determine welding parameter
limit values

Fig. 6. Fixture apparatus for spot welding of testing specimens

Determination of Resistance Spot Welding Parameters 67



3 Results and Discussions

The result for the combination of Scatolamento and Rinforzo for the Tensile Shear Test
is given in the Table 3.

Table 3. The result for the combination of Scatolamento and Rinforzo for the Tensile Shear
Test

I (A) t
(Per.50 Hz)

F
(N)

Pressure
(Mpa)

Tensile
strength
(N)

Nugget
diameter
(mm)

Calculated
empirical strength
(N)

Result

10000 14 3200 0.22 17658.56 8.09 16724.15667 Ok
12000 9 3500 0.25 19717.57 9.01 18614.53386 Ok
10000 9 3200 0.22 19945.42 9.91 20473.92126 Ok
8000 14 3500 0.25 15012.83 No nugget

occuring
–

12000 9 3500 0.25 20380.75 11.65 24068.73690
12000 14 3500 0.25 21673.76 11.64 24048.07704
8000 14 3200 0.22 16616.88 No nugget

occuring
–

12000 14 3500 0.25 21717.06 12.1 24998.43060
8000 14 3500 0.25 11135.43 No nugget

occuring
–

10000 9 3500 0.25 18267.38 8.67 17912.09862 Ok
10000 9 3200 0.22 18111.90 8.62 17808.79932 Ok
10000 9 3500 0.25 18489.09 8.87 18325.29582 Ok
10000 14 3200 0.22 20451.51 11.71 24192.69606
10000 14 3500 0.25 19924.96 10.24 21155.69664
10000 14 3500 0.25 20688.65 11.98 24750.51228
12000 14 3200 0.22 21520.80 11.23 23201.02278
8000 14 3500 0.25 8054.97 No nugget

occuring
–

8000 14 3200 0.22 7977.47 No nugget
occuring

–

12000 9 3200 0.22 19865.42 9.74 20122.70364 Ok
10000 9 3500 0.25 16521.01 No nugget

occuring
–

8000 9 3500 0.25 0.46 No nugget
occuring

–

10000 9 3200 0.22 16516.9 No nugget
occuring

–

8000 9 3200 0.22 1.01 No nugget
occuring

–

12000 9 3200 0.22 20527.05 10.87 22457.26782

(continued)
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The calculated empirical strength value shown in the table above is calculated
according to the formula in DIN EN ISO 14373 [14].

Ps ¼ 2; 6 � t � dw � Rm ð1Þ

dw: Welding nugget diameter (mm)
Ps: Tensile shear strength of the welding joint region (N)
Rm: Tensile strength of the steel (Mpa)
t: Sheet thickness (mm)

Tensile strength of the materials have been found firstly with obtaining their
Rockwell hardness values and then with necessary transformations from SAE 1958
Rockwell Hardness Transformation Table of ERMETAL. According to that for FEE
340 the hardness value is HRB 71 and for BH 220 it is HRB 50. So for FEE 340 the
tensile strength is 45 kg/mm2 (441,45 N/mm2) and for BH 220 it is 32,5 kg/mm2.

As it is seen in the table above at the experiment stages by which the tensile
strength obtained with tensile testing is bigger than the calculated empirical strength
value OK is written which shows that the strength of the weld joint can be accepted.
The formula according to the standard above has been given with a tolerance %20.

Table 3. (continued)

I (A) t
(Per.50 Hz)

F
(N)

Pressure
(Mpa)

Tensile
strength
(N)

Nugget
diameter
(mm)

Calculated
empirical strength
(N)

Result

8000 14 3200 0.22 7889.55 No nugget
occuring

–

8000 9 3500 0.25 0.83 No nugget
occuring

–

12000 9 3200 0.22 19829.86 9.51 19647.52686 Ok
12000 14 3200 0.22 21534.24 11.42 23593.56012
12000 14 3200 0.22 21105.87 10.95 22622.54670
10000 14 3500 0.25 20176.82 11.93 24647.21298 OK
8000 9 3500 0.25 11902.62 No nugget

occuring
–

8000 9 3200 0.22 1.04 No nugget
occuring

–

12000 9 3500 0.25 20378.66 9.97 20597.88042
10000 14 3200 0.22 20338.09 10.65 22002.75090
12000 14 3500 0.25 21384.11 11.50 23758.83900
8000 9 3200 0.22 12623.73 No nugget

occuring
–
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Anyway it is impossible to give a formula including the specimens with the same
thickness and plating. According to that, other experiment stages different from stages
by which no nugget occurred can be accepted. As it is seen no nugget or poor nugget
has occurred at the current value 8000 A. Besides by some current values 10000 A no
nugget has occurred, too. The reason for that is that the electrode tip is worn with the
time and its resistance decreases, so its heat energy input is low, too. All the results will
be compiled and commented. After that, essential acceptations and calculations will be
made. So, the input limit values for Simufact will be obtained. In this work the welding
time values are being applied with 3 pulses.

3.1 Regression, Taguchi and ANOVA (Analysis of Variance) Analyses
in Minitab

The software Minitab 16 was used for these analyses. The result parameter for these
analyses is the measured tensile strength.

The linear regression analysis for Table 3 gave the conclusion regression equation:

Tensile Strength ¼ �26928; 2 þ 3; 30038 I þ 686; 454 t þ 0; 539196 F

The p value of F is 0, 906 and also is bigger than 0,05 (with a confidence level
95%. Because of that when F is neglected the new equation is so:

Tensile Strength ¼ �25121; 9 þ 3; 30038 I þ 686; 454 t

The other results are so: R-Sq = 68,55% R-Sq(adj) = 66,65% R-Sq(pred) =
62,30%

To increase the R-sq values the square values of the parameters I, t and F are
included and so regression calculations are calculated. After that the new equation is so:

Tensile Strength ¼ �141831þ 26; 9105 Iþ 686; 454 tþ 0; 539196 F
� 0; 00118051 I^2

Because p-value of F is high F is neglected and the new equation is so:

Tensile Strength ¼ �140024 þ 26; 9105 I þ 686; 454 t � 0; 00118051 F

By adding square values of the parameters, R values are so increased and other
results are so: R-Sq = 79,17% R-Sq(adj) = 77,22% R-Sq(pred) = 73,64%
Taguchi analysis gave these results shown in Figs. 7 and 8.
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The SN ratios for ‘Larger is better’ analysis show that the tensile strength is
increased when the current and the welding time are in a bigger magnitude. The tensile
strength is decreased when the electrode force is high.
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Fig. 8. The Taguchi results for Table 3; Main Effects Plot for SN ratios
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Fig. 7. The Taguchi results for Table 3; Main Effects Plot for Means
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Additionally, an ANOVA test was made for these experiment results. The calcu-
lated SS values gave these influence factors for the parameters:

For the welding current: 72,86%
For the welding time: 6,31%
For the electrode force: 0,014%
For the error: 20,81%

The SN ratios and ANOVA test both show, too that the influence of the changing of
the electrode force on the tensile strength is low.

4 Conclusions

In this study, the aim was to find the parameter values for inspecting the relationship
between spot welding parameters and distortions in a work. According to that, speci-
mens according to the related standards have been prepared and several parameters
have been applied. Then chisel test, peel test, tensile shear and tensile test have been
implemented. In these tests the found nugget diameters and properties and strengths
have been considered. So necessary parameter limits have been found.

After making related result tables for every part combination some observations can
be made. By some stages of the experiments by which no nugget or poor nugget
occurred can be accepted too because some tensile strength values can be obtained by
some stages although they are smaller than the empirical strengths. This is caused by
the empirical strength value formula’s tolerance. Besides it can be seen that no nugget
or poor nugget has occurred at the minimum current values. Besides by some current
values one bigger than minimum current values no nugget has occurred again. This is
caused by the worn electrode tip with the passing time. During that, its resistance
decreases because of the increasing contact of the tip, so its heat energy input
decreases, too.

After the conducted tests, regression, Taguchi and ANOVA analyses have been
made. By regression analysis equations between welding parameters and tensile
strength have been found. By neglecting some parameters and adding square values of
parameters it has been seen that R-square values of functions have increased and
functions closer to analysis points have been obtained. By Taguchi analysis, the SN
ratios for ‘Larger is better’ analysis showed that the tensile strength increases when the
current and the welding time increase. The tensile strength decreases when the elec-
trode force increases. By ANOVA test, the influence factors of welding parameters on
tensile strength have been inspected. The SN ratios and ANOVA test both showed that
the influence of the changing of the electrode force on the tensile strength is very low.
The biggest influence factor by that category belongs to the welding current.

This study will be followed with the application of the found spot welding
parameter limits to the Simufact works to find a relationship between parameters and
distortions after spot welding. The works in this study can be broadened in the future
for other materials, specimen type and dimensions and test types.
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Abstract. We present a 3-axis displacement measuring heterodyne interfer-
ometer system developed for use with a He-Ne laser at the wavelength of
633 nm having a split frequency of either 3.76 MHz or 20 MHz. The system
consists of an optical interferometer, a signal processing board, and a software.
The interferometer can simultaneously measure the displacements of three

axes, from which the distance, tilt angles of a moving object can be determined
in real time. A digital logic circuit which calculates the displacement values
from electric signals converted from 3 optical interference signals, was devel-
oped. To demonstrate the measured results graphically, we developed a
graphical-user-interface software. In addition, a feedback function through a
high speed communication bus was added to the system so that it can be applied
for motion control of a moving stage requiring scanning and alignment of a thin
film coated substrate such as a silicon wafer. The performance of the interfer-
ometer was checked by comparing the measurement values of the displacement
of a moving stage obtained simultaneously by a commercial laser interferometer
and the developed interferometer.

Keywords: Laser interferometer � 3-axis � Split frequency �
Optical signal processing

1 Introduction

Laser interferometers are widely used in various equipment for measuring displacement
in nanometer precision. In particular, laser interferometer system is an essential part of
lithographic equipment or metrology and inspection equipment used in semiconductor
manufacturing processes. The equipment for fabricating or inspecting thin-film patterns
on silicon wafers requires measurements of multiple degrees-of-freedom (DoF) such as
height, tilts, and rotation, as well as displacements.

© Springer Nature Switzerland AG 2019
V. D. Majstorovic and N. Durakbasa (Eds.): IMEKOTC14 2019, LNME, pp. 74–80, 2019.
https://doi.org/10.1007/978-3-030-18177-2_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-18177-2_7&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-18177-2_7&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-18177-2_7&amp;domain=pdf
https://doi.org/10.1007/978-3-030-18177-2_7


For a motion stage that performs 6 DoF transfer and alignment, at least 6-axis
measurement is required. Also, transformation from 6-axis displacement measurement
data into 6 DoF coordinate system is necessary because the optical axes are not parallel
to each other and are not perpendicular to the moving object carrying a silicon wafer.

To perform displacement measurement and feedback for high-speed stage move-
ment, the optical signal processing and the displacement computing should be per-
formed at a high sampling frequency.

In this paper, we report on the current status of the developed 3-axis laser inter-
ferometer that can be used for 6 DoF measurements, which uses a Xilinx Zynq 7000
series board, which is suitable for a signal processing and computer board requiring
large calculation and high speed communication. The performance of the 3-axis laser
interferometer was evaluated by measuring motion of a moving stage, where a Ren-
ishaw’s single axis laser interferometer system was also installed and used for the
measured simultaneously.

2 Interferometer Design and Components

2.1 Interferometer Displacement Measurement System

Figure 1 shows the overall layout of the 3-axis laser interferometer. The developed
3-axis laser interferometer and a single axis laser interferometer from Renishaw [1]
were placed side by side and the measurement object was placed on a single-axis linear
motor stage. We used a Keysight 5517D He-Ne laser [2] with 3.76 MHz split fre-
quency and a Zygo ZMI 7702 He-Ne laser [3] with 20 MHz split frequency, widely
used in semiconductor equipment as the measurement light source.

Fig. 1. Displacement measurement system for moving object using 3-axis interferometer
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2.2 The 3-Axis Interferometer

Figure 2 shows the optical layout of the developed a 3-axis interferometer.

The entrance of the light source is arranged with two prisms for separating three
beams of a single He-Ne laser beam. The three beams are separated into polarized
vertical light and horizontal light, which are sent to the corner cube and the moving
object, respectively. The measurement beams reflected from the moving object are
superimposed on the reflected beams from the corner cube, respectively, and sent to the
three optical connectors.

2.3 Optical Signal Processing

We developed an optical signal processing board with four photodiode receivers for
3-axis interferometer measurements. The optical signal transmitted by the optical cable
is converted to a low level current through the photodiode. This current is amplified by
the voltage and converted into a square wave of 3.3 V. Four square waves, one from
the reference and three from measurement beams, are transmitted to the field pro-
grammable gate array (FPGA) input.

2.4 FPGA Logic Design

A digital logic circuit which calculates the displacement values from electric signals
converted from 3 optical interference signals, was developed using an FPGA board of
Xilinx Zynq 7000 series. To demonstrate the measured results graphically, we

Fig. 2. Optical layout and photo of the 3-axis interferometer. BS1/BS2: beam splitter, PBS:
polarizing beam splitter, RM: reference mirror
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developed a graphical user interface software that can run on the Linux operating
system of the ARM CPU included in the Zynq chip and the remote PC. A screenshot of
the software is shown in Fig. 3.

In addition, a feedback function through a high speed communication bus was
added to the system so that it can be applied for motion control of a moving stage
requiring scanning and alignment of a thin film coated substrate such as a silicon wafer.
The FPGA logic counts the number of square wave pulses and calculates rotation and
tilts as well as 3-axis displacements.

3 Test Results

3.1 Optical Signal Processing for Two Split Frequencies

Split frequencies of two He-Ne lasers (Keysight 5517D and Zygo 7702) were measured
using the developed optical signal processing board. The measurement results of the
optical signal processing board showed correct split frequencies of 3.76 MHz and
20.0 MHz, for the Keysight and Zygo laser, respectively. Figure 4 shows the measured
square waves of the reference frequencies of the two laser heads.

Fig. 3. Captured image of the graphical-user-interface software
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3.2 Measuring Single Axis Movement

Using the setup shown in Fig. 1, the displacements of a stage moving at 0.2 m/s were
measured by the two laser interferometers. The results are shown in Fig. 5. Our 3-axis

Fig. 4. Optical signal square wave of 3.76 MHz (left) and 20 MHz (right).

Fig. 5. Measurement results of single-axis displacement (dot lines: 3-axis interferometer, solid
line: Renishaw single-axis interferometer)
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laser interferometer and Renishaw’s 1-axis laser interferometer both performed mea-
surements at a 1 kHz sampling frequency. Three results measured with a 3-axis
interferometer agree well with each other.

Figure 6 shows the displacement data measured by the developed 3-axis interfer-
ometer and the Renishaw interferometer, when the stage is not moving. The two
interferometers show slightly different values because the scaling factor is not yet
calibrated as well as the wavelength of the laser not compensated. It can be seen that
the four graphs are comparable and move in the same manner. The reason why the
measured values fluctuate quite much is that the interferometers and the stage are
installed on a different platform. So the fluctuation shows the relative vibration between
the stage and the optical table where the interferometers are located.

4 Conclusion

We developed a 3-axis heterodyne laser interferometer system consisting interferom-
eter optics module, a signal processing board, and a measurement software. It is
designed for use with a He-Ne laser at the wavelength of 633 nm having a split
frequency of either 3.76 MHz or 20 MHz, and is capable of 6 DoF measurements with
high sampling frequency of 1 kHz. Through future works, it is expected to be applied
to equipment for fabricating or inspecting thin-film patterns on silicon wafers.

Fig. 6. Comparison of data measured by the 3-axis interferometer (blue, red, green) and the
Renishaw interferometer (Orange)
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Abstract. The concept of author’s application Geometrical tolerancing that
supports teaching and vocational training on the geometrical product specifi-
cations rules and verification methods is briefly presented. The maximum
material requirement (MMR) modifier defined in the ISO 2692 changes the
classical meaning of the geometrical tolerance symbols. The classical concept of
a tolerance zone is replaced by the concept of a gauge. The idea of the maximum
material modifier is based on functional requirement – assembleability. The
paper contains a few screenshots from the interactive animations that are
employed to demonstrate the MMR concept as well as relevant verification
method. The sequence of developed scenes effectively help to understand and
distinguish the role of the MMR modifier for the tolerance features and the
datum features. For the datum features application of the MMR modifier pro-
duces an additional mobility for a group of all features considered as a pattern.
This extra mobility depends on the datum feature actual mating sizes as well as
on the 3D configuration of the datums and their precedence. It is demonstrated
that employed animations clearly show that the bonus tolerance when the datum
feature deviates from the MMC is virtually allowable rarely – only for specific
configurations of a datum features geometry.

Keywords: Geometrical tolerancing � MMR � E-learning

1 Introduction

The role for tolerancing, mathematical modelling of geometrical specifications and
manufacturing, uncertainty in areas of design, manufacturing and metrology as well as
challenges introduced by new processes are discussed in [1]. Manufacturing always
produces workpieces that are not perfect and which differ from the nominal geometry
and from workpiece-to-workpiece.

After the designer has the functional concept of nominal workpiece geometry his
main task is to specify how far an actual workpiece may by from the optimum. The ISO
GPS system [2] supplies a number of Geometrical Product Specification (GPS) tools
that may be used by a designer to set explicitly, or implicitly as default, the limits for
production imperfections. The design and engineering students shall be equipped with
good knowledge and understanding of GPS relevant to the conventional Technical
Product Specifications (TPS) as well as the Model Based Definition (MBD) [3]. This

© Springer Nature Switzerland AG 2019
V. D. Majstorovic and N. Durakbasa (Eds.): IMEKOTC14 2019, LNME, pp. 81–88, 2019.
https://doi.org/10.1007/978-3-030-18177-2_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-18177-2_8&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-18177-2_8&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-18177-2_8&amp;domain=pdf
https://doi.org/10.1007/978-3-030-18177-2_8


paper presents a part of application Geometrical tolerancing that has been developed to
visualize the great advantages of maximum material requirement (MMR) applied to
toleranced feature and restrictions for benefits of the MMR specification for datum
features in a datum system.

The purpose of maximum material requirement expressed by Ⓜ modifier is to
make it possible to accept parts based on their functionality i.e. assembleability and
avoid rejecting them with respect to criteria that fail to take into account the actual
function. The MMR is extremely useful when a producer intends to accept all parts that
fulfil the assumed function (assembleability) regardless of separately evaluated size
deviations and geometrical deviations. This is due to the fact that parts assembly
depends on the combined effect of the size and geometrical deviations. The idea of the
maximum material modifier employs a material hard gauge that can be produced and
implemented physically to verify MMR specification.

2 Application Geometrical Tolerancing

The first animations for the application Geometrical tolerancing that supports teaching
and vocational training on the geometrical product specification rules and verification
methods were developed a few years ago [4] and from that time the application is
permanently enriched and developed [5]. Animations are extensively used in the
application Geometrical tolerancing because we share opinion on their overall positive
effect to memorizing and understanding over static graphics [6].

Below the concept of the application Geometrical tolerancing is briefly presented
and then the paper is focused on the animation that reflects design of a gauge for the
MMR for position tolerance of three hole pattern in the disc with respect to datum
system establish by the primary datum A – plane, the secondary datum B – hole with
MMR and the tertiary datum C – groove with MMR (Fig. 3).

The application Geometrical tolerancing starts from the Main Window (Fig. 1)
where a user can left-click on one of the 14 Tolerance symbol buttons, the Datums
button, any Modifier button or the Size button to open the Case selection window with
the list of cases of its applications.

Fig. 1. Main window of the application Geometrical tolerancing – the MMR button description
is displayed adjacent to the button.
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The click event opens the Case selection window where different applications of the
maximum material requirement modifier (Fig. 2) are listed. The Case selection window
may be scrolled by buttons that are placed on this window bottom. Currently 14 cases
of the MMR specifications are discussed and visualized in the application. Selection of
the particular case by click event on the Line button opens the Definition window
(Fig. 3) with the relevant tolerance indicator and datum indicators attached to a
workpiece. The short description of the MMR concept is placed on the right side of the
Definition window. This information shall refresh a user the concept of the MMR and
help her/him to solve task of a gauge design that is assigned to this animation. It shall
be underlined that the presented case is more advanced, so it is not listed at the first
page of animations devoted to the MMR issue and it assumed that a user have already
studied the simpler cases. The idea of the presented animation is to guide a user through
the design process of a gauge dedicated to given workpiece and thanks to it help a user
to find whether she/he understands what are implications of the MMR application for a
toleranced feature and for datum features. The click event on the Explanation button
initiates series of scenes developed to assist a user in the gauge design and the gauge
usage (Fig. 4).

Fig. 2. Case selection window with scrolled list of Line buttons for the MMR tolerance
applications

Fig. 3. Definition window of MMR specification. The click on the Explanation button at pull
down menu available on its right edge transfers a user to the next window.
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A short help makes the task easier for a user. The Forward button that is available
on the bottom right corner of each Explanation Window is used to release next scenes
in the Explanation Window. The command displayed in the Prompt line in the window
bottom when the arrow cursor is dragged and held over the Forward button (e.g. Put on
the primary datum A, Fig. 4) informs what action will be demonstrated in the next
scene/animation released by click on the Forward button. In this scene the click event
on the Forward button triggers placement of the toleranced disc on a plane – the datum
A is established (Fig. 5). Now a user has to indicate the successive step in the gauge
designing – the pin of the constructed gauge shall be inserted into disc central hole to
establish the datum B. The user shall give the pin diameter that is equal to the maxi-
mum material virtual size for the central hole with perpendicularity requirement.

The toleranced disc situated on the datum A with the pin inserted in its central hole
is shown in Fig. 6. Additionally sketch of this pin with hidden diameter is presented in
bottom left corner of the window. A user shall give the value of the pin diameter and by
click event she/he can disclose the hidden diameter to verify correctness of the given

Fig. 4. Explanation window – the first scene. The arrow cursor dragged and held over the
Forward button activates the Prompt line

Fig. 5. Explanation window – the second scene. Datum A for the disc is established
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answer. In next scenes the block is inserted into the groove to establish the datum B.
A user also has opportunity to verify whether the proposed width of the block is
correct.

The final step of the gauge designing is shown in Fig. 7. The datum system A B C
is established and three pins are inserted to the pattern of three disc holes to verify their
position tolerances. Unfortunately the pins do not fit into their pilot holes that are in the
gauge base. So it seems that the examined disc is a scrap. On the other hand due to the
MMR modifier specified after the datum B and the MMR modifier specified after the
datum C the examined disc may be moved with respect to both datums. The command
Rotate/translate the disc displayed in the Prompt line encourage a user to click on the
Forward button to see results of such displacement (Fig. 8). Next the verification of the
second disc is visualized in the similar way – the only difference is, that all inserted
verification features are shown at one animated sequence in the seventh scene (Fig. 9).

Fig. 6. Explanation window – the third scene. A user has opportunity to verify whether
the proposed pin diameter is correct.

Fig. 7. Explanation window – the fifth scene. The three pins do not fit into their pilot holes
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Unfortunately again the three pins do not fit into their pilot holes. This time the
command Rotate/translate the disc displayed in the Prompt line activates translation of
the examined disc and finally the pins fall into the holes.

Fig. 8. Explanation window – the sixth scene. Thanks to the rotation of first inspected disc the
three pins have fallen into the pilot holes.

Fig. 9. Explanation window – the seventh scene – the second disc verification. Again the three
pins do not fit into their pilot holes

Fig. 10. Explanation window – the ninth scene. The actual gauge.
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The two types of available disc displacements are presented in the animation dis-
cussed above. So, the natural question arises as to how large additional deviations can
occur when the groove – the datum C – deviates from the maximum material condition.
Unfortunately large number of less skilled engineers and technicians without sufficient
imagination claim during vocational training that additional bonus tolerance for pattern
of three holes is equal to the difference between actual groove width and its maximum
material size.

It is not true, the disc rotation consumes the clearance between the gauge block and
the groove that is available at the radius 30 mm with respect to the disc axis (Fig. 3).
The three holes are located on the radius 20 mm with respect to the disc axis, so when
the grove is at its least material condition i.e. has the width 22,22 mm the three hole
pattern can only rotate clockwise or counter clockwise by 0,22 � 20/30 mm. It is also
often stated by participants of vocational training that the groove with 22,22 mm width
(0,22 mm wider) allows an additional deviation of the position of the three hole pattern
by 0,22 mm in a direction perpendicular to its symmetry plane. This is also not true, the
displacement in this direction is limited by an actual diameter of the central hole. If the
hole is in the maximum material condition, i.e. has the diameter of 20 mm (like in the
first examined disc – Fig. 7), it is not possible to translate the disc in any direction. In
extreme case, when the central hole is in the state of the least material condition, i.e. has
the diameter of 20,18 mm, the additional disc translation is limited to 0,18 mm (see the
second examined disc – Fig. 9).

The presented animation helps to clarify many confusions related to the misun-
derstanding of the MMR specification and to highlight the differences between the use
of the MMR for a toleranced feature and datum features.

The actual gauge is shown in the last but one scene of the Explanation window
(Fig. 10). The four pins and the block are fixed in the gauge base. The central pin is
slightly longer to make the gauge easier to use. The verification takes a short while, but
remember to accept a disc its face shall be in full contact with the gauge plane.

3 Conclusions

Despite its importance and potential benefits the academic education on the geometrical
dimensioning and tolerancing methods is insufficient and knowledge of the modern
geometrical product specification tools in industry is unsatisfactory. Specification of the
MMR modifier allows design engineers to document functional intent more accurately
and more completely.

Unfortunately the consequences of the MMR application for toleranced feature and
the MMR application for datum features in a datum system are not well distinguish by
many designers and metrologist. This observation have encouraged us to develop the
presented animation within the application Geometrical tolerancing.

The application Geometrical tolerancing is created in the Flash, the tool that can
integrate images, text, animations, sound and video. To optimize the application we
decided to employ images, text and animations. Good reception of the application
during university lectures as well as at vocational training in industry stimulates us to
expand it.
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The application is constantly being developed to show the latest provisions of new
editions of the international standards that have been published recently as well as to
reflect experience gained by authors during standardisation works and cooperation with
industry. The inquires over the reception and understanding of GPS symbols, rules and
principles during vocational trainings shows the positive impact of implementation of
the application Geometrical Tolerancing in the courses.

The undisputed advantage of Geometrical Tolerancing application is that it com-
bines usage of multimedia instructional tools to present information on geometrical
tolerancing rules with demonstration of selected verification techniques for the par-
ticular requirements. In this paper verification by hard gauge that is very suitable for the
MMR application in mass production is shown. For other specifications verification by
classical, manually operated measuring equipment or by coordinate measuring systems
are presented in the application Geometrical Tolerancing.
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Abstract. The actual status of metrology infrastructure of B&H on the state
level and possibilities for improvement in future was discussed in this paper.
The Institute of Metrology of Bosnia and Herzegovina (IMBiH) is a Govern-
ment authority on the state level performing the functions of conformity
assessment. Institute also has a role in harmonization of B&H legislation with
the EC Directives. Since 2009. IMBiH has been full member of the European
Association of National Metrology Institutes (EURAMET). Basic adopted laws
in force on metrology in B&H are Law of metrology as well as Law on Mea-
surement Units. The metrology system in B&H is highly decentralized, with a
lack of correspondence between different levels of authorities. Accredited lab-
oratories and other laboratories occupied with length measurement make their
own traceability chain using laboratories in region and without inclusion of
IMBiH. Laboratory for length in IMBiH is responsible for the realization and
maintenance of the National Standard for Length and transferring unit of the
length to lower rank standards and calibration of measuring instruments. Unit of
length, in the Laboratory for length is realized through Iodine stabilized He-Ne
laser of wavelength 633 nm. The laser is realized according to the definition of
meter, i.e. according to the requirements of the International Recommendation
for Practical Realization of the meter (CIMP 1997/2001 ‘Mise en pratique’).
This laser can be used for calibration of other lasers with wavelength of 633 nm
including laser interferometers for length measurements.

Keywords: Metrology infrastructure � Bosnia and Herzegovina �
Length measurement

1 Introduction

Metrology is a key tool for fundamental research and innovation in all areas and
enables the availability of accurate and reliable measurements relevant to industry,
science, ecology, politics and everyday life. Development of technology, and therefore
science without a well-established measurement system is not possible. National
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metrology system is of primary importance for any state, since it is the prerequisite for
the development of other branches of metrology as well as new technologies, and for
the development of the society as a whole. The basic tasks of a national metrology
institution are providing a measurement traceability of the national measurement
standards and delivering measurement traceability to the users and their measurement
needs in various segments (science, environment, health, food, agriculture, transport,
telecommunications, industry, trade, taxation, judicial authorities, and police) [1, 2].

In metrology system, it is necessary to provide traceability, the chain of compar-
isons ensures that national standards are traceable to the unit of measure in BIMP, and
with the national standard conforming to the secondary (reference) standards, and with
these industrial standards. Finally, industrial standards harmonize the end-user mea-
suring instruments. Measuring of length and availability of length standards are crucial
for the existence and development of a modern and technically developed society [2].
The development of technology also directly affects the improvement of the general
quality of life, without meter and metrology, this would not be possible, and so
metrology can be as an interface between science and technology that enables them to
be stable.

The beginnings of metrology in B&H date from Ottoman Empire, when for almost
five centuries a system of measures and measurement existed. European units of
measurement and metrological system in our country brings Austro-Hungarian - one of
the countries that signed and ratified the Metre Convention is in Budapest on 1875 [3].

The first laws on metrology – Law on measures for B&H were adopted 1911, and
political and territorial changes and forming new Kingdom of Yugoslavia gives the
new laws and rules in field of metrology. After the Second World War, the production
and reconstruction of the former Yugoslavia also contributes to the changes and the
emergence of new laws – Law of measuring units and measures in 1961 and 1974.

After the war years (1992–1995) in Bosnia and Herzegovina, with the help of the
international community, major changes in the system of measurement units and
metrology becomes and brought a whole set of laws and acts to the future organization
of standardization, metrology, accreditation and intellectual property in Bosnia and
Herzegovina.

The future organization of standardization, metrology, accreditation and intellectual
property in Bosnia and Herzegovina was adopted in November 2000, by the then High
Representative for B&H. Bosnia and Herzegovina participate in CIPM MRA since
2011, with signatory of IMBIH and participating national laboratories. For the past five
years, the Institute for Metrology of Bosnia and Herzegovina has published a total of
59 lines of CMCs in 24 different fields and subdivisions, in which way it has achieved a
stabile status in international metrology organizations. Internationally recognized
Calibration and Measurement Capabilities (CMC) in the BIPM key data comparison
KCDB have Laboratories of IMBIH: Mass and related quantities (pressure, density),
Chemistry, Temperature and humidity, Electrical quantities, Time and frequency [3].
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2 The Current State of Metrological Infrastructure in Bosnia
and Herzegovina

According to the National Law of Metrology, main task of IMB&H is forming National
laboratories for realization of basic SI units in B&H, as well as assuring international
traceability up to the highest metrology level, Fig. 1. Based on allocation of needs in
Bosnia and Herzegovina, IMB&H strongly started with process of establishing large
number of national laboratories. Active laboratories of IMBIH are: Laboratory for
Mass, Laboratory for Chemistry, Laboratory for Pressure and Vacuum, Laboratory for
Volume, Laboratory for Density and Viscosity, Laboratory for Temperature and
Humidity, Laboratory for Electrical Quantities, Laboratory for Time and Frequency,
Laboratory for Ionizing Radiation and Laboratory for Verification. Some of these
laboratories demonstrated their competencies at the international level by fulfilling the
requirements for proving test and calibration skills, which resulted with published
Calibration and Measurement Capabilities CMCs in their field in the KCDB – BIPM
[3, 10].

Furthermore, it is obvious is that the national Laboratory for the length is not on the
list of active laboratories, which implies that length and measurement of length is one
of the missing areas of activity of IMB&H [13].

Of course, this doesn’t mean that the length and the length measurement is not
being carried out in B&H, but international traceability and standards in this area are
not as well covered as in other areas of IMB&H activity. The situation in the area of
definition and dissemination of the unit of length is still in the regulation stage.
Namely, IMB&H is in the possession of the primary standard for a unit of length and
meter (m) is realized in the Laboratory for length through Iodine stabilized He-Ne laser
of wavelength 633 nm [4, 11]. The laser is realized according to the definition of meter,

Fig. 1. Traceability chain for length
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i.e. according to the requirements of the International Recommendation for Practical
Realization of the meter (CIMP 1997/2001 ‘Mise en pratique’).

The traceability chain continuity should be from the primary IMB&H standard to
lower levels, however conditions have not ensured yet due to the lack capacity and
equipment that would provide this.

3 Comparison with Metrological Infrastructure of Slovenia

Bosnia and Herzegovina is a potential candidate for EU membership. This means that
on the one side, the country is interested in joining the Union and on the other side
there is interest of the Union in the country’s accession. Bosnia and Herzegovina is at
an early stage in achieving the capacity to cope with competitive pressure and market
forces within the Union. The state is at an early stage regarding its approximation with
European standards and has established institutions for standardization, metrology,
accreditation and market surveillance [2]. Because of the complex constitutional and
legal conformation, the metrology infrastructure of B&H still does not function in an
optimal way. Slovenia, as one of the countries in the neighborhood, is a member of the
EU and represents a good and harmonized approach to the regulation of metrology
infrastructure [5]. In accordance with this fact and the lack of adequate regulation of
metrological unity and dissemination of the unit of length in B&H, the accredited
laboratory Lotric Control d.o.o has established its chain of traceability of the unit of
length through the National Metrology Institute of Slovenia - MIRS.

The National Metrology System in Slovenia is entrusted to the Metrology Institute
of the Republic of Slovenia (MIRS) as the national metrology institute (NMI), which
provides traceability for selected units of SI System [5]. For certain SI Units, national
standards are recognized and entrusted with a mandate by MIRS to other legal entities,
Table 1.

The national standard of length of Slovenia is within the Institute of Production
Mechanical Engineering of the Faculty of Mechanical Engineering at the University of
Maribor, in Laboratory for Production Measurement.

The Laboratory for Production Measurement is ensuring traceability of the national
standard of length in the primary laboratory of the Nederland’s Meetinstituut, the
Netherlands, (for laser interferometer), in the primary laboratory of the Physikalisch-
Technische Bundesanstalt (PTB), Germany (for large length standards up to
1000 mm), and in the national laboratory of BNM-LNE, France (for small length
standards up to 100 mm). In view of reducing measurement uncertainty, the Laboratory
also participates in inter-laboratory comparisons. The dissemination of the value by
means of national standards conducts following the accredited procedures for com-
parison calibration, to the laboratory’s working standards, which are then used for
calibration of customers’ standards. The comparison measurement is performed by a
comparison measuring instrument (comparator). The length of the calibrated standard
(gauge block) compares to the length of the reference standard, which is traceable to
the primary standard of length (international level). The comparison measuring
instruments (a comparator up to 100 mm, and a comparator up to 1000 mm) operate on
the principle of differential measurement of deviations by two inductive pick-offs [5].
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4 Dissemination of Unit of Length in Bosnia and Herzegovina

Standard ISO 17025:2018 demands that the laboratories have to establish and maintain
metrological traceability of all measuring results by means of documented unbroken
chain of calibrations linking them to an appropriate reference [2, 14]. In B&H exist
several laboratories dealing with length measurements, and some of them are accred-
ited according to standard ISO 17025 by national accreditation body in B&H named

Table 1. National measurement standard system of Slovenia [5].

Field Recognized institution

Time and frequency Slovenian Institute of Quality and Metrology,
Metrology

Length University of Maribor, Faculty of Mechanical
Engineering, Laboratory for Production
Measurement

Electricity Slovenian Institute of Quality and Metrology,
Metrology

Ionizing radiation Jožef Stefan Institute, Low and Medium
Energy Physics F2

Amount of substance/Organic Compounds,
in particular Fatty Acids, Sterols,
Biophenols, Tocopherols, Waxes,
Triacylglycerols, Stigmastadienes/in
Biological Materials and Food

Science and Research Centre, Laboratory of
the Institute for Oliveculture

Amount of substance/Bioanalysis of
Nucleic Acids/GMOs and
Microorganisms

National Institute of Biology, Department of
Biotechnology and systems biology

Amount of substance/Inorganic Non-metals
and their Compounds, Manganese, Loss on
Ignition, insoluble and main Components/in
Mineral Binders and Mortars

Slovenian National Building and Civil
Engineering Institute, Laboratory for
Cements, Mortars and Ceramics

Amount of substance/Chemical trace
Elements/in the Organic and Inorganic
Materials

Jožef Stefan Institute, Environmental Sciences
O2

Amount of substance/Inorganic Metalloids
and their Compounds, sum Parameters, pH,
Toxicity/in Water

National Institute of Chemistry, Laboratory
for Environmental Sciences and Engineering

Thermodynamic temperature University of Ljubljana, Faculty of Electrical
Engineering, Laboratory of Metrology and
Quality

Pressure Institute of Metals and Technology,
Laboratory of pressure metrology

Humidity University of Ljubljana, Faculty of Electrical
Engineering, Laboratory of Metrology and
Quality
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BATA [6, 12]. Most of laboratories are part of larger production plants, and in order to
achieve correctness and the accuracy of their production have formed laboratories and
adapted to their needs, Table 2. Naturally, globalization of the world market put strict
demands on products and services, so these B&H laboratories have to meet these
conditions.

Due to the fact that there is no traceability chain for a unit of length to lower levels,
i.e. accredited laboratories, at the state level, these four laboratories were forced to find
their own ways to meet the requirements of the standard and establish continuity of
traceability chain for length measurement.

“ORAO” Bijeljina in B&H, is factory for production and overhaul of airplane
engines, with the most contemporary equipment and highly trained stuff [7]. Labora-
tories are very important potential of ORAO and they are primary developed for
overhaul process of turbojet engines. Laboratory for length measurement is accredited
according to standard ISO 17025 by BATA, and they maintained their traceability
chain for unit of length according to the National Metrology Institute Serbia (DMDM),
Fig. 2.

Table 2. Laboratories for length measurement in B&H

No. Laboratory Accreditation
ISO 17025

Field of
accreditation

Traceability
chain

1. BNT-Factory of
hydraulics and machines,
Novi Travnik - Calibration
Laboratory

Yes Length, mass,
pressure

“ORAO”,
Bijeljina,
Laboratory –

Metrological
laboratory

2. JSC for production and
overhaul “ORAO”,
Bijeljina, Laboratory –

Metrological laboratory

Yes Length, mass,
electricity and
magnetism and
other quantities

DMDM
Belgrade Serbia

3. LOTRIC CONTROL,
Mostar-Laboratories

Yes Length, mass,
humidity,
thermometry

MIRS Slovenia

4. Mechanical Engineering
Faculty, Sarajevo –

Laboratory for production
measuring technique

No Length, angle,
roughness

DKD
Laboratory
Germany*

*expired
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As one can see from Fig. 2, the Laboratory of ORAO, unlike the laboratory Lotric
control, has established its chain of traceability of the unit of length through the
neighboring state of Serbia. Serbia has a stable metrology system with Directorate of
Measures and Precious Metals (DMDM) as National Metrology Institute (NMI) and
national authority on legal metrology with responsibilities for control of precious
metals articles [8]. As NMI, the DMDM has task to maintain national measuring
standards of SI units, perform their international comparisons and disseminate legal
units of measurement by calibration of measuring standards and instruments.

For the realization and maintenance of the standard of the unit of length and other
related sizes at the NMI of Serbia, the Laboratory for dimensional measures (LDM) is
responsible. The national etalon of the unit of length (meter) was achieved through two
frequency-stabilized helium-neon (He-Ne) lasers stabilized on pairs of dual-atomic
isotope molecules 127 (127I2) at a wavelength of 633 nm. Lasers are made by defi-
nition, i.e. in accordance with the requirements of the international recommendation for
the practical realization of the meter [8, 9]. With these lasers, other lasers with a
wavelength of 633 nm are installed, including laser interferometers for measuring the
length.

Laboratory measurement and calibration capabilities (CMCs) can be found in the
database of the International Bureau for Weights and Measures Appendix C of the
KCDB [10], Fig. 3.

The international traceability for all measurements made in the LDM Serbia is
ensured through participation in international inter-comparisons as well as in various
international projects. LDM participates in these activities mainly at the regional level,

Fig. 2. Traceability chain for length of laboratory “ORAO” [7].
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through active participation in EURAMET projects, the European Association of
National Metrology Institutes [10].

5 Conclusion

Bosnia and Herzegovina is at an early stage in achieving the capacity to cope with
competitive pressure and market forces within the EU. Through this research, it has
been established that there are solid laboratory capacities of four laboratories for length
measurement that successfully meet the needs of the B&H market. Main problem is
dissemination of the unit of length on the state level, which is not established. All
mentioned laboratories made their own traceability chain for unit of length through
different laboratories in Europe (three European countries) and that is main problem for
optimal functioning of metrology system in B&H in field of length measurement. The
Slovenian metrology system was observed as an example of good and strategic
approach.

IMB&H cannot adequately achieve the goals, because the complexity and scope of
metrology requirements require great investment. Because of the complex constitu-
tional and legal conformation of B&H, the metrology infrastructure of B&H still does
not function in optimal way.

One of the transitional arrangements for setting up a chain of traceability per unit
length in B&H could be the announcement of one of the accredited laboratories in
B&H for the national laboratory for the length and the establishment of a single

Fig. 3. Length, Serbia, DMDM, KCDB [10].
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traceability chain for the whole country [14–16]. This would prevent the establishment
of different chains of traceability of the unit length on the state level and the estab-
lishment of a unique one. Of course, further development and expansion of the unit
length base by IMB&H would establish a unique distributed metrology system,
ensuring the proper establishment of traceability of state-level and dissemination to low
levels in B&H. Cooperation and coordination with the metrology institutes of EU needs
further improvement and a country-wide development strategy remains to be adopted.
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Abstract. According to utilization functions and environments; various plating
methods have been applied on metallic manufactured products to improve some
properties such as friction, wear resistance and corrosion; besides mechanical
properties such as stiffness, ductility, toughness, fatigue strength, etc. The
chromium plating has been commonly used plating technology at manufacturing
sector providing a coating of wear resistant chromium with a micro-scaled
thickness on metal products. The chromium plating is to gain high toughness,
resistance of corrosion, low coefficient of friction and improve some properties
of material. Chromium acid solutions consisting of one or more catalytic anions
are used for chromium plating. The aim of this study is to investigate the surface
roughness parameters for coated and uncoated seal bushing surfaces. The
material of seal bushing is AISI 420 steel, which is included in martensitic
stainless steels and has quite high tensile strength. After the heating process was
applied to the seal bushing, chromium plating was implemented with different
currents and periods on the surface of the material. The chromium coating was
successfully deposited on a seal bushing surfaces. Experimental data was col-
lected from three different types of the bushing surfaces. After coating process,
the finishing methods, such as grinding etc. were implemented. The results
indicated that coated surfaces had higher surface roughness values than the
uncoated surfaces. According to the results of Wilcoxon test, there were a
significant difference between Workpieces B (cutting+turning+chromium plat-
ing) and C (cutting+turning+chromium plating+grinding); Workpieces A (cut-
ting+turning) and B.
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1 Introduction

In manufacturing industry, various manufacturing processes have been used and
diversified as turning, grinding, cutting, welding, milling, grinding, plating etc. The
chromium plating, which is the one of these methods, has been used in various
manufacturing fields such as automotive, aerospace, petro-chemistry, which are used
for maintaining wear resistance of parts and enhance the material properties [1, 2].
Chromium coating is remarkable for high resistance to obtain high hardness and wear
resistance as well as low coefficient of friction resistance to cold welding [3]. Chro-
mium plating is per-formed with a chromium salt solution and a passive anode made of
lead. Trivalent chromium solutions are limited to low deposition rates and are mainly
used for the deposition of thin decorative coatings. Hexavalent chromium solutions
provide higher deposition rates than trivalent chromium solutions and are used for the
production of thick wear-resistant hard chromium coatings [4].

Surface roughness is one of the surface texture measurement and is quantified by
the vertical deviations of the real surface from its ideal. If the surface comes along
rough, the deviations are high; if smooth, the deviations are low. Roughness is typically
considered the high frequency, short wavelength component of a measured texture [5].
In measuring surface roughness, average surface roughness is commonly used, which is
denoted as Ra. Ra is the arithmetic average value of departure of the profile from the
mean line throughout the sampling length. Ra is also an important factor in controlling
machining performance [6].

Surface roughness can provide various knowledge about plating, such as the bath
stability: stable baths generate less rough coatings, free of nickel particles adsorbed on
the surface of the coating [7]. De Mello et al. analyzed influence of hard chromium
plating on surface texturing and found out a significant influence of plating on topo-
logical behavior [8].

2 Material and Method

Bushing has been processed by different manufacturing methods for purpose of higher
surface quality. In the first manufacturing operation, raw material of bushing, AISI 420
stainless steel, has been operated for cutting and turning. In this process, the aim of
turning is to smooth out bushing and it is significant to reach the required cutting
parameters to obtain high cutting performance [9]. After these operations, chromium
plating has been operated to intend to improve some mechanical properties, good
aesthetic appearance and superior resistance to corrosion [10]. The advantages of
chromium plating are the high level of hardness, resistance to corrosion and wear, or
low coefficient of friction of the coatings. Due to the deposition process, these coatings
are extensively micro-cracked and present a crystallographic texture [11].

Surface quality of bushing with the chromium plating has been improved when
compared with the uncoated surfaces. To improve the surface finish, grinding operation
was conducted. Grinding is a machining process utilizing hard, abrasive particles as the
material removal medium, and usually regarded as a key step to obtain the high
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dimensional accuracy and fine surface roughness of the workpieces [12]. After
grinding, semi-finished product has been ready for assembling.

Many factors cause the traverse and longitudinal waviness produced by the random
nature of the turning, the plating and the grinding. Consequently, surface topography
becomes a complicated issue. Surface roughness is a typical parameter to quantify the
surface quality [13]. Surface roughness is defined as the finer irregularities of the
surface texture that usually result from the inherent action of the machining process
[14]. The surface roughness is presented by the arithmetic mean value Ra, the root
mean-square-average Rq, and the maximum roughness height Rt.

In this study, it was sought the answer which workpieces, manufactured by related
process, have higher surface quality. So that there are three types of workpieces
manufactured by related processes and measured the surface roughness by using
scanning type confocal laser microscope. The roughness of bushing surfaces was
evaluated. The bushing, which is investigated surface roughness value in this study, is
used in high-pressure pump for avoiding corrosion etc.

2.1 Materials

The raw material of workpieces is AISI 420, martensitic stainless steel, which offered
moderate corrosion resistance in comparison to the austenitic and duplex grades and
used for prolonging lifetime of product achieved with a surface treatment and coating,
as long as corrosion resistance is sustained, and adhesion is acceptable [15].

2.2 Bushing Manufacturing Processes

These workpieces used for characterization of surface roughness. The workpieces had
the manufacturing processes, respectively, turning, chromium plating and grinding.
The workpieces to be measured are shown in Fig. 1.

The evaluation process of flow steps is presented in Fig. 2 consisting of two main
phases, respectively, manufacturing process of workpieces (Step 1).

(a)             (b)    (c)

Fig. 1. (a) Workpiece A applied turning (b) Workpiece B applied chromium plating
(c) Workpiece C applied grinding
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2.3 Surface Roughness Characterization

The evaluation of surface roughness parameters is configured in Step 2. The aim is to
compare the surface roughness values for three different types of workpieces following
step in Fig. 3.

2D surface profile parameter Ra as amplitude parameter (average of ordinates) and
3D surface profile parameter Sa as surface average deviation are listed in Table 1. The
surface roughness of workpieces of three different bushing were investigated [17, 22].

For surface roughness measurements, a rotating (Nipkow disc) confocal micro-
scope (NanoFocus - lsurf) [14, 20] was used. Each workpieces from all types was
measured for surface roughness. The most commonly used roughness parameters in
this experimental study are used as Ra and Sa.

Start Raw Material
Manufacturing Process 

(Cutting, Turning) Workpiece A

Start Workpiece A Chromium Plating Workpiece B

Start Workpiece B
Manufacturing Process 

(Grinding)
Workpiece C

Fig. 2. Manufacturing process of workpieces (Step 1)

Display 
and 

Record

Confocal Laser 

Scanning Type 

Microscopy

Workpiece A

Workpiece B

Micro-Scale 

Surface Texture 

Characterization

Workpiece C

Compari-
son 

End

Fig. 3. Measurements for characterization of surface roughness (Step 2)
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3 Results

3.1 2D Surface Roughness Measurement Results

There are different techniques used for surface metrology analysis. This paper presents
the investigation of coated and uncoated surface quality using the scanning type
confocal laser microscope.

The roughness measurement results from the scanning type confocal laser micro-
scope are given at Table 2. Roughness values of Workpiece B (cutting+turning

Table 1. 2D/3D surface profile parameters [18–22]

Table 2. Surface roughness measurement results in terms of Ra

Roughness measurement
results Ra (µm)

Workpieces
A B C

1 0.063 1.610 0.084
2 0.097 1.780 0.098
3 0.069 1.730 0.093
4 0.122 1.730 0.161
5 0.122 0.829 0.106
6 0.065 0.619 0.113
7 0.102 1.610 0.110
8 0.113 1.190 0.096
9 0.094 0.781 0.142
Mean 0.094 1.320 0.111
Std. Dev. 0.022 0.442 0.024
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+chromium plating) turned out to be higher than those of Workpieces A (cutting
+turning) and C (cutting+turning+chromium plating+grinding).

The main reason of high roughness values indicated that the manufacturing process
consisted of the chromium plating. The roughness deviation verified that chromium
plating increased the surface roughness values.

3.2 3D Surface Roughness Measurement Results

3D profiles of the measured workpieces are given in Fig. 4.

There are four groups of parameters for 3D (areal) surface roughness characteri-
zation based on statistic, respectively, amplitude, spatial, hybrid and functional
[22, 23].

In the present study, it was used 3D amplitude height parameters such as Sq, Sp, Sv,
Sz and Sa for the 3D evaluation. The results of surface roughness measurement in terms
of 3D Height Parameters are given in Table 3.

Sq, Root mean square height of the surface
Sp, Maximum height of peaks
Sv, Maximum height of valleys
Sz, Maximum height of the surface
Sa, Arithmetical mean height of the surface

Fig. 4. 3D profiles of (a) Workpiece A (cutting+turning) (b) Workpiece B (cutting+turning
+chromium plating) (c) Workpiece C (cutting+turning+chromium plating+grinding)

Table 3. Surface roughness measurement results in terms of height parameters.

Height parameters Workpieces
A B C

Sa (µm) 1.294 1.577 0.205
Sq (µm) 1.469 2.098 0.279
Sp (µm) 11.186 21.111 6.688
Sv (µm) 3.897 6.303 2.447
Sz (µm) 15.084 27.422 7.632
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Sa values indicates that coating increased the surface roughness, while grinding the
coated surface decreased the surface roughness for Workpieces A, B and C. This
phenomenon happens for all values of Sq, Sp, Sv, Sz and Sa.

3.3 Statistical Results

In order to find the significant difference between different manufacturing operations
and coating/noncoating, the statistical analyses were conducted using SPSS statistical
software. Friedman and Wilcoxon Tests were carried out for surface roughness values
of Workpieces A, B and C.

Every measurement of surface roughness was compared using Friedman Test,
regarding significance (p) value is 0.05. According to Friedman test results in Table 4,
significance value is 0.001 and lower than 0.05, there was a significant difference
between surface roughness measurement of Workpieces A, B and C.

In order to compare these significant differences between them, Wilcoxon Test was
applied. It was found that Workpieces A–B and B–C had significant changes, which
mean that there are effects between these workpieces on surface topography. According
to results of Wilcoxon Test in Table 5, the followings can be inferred:

• There was a significant difference between Workpieces B and C. Workpiece C
(cutting+turning+chromium plating+grinding) had lower roughness than Work-
piece B (cutting+turning+chromium plating).

• There was a significant difference between Workpieces A and B. Workpiece A
(cutting+turning) had lower roughness than Workpiece B had.

Table 4. Friedman test results for comparing Workpieces A, B and C.

Number of measurement 9
Chi-Square 14.889
Significance value .001

Table 5. Wilcoxon test results for comparing Workpieces A, B and C.

N Mean rank Sum of ranks

Workpiece_A - Workpiece_B Negative ranks 9a 5.00 45.00
Positive ranks 0b .00 .00

Workpiece_C - Workpiece_B Negative ranks 9d 5.00 45.00
Positive ranks 0e .00 .00
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4 Conclusion

This study was performed by the researchers of different academic organizations and
industry (R&D center approved by Ministry of Industry and Technology). The
methodology to define the surface roughness characterization of the bushing surface
parameters using the scanning type concofal microscope revealed an advantage for
more precise and accurate results.

According to these results, chromium plating deteriorated the surface roughness,
while improving some properties as friction, wear resistance and corrosion, besides
mechanical properties. However, the coated surfaces had higher surface roughness.
After plating process, finishing process ought to be implemented on the workpiece such
as grinding etc.

The continuation of this study is to be the surface investigation of the bushings after
a series of process and their coating performances and issues such as the optimization
of the bushing surfaces. The future studies can be the investigation of surface coating
and mechanical properties of the material.
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Abstract. Measurements of form deviations of 3D elements can be conducted
with various strategies. Such strategies differ in a number and distribution of
sampling points located on an investigated surface. Low number of sampling
points can bring about the situation that some surface irregularities cannot
detected by a measuring system. An application of higher density of sampling
points, in turn, results in significant lengthening of measurement time, which is
undesirable. This is why authors propose to develop a novel, adaptive mea-
surement strategy. Proposed adaptive strategy consists of two stages: a pre-
liminary measurement and additional measurements. During the preliminary
measurement an investigated area is scanned along a preselected trajectory. If
measurement results show that there is a significant change of sensor readings in
a certain fragment of an investigated surface, then we conduct additional
measurements in the area where the large change of sensor readings occurred.
The paper presents the state-of-the-art on contemporary measurement strategies
of 3D elements and fundamentals of the adaptive strategy proposed by authors.

Keywords: Measurement � Form deviation � Adaptive strategy

1 Introduction

Rotary elements constitute a very significant and numerous group of machine parts
Such machine parts are used in various branches of engineering industry (for example
in bearing, automotive or power industry). Such parts are usually cylindrical, spherical,
barrel- and saddle-shaped or conical ones. Usually, rotary elements should be of very
high accuracy. Therefore it is very important to apply a reliable method of measure-
ments of their form deviations.

Usually, investigating form deviations of rotary parts is based on an analysis of
results of 2D measurements. In other words, the investigation is performed in the
following way: measurements of roundness deviations are conducted in a few pre-
sumed cross-sections of the part.

It is less common to measure 3D parameters of rotary parts. In industrial practice,
measurements of 3D parameters are practically limited to an evaluation of out-of-
cylindricity. Measurements of cylindricity measurements are usually performed with
special-purpose radial systems. Typical example of such systems are Talyrond
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instruments by Taylor Hobson. Nowadays, radial systems, called also radius-change
ones, can be used to measure roundness and cylindricity deviations. In addition, some
radius-change instruments can also be used to measure flatness of the cylinder face.
Radius-change instruments are characterized by high accuracy, however, their area of
applications is limited, as they usually can be used to measure roundness, cylindricity
or flatness of the face, as it was mentioned above.

Nowadays, in the area of metrology of geometrical quantities dynamic develop-
ment of coordinate metrology can be observed. It contributes to increasing the mea-
surement accuracy of coordinate measuring machines. This is why such type of
machines is more and more common to measure form deviations, if tolerances of the
part are significantly higher than the maximum permissible error of the machine.

Considering the problem of measurements of 3D parameters of rotary parts it is
noteworthy that it is very important to apply proper measurement strategy. Term
“measurement strategy” denotes here distribution of sampling points on the surface
under investigation. Thus, this term is closely related to the path along which the sensor
moves on the surface to be measured. It is obvious that applied measurement strategy
should allow dense coverage of investigated surface with a grid of sampling points. On
the other hand, it should be noted that the higher number of sampling points the longer
measurement time. Therefore, sometimes selection of proper measurement strategy is
not an easy task.

2 State-of-the-Art on Measurement Strategies of 3D Features

Measurement strategies of 3D parameters described in the scientific literature usually
relate to measurements of cylindrical workpieces. In general, they can be divided into
three main groups: uniform sampling strategies, strategies fitted to measured surfaces
on the basis of predicted pattern of irregularities and so-called adaptive strategies.

2.1 Uniform Sampling Strategies

Uniform sampling strategies are most common in industrial practice. Usually mea-
surements of form deviations of cylindrical parts are performed with the use of the
circumferential and the generatrix strategy. The strategy that allows obtaining more
accurate information about investigated surfaces is so-called “bird-cage” strategy. This
strategy is simply a combination of measurements in cross- and longitudinal sections.
Due to computational problems “bird-cage” strategy has not been available in the
software of measuring systems for a long time. At the moment, there are some mea-
suring systems that allow application of this strategy. The most important advantage of
the “bird-cage” strategy is that it permits dense covering of measured surface with a
grid of sampling points. Therefore such results are most reliable. The major drawback
of the “bird-cage” strategy is that it is very time consuming [1].

Single points strategy is less common to measure form deviations of cylindrical
parts. The reason is that low number of sampling points does not allow obtaining
accurate information about investigated surface.
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The strategy that was not described in the standard ISO 12180 is the helical trace
strategy. This strategy is a compromise solution between the strategies of cross-sections
and longitudinal sections and it is quite often applied under industrial conditions.

In general, it should be noted that the strategies mentioned above allow uniform
sampling. It means that the whole surface of the specimen is scanned in the same way.
Thus, for the case of circumferential, generatrix and “bird-cage” strategy all the linear
distances between all cross-sections and angular distances between longitudinal sec-
tions are the same. The helical trace strategy can be regarded as a uniform sampling
strategy, too, as the parameter that describes sampling density, which is pitch angle,
remains constant during the measurement. Application of the single points strategies
also requires approximate uniform distribution of sampling points on the surface under
investigation. It can be performed with the use of specific numerical methods, for
example by applying so-called Hammersley/Halton sampling [2].

Uniform sampling strategies are very useful if surfaces under study are charac-
terized by regular pattern of form errors. However, sometimes significant irregularities
are located only in a certain area of the surface. Such area should be then sampled with
the use of many more points than other areas of the surface. This is the reason why
research activities are conducted that are focused on development of a strategy that
would denser sampling in areas where significant surface defects are predicted.

2.2 Strategies Based on Predicted Location of Irregularities

These strategies are fitted to the surface under study on the basis of predicted distri-
bution of surface irregularities. If information about the machining process of the
surface is available, then one can predict most probable location of the irregularities of
the surface. For example, cylindrical surface of workpieces machined by turning that
were placed in a three-jaw chucks are very often characterized by a triangular error (i.e.
the third harmonic component is dominant in circumferential profile). Additionally,
workpieces that were placed in lathe centers are usually characterized by a saddle-
shaped error. Strategies fitted to predicted model of irregularities can be designed on
the basis of data of preliminary measurements or on the basis of assumed pattern of
form errors. An example of the former approach is a method of harmonics fitting
described in work [3]. This method applies statistical evaluation of characteristics of
individual Fourier components of the profile in order to establish as small set of
sampling points data as possible that allows reliable evaluation of form errors of the
surface under study. The latter approach is given in work [4]. In this method, a
preliminary model of the shape of the surface is assumed. The model is described
mathematically by the linear combination of the set of base functions (for example,
polynomials, Fourier components or eigenfunctions). The model is then used to design
the grid of sampling points. After the measurement, on the basis of the values in
presumed sampling points, coefficients of assumed model of the linear combination are
calculated (taking into account uncertainty of fitting). The coefficients are then used to
reconstruct the image of the whole surface under study.
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2.3 Adaptive Strategies

Adaptive strategies, described in the scientific literature, are iterative ones. In the case
of application of such types of strategies, the sampling is conducted in a few stages.
The first stage is a preliminary measurement. The preliminary measurement is usually
performed with the use of uniform sampling. Next, on the basis of obtained mea-
surement data, a relevant algorithm is applied to find the areas where the risk of
occurring of large local surface irregularities is high. After conducting measurements in
these areas the value of presumed coefficient is calculated. The value of this coefficient
indicates if the measurements should be stopped or it is necessary to conduct the next
series of measurements applying denser sampling. Such approach uses so-called
kriging models quite often. The name of the method comes from the name South
African engineer, Krige, who has the first researcher to apply this method to predict
changes of the signal in geostatics in the sixties of the XX. century. At present, these
models are more and more common to predict localization of subsequent sampling
points.

In kriging models the signal is modified with the use of the set of base functions
and their coefficients supplemented by a random component whose expected value is
equal to zero and for whom the covariance between the input and output remains
constant [5]. Apart from the application of kriging models, the localization of points,
where the profile should be sampled can be conducted with the use of such opti-
mization techniques as Tabu Search, Hybrid Search or coordinate search [6].

3 Concept of Adaptive Strategy of 3D Parameters or Rotary
Elements Proposed by Authors

As it was shown in previous section, measurements of form deviations of 3D elements
can be conducted with the use of various strategies, differing in a number and distri-
bution of sampling points located on an investigated surface. Low number of sampling
points or measured sections can lead to the situation that some surface irregularities are
not detected by a measuring system. An application of higher density of sampling
points, in turn, results in significant lengthening of measurement time, which is
undesirable, if one takes into account requirements of modern manufacturing pro-
cesses. This is the reason why authors have taken efforts aiming at development a
novel, adaptive measurement strategy, different from those described in Sect. 2.3.
Proposed adaptive strategy consists of two stages: a preliminary measurement and
additional measurement (one of many – it depends on the results of the signal analysis).
General concept of the strategy is shown in Fig. 1. During the preliminary measure-
ment an investigated area is scanned along preselected trajectory. Authors propose to
apply three strategies of preliminary scanning: along the helical trace, in preselected
cross-sections and in preselected longitudinal sections.

The approach to the evaluation of form deviations of 3D parameters of rotary
elements shown in Fig. 1 requires solving some specific problems. One of them is how
we can decide what signal change should be considered as a large one.
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Authors propose to take such decision on the basis of the distance of sampling
points from the reference feature. Considering approach applied in quality engineering
we propose to use a value of experimental standard deviation s as an indicator in this
case. Points that are located in a distance higher than 3s are the ones where additional
measurements should be considered.

Thus, the procedure of searching points where additional measurements should be
performed can be described as follows:

Fig. 1. Algorithm of the adaptive strategy proposed by authors
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– performing preliminary measurement,
– calculation of the parameters of the reference feature,
– calculation of the value of the experimental standard deviation s,
– searching for points whose distance from the reference feature is higher than 3s.

Authors are going to apply cross-sections, longitudinal sections and helical trace
strategies to measure such elements as: cylinders, spheres, cones and barrel-shaped
workpieces. It will involve solving a number of theoretical problems, including
development of the mathematical models of the strategy. Developed model should
respect such problems as: correct calculation of a reference feature, filtering of mea-
surement data and non-uniform sampling. On the basis of formulated equations com-
puter procedures will be developed to allow qualitative (visual) and quantitative (with
the use of suitable numerical parameters) evaluation of form deviations of measured
workpiece.

4 Conclusions

Measurements of form deviations of 3D elements can be conducted with the use of
various strategies, differing in a number and distribution of sampling points located on
an investigated surface. Low number of sampling points or measured sections can lead
to the situation that some surface irregularities are not detected by a measuring system.
An application of higher density of sampling points, in turn, results in significant
lengthening of measurement time, which is undesirable, if one takes into account
requirements of modern manufacturing processes.

This is the reason why authors are conducting research work aiming at develop-
ment of a novel, two-stages adaptive measurement strategy. Proposed adaptive strategy
has not been discussed nor described in the scientific literature so far. Moreover, even
leading manufacturers of modern metrological equipment do not offer similar options
in software packages of their measuring instruments. Proposed strategy changes
existing approach to measurements. It is assumed that it will permit achieving high
measurement accuracy and reduction of measurement time when comparing it to
strategies that are currently applied. However, it is noteworthy that the strategy will
require development of mathematical models of measurement and evaluation of form
deviations of rotary elements, which is under investigation at present time. After
successful finish of the theoretical part of the work authors will verify the concept
experimentally.
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Abstract. The number of computed tomography (CT) applications today is
satisfactorily high and rapidly increasing in many environments. Many manu-
facturing industries use CT technologies. In order to able to reach very accurate
internal dimensions even at complicated workpieces to achieve the internal
structure of a manufactured object is one of the main advantages of the system.
Its’ non-destructive style, comparison capability with reference models and
extremely high attribute imaging are the other issues. In this paper, CT systems,
scanning capabilities and technological developments is examined in the frames
of the latest technology and future CT technologies. It especially gives the latest
information about inspectable materials and application examples of manufac-
turing industries. Because innovative design and development works of indus-
trial products in manufacturing environments require valuable big data. The
conducted experimental CT results were used for re-engineering applications for
continuous improvement of the manufacturing process. The results were also
valuable for quality control and sustainable quality assurance.

Keywords: Computed tomography � Re-engineering � Manufacturing �
Casting � Quality control

1 Introduction

Until recently, CT imaging technology was available only for use in medical settings.
In the last few years, it has found a new place in the world of production and has
uncovered numerous opportunities that have never existed before. Computed tomog-
raphy is now widely used in laboratory and online or in various industrial metrology
environments for product quality control evaluation and re-verse engineering appli-
cations [1].

Industrial CT scanners use the same type of technology as CT scanners in hospitals.
It takes multiple readings from different angles and converts CT grayscale images to
pixel-based 3D point clouds. After the CT scanner creates the point cloud, an expert
can create a comparison map from the CAD to the part, create a 3D model of the piece,
or reverse the part according to its needs. For example, high-speed line scanning data
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can be examined for quality assurance, while online or lab scanning can instantly
compare a product produced with the CAD program in a variety of ways [2].

Reverse engineering is one of the most common uses of 3D and CT scanning in
industrial metrology applications. The process of taking measurements of an existing
part or object and then creating a complete CAD copy is a well-known technique in
reverse engineering. This technology is sometimes become extremely useful when you
have a manufactured part or object, but no original prints or design data. The other
applications of CT scanning in industrial metrology becomes as both non-contact and
contact types. In non-contact measurement, the process of capturing the geometry of
existing objects by using 3-D scanners like laser-emitting cameras. On the other hand
in contact measurements the single point collection method is used. There is a wide
range of solutions for contact measurement and two types of system solutions are often
used with portable CMMs. Nowadays, the popular tools for this are articulated arms for
small volumes and laser scanner and photogrammetric tools for larger volume objects.

3D imaging devices and long-range scanners serve a wide range of industries and
provide the required level of testing and accuracy. The leading industry that currently
uses this technology is the manufacturing industry. Such as metal casting, automotive,
aerospace, energy, polymer and medical equipment manufacturing industries uses this
technology widely, as well. There are many research papers showing the usage of CT
technology in many manufacturing applications. The researchers examine manufac-
turing parts quality requirements by CT clearly. The CT scan reveals many kinds of
porosities in manufactured parts. They were tested with CT scanner [3].

Typical CT scanners offer a wide range of measurement capabilities and features.
The dimensions start with small desktop models that meet the toughest demands and
have the smallest 3D detail of 0.25 µm. They can be equipped with different X-ray
forces. Major browsers are 500 mm in diameter and 600 mm height of up to 50 kg, so
that the work can be used for extremely fast CT data acquisition. 3-D analysis of the
turbine blade can be scanned. The future of industrial scanning, especially when
combined with 3D printing or other additive manufacturing methods, offers unlimited
possibilities. The industrial scanning industry is planned to grow very rapidly in the
next 5–10 years, as improvements in technology and performance and costs continue to
fall [4].

2 Technical Principles

As known, typical CT scanners offer a wide range of measurement capabilities and
features. The operator should match the appropriate X-ray source with high or low
energy exposure, depending on the purpose of the scan with the work piece size and
material. After that, the part is needed to place on the turning table between the digital
detector panel and the X-ray radiation source. When the part rotates 360°, the X-ray
source passes through the part. The variable intensity of the piece absorbs varying
amounts of radiation. The remaining radiation goes to the detector panel that captures a
2D X-ray image. This process is repeated to capture hundreds of thousands of 2D X-
ray images. Hundreds of thousands of captured 2D X-ray images are reconstructed
mathematically to enhance the 3D model. This model is used for further internal and
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external analysis of the piece, whether it is defining internal faults or carrying out a
dimensional analysis [5].

A typical CT has an X-ray source, an X-ray detector and kinematic system as
hardware components. It has custom software for reconstruction and edge detection
and/or size analyze. The measurement principle of computed tomography relies on the
attenuation of X-rays by the measurement object which is dependent on the material
and the thickness of the workpiece [6]. X-rays are spread on the workpiece. It is
weakened due to absorption or scattering. The amount of weakening is determined by
the path taken over by X-rays due to the material composition and density on the
absorbent material. The measurement of weakening allows the presence of the material
and the length of the various materials to be found [7].

The casting technique has a special importance in the manufacturing industry. Cast
parts are usually produced with internal cavities which require dimensional CT mea-
surements. In addition, besides lighter materials sometimes the formation of hollow
parts also appears as a way to reduce mass and weight, particularly in industries such as
automotive and aerospace. The resulting CT scan of a cast part is a series of pixel-based
data describing the varying density of the piece with varying “grayscale” value. The
density of a part absorbs radiation exposed to the scanned portion. Since cracks or
hollows do not absorb any radiation, they will appear at higher intensity in the resulting
image such as darker in grayscale. Areas with high density materials tend to absorb
more radiation, so they appear lighter in grayscale. The images are analyzed in a similar
way with any X-ray or radiographic test technique. A 3D model for X-ray CT scanning
is reconfigured, which can be analyzed to name a few for internal faults, measurements
and wall thickness. The results can be colored according to project requirements to
facilitate the visualization of the analysis in the software [7].

3 Experimental Works for a Cast Part

No matter which casting method is used, the biggest defect of a cast part is porosity.
High pressure die casting method technologies have come a long way in order to
produce non-porous parts in many important fields from automotive to aero-space. All
process parameters are carefully adjusted to process structural parts with less porosity
and therefore high density and high mechanical properties. Today, foundries, quality
control laboratories and researchers at universities use CT scanners for any quality
control applications of many casting parts like engine blocks, cylinders, cylinder heads,
pistons, joints and so on. Since reverse engineering supplies the creation of a digital
dataset based on a physical representation by obtaining an idea through the CAD
construction of the product, industrial CT has become one of the main tool for its’
scientific applications. Especially, defect detection, error analysis, accessible non-
geometric dimensional measurements, compilation or material properties are analyzed
statistically. Today, the most important application of the CT is 3D digitization. First of
all, the automotive industry and its suppliers show a strong interest in new possibilities.
By using this new technology, it is possible to reduce the time to develop and market
new products. Thus, companies can compete with serious advantages.

116 A. Akdogan et al.



In this experimental work we examine a casting by CT scanner in order to get
quality specifications. High pressure die casted automotive part needs to have high
density so that high mechanical properties. The porosity observation and verification is
conducted. The used CT scanner and its technical specifications are given in Fig. 1.
Because the highly dynamic radioscopy technology provides detail detection and
assists in visually determining the depth of casting flaws. Counting on detailed casting-
flaw information is possible due to 3D reconstruction of the CT scan [1].

4 Experimental Results

Firstly, after detective calibration of the CT scanner X-ray source is activated. The
examination part is which is a leak proof automotive part named oil pump housing
should be positioned automatically in the machine by the table. The table is rotated and
confirmed that the part in completely visible. The scanning conditions are set at 225 kV
voltages and 3.6 mA current. After scanning the data is analyzed at reconstruction
program. Automatic or manual surface determination is advised at this stage. In
addition, we have transparent (Fig. 2a) and render the solid. At the indicator section we
determined the grayscale images and after alignment coordinates of the suspicious
points were determined. You can cut, set planes, cylinders or lines or for instance
intersect the selected geometries at that stage serving for your re-engineering works.
We have best-fitted (Fig. 2b) the CAD data and the scanned data. Moreover, the
comparison analysis between the actual and the designed tolerances were done. Fig-
ure 3 gives the colored determination results of the comparison. It gives the positive or
negative deviations of the actual data scanned by CT and the nominal added in the
software with the tolerance limitations.

Fig. 1. YXLON MU2000-D CT scanner and technical data sheet [1].
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Finally, as one of the most important quality parameter of the cast part we have
scanned the porosity of the object that might have. In conventional methods the
determination of the porosity in cast parts sometimes might be troubled.

After removing small voids and indication of grayscale images porosity analyze has
run. Figure 4 gives the porosity views of the selected section in the part.

Researchers can make many different parameter adjustments and/or filtration on the
porosity analyze section. Specially, transparency works a lot to see the exact places of
the hollow sections in the part. Their probability, radius, diameter and volume values
were calculated by the software. The results are given in the Table 1 as the porosity
report of the selected section of the part in Fig. 4.

When we view hollow sections in the part in 3D scanned with CT, we can see the
deviation of the porosity in the internal structure of the part. A 3D view is given in
Fig. 5. When we look at the images of the scanned parts, they are displayed in different
colors by the computer according to their size. The coordinates of these regions can
also be determined and examined for confirmation.

Fig. 2. Transparency (a) and Best-fit (b) figures

Fig. 3. Deviations of actual data from the designed
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Fig. 4. Porosity in the selected section of the part

Table 1. Porosity report of the selected section of the part.

Defect no Probability Radius (mm) Diameter (mm) Volume (mm3)

3304 1.12 1.85 3.70 1.36
943 2.06 1.74 3.47 0.55
174 3.64 1.55 3.09 1.01
2745 1.24 1.44 2.88 0.76
1508 1.67 1.21 2.42 0.51
1304 1.79 1.19 2.38 0.50
862 2.14 1.19 2.37 0.60
3976 1.00 1.13 2.26 0.34
2004 1.45 1.10 2.21 0.75
839 2.17 1.06 2.12 0.43
1768 1.54 1.05 2.10 0.17
3745 1.04 1.05 2.09 1.14
2153 1.40 1.03 2.06 0.51
232 3.40 1.01 2.02 0.69
425 2.81 1.00 2.01 0.32
3077 1.16 0.98 1.97 0.17

(continued)
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5 Conclusions

Industrial scanning becomes more and more important day by day. New ways to
produce higher quality products, reduce costs and ensure customer satisfaction are
being researched in the market where is highly competitive as a result of technological
developments. Reverse engineering is one of the most common uses of 3D and CT
scanning in many industrial metrology applications. Many modern and mass produc-
tive foundries use these tools like the other industries. Nevertheless, the future of CT
scanners provides unlimited possibilities, especially when combined with 3D printing
or other additive manufacturing methods. CT is planned to grow rapidly in the coming
years.

Fig. 5. 3D view of the porosity

Table 1. (continued)

Defect no Probability Radius (mm) Diameter (mm) Volume (mm3)

1780 1.54 0.97 1.93 0.39
107 4.09 0.96 1.93 0.44
3622 1.06 0.96 1.92 0.16
1329 1.77 0.94 1.88 0.52
1646 1.60 0.94 1.87 0.26
142 3.88 0.93 1.87 0.39
488 2.68 0.92 1.85 0.58
1776 1.54 0.91 1.82 0.17
691 2.34 0.88 1.77 0.37
3323 1.12 0.88 1.75 0.40
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The interface produces data for use in areas such as machine learning, big data, the
internet of objects, and machine-to-machine communication in intelligent foundries
adapted to Industry 4.0. To ensure the acceptable inspection quality of components that
are critical to safety, they comply with existing industry standards such as the
requirements of the standards and specific car manufacturers.
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Abstract. High pressure die casting (HPDC) of magnesium alloy parts is
mostly problematic. Because magnesium alloys oxidize at above 400 °C. They
need to be protected by the proper gas atmospheres during manufacturing.
Besides, other components of an integrated HPDC cell such as casting machine,
melting-dosing unit, gas mixing system and die heating-cooling device must be
carefully designed in order to obtain the desired high quality products. This
work guides to design manufacturing automation of HPDC process in order to
get succeeded results in product quality. It also details the manufacturing
parameters like gate velocity and intensification pressure for better quality parts.
The collected big data about manufacturing analyzed as computer aided quality
parameters which were used for continuous improvement of the process. The
obtained data from the manufacturing process was used to increase the product
quality expectations like high density and satisfactory mechanical properties. At
the end of the conducted manufacturing experiments at our industrial scale die
casting cell the required quality values were obtained.

Keywords: High pressure die casting � Magnesium alloys � Big data �
Product quality

1 Introduction

The first patent on die casting was made in 1905, in the United States. The first obvious
use of the pressure die casting method is the production of gas masks during the World
War I. In the first original version of the pressure die casting method, only zinc alloys
were used, but later aluminum alloys and later all magnesium alloys found wide
application in the pressure die casting industry.

Later, the production of light metals by pressure die casting has become a fully
accepted process in the metal casting industry and has become available in all parts of
mass production. The most important user of this technology is of course the auto-
motive industry. Through the end of 1980s, while too much effort was being made to
develop pressure die casting machines, today, alloy development, control of metal
quality and process optimization have come to the fore [1]. HPDC can be defined as a
casting method utilizing hydraulic energy source based on injection of molten metal
under high speed and pressure into metal die. In die casting technology, the die consists
of two halves and after the two die halves namely fixed and movable are closed and
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locked, the liquid metal is transferred to an injection chamber. This chamber may be
cold or heated to metal temperature. The liquid metal in the chamber is filled into the
metal die by means of a plunger. The air in the die is expelled from the ventilation duct
systems on the die during filling. After the die cavity completely filled, pressure is
applied until the part solidifies. The die is then opened and the casting part removed
from the die. When the die is open, it is cleaned and lubricated and the previous
operations are repeated [2]. Although production of magnesium alloys by die casting
process is also a proven method for the production of a wide segment of casting parts
from decorative or electronic components, these alloys oxidize at above 400 °C. They
need to be protected by the proper gas atmospheres during manufacturing to handle the
process difficulties [3].

HPDC is a very good casting method for manufacturing fully automatic, high
efficiency and high capacity parts with a large scale of weight such as a few grams and
a hundred kilograms. Although the basic principles of the equipment for mechanical
and hydraulic parts have been used for a hundred years, the pressure die casting process
is still in a very rapid development process. Manufacturers of pressure die casting
machines are now producing fully automated casting lines ready for conversion of
magnesium, aluminum, zinc and copper alloys into the desired form. This study pri-
marily gives the details of HDPC with all its components and introduces the cold
chamber HPDC mass production line of Magnesium alloy part manufacturing at the
designed and established by the authors as an integrated die casting system at industrial
scale at Yildiz Technical University, Die Casting Laboratory in Istanbul, Turkey.

2 HDPC Machines and Dies

The die-casting machines consist mainly of three main parts namely the body; which
carries moving parts and die, keeping them in the most suitable position is the section
that allows each to perform its function, the moving part; opens and closes mechanism
of the die generally hydraulically and the injection system; which is the part of the
machine sending the molten metal to the die cavity under high speed and pressure.

The basic function of a die casting machine is holding the two die halves locked in
the exact axis, sending the molten metal to the die cavity under pressure, and opening
the die to remove the spilled piece from the die. HPDC machines are divided into two
main groups as hot chamber and cold chamber according to the injection systems.
While hot chamber machines are for casting alloys with low melting temperatures, cold
chamber machines are for casting alloys with high melting temperature [4]. Hot
chamber machines have a furnace holding the molten metal at the casting temperature,
and the injection process is usually provided by the piston-cylinder assembly, or the
gooseneck, which is immersed in the molten metal. In the hot chamber machine, with
the rising of the piston allows the molten metal to fill the cylinder. Cold chamber
machines are for casting aluminum, magnesium and copper alloys. In cold chamber
machines, the crucible holding the molten metal is separate from the machine. In cold
chamber type pressure casting machines, the molten metal is transferred to the cold
reservoir cylinder through the casting port. With the forward movement of the
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hydraulically operated piston, the casting port is closed and the liquid metal is injected
under high pressure into the locked die [5, 6].

HPDC dies are made of tool steel, movable and fixed parts. The fixed die half is
placed on the fixed plate on the injection system side where the molten metal is pressed.
The movable die half ensures the finished casting part is removed when the die is
opened. The movable part generally includes gating and nozzles that direct the molten
metal to the die cavity. The movable die half also includes ejectors which allow the
casting part to be removed from the die. Fixed and/or moving cores are frequently used
in dies. If a fixed core is used, the axis of the core must be parallel to the opening axis
of the die. The movable cores are usually arranged parallel to the parting surface,
sometimes at an angle to the parting surface. Moving cores usually act in connection
with a sliding system [7].

3 HDPC Process Parameters

There are many factors affecting the quality and mechanical properties of die casting.
Some of these factors depend on part and die design. However, process parameters are
one of the factors affecting the quality of parts and mechanical properties. Incorrect
selection of parameters during the casting process cause faulty and poor mechanical
properties. The process parameters are casting and die temperature, filling time, vol-
umetric flow rate, nozzle and plunger velocity and injection pressure (specific pressure)
constitute will be considered below.

3.1 Casting and Die Temperatures

The temperature of the casting should be kept as low as possible. The higher the
temperature of the liquid metal the greater the solubility of gas in the metal.

These gases, which are dissolved in the metal during melting, cannot get out of the
pieces in parallel with the reduced rate of dis-solution during solidification, which leads
to the formation of gas porosity. Although the casting temperature varies according to
the type of the alloy and the casting process, if the part is not very complex, it can
be selected over 30–40 °C above the melting temperature. As a general rule, the
die casting temperature (tcasting) is chosen 30–90 °C above the melting temperature
(tmelting) [2]. In the die casting process, it is important that the die reaches a stable
temperature distribution and remains at approximately this temperature for each
injection. Immediately prior to injection, the recommended surface temperature is
between 150 and 300 °C according to the type of the alloy. In the production of thin-
walled parts; the heat energy loose due to radiation, convection, conduction and
evaporation may be more than the heat energy supplied by the molten metal. In this
case, the heating of the die from the outside becomes even more important. External
heating of the die is usually provided by oil-operated heating/cooling units. The
heating/cooling channels are present in both die halves and a preheated or cooled fluid
passes through these channels. Except for some special cases (max. 300 °C), the
heater/coolant temperature is limited around 240 °C [7, 8].
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3.2 Filling Time and Flow Rate

The key factor in the design of the gating system, in determining the casting temper-
ature and in selecting other parameters is the filling time required for the die cavity to
fill. The filling time is also closely related to the occurrence of errors and the reduction
of errors depends on the accuracy of the calculated filling times. In general, The North
American Die Casting Association (NADCA)-developed Eq. 1 is used to calculate
filling times [7].

T ¼ 0:0346 Tm � Tf þ 2:5S
� ��

Tf � Td
� �� �

T sð Þ ð1Þ

In the Eq. 1; t (s) indicates the required fill time for a successful casting in seconds.
Tm (°C) contains the casting temperature of the molten metal; Tf (°C) minimum flow
temperature; S (%) is the highest solidification rate that can occur without obstructing
the feed; Td (°C) indicates the die temperature and T (mm) mean wall thickness [8].
The value calculated in the application; depending on the wall thickness, alloy type,
flow distance and die temperature, it is recommended to be between 10–100 ms. The
total metal volume which is then entered into the die engraving is determined by
calculating the volume v (m3) of the die cavity and the volume flow rate Q (m3/s)
according to the filling time is found using Eq. 2 [2].

Q ¼ v=t m3
�
s

� � ð2Þ

3.3 Nozzle Input and Plunger Velocity

After the volumetric flow rate is determined, a nozzle input rate Vg (m/s) is selected
from the experience by utilizing the principle of constant flow through the flow.
Accepted gate velocities according to different wall thickness are given in Table 1.
According to the selected nozzle input speed and the volumetric flow rate, the gate
cross section Ag (m

2) is calculated. The Eq. 3 is utilized for this. Since the volume flow
rate and the gate velocity are known, the nozzle inlet section will be easily found.
Finally, since a plunger diameter Dp (m) is selected and volumetric flow is known, the
plunger velocity Vp (m/s) is calculated from the Eq. 4 [2].

Table 1. Gate velocities at hot and cold chamber HPDC [9]

Method and material Cold chamber Hot chamber
Al Mg Zn Mg

Wall thickness 20 m/s
(15–30 m/s)

35 m/s
(25–35 m/s)

30 m/s
(25–35 m/s)

35 m/s
(25–35 m/s)

Wall thickness 40 m/s
(35–45 m/s)

45 m/s
(35–50 m/s)

40 m/s
(35–45 m/s)

45 m/s
(35–50 m/s)

Wall thickness 60 m/s
(45–60 m/s)

75 m/s
(50–90 m/s)

50 m/s
(45–55 m/s)

75 m/s
(50–90 m/s)
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Q ¼ Agx Vg m3�s� � ð3Þ
Q ¼ Apx Vp ¼ Agx Vg ¼ pxD2

pxVp

� �.
4 m3�s� � ð4Þ

3.4 Injection Pressure

After the determined volumetric flow rate and the plunger velocity as a result of the
calculations, the appropriate injection pressure should be calculated. There are many
charts and tables prepared for this purpose. One of them; is a graph showing the change
of pressure applied to liquid metal with square of metal flow. These graphs, which are
called P-Q2 diagrams in short, have been optimized by optimizing the adjustments
made on the nozzle inlet area, hydraulic pressure and plunger diameter, thus allowing
the casting to be made under the most favorable conditions [4]. In addition, tables have
been prepared, which are called monographs and show numerical connections to
facilitate calculations [10]. In all calculations, the parameters required to fill the die to
be laminar flow must be determined.

This is closely related to the pressure applied to the liquid metal and the volume
flow of the metal. In cold and hot chamber-type pressure casting machines, the pressure
applied during injection (in-die specific pressure) ranges from 100 to 1200 bar [8]. The
recommended pressure values for different types of alloys are available in literature.
The appropriate pressure according to the requirement of the part can be selected from
such these tables by taking advantage of the experiences [9].

3.5 Calculation of Die Locking Force

As shown in Fig. 1, when determining the locking force required to be applied by the
pressure casting machine, Aproj (cm

2) must be calculated for the total projection area
including the gating and nozzle sections of the spilled part. When determining the total
projection area, 1.75 times of the trace areas of the die engravings will be taken into
account and gaps and overflow pockets will be taken into account (Eq. 5). Then, the die
opening force Fe (kN) is calculated by taking into account by in-die specific pressure Psol
(bar) applied during the solidification (Eq. 6). The required locking force Flock (kN) is
obtained by taking into account the safety factor Gf and the die opening force Fe (Eq. 7).
Safety factor for cold-chambered machines are between 1.1 and 1.3; for the hot chamber
machines they are between 1.3 and 1.6. If the users need it in tons, use Eq. 8 [3, 8, 11].

Aproj ¼ 1:75 x Ag cm2� � ð5Þ
Fe ¼ Aprojx Psol

� ��
100 kNð Þ ð6Þ

Flock ¼ Gf x Fe
� �

kNð Þ ð7Þ
Fton ¼ Flock=gð Þ tonð Þ ð8Þ
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4 An Integrated Die Casting Process

After calculation of all process parameters given in Sect. 3 according to the given
literature and empirical researches the system design is completed. Table 2 gives the
manufacturing process characteristics of the cold-chamber HPDC machine in detail.

The technical drawing of the integrated serial production line used to determine the
process parameters is shown in Fig. 2. An integrated system has been established with
a modified die casting machine, a melting furnace, a molten metal transfer system and a
mold heating/cooling system. This system has a structure that allows continuous
production. Many experimental works were conducted with the system for Magnesium
alloy part manufacturing. Design of experimental works was conducted by Taguchi
system design with orthogonal matrix. Table 3 gives the experimental factors and their
levels used in L27 orthogonal array matrix.

Fig. 1. Die locking force [8]

Table 2. Process characteristics of the cold-chamber HPDC machine

Characteristics Unit Specifications

Locking force kN 1000
Size of platen mm 525 � 525
Maximum casting force kN 110
Injection stroke mm 280
Plunger diameter mm 30–50
Casting volume cm3 130–363
Casting area cm2 66–200
Specific injection pressure MPa 50–150
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Algorithms and software tools for the analysis of big amounts of data and machine
learning are available for many years. The collected big data by means of sensors at the
each component of the system were analyzed to determine the optimum process
parameters and the product quality. Within the vision of Industry 4.0 the standard for
digital information exchange between devices had been determined and is OPC-UA
(Open Platform Communications Unified Architecture). OPC-UA is a platform inde-
pendent protocol and interface as well as a modeling language for digital information.
Such smart foundries in a networked supply chain are a network of hundreds or
thousands of cyber-physical systems, which are connected to a common Ethernet
network exchanging data and information via OPC-UA [12]. The analyzed data were
used for continuous improvement of the process. After reaching the optimum process
parameters high quality standardized test samples were obtained.

As a result of the mechanical tests applied to the test samples obtained from
the production line by the optimum process parameters, 160–175 MPa yield strength,

Fig. 2. An integrated die casting system for automation [13].

Table 3. Experimental factors and their levels

Levels Bath
temp.

Die temp. (°C) Gas
concen.

Intensif.
pressure

Gate
velocity

°C Cover
side

Ejector
side

%Vol. MPa m.s−1

1 640 150 200 0.20 80 30
2 660 175 225 0.25 100 45
3 680 200 250 0.30 120 60
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240–255 MPa tensile strength and 4–6% elongation values were obtained and it was
determined. However, it is another important point that the sample production has been
realized within the dimensional and form tolerances mentioned in the relevant standard.
In addition, the total porosity values of 5% or less have been reached in all samples.
The results show that all the process parameters used during the production allow the
production of satisfactory quality products [13].

5 Conclusions

The high pressure die casting method offers important and economic advantages that
other casting methods cannot provide. Of course, the die casting of molten metal is the
perfect solution for converting the molten metal to the desired shape in the designed
dimensions and in the shortest possible cycle time. Globally preferred die casting
process; it is an ideal method for high volume production of magnesium alloy parts
which are widely used nowadays. The installation high pressure die casting integrated
mass production line was one of the first for Turkey supplies mass production. The
obtained results from the system show that all the process parameters used during the
production allow the high quality products. In this regard, the knowledge and expe-
rience required by our country and abroad industry has been provided.
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Abstract. This contribution presents a multi-material acceptance test for
computed tomography-based coordinate measurement systems (CT-based
CMS). The multi-material test requirements and concepts – based on the
international reference standard ISO 10360 – are presented. Also, a set of multi-
material reference standards for the assessment of the probing error test (P-test)
and length measurement error test (E-test) are presented. For the P-test, two half
spheres made of different materials are assembled to a sphere. A multi-material
hole cube standard is used for the assessment of the E-test. The hole cube
consists of two symmetric half cubes made of different materials. For both,
multi-material spheres and hole cube standards, the materials were selected to
obtain two multi-material scenarios: (1) with high and (2) with at least a medium
attenuation ratios. Thus, for the probing test, silicon nitride, aluminium oxide
and lead-free glass N-SF6 were used. The hole cubes, however, were made by
paring aluminium, a special ceramic material called carbon fibre silicon carbide
(Cesic) and titanium. Form error and size measurements were evaluated in the
multi-material spheres as well as hole-based centre-to-centre distances were
evaluated in the hole cubes. The proposed test and multi-material reference
standards were successfully tested, as they appear to be suitable for evaluating
the multi-material error characteristic of CT-based CMSs.

Keywords: Acceptance testing � Multi-material measurements �
Computed tomography � CT-based CMS � Standardisation

1 Introduction

X-ray computed tomography (CT) is regarded as the third revolutionary development
in coordinate metrology, after the presentation of the tactile- and optical-based coor-
dinate measurement systems (CMSs) [1]. This status is explained by the high capability
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of CT to acquire the complete three-dimensional (3D) representation – of inner and
outer structures – of objects, by allowing several kinds of measurements (e.g.
dimensional measurements, wall thickness, actual/nominal comparison, et cetera) and
non-destructive tests (e.g. defect analysis) with just one single scan, and by the fact that
CT allows in principle the measurement of multi-material (MuMat) objects, even in
their mounted state.

A typical CT measurement consists of several non-trivial processing steps each
having a significant influence on the measurement result. A simplified workflow is
presented in Fig. 1.

Since the first decade of the 21st century – when CT was applied as a CMS to a
larger extent – significant effort has been dedicated to improving its measurement
capabilities, enabling more precise and reliable measurements. Despite of this effort,
CT measurements still have not yet reached the same level of reliability of the con-
ventional CMSs technologies (i.e. tactile and optical). Traceability, for example, is still
an important open issue for CT due to the great number and complexity of influencing
factors impacting the measurement result, i.e. every step of the measurement workflow
has a significant influence on the measurement result (cf. Fig. 1). Another important
obstacle to a broader acceptance of CT as a CMS is the absence of international
standards describing specifications and technical guidelines for the particular applica-
tion of CT as a CMS, since standardisation contributes to create trust in a measurement
technology.

In 2011, the Association of German Engineers (VDI/VDE) published the first
national guideline for CT-based CMSs. On the international level, the standardisation
activities have started in 2010, where the concepts of acceptance and reverification tests
– being the scope of the ISO 10360 series of standards for testing CMS – are being
adapted and extended to CT-based CMS [2].

Up to date, these on-going activities are focused on CT systems for the task of
mono-material (MoMat) measurements, i.e. they do not deal with multi-material
measurements.

Due to the increasing number of multi-material objects in industry, the measure-
ment of multi-material workpieces has gained special interest. The demand of quality

Reconstruction
Volumetric data

Surface determination

Surface data
(e.g. skin model)

Data evaluationNominal/actual comparison,
geometry fitting, …,

X-ray source Rotary table Detector
Projections (Voxel matrix)

Fig. 1. Typical workflow of a CT measurement.
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assurance in complex multi-material objects are, in many cases, of primary importance
due to their functionality, e.g. car door latch systems. Therefore, industry, CT users and
manufacturers are highly interested in a traceable and systematic way to verify the
performance of CT-based CMS for the case of multi-material measurements.

CT-based CMSs made the task of non-destructive dimensional measurements in
MuMat workpieces possible. However, a severe lack of knowledge regarding the error
behaviour of the CMS when performing such complex measurements is to be identi-
fied. Up to date there exist very limited research on dimensional multi-material mea-
surements, also the topic is still out of the scope of standardisation developments for
CT-based CMSs.

Considering the given context, as a continuation of the published work in [3] and
[4], this contribution presents a multi-material acceptance testing for CT-based CMS,
aiming to:

• Integrate the existing knowledge to better understand the multi-material effects on
CT measurements;

• Propose a traceable and systematic method of performance verification for
CT-based CMSs applicable to multi-material measurements;

• Depict relevant multi-material effects on the measurements and encourage stan-
dardisation bodies to consider the effects observed;

2 Performance Verification and Multi-material Influencing
Factors of CT-Based CMS

2.1 Acceptance Testing for CT-Based CMS

When a new CMS is bought, the buying decision is primarily based on the system
specifications. Important numbers related to the system specifications are the so-called
maximum permissible errors (MPEs). The manufacturer provides MPE statements,
verified or falsified using test measurements, carried out under well-defined conditions.
The test measurements provide information on the system performance for diverse
metrological characteristics. The set of test measurements where the standardised
characteristics are assessed and tested against the specified MPE limits are called
acceptance and reverification tests.

The technical content of acceptance and reverification testing is usually identical.
However, acceptance testing is performed normally when a new system is bought,
delivered and installed to check if the CMS performs according to the manufacturer’s
specifications. Reverification tests are performed in regular time intervals to check if
the system still performs within specification or after significant change or an unex-
pected event, e.g. system collision.

Besides the fact that acceptance testing enables technical-based decision-making, it
also allows a systematic check and record of the CMS performance over time. It
enables comparability between different CT-based CMSs or even between CMSs with
different sensors (e.g. CT and tactile). Also, some aspects of traceability are covered in
the scope of acceptance testing principles, however, to a limited extent. The uncertainty
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estimation of the acceptance test is based on the concepts of the test value uncertainty,
described in general in the international standard ISO 23165. Furthermore, it is
important to state that acceptance testing provides traceability to the metre only for the
specified test characteristics. A CMS which has been proven by an acceptance test – to
operate according to the manufacturer given specifications – cannot be declared to
provide traceable measurements for tasks other than the ones which are tested by the
acceptance test. Furthermore, the tests sample the performance only on an interna-
tionally agreed level. For example, the test of tactile CMSs is based on a sampling of
105 lengths, while a tactile CMS can measure an infinite number of lengths within its
measurement volume.

From the legal and economic aspects, some warranty issues can be clarified by the
test results.

The most relevant document of acceptance testing for CMS is the ISO 10360 series
of international reference standards. In this normative document, the principle and
procedures of acceptance and reverification testing for CMSs are described.

According to the ISO 10360, the acceptance testing is to perform an overall test of
the entire performance of the CMS, where all dominant error behaviour of the CMS
should be included. Thus, the CMS should be evaluated as an integrated system
comprising every step of the measurement workflow. Another important principle is
that the test measurements should reflect the standard use of the CMS. Therefore, real-
life effects should be considered in the test design. However, the use of real-life
workpieces is limited in the scope of acceptance testing, due to the complexity and
variability of such objects, which can hinder the comparability between CMSs.

In the ISO 10360 standard the most common and well-stablished characteristics to
be assessed are the local and global performance error characteristics.

The local performance is assessed as a probing error test (P-test) by means of
measuring the size and the form of a (small) test sphere. The P-test assesses the ability
of the system to precisely locate and measure the localised point coordinate on the
surface of a structure under test within a small measurement volume of the entire
system.

There are several metrological quantities under discussion for the realisation of the
P-test in the ISO 10360 series for CT. These quantities are based on the developments
of the ISO 10360-8 standard for CMSs with optical distance sensors. For form analysis,
e.g. probing dispersion error and probing form error are used; and for analysis of size,
probing error size all and probing size error. A detailed description of these four
quantities is given following:

1. Probing dispersion error (PForm.Sph.D95%::CT), the smallest possible width of all
spherical shells that contain 95% of all data points.

2. Probing form error (PForm.Sph.1x25::CT), the error of indication within the range of
the Gaussian radial distance determined by an unconstrained least-square fit of 25
representative points on a test sphere

3. Probing size error All (PSize.Sph.All::CT), the difference of the diameter of an
unconstrained least-square fit of all points measured on a sphere and its calibrated
diameter.

134 F. Borges de Oliveira et al.



4. Probing size error (PSize.Sph.1x25::CT), the error of indication of the difference
between the diameter of an unconstrained least-square fit of 25 representative points
on a test sphere and its calibrated diameter.

– Remark: The above – in brackets – stated notation for the P-characteristics is
deduced from the current evolution of standards in ISO 10360 (especially ISO
10360-8). It is in part described in [2], but is currently under development. There is
no guarantee that the quantities and the notation used here will be fully imple-
mented in a first future ISO 10360 standard for CT. The same statement needs to be
made for the test itself. The final ISO 10360 P–test for CT-based CMSs may differ
from the above draft statements.

For probing form error and probing size error, the geometrical element (sphere) is
created based on least-square fit of 25 representative points on a test sphere. These
representative points are calculated based on patch operators each assessing the loca-
lised surface within a limited spatial region of the test sphere, an exemplary patch
creation workflow can be seen in Fig. 2.

Global performance describes the 3D error behaviour of a CMS in the entire
measurement volume, and it is assessed as a length measurement error test (E-test) by
means of measuring (long) length reference standards. Examples of length reference
standards used to assess the E-test are shown in Fig. 3.

Fig. 2. Exemplary patch operator creation process.

Fig. 3. Example of length reference standards (source: [5]) (a) PTB aluminium hole plate;
(b) multi-sphere standard.
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Length measurements can be evaluated as bi- and/or unidirectional measurements
as well as averaged measurement of the distance between sphere or circle centres, see
Fig. 4. The difference between unidirectional and bidirectional measurements is the
probing direction when creating a point-to-point distance. A bidirectional length is
obtained when both arrows creating a length are pointing to opposite directions as
shown by the arrows in Fig. 4 (right). When both arrows creating a length are pointing
to the same direction, this characterises a unidirectional measurement. Additionally,
when the length is calculated by the centre of two fitted geometrical elements, e.g.
circles, the unidirectional centre-to-centre distance is created. The last type of length
measurement does not reveal potential local errors of the systems, e.g. the surface
determination influence and beam hardening influence on CT measurements are
included to a limited extent in the centre-to-centre measurements. The limitation of the
centre-to-centre approach is due to the massive data averaging when creating the
elements.

The basic E-characteristics under discussion to be assessed are:

1. Bidirectional length measurement error (EBi::CT), error of indication when
bidirectionally measuring a calibrated test length; according to Fig. 4 this can be an
inner or an outer test length

2. Length measurement error average (EAvg::CT), error of indication when mea-
suring a calibrated test length where the error is deduced from the distance between
two averaged representative points each created from multiple measurement points
at two respective geometrical elements.

Important progress has been made for standardisation development. However, it is
only focused on mono-material measurements. Thus, an important deficit in stan-
dardisation developments on testing multi-material characteristics of the system is
identified.

Length measurement error – E-test
Global behaviour assessment

Centre-to-centre 
averaged

Using geometrical fit

Probe point/area

Probe point/area

Unidirectional

Probe point/area

Probe point/area

Bidirectional
Inner

Outer

Fig. 4. Assessment of the global performance characteristic of a CMS by means of length
measurements. (Source: Adapted from [6])
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2.2 Influencing Factors of Multi-material CT Measurements

Current standard CT systems use the absorption contrast to measure the geometry of
workpieces. Thus, the basic quantity for CT measurements is the local attenuation of X-
rays by the object material, represented – after the CT scan – in a 3D voxel matrix (i.e.
volumetric pixel matrix). This matrix is obtained by the reconstruction of a set of two-
dimensional (2D) X-ray images – called projections or radiographies – where the sum
of the attenuation of the beam path is detected and recorded by an X-ray detector.

The physical phenomena that explain the attenuation of X-rays by the workpiece
material are: Photoelectric absorption, Compton or incoherent scattering, Rayleigh or
Thompson or coherent scattering and pair productions. However, for the level of
energy used for most of industrial CT-based CMS (i.e. up to 600 kV), pair production
is physically not possible. More details on the radiation-matter interaction, see [7]. The
attenuation depends on the material and X-ray energy, see Fig. 5 showing the X-ray
absorption of aluminium (Al) and iron (Fe) as examples.

In Fig. 5 is possible to see that the photons – of a polychromatic spectrum – with
low energy are easier attenuated than the more energetic ones. The high energy pho-
tons, which have enough energy to go through the material, increase the effective beam
energy, i.e. cause a so-called harder beam. This phenomenon is the origin of the beam
hardening artefact.

From a certain energetic level, incoherent scattering becomes the predominant
physical phenomenon of X-ray attenuation, cf. attenuation curve of Al from *50 keV
and of Fe from *100 in Fig. 5. It becomes clear that scattering radiation is a physical
propriety of materials which also depends on the X-ray energy. Incoherent scattered
radiation – as the name suggests – are X-ray photons that have deviated or scatter from
its incident path. This is the origin of the scattering artefacts as current reconstruction
algorithms usually do not treat scattered radiation.

The standard reconstruction algorithms for CT-based CMS consider that the X-rays
are linearly attenuated according to Beer’s law for all X-ray paths and angles. In reality,
physical effects which modify the X-ray spectrum while traveling in the material, such
as beam hardening and scattered radiation, are sources of differences with the expected

Fig. 5. Attenuation curves for Al and Fe for energies up to 250 kV

Multi-material Acceptance Testing for CT-Based CMS 137



– by the reconstruction algorithms – spectrum. These divergences lead to artefacts in
the reconstructed image, see Fig. 6.

Beam hardening mainly appears in the image as material inhomogeneity, see profile
in Fig. 6. Derived from beam hardening effects, cupping and strike artefacts are more
extreme cases of beam hardening. An example of a moderate beam hardening artefact
scenario and cupping artefacts is shown in Fig. 6.

Scattering artefacts can contribute to an unwanted background signal to the pro-
jections, being difficult to recognise in the image or to separate from background noise.
In Fig. 6, scattering artefact is presumably visible in the inner region (consisting of air)
of the inner cylinder.

2.3 Relevant Effects in the Measurements/Surface

The influence of scattering and beam hardening artefacts on dimensional evaluations
remains – to a certain extent – unclear and not fully predictable. Some authors have
studied the influence of these artefacts on dimensional measurements. Lifton et al. [8]
studied experimentally the influence of scatter and beam hardening on dimensional CT
measurements. The results showed that the gradient-based surface determination
algorithms are robust enough to the influence of these artefacts for the measurement
scenarios present in the contribution. Lifton and Carmignato [9] studied the influence
of scatter and beam hardening using simulation data. It was found that beam hardening
artefacts influence significantly the measurement results even when applying the state-
of-the-art gradient-based surface determination algorithm. Likewise, Maier et al. [10]
proposed a simulation-based approach to calculate a correction term that compensates
the contribution of artefacts on dimensional evaluations. Beam hardening, scattering,
off focal radiation, partial volume and cone-beam artefacts were considered in the
paper. Bartscher et al. [5] showed the importance to consider beam hardening artefacts
on performance verification tests.

The influence of multi-material effects on the dimensional measurements is even
less researched than the effects of beam hardening and scattering artefacts. Reiter et al.
[11] have shown – using a multi-material reference standard – that beam hardening
artefact correction methods designed for medical applications can have a positive

Fig. 6. Beam hardening artefact effect, full red line represents the profile in grey values along
the dashed red line
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impact in dimensional measurements as well. Jansson [12] identified inconsistencies in
measurements of a multi-material reference object and proposed a dual-energy-based
correction approach. The results of the approach appear to improve the measurement
results.

Also, limitations of the state-of-the-art evaluation software for CT impair the
measurement of multi-material objects. The main problem is that it is not possible to
obtain a surface determination optimised for both materials in the same volume at the
same time, when there is a substantial difference in the attenuation ratio, see Fig. 7. For
materials with higher attenuation ratios, local-based surface determination algorithms
are able to overcome the problem, enabling multi-material measurements [13].

3 Multi-material Acceptance Testing for CT-Based CMS

In Sect. 1, three main issues were identified representing problems of multi-material
measurements in the industrial scenario: (a) the lack of traceable and systematic
methods for the assessment of multi-material CT measurements; (b) the absence of
standards and technical guidelines for multi-material measurements; and (c) the not
fully understood multi-material induced effects on the measurement, hindering relia-
bility and measurement uncertainty analyses of multi-material CT measurements.

The concept of acceptance and reverification testing offers a potential, systematic
approach for testing the performance of CT-based CMSs, where dominant error
behaviour is assessed. Thus, in this contribution a multi-material test design based on
the concepts of the standard mono-material acceptance testing (i.e. ISO 10360) for
evaluating CMS is proposed.

In the next sections test design requirements, testing concepts as well as the
practical implementation of the multi-material acceptance testing for CT-based CMS
are presented.

Fig. 7. Surface determination in a multi-material assembly (same object as Fig. 6): (left)
optimised only to low absorption material (LAM), (right) surface in the volume data, the inner
cylinder is not measurable (white contour represents the estimated surface)
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3.1 Test Design Requirements

The establishment of the test design requirements based on the identified needs is the
first step of the development of the multi-material acceptance testing. The requirements
for the multi-material test are:

• The multi-material acceptance testing shall follow the main concepts described in
the ISO 10360 series of standards for acceptance testing of CMSs;

• The multi-material test should be complementary to the mono-material test, as it
covers multi-material effects not covered by the mono-material test. Considering
that the multi-material performance of a CT-based CMS is not always relevant (e.g.
for mono-material measurements), and the acceptance test should be as efficient as
possible, unnecessary effort and costs should be avoided;

• The test shall evaluate global (E-test) and local (P-test) performance characteristics
of the CT-based CMS for multi-material measurements by means of measurements
of multi-material reference standards;

• Design and manufacture of multi-material (with two materials or more) reference
standards for the local and global performance assessment;

• The multi-material reference standard shall reveal potential multi-material effects
and error influences;

• The test should feature different attenuation coefficient scenarios, where high and
medium values of attenuation ratios are present;

• The proposed test should feature sufficient low test value uncertainty enabling
multi-material-related specification statements to be verified;

• The multi-material reference standards should include accessible features with
simple regular geometries (i.e. planes, circles, cylinders, spheres) allowing the
tactile-based calibration;

• The design should allow absolute-based data analyses (i.e. comparison with the
reference values), as well as relative-based analyses;

P-test Specific Requirements

• The multi-material P-test should use the existing concepts of the standard mono-
material P-test, the measurement of size and form of a test sphere;

• The size of the test sphere should represent a small portion of the measurement
volume (e.g. 20% of the longest measurement volume diagonal) comprised by two
or more materials;

• The geometrical and surface proprieties of the multi-material test sphere(s) shall
have a negligible influence on the measurement result by CT;

• The mechanical design and manufacture induced errors of the components of the
multi-material P-test shall not influence significantly the test characteristics.

E-test Specific Requirements

• The multi-material E-test should be evaluated as length measurements using length
reference standard(s) comprised by two or more materials;

• The size of the standard should allow mid-range magnification, assuming that the
multi-material effects are generic in nature;
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• The length multi-material reference standard shall feature short and long lengths to
be measured in different spatial directions;

• Multi- inter-material and in-material measurands as well as mono-material mea-
surands should be performed in the test (for definition of in- and inter-material
measurands see Fig. 9);

• The measurement strategy shall also allow uni- and bidirectional length measur-
ands, centre-to-centre averaged, pointwise and patch-based length measurands;

• The length standard should feature different material ratios along the standard;
ideally a single CT scan is able to provide different material ratios in one shot;

• Fixing elements (e.g. screws and nuts) should not influence significantly the mea-
surement, however they shall guarantee the mechanical stability of the standard;

• The E-test reference standard shall feature sufficiently low geometrical errors and
surface roughness having a negligible influence on the measurement results; the
above statement includes assembly induced effects.

3.2 Multi-material Acceptance Test Concepts

The multi-material acceptance testing is designed to assess the performance of CMSs
with X-ray CT-based measurement principle featuring at least one rotary axis, an X-ray
source and an X-ray detector. Medical imaging CT, native non-destructive CT as well
as non-X-ray CT systems, e.g. Neutron CT, THz-CT, are currently excluded from the
scope of this test.

The proposed test tries to reach maximum comparability with the principles and
concepts described in the ISO 10360 series of standard for testing CMSs. In the scope
of the ISO 10360, the development of a document focused on mono-material CT
measurements is already in progress, cf. Sect. 2.1. The proposed multi-material test is
intended to be supplementary to this future ISO mono-material test, and it is not
intended to substitute it.

The multi-material performance verification comprises the assessment of local
(P) and global (E) multi-material error behaviour characteristics of CT-based CMS, to
be performed in multi-material reference standards. A multi-material reference standard
is defined, in this work, as a technical workpiece where two or more materials (ex-
cluding air) are used to perform dimensional or geometrical measurements; or two or
more materials which significantly influence the measurement by substantial attenua-
tion of the radiation for the used X-ray spectrum.

The CMS is to be specified for a medium/large range of attenuation coefficients,
test scenarios using combination of materials with, at least, high and medium attenu-
ation coefficient ratios are to be tested. For the high attenuation ratio scenario, a
minimum attenuation ratio number – for a defined energy – of 0.8 is allowed. For the
medium/low attenuation ratio scenario, the ratio should be below 0.7, see Table 1.
Thus, at least three materials are used to create the test. Additionally, the mono-material
case should be included in the test for verification purposes. In Table 1, attenuation
coefficient ratios being close to 1 shows that the materials have similar X-ray attenu-
ation, whereas attenuation coefficient ratios being close to 0, indicates that the materials
have different X-ray attenuation.
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An important factor to be considered in the multi-material acceptance testing is the
intrinsic uncertainty of the test. The concepts described in the ISO/TS 23165:2006 are
adapted to this proposal for the estimation of the test value uncertainty.

Besides this, CT simulation-based studies supported the development of this multi-
material test. More details are given in the specific test approach description.

Conceptual Approach of the Multi-material P-test
The main objective of the multi-material P-test is to assess the three-dimensional error
behaviour within a small portion of the entire measurement volume for multi-material
measurement scenarios.

In general, the P-test value is determined by the errors related to the sensor of the
CMS – e.g. noise, digitalisation error, geometry-dependent interactions with the ref-
erence standard and it is – for the case of CT – largely influenced by the material-
dependent interaction with the X-ray radiation.

Targeting maximum comparability with the standard mono-material test, the multi-
material P-test adopts also a test sphere for the test measurements. In contrast to the
standard case, the proposed multi-material reference standard for performing P-test
consists of a compound test sphere consisting of two symmetric half spheres (HS) made
of different materials, see Fig. 8.

At least two multi-material spheres – featuring materials with high and medium/low
attenuation ratios – are to be measured during the test. The precise values and ranges of
the attenuation coefficients and respective performance values (MPEs) are part of the
manufacturer specification.

Size (i.e. diameter) and form error are to be measured in such multi-material
spheres. The results, to be compared with reference values, are to be used to state the
multi-material influence on the probing error test for the high and medium/low atten-
uation ratio scenarios.

Table 1. Definition of the attenuation coefficient scenarios.

High attenuation ratios 0 < µ2 � 0.2 µ1
Transition high-medium 0.2 µ1 < µ2 � 0.3 µ1
Medium attenuation ratios 0.3 µ1 < µ2 � 0.7 µ1
Transition medium-low 0.7 µ1 < µ2 � 0.8 µ1
Low attenuation ratios 0.8 µ1 < µ2 � 1 µ1

Fig. 8. Design of the multi-material test sphere used for the proposed P-test.
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Conceptual Approach of the Multi-material E-test
The main concept of the multi-material length measurement error test is the evaluation
of the three-dimensional error behaviour of the CMS represented by a large portion of
the entire measurement volume. In CT based-CMS, the value of the length measure-
ment errors can be determined largely by the sensor errors and by the attenuation
proprieties of the material(s) to be penetrated by X-rays. Therefore, the multi-material
E-test attempts to quantify the multi-material influence on length measurements.

The creation of the multi-material E-test design was mainly based on the principles
of the standard mono-material acceptance testing described in the ISO 10360 series of
standards, providing maximum compatibility with the mono-material test and the list of
requirements listed in Sect. 3.1.

The principle of measuring a long length reference standard based on the ISO
10360-2 is also adopted in the multi-material E-test. However, for the proposed E-test,
the test measurements are to be performed in a multi-material length reference standard.

The data evaluation is based on length (i.e. distance) measurements between
geometric elements (e.g. cylinder, spheres, etc.) to be assessed using different mea-
surands: Centre-centre measurements; and inner and outer bidirectional length mea-
surements performed in short, middle and long lengths. The results of the CT length
measurements will be compared with calibrated reference measurements. Besides this,
different multi-material measurement scenarios are present, where different material
ratios are obtained along the designed scheme. Inter- as well as in-material measure-
ments can also be evaluated.

The test design attempts to facilitate the recognition of multi-material effects by
allowing different measurands concerning material interface. Three measurement types
are classified: mono-material measurements, inter-material measurements and in-
material measurements, see Fig. 9.

Mono-material 
measurements

(equal materials)

Inter-material 
measurements

(multi-material)

In-material 
measurements

(multi-material)

L

L
L

L

Fig. 9. Multi-material measurement scenarios based on the material interface: mono-material
measurement, multi-material inter-material and multi-material in-material measurements.
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3.3 Implementation of the Multi-material Acceptance Testing

This section addresses the challenge of practically implement the multi-material P- and
E-test for CT-based CMS.

Implementation of the P-test
For the implementation of the multi-material P-test, two half spheres (HS) made of
different materials are used to create a complete sphere. The HS have (nominally) the
same geometry and size – 9/16 inches (approximately 14.3 mm) in diameter. The
construction of the half spheres was carried out using grinding process of a complete
sphere to its half, and the grinded surface was subsequently polished and then glued to
a second HS using epoxy resin-based glue creating a multi-material sphere.

Silicon nitrite (Si3N4), aluminium oxide (Al2O3) and lead-free glass (N-SF6) were
selected based on X-ray proprieties, availability, costs, surface and geometrical quality.

With these materials, a medium range of attenuation coefficient was achieved.
Table 2 presents the attenuation coefficient ratios (µ2/µ1), at 150 kV X-ray voltage with
no physical filter on the tube. Thus, in the case studied here, N–SF6 absorption is larger
than Si3N4 by a factor of *2.5.

The three materials were mounted in pairs – on a carbon fibre reinforced polymer
(CFRP) shaft – resulting in three MuMat compound spheres and – as a reference –

three MoMat compound spheres, see Fig. 10.

Mounting-related effects, e.g. different half spheres diameters, different cut position
of the HS, HS positional error, et cetera, are present in any realistic scenario of such
multi-material sphere. These mounting effects might affect the geometry as well as the

Table 2. Attenuation ratios between the materials for the P-test at 150 kV, no filter.

Al2O3 &
Si3N4

Si3N4 &
N-SF6

Al2O3 &
N-SF6

Si3N4 &
Si3N4

Al2O3 &
Al2O3

N-SF6 &
N-SF6

Attenuation
ratio (µ2/µ1)

0.9 0.4 0.5 1 1 1

Fig. 10. Set of multi- and mono-material spheres used for the assessment of the P-test. From left
to right: three MuMat-spheres Al2O3 & Si3N4, Si3N4 & N-SF6 and Al2O3 & N-SF6; and three
MoMat-spheres Si3N4 & Si3N4, Al2O3 & Al2O3 and N-SF6 & N-SF6.
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size of the multi-material sphere and consequently the measurement result, if no data
handling is applied. The mounting-related effects of the HS should have a negligible
influence on the measurement results, enabling separation of effects and consequently,
statement about the performance of the CMS.

Simulation tools were used – using the software aRTist from BAM, Berlin – to
verify the mounting-related effects. The preliminary results have shown a non-
negligible influence on the results, unless data handling is applied, e.g. translation and
rescaling of a HS relative to another HS. Therefore, the data evaluation was performed
in two half spheres separately.

The multi- and mono-material spheres were all calibrated using a tactile CMS. The
calibration strategy is based on measuring the half spheres separately (but in the glued
compound state). Two spheres are calculated from the probed points: half sphere
material 1 (HS1), half sphere material 2 (HS2). An area of approximately 120° opening
angle near the pole (i.e. opposite side of the CFRP shaft) is covered by tactile points
using a single point probing strategy. A total of 64 points evenly distributed on each
half sphere – excluding the gap/glue area and its vicinity – were acquired. By this
means, the mounting-related effects were excluded from the analyses. Diameter and
form deviations of each half sphere were determined. The form deviation of all half
spheres was found to be below 0.5 µm. The expanded measurement uncertainty U
(k = 2) of each single point was of the order of 1 µm or less. These numbers are
comparable to the specified form error of complete spheres. Thus, it shows that cutting
or grinding full spheres to create half spheres made of the given materials does not
cause a significant degradation of the form. A good quality sphere is required in the test
enabling separation of effects. Therefore, the extent of the form errors must be smaller
than the typical voxel sizes, ensuring that the impact of half spheres as reference
standards, does not impair the conducted tests.

The data analysis of the multi-material probing error test is based on form error
measurements as well as the deviations of the sphere diameter measured by CT from
the tactile reference measurements. Also, comparison between the measurement sce-
narios, i.e. mono-material scenario, large and small absorption difference, is part of the
data analyses. Due to the mounting-related effects, the multi-material P-test data for
size and form are evaluated on each HS separately enabling a fair test scenario for the
probing test in a multi-material assembled sphere.

Two measurands are considered in the multi-material P-test: diameter and form
error of the multi-material half spheres.

Considering the difference between the nominal and the actual geometry of the
multi-material spheres, misalignments deriving from the imperfect assembly process,
and the limitation of the current surface determination algorithms regarding multi-
material scenarios, a new multi-step surface determination workflow for the multi-
material P-test is proposed. A simplified data analysis workflow is following.

1. CT scans of the multi-material spheres ! CT volume;
2. Surface determination optimized for the high absorption material (HAM) ! HAM

CT surface;
3. Extraction of the volume based on the HAM ! HAM volume including surface

data;
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4. Surface determination optimized for the low absorption material (LAM) ! LAM
CT surface;

5. Extraction of the volume based on the LAM ! LAM volume including surface
data

6. Assessment of four P characteristics separately in the two HS volumes.

Implementation of the E-test
For the implementation of the multi-material E-test, a new reference standard is pre-
sented. The multi-material hole cube (MuMat-HC) design is presented in Fig. 11.

The design consists of two symmetric half cubes made of different materials. The
fixture of the assembly is guaranteed by fitting pins, screws and nuts made of the
polymer polyether ether ketone (PEEK), due to its low X-ray absorption and relatively
good mechanical stability. The MuMat-HC has a size of 30 mm � 30 mm � 30 mm
featuring 17 holes and 12 “V”-shaped grooves. The design also features a step-like
“cut” shape enabling different and well-defined multi-material ratios along the stan-
dard’s height, see Fig. 11b. The measurands are mainly based on distances between the
holes. Hole-based measurements allow the evaluation of different probing strategies,
i.e. centre-centre, point- or patch-based uni- and bidirectional measurements in multi-
material as well as mono-material scenarios, cf. Fig. 4, G1 and G12 in Fig. 11b. Also,
the multi-material influence on the creation of the fitting element based on the mono-,
in- and inter material measurements are included in the MuMat-HC design, cf. Fig. 9.

Medium/large range of attenuation coefficients was covered by the combination of
a composite material – carbon fibre reinforced silicon carbide (Cesic), aluminium and
titanium. These materials were used due to their large applicability in industry, ade-
quate mechanical proprieties, machinability and adequate X-ray attenuation
coefficients.

Table 3 presents the attenuation coefficient ratios (µ2/µ1), at 195 kV X-ray tube
voltage and 1 mm Cu filter on the tube.

Six cubes are created, three mono- and three multi-material, see Fig. 12. All the
cubes were manufactured by electro discharge machining. The sufficient electrical
conductivity of all three materials, even of the composite material, has shown signif-
icant advantages over other materials considered for the design. Since all three

Fig. 11. Multi-material hole cube design for the length measurement error test (E-test);
(a) Isometric view of the cube; (b) Different material ratios along the cube
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materials are manufactured using the same manufacturing technology, thus, similar
manufacturing quality is expected.

Reference measurements – using a tactile-based CMS – were carried out in all hole
cubes. The strategy is based on the measurement in scanning mode of 7 circumferential
lines at seven different heights (indicated by the groove position) to be measured inside
of the holes. This measurement approach allows the evaluation of centre-centre, point-
or patch-based uni- and bidirectional measurements.

The evaluation of the multi-material influence on the E-test was based on the
deviation from tactile CMS reference measurements.

To ensure comparable analyses, the same measurement strategy as those used in the
reference measurements were also applied to the CT data. The workflow of the analysis
is described below:

1. Reference measurement of the MuMat-HC using a tactile CMS ! Tactile CMS
points

2. Calculation of reference lengths tactile CMS data (for e.g. centre-to-centre, bidi-
rectional patch-based lengths) ! tactile CMS reference length results

3. CT scans and surface determination of the MuMat-HC (surface determination for
multi-material cubes are performed in two steps: optimised for the high absorption
material (HAM) and optimised for the low absorption material (LAM) ! CT
surface (in two volumes)

4. Load and fit the tactile CMS points into the CT surface(s) (CT data aligned) ! CT
points (two point clouds; one for HAM and one for LAM)

5. Length measurements of the CT data (for e.g. centre-to-centre, bidirectional patch-
based lengths) ! CT results

6. Difference between CT results and tactile CMS reference results is the length
measurement error

Table 3. Attenuation ratio between the materials at 195 kV, 1 mm Cu.

Al &
Cesic

Cesic &
Ti

Al &
Ti

Al &
Al

Cesic &
Cesic

Ti &
Ti

Attenuation ratio
(µ2/µ1)

0.92 0.39 0.36 1 1 1

Fig. 12. Multi-material hole cubes from left to right: MuMat-HCs Al & Cesic, Cesic & Ti and
Al & Ti; and the MoMat-HCs Al & Al, Cesic & Cesic and Ti & Ti
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Geometrical elements present only in one material are used for the alignment
procedure of the MuMat-HC, as in the version of the data analysis software in use (VG
Studio Max 3.2), a common and optimal surface determination for different materials in
the same scene is not possible, cf. Fig. 7.

Centre-to-centre length measurements – as distance defined by the two least-
squares short cylinder centre points at a specific height – were evaluated in this paper.

4 Experimental Application

The experimental application of the proposed multi-material acceptance test was car-
ried out in the metrological CT system Nikon MCT225 of the Physikalisch-Technische
Bundesanstalt (PTB), Braunschweig, Germany. The main objective is to assess the
multi-material acceptance testing concepts, test operability, reference standards as well
as identify the potential improvements not considered in the previous phases.

The CT system features an X-ray source with a reflection target with a maximum
acceleration voltage of 225 kV and maximum power of 225 W. In this X-ray source,
tungsten is used as anode material and a beryllium window of 0.1 mm thickness placed
in the exit of the X-rays from the source. The detector unit is a flat panel PerkinElmer
1620 AN3CS detector with caesium iodine scintillator material with size of
400 mm � 400 mm with a quadratic pixel size of 200 µm. An aluminium foil of
0.75 mm thickness is placed in front of the detector for protection. All the measure-
ments were carried out using circular trajectory and continuous scanning mode. The air
temperature measured close to the measurement object, inside of the CT cabin, was
recorded for all measurements to be in the range of (20,0 ± 1,0) °C. The data
acquisition as well as CT data reconstruction were done based on the implemented
manufacturer solution, i.e. X-Inspect and CT Pro 3D version 3.1.9 from Nikon
Metrology, Tring, UK. Adaptive local surface determination implemented in the
commercial data analysis software for CT VG Studio Max version 3.0.1, Heidelberg,
Germany was used for all the scans.

P-test Measurement Setup
The multi-material test spheres are CT scanned to verify the multi-material local
performance of the system. The complete test comprises of three multi-material test
spheres, but also three mono-material test spheres. The first is to verify the performance
of the system when measuring objects with high and medium attenuation coefficient
ratios and the second serves as standard and verification step to the multi-material
spheres (also to prove that the half spheres approach is not significantly impaired by the
cut/glue, consequently appropriate for the proposed test). Diameter and form error of
the multi-material spheres are assessed based on the 4 metrological characteristics
presented in Sect. 2.1. Avoiding the half spheres mounting-related errors, the data
evaluation is carried out on each half sphere separately.

The multi-material spheres were all positioned with the glue/gap parallel to the flat
panel detector’s centre column. All scans were performed with the same magnification
of 10 times which leads to a voxel size of (20 µm)3 and 1700 projections. The scanning
parameters, which are reported in Table 4, were selected for each assembly in such a
way as to yield a similar noise level in the multi-material measurements but also to
minimise beam hardening effects.
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Additionally, to verify the influence of beam hardening on multi-material P-test
measurements, datasets of three spheres (Al2O3 & Al2O3, N-SF6 & N-SF6 and Al2O3

& N-SF6) with no beam hardening correction and applying soft beam hardening
correction1 were evaluated. It is worth to remark that no new CT scans were performed.
The datasets for the two MoMat-spheres and one MuMat-sphere were reconstructed
again using different beam hardening correction settings.

E-test Measurement Setup
The MuMat-HC standards are scanned to verify the multi-material influence on the
length measurement error, to check the multi-material E-test concepts and to verify the
suitability of the multi-material hole cube standards. The complete set consists of 3
MoMat-HCs and 3 MuMat-HCs.

For the CT scans, the cubes were positioned in the CT system with the hole axes
parallel to the rotary axis. Thus, the X-ray penetration length per material at each
groove (height) is kept constant, due to the cube’s design. All scans were performed
with the same magnification of 6.4 times which leads to a voxel size of (32 µm)3 and
3000 projections. The CT scanning parameters – shown in Table 5 – were selected
different for each hole cube to reduce beam hardening artefacts and to keep the noise
level similar for all scans. In order to remove residual scaling errors, and thus
improving the accuracy of the analyses, a multi-sphere-based scale correction (using
the standard visible in Fig. 3b) was applied to all measurements.

Averaged centre-to-centre length measurements were evaluated for all hole dis-
tances per height (i.e. different material ratios) in the cubes. In order to provide a better
view of the material influence depending on the material ratios, the average, the range
and the standard deviation of length measurement errors per groove are also evaluated.

Table 4. CT scanning parameters used for each mounted sphere.

Parameter Unit Si3N4 &
Al2O3

Si3N4 &
N-SF6

Al2O3 &
N-SF6

Si3N4 &
Si3N4

Al2O3 &
Al2O3

N-SF6 &
N-SF6

Voltage kV 200 220 220 200 200 220
Current lA 46 55 55 46 46 55
Power W 9.2 12.1 12.1 9.2 9.2 12.1
Cu filter
thickness

mm 0,25 1 1 0,25 0,25 1

Exposure time ms 2000 2829 2829 2000 2000 2829
Scan time min 56 80 80 56 56 80
Beam hardening
correction

None Soft Soft None None Soft

1 Nikon Metrology CT PRO 3D version 3.1.9 standard beam hardening correction based on a
polynomial function of order 2 (soft) was carried out during the reconstruction of the projections.
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An additional scan of the cube featuring the smallest attenuation ratio (Al & Ti) to
verify the influence of the X-ray spectrum on the multi-material length measurements
was carried out and evaluated. The spectrum energy used for this scan (200 kV, no
filter) was significantly lower compared to the standard high energy spectrum (225 kV,
1 mm Ag) used for the other scans, see Table 5. The results between the two scans –
for centre-to-centre lengths – were compared.

5 Results

The results of the multi-material acceptance testing for assessment of local and global
error behaviour are presented.

P-test Results
The results of all MoMat- and MuMat-spheres for form and size are presented in
Fig. 13. Bars with similar colour – e.g. full red and dashed red – represent two HSs of
the same mounted sphere, i.e. same scan. A simplified notation of the P–test charac-
teristics: PF25 = PForm.Sph.1x25::CT, PF95 = PForm.Sph.D95%::CT, PS25 = PSize.Sph.1x25::CT,
and PSall = PSize.Sph.All::CT was used. The size and form errors of all the spheres were
below one voxel size. However, the multi-material effect appears to have a strong
influence on the P-test measurements. The LAM half sphere in low attenuation ratio
assemblies (i.e. Si3N4 & N-SF6 and Al2O3 & N-SF6) suffer a strong degradation of the
form measurements, when using 95% of measured points. This effect was verified by
the measurements of the MoMat-spheres and with the sphere with high attenuation
ratio (i.e. Si3N4 & Al2O3). The form deviation is more than 3 times worse in the
MuMat-sphere measurement than the MoMat-spheres and the high attenuation ratio
sphere measurements. For form measurements using 25 patch-based representative

Table 5. CT scanning parameters used for the hole cube standards, highlighted in blue the
setting of new lower spectrum energy scan.

Parameter
Uni

t
Al &
Cesic

Cesic 
&
Ti 

Al &
Ti 

Al &
Ti 

Al &
Al

Cesic &
Cesic

Ti &
Ti 

Voltage kV 200 225 225 200 200 200 225
Current μA 75 110 110 30 75 75 110
Power W 15 25 25 6 15 15 25

Filter thick-
ness

mm 1 Cu 1 Ag 1 Ag None 1 Cu 1 Cu 1 Ag

Exposure 
time

ms 2829 4000 4000 2000 2829 2829 4000

Scan time min 141 200 200 100 141 141 200
Beam harden-
ing correction

none soft soft none none none soft 
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points, no significant effect was observed, presumably due to the data averaging.
For size, the multi-material effect appears not to have a significant influence on the
measurements, once the results were significantly smaller than the voxel size.

Despite the multi-material effect observed, a good agreement between the MuMat-
and the MoMat-spheres was observed, since the measurements of the MoMat-spheres
and the sphere with high attenuation ratio presented similar results. This indicates that
the glue and gap between the HSs do not influence significantly the measurements.

Additionally, the influence of beam hardening artefacts on the multi-material P-test
was evaluated. The results from two MoMat-spheres and one MuMat-sphere is pre-
sented in Fig. 14. The use of beam hardening correction for the P-test has shown a
negative impact on the measurements for the measurement set-up presented in this
paper. It is possible to observe that for the tested MuMat-sphere (N-SF6 & Al2O3) the
form error seems to be worsened with the used beam hardening correction. This is an
indication that the noise of the scan was increased with the beam hardening correction.
Also, an overcorrection in the MoMat-sphere with material featuring low attenuation
coefficient (Al2O3 & Al2O3) was observed, as the measurement errors of the mea-
surement of size were higher than the scan with no beam hardening correction.

Fig. 13. P-test measurements (left) mono- and (right) multi-material spheres.

Fig. 14. Influence of the beam hardening correction on the P-test.
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E-test Results
The measurements of the multi-material length measurement error test are presented in
Fig. 15. In the plots, red rectangles, black bars and ranges represent the average,
standard deviation and maximum/minimum range of all lengths per groove,
respectively.

Although, the measurement error for all cubes for centre-to-centre lengths are
below half of the voxel size, a multi-material influence on the centre-to-centre length
measurement was observed. An increase of the standard deviation and total range for
the cubes with low attenuation ratios (i.e. Al & Ti and Cesic & Ti) was observed in the
grooves containing more HAM (i.e. Ti). The multi-material effect was also confirmed
by the mono-material cubes, where the results were all within ±7 µm, comparable to
the results obtained with the cube with high attenuation ratio (i.e. Al & Cesic), while
for the MuMat-HCs with low attenuation ratios the results were within ±10 µm.

To verify the dependence of the multi-material effect on the spectrum energy, an
additional CT scan of the Al & Ti cube with low spectrum energy was performed,
evaluated and compared with the high energy scan.

The results of the two energy spectra are presented in Fig. 16. From the results it is
possible to observe that the low energy spectrum delivers results with much higher
measurement errors, and the measurement errors increase in the grooves with a high
content of Ti (i.e. grooves 4, 5 and 6 in Fig. 16). This indicates that the multi-material
effect strongly depends on the spectrum energy.

Fig. 15. Centre-to-centre length measurements of the hole cube reference standards.

152 F. Borges de Oliveira et al.



6 Conclusion and Outlook

A multi-material acceptance test for CT-based CMS was presented in this paper. Test
concepts and the practical implementation of the multi-material P- and E-test for local
and global error behaviour assessment were presented. The test concepts and designed
reference standards were successfully tested based on test measurements on multi-
material spheres and multi-material hole cube standards. Strong multi-material influ-
ence in both P- (for form error and size) and E-test (for centre-to-centre) measurements
was observed. It is expected that the multi-material effect is clearer visible for bidi-
rectional length measurements, to be tested in future work. Additionally, the influence
of a beam hardening correction method on the P-test measurements was carried out.
The beam hardening correction seems to have a negative impact on the P- measure-
ments, since an increase of the noise and an overcorrection of the data was observed.
Furthermore, the dependence of the multi-material influence on the spectrum energy
was also tested by comparing two scans with different energy spectra. The results
showed a strong multi-material influence in the low energy spectrum.

The set of multi-material reference standards has shown to be suitable for testing
the multi-material characteristics of CT-based CMSs.

However, the estimation of the test value uncertainty of the test is a topic for future
development of the multi-material acceptance testing. Furthermore, a sensibility study
of the multi-material acceptance test proposed here – based on the test value uncer-
tainty estimation – is a further topic of future work.
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Abstract. The calibration of the coordinate measuring machines is performed
based on the mathematical model of those machine. The feature of the artifact is
measured by CMM, the kinematic parameters are determined by comparing the
calculated coordinates and the calibrated coordinates. However, it is assumed
that the CMM is rigid and stable in any orientations and locations. The actual
CMM is not sufficiently rigid and stable. Especially the articulated arm CMM is
not. In order to consider the CMMs’ deformation and improve the accuracy of
those, it is proposed that the model equation, the kinematic parameters and the
estimators are replaced with the neural network. The calibration method using
the neural network is called the adaptive calibration. The neural network is
trained based on the relationship between the inputs and the coordinates suc-
cessfully. In this article, the adaptive calibration is applied to the articulated arm
coordinate measuring machine.

Keywords: Adaptive calibration � Kinematic calibration �
Kinematic parameters � Coordinate measuring machine � Neural network �
Artifact

1 Introduction

The research of the calibration and test method of the coordinate measuring machines
were mainly focused on the Cartesian type coordinate measuring machines [1–6]. On
the other hand, the coordinate measuring machine which has 6 or more rotational
joints, is the articulated arm coordinate measuring machine. It is abbreviated to the arm
CMM in this paper. Because the accuracy of the arm CMMs are improved and they are
widely used in the manufacturing site, the calibration method and test method of the
arm CMMs were studied [7–10].

The Cartesian CMMs has the Cartesian coordinate system as nature. However the
arm CMM is not based on the Cartesian coordinate system, so the geometric errors of
the arm CMMs are more complicated than those of the Cartesian CMMs.

In this article, the calibration process using the artifact is discussed about the arm
CMMs. The kinematic models are shown and it is explained how to determine the
kinematic parameters of those.

In order to improve the accuracy of the CMMs, the model equation of the CMMs
gets much more complicated. So it is proposed that the model equation, the kinematic
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parameters and the estimator of the kinematic parameters are replaced with the neural
network estimator of kinematic parameters in this article.

2 Usual Calibration and Measurement of CMM

The calibration process of the CMMs is shown in Fig. 1(a). The actual CMM, e.g.
Arm CMM, measures the coordinates of the feature of the artifact and the sensor
information is detected by the actual CMM. The coordinates are temporally calculated
using the model of the CMM and the estimated kinematic parameters.

In the estimator, the temporally calculated coordinates are compared with the
calibrated coordinates and the kinematic parameters are estimated as minimizing the
difference between the calibrated coordinates and the calculated coordinates of the
artifact. This estimated kinematic parameters are used with the model of the CMM as
shown in Fig. 1(b).

The measurement process is shown in Fig. 1(b). The coordinate measuring
machines are used to measure the coordinates of the workpiece. In measurement
process, the actual CMM measures the coordinates of the feature of the workpiece and

A: feature of 

artifact,

B: sensor in-

formation

C: calculated 

coordinates 

D: calibrated 

coordinates 

E: estimated 

kinematic pa-

rameters

(a) Diagram of estimation of kinematic parameters using artefact
A: feature of 

workpiece  

B: sensor in-

formation

C: calculated 

coordinates

(b) Diagram of measurement using estimated kinematic parameters

Fig. 1. Usual calibration and measurement
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the sensor information is detected by the actual CMM. The coordinates are calculated
using the model of the CMM and the estimated kinematic parameters.

It is necessary that the model and the kinematic parameters are clearly separated
and defined in the measurement system based on the usual calibration using the artifact
as shown in Fig. 1.

3 Articulated Arm Coordinate Measuring Machine

The arm CMM as shown in Fig. 2 has 7 rotational joints. The relationship between
joint i + 1 and joint i is described by DH notation as shown in Fig. 3. The stylus
coordinates are expressed and calculated based on DH notation. The model equation of
the arm CMM with 7 rotational joints is expressed as shown in Eqs. (1) and (2).

i�1Ai ¼
cos hi � sin hi cos ai sin hi sin ai ai cos hi
sin hi cos hi cos ai � cos hi sin ai ai sin hi
0 sin ai cos ai di
0 0 0 1

0
BB@

1
CCA ð1Þ

T ¼ 0A1
1A2

2A3
3A4

4A5
5A6

6A7 ð2Þ

The kinematic parameters are described as (hi, di, ai, ai) in DH notation. It is
assumed that the arms of the arm CMM is not deformed. In order to improve the
accuracy of the arm CMM, the measuring posture of that is taken into consideration.
The arm of the arm CMM is assumed as cantilever, and each arm has weight and has
the deformation by the weight itself as shown in Fig. 4 [10]. As the effect of weight is
varied according to the orientation of the arm, Eqs. (1) and (2) become varied and
much complicated.

Fig. 2. Articulated arm coordinate measuring machine
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4 Adaptive Calibration and Measurement

As the behavior of the arm CMM is complicated, it is difficult to express the model of
the CMM as the physical model and mathematical equation.

In this paper, it is proposed that the complicated equations are replaced with the
trained neural network.

In the calibration, the model equations, the kinematic parameters and the estimators
as shown in Fig. 1(a) are replaced with the neural network as shown in Fig. 5(a). The
calibration method using the neural network is feasible and flexible.

So it is called the adaptive calibration.

Fig. 3. DH notation

Fig. 4. Deformation model of the arm with weight
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The neural network studies the relationship between the sensor information and the
calibrated coordinates of the artifact in training.

In measurement, the model equation and the kinematic parameters as shown in
Fig. 1(b) are also replace with the neural network as shown in Fig. 5(b). In Fig. 5, the
neural network is trained only in the adaptive calibration and it is not trained in the
measurement.

5 Experiment

Figure 6 shows the artifact which has 8 poles with the reference points of which the
coordinates are calibrated. The height of reference points are not identical, and all
reference points are not on the identical plane. The reference points on poles are
measured repeatedly by the arm CMM, and the coordinates of the reference points and
all angles of joints are recorded.

In this case, the neural network consists of the input layer, output layer and 5
hidden layers. The input layer has 7 nodes corresponding to the angles of joints and the
output layer has 3 nodes corresponding to the calibrated coordinates of the artifact. The
hidden layers with 32, 64, 128, 64 and 32 nodes is tested and the other hidden layers
with the other patterns of nodes are tested.

A: feature of artifact

B: sensor information

C: calculated coordinates

D: calibrated coordinates

(a) Kinematic parameters are estimated adaptively using artifact

A: feature of workpiece

B:sensor information

C: calculated coordinates

(b) Coordinates are calculated using adaptively estimated kinematic parameters.

Fig. 5. Adaptive calibration and measurement
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At first, the neural network get a good result on the angles for training, but get a bad
result on the other angles.

After that, the dropout technique is introduced. Finally, the neural network get a
good result less than 10 lm on the angles for training and the other angles.

6 Conclusion

In the case of the articulated arm coordinate measuring machine, it is proposed that the
equation of physical model and the kinematic parameters are replaced with the neural
network. The calibration process is replaced with training process of the neural network
with dropout.

At this moment, the small number of experiments are performed. It is necessary to
check the robustness of the neural network calibration for the different articulated arm
coordinate measuring machines.
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Abstract. Advanced manufacturing of aircraft, and the large parts needed in
this field, is based on multiple suppliers located in different countries and
continents, intensively using automation, data exchange, advanced manufac-
turing technologies embedded in the digital era. Several national and interna-
tional initiatives (e.g. Industrie 4.0) are oriented to support this effort and
development. New opportunities for advanced manufacturing of aeronautic
products are based on measuring technologies for Geometrical Quality Control
and Large Scale Metrology. In the Aeronautic Industry they are an essential tool
for the implementation of the initiatives in modern product engineering and
process control. To operate, programme and manage the most advanced mea-
suring systems, highly competent and skilled personnel is required.
The authors will describe new developments in the framework of the inter-

national project “WINGS+”, addressing the training needs of the Aeronautic
industry, and suggest innovative training solutions with focus on the competent
use of relevant measuring systems.

Keywords: Large Scale Metrology � Training � Aeronautic industry

1 Introduction

Globalization has moved to low-wage countries in other continents many labour-
intensive manufacturing activities, therefore the current focus in the EU is on the
creation of high-added value products. The Aeronautic industry is one important
example of high-value production and the needs for high quality training is a must for
the aeronautic industry sector and sub-sectors [1]. The Industrial Advisory Group of the
Factories of the Future PPP (public-private partnership) and EFFRA (European
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Factories of the Future Research Association) have identified key technologies and
enablers for this required transition [2]. These include innovative manufacturing
technologies (e.g. 3D printing of complex shaped parts), manufacturing with new and
advanced materials (e.g. composite and lightweight materials) and the use of measuring
technologies to support manufacturing, including assembly operations [3]. A key factor
for competitiveness and quality assurance is the competent use of innovative equipment
for the 3D measurement and digitisation of large parts, as needed for advanced
product/process engineering and quality control. It is worth noticing that almost 1% of
EU GDP is spent each year in this sector (metrology) by a diversity of organizations in
society, industry and official organizations [4].

2 Aeronautic Industry, the Demands in Coordinate
Metrology Training

Coordinate Metrology is a topic very relevant to a number of sectors of industry
throughout the EU, especially in several industrial sub-sectors, the aeronautical
industry being one of them. At present, within the European Union training market
there is still a dearth of providers of manufacturer-independent vocational education as
well as training relating to newly available measuring technologies and related
standards.

There are current initiatives in coordinate metrology training which have developed
and co-existed over a period of years. Two such initiatives are AUKOM [5] which was
begun on a German national project in 1998–2001 and is largely based around single
manufacturer systems, and the CM Train (Coordinate Metrology Training) association
[6], in this case a result from an EU-funded project EUKOM (European Training for
Coordinate Metrology) [7] with the main objective to harmonise the coordinate mea-
suring machines (CMM) training across Europe. However, none of the initiatives
include currently the measuring technologies most relevant for the Aeronautic industry,
such as articulated arm CMMs and laser trackers.

New valued learning opportunities for lifelong education on innovative measuring
technologies (including: articulated arms, laser tracking, fringe and projection systems)
as well as enriched, updated content from already existing training activities is needed
in a number of languages.

The analysis of student feedback to previous courses ran by CM Train, over the last
ten years, covering around 900 participants from industry and universities, show a
number of trends, specifically requesting changes to learning material including:

• More interactivity in learning material using media such as videos, animations,
comprehension quizzes, etc.

• Fast update of learning material with newest technology
• Access to the learning product through different platforms (mobile devices)
• Having the possibility to choose a more tailored and efficient learning path (taking

pre-knowledge into account)
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3 Project Public Target

The main target group for the new EU-funded project as outlined in this paper are
industry employees, with a special focus in aeronautic manufacturing, in particular
those working in small and medium enterprises and those that are newcomers to 3D
measuring technologies (including articulated arm CMMs and laser trackers) in the
supply chain of the aeronautic industry. Other target groups that will benefit from the
project are students and teachers at VET institutions in mechanical and mechatronics
subjects having limited access to advanced measuring equipment, as happens in most
practical cases due to lack of funds and/or unavailability of adequate teaching staff.

Practical work using measuring equipment is vital for successful VET in Geo-
metrical Quality Control. This needs state-of-the-art infrastructure and well trained
tutors with daily experience, but of course both resources are expensive. Blended
learning can efficiently support VET e.g. in Coordinate Metrology (a subset of tech-
nologies for Geometrical Quality Control) as demonstrated by the results of the
EUKOM project [7] and has been shown to be very effective for learning the latest
innovations in the field. Follow-up experience also revealed a strong demand of
potential learners to use new technologies for the distribution of learning content for an
enriched, motivating and high-availability learning experience.

4 Learning Material Structuring

In a way to take into account the pre-knowledge of each individual learner, the
structure of the learning modules follows a two-level approach. On the basis of this
two-level approach further expert modules are developed to meet the specific
requirements of potential users. In these two levels, the learning content is spread
across ten sections (see Table 1).

These sections are structured in a way that the natural workflow of metrologists is
taken into account [8], and this is consistent with the integrated framework of reference
that has been proposed for the qualification of personnel on different types of

Table 1. Ten-sections structure

Section Section title

1 Identification of measurement requirements
2 Inspection planning
3 Equipment selection
4 Workpiece preparation
5 Measuring system preparation
6 Measuring process execution
7 Evaluation strategy definition
8 Measurement uncertainty
9 Documentation
10 Infrastructure and environment
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Coordinate Measuring Systems [9]. Each of these ten sections contains several chapters
with a number of learning units that deliver the content to the learner in logical
fractions.

4.1 Section 1: Identification of Measurement Requirements

This section serves as the interface to the product specification. With information out of
the technical drawing and other information sources, the requirements for planning and
performing the measurement tasks are gained. The learning content covers the iden-
tification of measurement requirements and other important fundamental aspects
required at the measurement planning stage.

4.2 Section 2: Inspection Planning

Based on the measurement requirements, the points for the measurement strategy are
discussed. These steps cover points as e.g. datums and datum systems, coordinate
systems, probing strategy as well as the influence of modifiers found in the specifi-
cation such as e.g. indications for filter settings.

4.3 Section 3: Equipment Selection

The selection of appropriate equipment is detailed. It covers aspects such as measuring
system architecture and measuring system components to be able to choose suitable
equipment for performing the measuring procedure. Indicators for performance spec-
ification of measuring systems and their application is also included here.

4.4 Section 4: Workpiece Preparation

Based on the findings in the measurement requirements, important points for workpiece
preparation are pointed out in this section.

In this part, fixturing requirements and constraints are demonstrated, in addition
details of special procedures for surface treatment are covered that may be needed
in situations such as when using certain optical sensors for the measurement of glossy
workpieces.

4.5 Section 5: Measuring System Preparation

Section 5 details the correct procedure for the preparation of measuring systems cov-
ering qualification procedures with a particular emphasis on verification. Different
probing systems and their needs and procedures together with suitable measurement
artefacts are discussed in this part.

Training in the Aeronautic Industry for Geometrical Quality Control 165



4.6 Section 6: Measuring Process Execution

Section 6 covers the important points for measuring process execution such as
acquisition of measuring points and measuring conditions based on the measuring
requirements.

4.7 Section 7: Evaluation Strategy Definition

In this part, the association criteria, data processing as well as data analyses and
evaluation and data representation are covered.

Beside these topics, this section covers reverse engineering needs and possibilities
in particular.

4.8 Section 8: Measurement Uncertainty

The main focus of section 8 is the application of decision rules. These are the rules for
verifying conformity or nonconformity with a given tolerance, for a characteristic of a
workpiece. It is further explained that metrologists have to be aware of the role of
measurement uncertainty and its estimation.

As a result in this section, decision rules, questions about tolerance and uncertainty,
error sources as well as statistical parameters are covered.

4.9 Section 9: Documentation

Different forms of measurement result documentation with respect to the target group
are covered. The required content of a measurement report is explained as well as the
way, how to generate them are discussed.

4.10 Section 10: Infrastructure and Environment

The last section is oriented to the need for infrastructure maintenance as well as
verification and performance checking and its procedures are explained.

5 Learning Material Production

Since the development of the learning content is made by several international partners,
new forms of collaboration, sharing of documents and ideas, were used in an efficient
exchange process, allowing a structured distribution of learning modules across
chapters, sections and levels. The solution came from dividing the large amount of
learning material into small parts by defining learning units, starting in English, and
after the review process, create the other several language versions (see Fig. 1).
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The learning modules were developed using an open source software tool
(eXeLearning) [10], defining first a technical template that was then utilised by the
different partners, following the same design rules. For each learning module, the
didactical template for further production was defined to have a logic path for the
learner and for the tutor (see Figs. 2 and 3).

Fig. 1. Schema for the structure of learning contents, their relation between learning units,
chapters, sections and levels [8]

Fig. 2. Schema for the structure of learning contents, their relation between learning units,
chapters, sections and levels [8]

Training in the Aeronautic Industry for Geometrical Quality Control 167



6 Conclusions

The chosen approach to develop learning material oriented to the learning aims for-
mulations, guide us to an effective procedure that supported the flow of information of
learning contents. Based on the common understanding of learning aims, it was pos-
sible to install the development of learning material in a parallel procedure that enable
higher development speed and quality than in conventional procedures used. The
international collaboration in an expert group consisting of teachers, designers and
metrologists for structuring and developing a learning system, in this case for coor-
dinate metrology, showed that the use of shared online documents that allow real time
cooperation in development, is a potential form to work together and share ideas.
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Abstract. Precise and reproducible alignment of the coordinate system plays a
key role in the processes of monitoring geometric parameters. In cases of long-
term processes, which are executed in multiple phases, errors in setting the
coordinate system can lead to wrong conclusions and mismanagement of these
processes. Orthodontic therapy, ie teeth leveling, lasts for one year with controls
every month. The geometric parameters (teeth positions) are monitored by the
dental arch equations. During each control, the current state is compared with
previous control. Conditio sine qua non is precisely and repeatably setting of the
jaw’s coordinate system. The ABO method (American Board of Orthodontics;
digital model orientation) does not provide repeatability in successive controls.
In this study, a new method of setting the coordinate system of the jaw is
presented. To ensure as user-friendly procedure as possible a simple algorithm is
listed. A case study on digital dental model analyses for dental arch curve
mathematical definition is presented at the end of the study. This is an example
of the application of engineering methods in non-engineering areas.

Keywords: Coordinate system � Digital dental model � Dental arch curve

1 Introduction

Digital 3D models (i.e. digital models achieved through plaster casts scan) are
increasingly represented in everyday orthodontic practices. Their numerous advantages
make them find their use in every third dental office in developed countries [1, 2] as a
new and advanced technology [3–5]. These models are used not only in diagnostics and
orthodontic treatment stages planning, but also in following of the stages for assess-
ment analysis of each of the tooth position, that is, their alignment during first 6-8
months of treatment. During this process, using and defining of 3D coordinate system
proves to be of a very important. From an orthodontic perspective in general and in
relation to teeth alignment particularly, 3D models are used for:
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– Following and analyzing of overcrowding/spacing in a patient’s jaw, carrying out of
the spatial analysis, application of Bolton’s ratio,

– Dental arch form defining and modeling, PAR (Peer Assessment Rating) index
defining,

– Following of teeth alignment to define validity, accuracy, reproducibility and reli-
ability of measuring on 3D digital models in comparison to conventional ones; and

– Analysis and synthesis of teeth motions during orthodontic treatment, particularly
through the phase of their alignment when these motions may have both transla-
tional and rotational properties within the space.

The analysis leads us to conclude, 3D coordinate system is extremely important in
all areas of its application. Today, it is based on the ABO digital model requirements [6].

2 Digital Model Orientation and Coordinate System
Definition

ABO (American Board of Orthodontics) digital model requirements represent a com-
monly accepted de facto world standard for digital models of jaws [6]. ABO defines
requirements for digital models (scan resolution and accuracy, measuring units, file
formats and mesh topology) and the procedure for adjusting the coordinate system. In
accordance with the ABO guidelines, digital models are generated in PLY (Polygon
File Format), STL (Stereo lithography) or OBJ (Object) file formats, from which
further analyses are performed. In addition, the scanners used for generating 3D digital
models need to have resolution of 0.10 mm or better, and scan accuracy must be at
0.20 mm or better [9].

The curve defines dental arch in normal occlusion, meaning it is in X-Y (occlusal)
plane in orthodontic coordinate system of the jaw digital model, called Global Coor-
dinate System of the Jaw (GCSJ) [7]. One of the basic characteristics of the procedure
for determining GCSJ is that it provides repeatability of measuring (scanning) one jaw
model on different scanners, which is extremely significant for 3D digital models.

ABO procedure for digital model orientation, in essence, is very similar to the
procedures used by engineers in coordinate metrology. This is quite logical, because this
is completely an engineering problem. The jaw coordinate system adjusting procedure is
a typical “3–2–1” procedure. Numbers “3–2–1” in the procedure name define degrees of
freedom that are fixed in each of three steps. To define the coordinate system exactly, it
is necessary to fix all 6 degrees of freedom (3 rotations and 3 translations) [10].

ABO procedure has two major drawbacks:

1. It is not possible to provide a satisfactory repeatability of Y axis orientation in
successive controls of a patient jaw.

2. The origin position is not precisely defined. During treatment incisors are the most
shifted teeth; their intake for reference is completely wrong. ABO procedure uses
the term “approximately” for origin position. “Approximately” it is not good
enough for accurate measurement, especially in the case of dental arch creation and
their comparison in successive controls.
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The diagram in Fig. 1 clearly indicates the imprecision of the ABO definition [6]
(quote): “The world origin (0, 0, 0) is located on the mid-sagittal (Y-Z) and occlusal (X-
Y) planes at a point that lies approximately half-way between the most anterior and
most posterior teeth.”

If ABO definition is followed, the coordinate system moves from the initial state
(before the start of therapy) in each of the successive controls (a total of 10 controls).
How is it possible to compare the dental arc equations in all stages of therapy? Of
course it is not possible! It is necessary the coordinate system of the jaw to be always in
a fixed place. It is obvious, dentists do not understand the principles [10] of coordinate
metrology.

Fig. 1. Plotted results from Table 1.

Table 1. Positions of the coordinate system origin (X0Y0Z0) defined according to the ABO
requirements in successive controls in relation to the fixed point.

Controls X0 [ABO] Y0 [ABO] Z0 [ABO]

Before therapy 0,8286 21,5629 0,4045
1 −0,0358 20,9945 0,1270
2 −0,3614 20,2563 −0,2387
3 0,8734 19,8558 0,2720
4 −0,5786 19,7980 −0,4000
5 −0,5958 19,4712 −0,2746
6 0,3788 19,2639 0,4682
7 −0,4993 19,4481 −0,1644
8 −0,2119 19,2798 −0,2621
9 −0,3348 18,8855 −0,4098
10 −0,4782 18,9921 −0,1198
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Additionally, ABO instruction does not explain how to find maximum point on the
molars (molars cusp). At the beginning, Z-axis direction is not known and very often
dentist indicates these points imprecisely. Setting of XY plane is crucial for whole
process. Errors that are made in the beginning may not be corrected and became
systematic. Because of that comparison of dental arch is not possible. Incorrect
assumptions lead to wrong conclusions.

This paper explains the improvements of ABO requirements and elimination of
ABO jaw coordinate system settings procedure weakness. Described method [8] opens
new possibilities of digital dental modeling in orthodontic treatment and eliminates a
subjective factor of the dentist.

3 Precise Alignment of Jaw Coordinate System: Proposed
Method

Jaws plaster models are initially scanned
in an arbitrary coordinate system, Fig. 2.
Reference vector that determine the
maximum points on the tips of molars is
unknown. First, it is necessary to deter-
mine reference vector. After defining
vector, it is possible to determine the
maximum points on the molars and pre-
molars. Occlusal (horizontal) plane will
coincide with the world XY plane; fol-
lowing steps (1 ! 5) precisely define
XY plane.

1st Step: Mark (Paint Faced Body)
the area where they expect maximum
points on the molars and premolars: eight
zones on the left and the eight zone on
the right side of the jaw, Fig. 3.

This is the only step that is highly
dependent on the dentist. In the term of
necessary knowledge, this step does not
require any prior knowledge of mathe-
matics and IT. This step only requires
visual recognition molars and premolars
peaks.

Fig. 2. Scanning coordinate system; arbitrary
orientation and position

Fig. 3. Marked molars and premolars
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2nd Step: Fitting a spheres thru sixteen
marked zones (Selecting all of the same
color). For each of themarked zone computer
system give to user: radius, maximum and
average error of fitted spheres. Automatic
points rejection is enabled if the maximum
errors are greater than scanning accuracy,
defined by ABO requirements (0.2 mm).

3rd Step: Fitting a plane, using least
squares method, thru centers of sixteen
spheres, Fig. 3. This is an auxiliary plane,
which defines the user main direction (vec-
tor) for molar and premolar cusp. Main direction is marked with blue arrow on the Fig. 4.

4th Step: Projection of 16 points in the spheres centers on faced body (jaw digital
model). Figure 5 shows these points marks
using small red crosses. These 16 points are,
for sure, molars and premolars cups tips.

5th Step: Fitting a plane, using least
square method, thru 16 points generated in
4th step. This is a XY (occlusal) plane of the
jaw, determinate precisely. Figure 5 shows
XY plane painted in red; light blue plane is
auxiliary plane, created in 3rd step. A plane
containing the mid-palatal raphe will be
considered as the mid-sagittal plane and will
coincide with the jaw Y-Z plane; following
steps (6 ! 8) precisely define YZ plane.

6th Step: Marking 4 points on the left
side and 4 points on the right side of the jaw.
Figure 6 shows these 8 points: PL1, PL2, PL3
and PL4 on the left side; PR1, PR2, PR3 and
PR4 on the right side. ABO procedure use
only 4 points; two on the left (PL1 & PL4)
and two on the right (PR1 & PR4). Using 8
points, instead 4 points, will ensure more
precise determination of Y-axis direction.

7th Step: Two auxiliary lines are created;
on the left side line LL using least square
method thru following points: PL1, PL2, PL3
& PL4; on the right side line LR using least
square method thru following points: PR1,
PR2, PR3 & PR4. Lines LL and LR, are shown
on Fig. 6.

Fig. 4. Fitted auxiliary plane

Fig. 5. Fitted XY (occlusal) plane

Fig. 6. Y axis orientation (mid-sagittal),
bisector of two auxiliary lines
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8th Step: Direction of Y-axis is defined
as bisector of lines LL and LR, created in 7

th

step. Bisector line LB is shown on Fig. 6.
YZ plane is perpendicular to XY plane,
created in steps 1 ! 5.

Origin (0, 0, 0) is defined in the 9th

step; this is the final step.
9th Step: The origin is determined by

the position of the molars, which cannot be
displaced (or very minimally). The incisors
are the most displaced teeth during
orthodontic treatment and should not be
taken as a reference for coordinate system
origin. First, it necessary to create two
auxiliary points on the seventh tooth (second molar) on the left and on the right side.
Points PR7 & PL7, shown on Fig. 7, are created on the same manner as explained in
steps 1 ! 5.

Points PR7 & PL7 define the line LP. Intersection of two lines: LB (bisector) and LP

(defined by points PR7 & PL7) precisely define the digital model coordinate origin (0, 0,
0) of the jaw. Origin (0, 0, 0) position is shown in Fig. 7. Due to imperfection, X axis
does not pass through points PR7 & PL7 as expected, Fig. 7. The human body is never
perfectly symmetrical.

By applying the steps 1 ! 9 coordinate system jaw is unambiguously determined.
The coordinate system is very precisely defined, and easily reproducible. Implemen-
tation of procedure not requires additional knowledge of mathematics and computer
science. Few simple steps are manual and requires careful work. All other steps can be
automated, Fig. 8:

Fig. 7. Origin (0, 0, 0) definition

Fig. 8. Improved ABO method for setting the jaw’s coordinate system
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1. XY Plane: (manual) Paint Facet Body ! (automated) Fitting Sphere ! Sphere
Center Points ! Fitting Plane ! Points Projection on Facet Body ! Fitting
Plane ! XY Plane; Z = 0.

2. Y axis direction: (manual) 4 + 4 Points on Facet body ! (automated) Fitting Lines
1 + 1 (Left + Right) ! Bisector ! Y axis direction; X=0.

3. Origin (0, 0, 0): (manual) Paint Molars 7th Left & Right Cusp ! (automated)
Fitting Sphere ! Sphere Center Points ! 2 Points Projected on XY
Plane ! Line ! Intersection with Y axis ! X = 0 & Y = 0. Coordinate system
origin (0, 0, 0) is defined! X axis: Perpendicular to Y-axis.

ABO procedure [6] provides repeatability when only one unchanged jaw model is
scanned, using different scanners. This is not the case during the monitoring of the
entire orthodontic therapy. To make comparisons of two digital models of the jaw, it is
essential that the coordinate systems are always in the same position and oriented in the
same manner. The procedure defined by the ABO does not provide repeatability of the
orientation of the coordinate system in successive controls during orthodontics
treatment.

If we want to compare dental arch curves, as has been done in this paper, adjusting
the coordinate system is the most important step in the entire procedure. The largest
impact on the measurement error has adjustment of the coordinate system [10]. Mis-
takes made in the initial steps inevitably lead to wrong conclusions.

4 Determination of Dental Arch Curves

4.1 History of Dental Arch Equitation

The beginnings of defining the dental arch dated from the early 20th century. In his
book [11] published 1902nd, G.V. Black described the upper teeth as being arranged in
a semi-ellipse. Hawley 1905th proposed that the ideal dental arch was based on an
equilateral triangle with a base representing the inter-condylar width. Edward, devel-
oping its own system 1907th, in a detailed discussion of the “line of occlusion”
maintained that this line represented a parabolic curve [12]. Leon Williams [13]
developed typical form theory, form of tooth depends of form of the bony face frame –
the ovoid, square and tapering forms. William arrived at this classification after
extensive anthropological study and was able to interest a manufacturer. This method is
probably still the way in which most dentists select anterior artificial teeth. In contrast,
in an investigation based on the skulls of apes and humans, Hellman (1919) was unable
to find any relation between the size of the teeth and the form of the dental arches and
he rejected the theories of arch predetermination based on measurements of specific
teeth. Other investigators (Stanton 1922; Izard 1927) found a variability in arch form
within a human sample, represented by an ellipse in 75%, a parabola in 20% and a
square shape in 5% of the cases [14]. McConnail and Scher (1949) suggested that the
ideal curve would correspond to a catenary curve that is formed when a fine chain is
suspended at both ends. Scott (1957) as well as Pepe (1975) claimed that a catenary
curve best represented a good average fit for arch form [15]. Lu (1966) claimed that the
dental arch could be described by a polynomial equation of the 4th degree [16]. Brader
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(1972) used mathematical model of arch form based on trifocal ellipse [17]. BeGole
(1980) used the cubic spline function to model the form of the dental arches [18]. On
the basis of digitized data, splines were fitted to the dental arches. Sampson (1981)
described dental arch forms by means of an algorithm. The technique consisted of
fitting arcs of conic sections to the data points representing the dental arches [19]. The
conics were fit to the data using Sampson’s refinement of Bookstein’s algorithm. Braun
[20] said that the human arch form could be portrayed by a complex mathematical
formula, known as beta function. The model was defined by depth and width of the
dental arch at second molar region.

4.2 Dental Arch for Orthodontic Treatment Analyses

Ideal occlusion is a hypothetical state, an ideal situation. McDonald and Ireland [21]
defined ideal occlusions as a condition in which maxilla and mandible have their
skeletal bases of correct size relative to one another, and the teeth are in correct
relationship in the three spatial planes at rest.

There are a large number of studies considering appropriate mathematical equations
to define the dental arch. Some of these studies have examined hundreds of patients.
The shape of the dental arch depends on gender, age, ethnic origin [22], even geo-
graphic location [23]. However, several hundred patients are still too small sample for
the population of a couple of million. It is very difficult and unreliable to try and draw
general conclusions because the critics argue that “the sample is too small”. Large
sample studies cannot generate results regarding an individual.

A review of the literature shows, however, several assumptions are made: There
must be an algebraic or geometric formula which explains ideal arch form; All ideal
arches are the same shape and differ only in size; Every ideal arch is considered to be
symmetrical. In existing literature extensive mathematical analysis of dental arch shape
in persons with normal occlusion in the course of orthodontic treatment are very rare.
None of the most cited relevant paper [16–20] did not explain adjustment of the jaw
coordinate system in their analysis.

ABO recommendations for adjusting the coordinate system are relatively new, were
published in 2013. Last release (June 2016) has been supplemented by rules for jaw 3D
printing [12]. The chapter relates to the adjustment of the jaw coordinate system
remained the same as in the first release.

The core of the problem is that during treatment the position of teeth in the jaw
changes, which leads to a change in the position of coordinate system of the jaw, based
on which the function of dental arch is modelled. The consequence of this is that the
shapes of dental arch for two conditions – stages of treatment – can be compared with a
relatively low precision. As a result, here we established a global coordinate system of
the jaw (GCSJ) following the improved method of ABO. By eliminating this negative
impact, so that dental arches can be absolutely accurately compared at each individual
stage of orthodontic treatment.

This research represents a part of the overall model for monitoring and analysis of
orthodontic treatment, from the aspect of teeth alignment, using 3D digital models [1].
The shape of the dental arch and deviation from ideal arch form is the most important
information to the dentist during therapy using arch wire.

New Improved Method of Setting the Jaw’s Coordinate System 177



4.3 Dental Arch Curve Fitting

For fitting curves which define the dental arch we used CAD/CAM/CAE (Computer
Aided Design, Computer Aided Manufacturing, Computer Aided Engineering)
Siemens PLM NX12. NX12 is used for general purpose [24]; it is primarily intended
for applications in mechanical engineering. Its flexibility and openness of the archi-
tecture allows it to be easily applied in very different areas. Its advantage over spe-
cialized software packages in the area of orthodontics is its dedication to sophisticated
modules for complex spatial forms (free-form, sculptured surfaces). The fact is that
modern medicine and dentistry cannot be imagined without the involvement of
mechanical and electrical engineers. This research is an example of the interdisciplinary
engineering modelling and its applications in orthodontics.

All splines created with Siemens NX12 are NURBS (Non Uniform Rational B-
Splines) [24]. The literature providing a mathematical foundation is widespread and
easily accessible. Splines are widely used, not only in various engineering areas. Their
utilization in the CAD/CAM/CAE systems is simple and intuitive. There is no modern
CAD/CAM/CAE system that does not include the ability to create splines. In this
section, the terms “B-Spline” and “Spline” are used interchangeably. There are three
creation methods for splines: thru points, by poles and fit.

Therefore, the aim of this paper is to define dental arch function as a polynomial,
from 3rd to 8th degree, and to perform its thorough analysis, following all the stages of
orthodontic treatment.

The curve generated by proposed mathematical functions is adjusted in accordance
with marks on the teeth believed to precisely define a dental arch. With the aim of
discovering the optimal mathematical function to describe dental arch curves, a number
of authors have tested various mathematical functions (models) to best serve this
purpose.

The main characteristic of examined studies is that dental arch shape and features,
are examined within the context of functional characteristics of the jaw and the position
of the teeth in it, which is the primary task of clinical orthodontics. In this study, splines
were fitted through the points of digital models, which are located at the tips of the teeth
(from the right to left side of jaw): 7–61–62–5–4–3–2–1–1–2–3–4–5–61–62–7; small
blue crosses marked in Fig. 9. A total of 16 points are used for all the interpolations. As
shown in Fig. 9, interpolated curve does not pass through the points on the digital
model. Some points are closer to the curve, others are away from it. Siemens NX12
marks the most distant point from the fitted curve. In the example in Fig. 9, the point
with maximum deviation is marked with a small red circle on Fig. 9. Siemens NX12
shows the value of the maximum deviation; this value is 1.656 mm on the second tooth
on the left side. This is a clear indicator for the dentist which tooth to pay more
attention to. In addition, Siemens NX12 gives the value of the average deviation of all
points on the fitted curve. The user has information on the average deviation, maximum
deviation value and the location of maximum deviation.

Another important aspect is the degree of the fitted spline. Every spline has a degree
– a mathematical concept referring to the degree of the polynomial that defines the
curve. A higher degree curve is stiffer in the sense that its poles have to be moved a
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long way to produce any appreciable change in the shape of the curve. Lower degree
curves are more pliable, and tend to follow their poles much more closely.

There are a large number of studies considering appropriate mathematical equations
to define the dental arch, as previously mentioned. It is difficult to generalize their
findings or make final conclusions for lot a number of reasons: different objectives,
different study samples with different criteria, and different methodology. In order to
ideally describe the dental arch curve, a polynomial of a higher degree is to be used.
This curve should possess significant flexibility, so it can be adjusted to suit any dental
arch size, and has to include jaw asymmetries, if any. Starting from the fact that a
dental arch is an imaginary curve, the descriptive information, i.e. function, represents a
set of discrete points. For that reason, a mathematically obtained curve should be
adjusted to different persons, individually.

Due to the previously stated reasons, the authors of this study have started from the
premise that each individual is a subject unto itself. Personal orthodontics finds the
appropriate equation of dental arch for each person separately. For some person 3rd

degrees equations will be most appropriate, for other 6th degrees and so on. The shape
of the jaw bone is the most appropriate template for the equation of the dental arch.
Figure 10 adequately illustrates the problem of selecting the degree of fitted curve of
dental arch. The figure shows the interpolated splines from 3rd to 8th degrees. It is hard
to say which of the displayed curves is the most appropriate. Selection of the curve’s
degree is often very subjective. Is it possible to define an objective mathematical
criterion for selection? Is there a mathematical criterion that orthodontic treatment
conducted in the desired direction and to the desired objective? The authors have
developed a method that gives a positive answer to the previous question.

Due to the computer speed and implemented algorithms, several spline fittings can
be instantly executed. The user (dentist) interpolates splines of 3rd, 4th, 5th, 6th, 7th and
8th degrees in all stages of orthodontic treatment. This activity can be carried out

Fig. 9. Fitted dental arch curve (cubic spline)
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automatically and does not require any additional knowledge or training. The con-
vergence of the maximum and average deviation of the fitted splines are the criteria for
selecting appropriate curve’s degree. The curves whose degree is not suitable will not
converge but diverge. A key requirement is the constancy the position of the coordinate
system. If this condition is not fulfilled, the comparisons are not possible. As already
pointed out, adjustment of the coordinate system is a critical step. Errors made in the
initial step are leading to the wrong conclusions.

Zero or a very small value (smaller than the accuracy of the scanner [9]) of average
and maximum deviation of the fitted spline for dental arch is a clear indicator that the
treatment is reaching its completion.

4.4 Implementation of Developed Method

The developed method was applied on a patient undergoing orthodontic treatment. In
each of the stages of the treatment an impression was taken on the basis of which a
plaster model was created. All plaster models were scanned using optical scanners [9]
in STL format (Stereo Lithography). The obtained digital models were transferred onto
engineering software [24] where they served as a basis for the application of previously
described method.

The initial state (without the fitted braces) was marked as “Before therapy”. Each of
the ten controls was performed in an interval of one month of wearing braces. Splines
(3rd, 4th, 5th, 6th, 7th and 8th degrees) are fitted from the initial state in all 10 successive
controls (K1;K2;K3; . . .K10). All splines were fitted through 16 points, shown in
Fig. 10. Points for interpolation are marked with red crosses in Fig. 3. Each interpo-
lated spline at its beginning has a slope of line “LR” and at its end has a slope of line
“LL”, shown in Fig. 5. For each fitted spline CAD/CAM gives to the user the following
information set: value of Average Fitting Error, value of Maximum Fitting Error and
indicates with asterisk which points have the maximum value of fitting error. The

Fig. 10. Dental arch – fitted splines; 3rd, 4th, 5th, 6th, 7th and 8th degrees

180 S. Živković et al.



values obtained for all 11 digital models are presented in Table 2. Column “Deg.”
indicates the degrees of fitted splines. Column “E” is divided into two rows marked
“M” and “A” for each degree of interpolated splines. “M” stands for Maximum Fitting
Error and “A” stands for Average Fitting Error. Columns “Before Therapy, K1, K2, K3,
K4, K5, K6, K7, K8, K9, K10” indicate all of the stages of the orthodontics treatment.

Maximum and average deviations values from Table 2 are shown in the diagrams,
Fig. 11. The horizontal axis represents the stage of orthodontic treatment. Vertical axis
shows the deviation in mm. Each degree of fitted splines is displayed in a different color
and marked with different graphic symbol.

What is noticeable is that the values of the maximum and average deviation of fitted
splines of 3rd and 4th degrees diverge. A clear conclusion is that the third and fourth

Table 2. Values of maximum and average splines fitting errors

Deg. E. Befo. K1 K2 K3 K4 K5 K6 K7 K8 K9 K10

3 M 2.642 2.078 1.727 0.820 0.927 1.679 1.188 1.862 2.529 2.175 1.895
A 1.244 0.882 0.934 0.285 0.372 0.547 0.446 0.910 1.076 1.199 0.891

4 M 2.016 1.879 1.831 0.681 0.935 1.232 1.508 2.205 2.475 2.486 2.186
A 0.976 0.828 0.721 0.322 0.436 0.612 0.673 1.075 1.236 1.314 1.099

5 M 1.717 1.627 1.337 0.830 0.707 0.397 0.692 0.613 0.804 0.495 0.271
A 0.811 0.726 0.737 0.253 0.209 0.199 0.243 0.185 0.227 0.242 0.106

6 M 1.615 1.446 0.858 0.566 0.376 0.444 0.404 0.312 0.531 0.435 0.247
A 0.702 0.623 0.346 0.231 0.132 0.207 0.199 0.104 0.168 0.202 0.097

7 M 1.510 1.308 0.627 0.364 0.173 0.262 0.252 0.226 0.538 0.406 0.219
A 0.651 0.622 0.260 0.099 0.074 0.112 0.096 0.086 0.172 0.195 0.091

8 M 1.373 1.225 0.483 0.360 0.079 0.253 0.208 0.255 0.544 0.436 0.206
A 0.711 0.630 0.213 0.103 0.042 0.115 0.091 0.077 0.180 0.180 0.099

Fig. 11. Dental arch curves: maximum & average fitting error deviation diagram
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degrees of curves are not appropriate for this patient. Higher degree splines (6th, 7th,
8th) define a good dental arch of the patient. Table 2 shows that the best result has the
7th degrees spline (10th control – K10): maximum deviation is 0.219 mm at the left
incisor; average deviation is 0.091 mm. The obtained value of the average deviation is
smaller than the accuracy of the used scanner.

5 Conclusion

This study describes a newly proposed method for determination of relative coordinate
system in 3D digital dental model. The method is based on [6], but allows positional
repeatability and comparison of different dental models of successive treatment with
increased accuracy and repeatability of the measurement. The deviations were calcu-
lated with the comparison of different dental 3D scanned models of successive
treatment.

In proposed method the precise alignment of jaw coordinate system consists of 9
steps. As the result, the coordinate reference point and orientation with 3 perpendicular
orthodontic planes of 3D digital dental model is defined. In this way, the coordinate
system is very precisely defined, and easily reproducible. The implementation of
procedure does not require additional knowledge of mathematics and computer science.
To ensure as user-friendly procedure as possible a simple algorithm is listed.

Furthermore, based on developed method, analysis of dental arch curve is given.
The method for dental arch curve construction and mathematical equation definition is
proposed. The curve is defined with a NURBS, from 3rd to 8th degree, used for the
analysis of all stages of successive orthodontic treatment. Authors claim that the
appropriate equation of dental arch for each person individually should be found by
personal orthodontics. The convergence of the maximum and average deviation of the
fitted splines are the criteria for selecting appropriate curve’s degree.

The proposed method has been tested in a case study of a patient undergoing
orthodontic treatment. In each stage of the treatment an impression was taken on the
basis of which a plaster model was created. All plaster models were scanned using
optical scanners. The obtained digital models where used as a basis for the application
of previously described method. From the results of the case study is noticeable, that
the values of the maximum and average deviation of fitted splines of 3rd and 4th degrees
diverge, so they are not appropriate for this case of patient. The higher degree splines
(6th, 7th, 8th) define a good dental arch of the patient. The best fitting of the curve is
obtained with the use of 7th degrees spline. The obtained value of the average deviation
is smaller than the accuracy of the used scanner. Such a very small value of average and
maximum deviation of the fitted spline for dental arch curve is also a clear indicator
that the treatment is reaching its completion. As such, described method opens new
possibilities of using digital dental modeling in orthodontic treatment and eliminates a
subjective factor. Future research in this subject will be using on testing this approach
to newly clinical study.
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Abstract. Micro cutting represents one modern approach of processing the
materials in order to achieve parts that feature high surface quality with low
intensity of residual cracks. In the most cases, these parts are small sizes.
Mechanisms that occur during micro cutting are not similar to those that occur
during macro cutting. Even in the case of micro cutting brittle materials, the
micro cutting mechanism becomes much more complex. The possibility of
processing brittle materials in a ductile mode allows reduction of the intensity of
the residual cracks within the material, since there is no initialization of the
cracks within the material in this regime. However, although in this mode part is
only plastically deformed, the intensity values of the components of the cutting
force can vary considerably, especially if the processing is carried out on stone-
based materials that are highly heterogeneous. In order to establish an adequate
dependence of the cutting force components of the processing regimes, it is
necessary to apply optimal regression model on the experimental results that will
optimally cover all existing conditions, which is also the topic of this paper. The
material over which micro-cutting experiments were carried out was marble
Plavi tok. Experiments were carried out with two different tools whose tip radius
value were R0.2 and R0.15 mm, and the value of the micro-cutting speed was vs
= 25 m/s.

Keywords: Micro cutting � Brittle � Ductile mode �
Surface quality characteristics � Regression model

1 Introduction

Stone-based materials are widely used in construction industry, especially in decoration
and for lining the aesthetic surfaces. Granite and marble are the most used materials,
which are required with high quality surface finish. The measures and shapes accu-
racies are placed in the second plan.

It is required that stone-based materials are examined before they are recommended
for any specific case of use, due to their unique properties.
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Marble is one of the most used stone-based materials with increasing usage in the
industry. Under marble, in addition to the right marble and all other carbonate rocks,
also atypical rocks can be included. These atypical rocks have ability to be easily and
well polished. By its nature, the marble is a very brittle material with a heterogeneous
structure. In dependence of the type of minerals that enter the composition of marble,
its hardness can vary considerably. In previous studies, marble, like the most other
brittle materials, can be cut in both the brittle fracturing mode and the ductile mode [1,
2]. However, until now, a small number of studies have been published on this topic.

The main goal of the micro cutting of materials, brittle by its nature, where are
included stone-based materials, is to provide a smooth surface with no traces of
material destruction. The grinding and polishing techniques are the most commonly
used, considering the preservation of the structure and high shine finish surface. It is
well known that the tool wear intensity, as a consequence of marble abrasiveness, is
related to the friction and cutting speed and cutting forces [3].

The technological basis for the cutting stone-based brittle materials requires a
thorough understanding the main mechanisms of micro cutting. So far, most of the
mechanisms are followed by two approaches. The first approach reduces the interaction
of the abrasive (diamond tool) and the workpiece to the idealized sequence of suc-
cessive indentation. A large number of researchers in the field of forming a model of
deformation and destruction of brittle material identified the work of the diamond grain
in the grinding wheel by indentation, the so-called “Indentation fracture” approach [4–
8]. When it comes to indentation, the research goes in two directions: according to the
mode of action of force during indentation (static and dynamic) and according to the
shape of the indenter (Brinell, Vickers, Knoop Rockwell), and analysis of the shape of
cracks and destruction with the aim of finding critical load and penetration depth in
which cracks and destruction of material occurs.

Another approach used by researchers is so-called “Machining approach” with a
single diamond grain [9–19], as well as turning, milling and grinding operations [20–
22]. This approach involves measuring the cutting force (normal and tangential com-
ponent) and microscopic observation of the machined surface.

It is established that during the interaction between the diamond grain and the
brittle material three zones are visualized: elastic, plastic and cutting zones. Cutting is
achieved by plastic deformation as well as by brittle fracturing/destruction of the
materials itself.

Both approaches provide a significant insight into the mechanisms of micro cutting.
Specific energy is the fundamental parameter derived from the measurement of the
cutting force. As its experimental value of force relatively small, it is necessary to use
precise methods to present experimental data.

In common to all researches is that the destruction of the material during inden-
tation is a result of the presence of cracks within material. This conditioned that the
performed investigations deal with the finding of critical loads and the measured depth
at the moment when initialization of the cracks appears. In support of this, it is nec-
essary to develop an optimal regression model for experimental - analytical determi-
nation of critical loads as a dependent variables and depth as an independent variable.
Thus, the moment when the initialization of the cracks appears, within the limits of the
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accuracy (error) of the optimal regression model, can be predicted. On this way, based
on the critical load, the input parameters where the loads arise are determined.

Whether it is about macro or micro cutting, experimental data needs to be processed
in a certain way. In order to achieve certain dependencies, regression analysis is one
way of evaluating experimental data. Its application can be versatile. In some resear-
ches, the relations among brittleness concepts for rock cutting efficiency were estab-
lished using regression analysis [23]. On the other hand, some researchers have
conducted experimental investigations in order to determine nominal value of the
cutting force using varies types of regression models such as polynomial [24]. Other
types of the regression model can be also found among researches with purpose to
determine nominal values of the cutting force, such as linear and exponential [25].
Until today, there have not been established optimal regression model for every type of
data. Because of that, it is necessary to conduct detailed analysis to determine optimal
regression model for specific case. This is particularly significant for determining the
nominal value of the cutting force during micro cutting heterogeneous materials, such
as marble.

In this paper, a nonlinear regression model based on two parameters is presented.
As it is known for determining the dependence, the regression model gives the best
results only when it is presented with the best curve, which follows the distribution of
experimental data, and while the same curve (parameters of the curve) represents the
least possible error. Therefore, the first parameter represents R2 as the degree of
goodness of the prediction of the curve of the dependence and the Normalized Mean
Square Error (NMSE) as a standard error that takes into account the deviation of the
data relates to the selected curve. The minimum value of this error is obtained by
optimizing the equation parameters of the curve. In order to establish optimal regres-
sion model for micro cutting force, the experimental data had to be acquired by micro
cutting experiment conducted on brittle and heterogeneous material, marble Plavi tok.

In this paper, mechanism of the micro cutting and the experimental setup were
presented in order to planed experiments be successfully performed.

2 Material and Method

Transition from the macro to the micro cutting level includes, among influential factors,
and value of the tool tip radius [26–29], as well as micro cutting speed [13]. The most
important cause is that tool tip radius has a significantly lower value of the cutting
depth. With this relation between cutting depth and the tool tip radius, the cutting edge
can no longer be regarded as ideal sharp (Fig. 1). Such a change leads to the fact that
the mechanism of chip formation (material removal) is diametrically different from the
one set by Merchant [30, 31]. In other words, the chip formation process will not be
based on the shear principle along the shear plane, but it can be divided into two
groups. These groups are in the function of the material itself.
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In the first case, which corresponds to the micro cutting of materials that have
distinct plastic properties, such as aluminum, steel, etc., at cutting depth that do not
exceed the critical value, the cutting process will only be based on reversible elastic and
plastic deformations [32]. Crossing over the critical value, the formation of a chip in the
form of extrusion of material occurs (Fig. 2a). This is different in compared to the
process of the formation of the chip presented by Merchant.

The second case is referred to the micro cutting of brittle materials, where various
types of ceramics, glass, as well as stone-based materials can be classified. During these
materials micro cutting, separation of material will not be present at depths that are
lower than critical value. In fact, the material will be elastically and plastically
deformed.

Fig. 1. Comparison between the tool/workpiece interaction in macro and micro cutting.

Fig. 2. Micro cutting mechanisms for (a) materials with plastic and (b) brittle properties.
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This type of cutting occurs in the plastic deformation regime (ductile mode). After
micro cutting depth is increased over the critical value, initialization and uncontrolled
growth of the cracks within the material occurs, which leads to the separation of the
material (brittle fracturing mode), Fig. 2b. Since stone-based materials belong to the
group of materials with extremely heterogeneous structure [33], the appearance of
ductile or brittle fracturing mode is in the function of the properties of the mineral that
is currently in the contact with the tool. The variability of the minerals hardness
themselves can affect the continuity of the cutting in the ductile mode, as well as the
longevity of the tool itself.

The variability of the hardness of the mineral, not only affects the above-mentioned
sustainability of the ductile mode, but also influences the intensity of the components of
the force appearing in the cutting zone, which fall into the quality indicators of the
micro cutting. The variability in the intensity of the components of the cutting force, in
addition to the hardness of the minerals, is also in function of the crack intensity
occurring in the brittle fracturing mode.

3 Experimental Setup

Micro cutting experiments were carried out at the ILR HMC-500 processing center.
The tool used during the experiment consists of a rotating disc with defined diameter
and a diamond tip of a precisely defined geometry attached to it (Fig. 3). The values of

Fig. 3. Schematic representation of the experimental setup [14].
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tool tip radius used during the experiments itself were R0.2 and R0.15 mm. The speed
of the micro cutting was not varied, and it was vs = 25 m/s. This was within the
recommendation limits for cutting speeds that are used for stone-based materials, such
as, marble Plavi tok.

The workpiece of marble Plavi tok was pre-cut on the 50 � 50 � 50 mm
dimensions. All workpiece surfaces have been grinded and polished with a goal to
eliminate as far as possible the irregularities in the form of cracks caused by the
previous processing, or during the formation of the material itself. During the passage
of the tool through the material, the formation of arched shape grooves was made,
which contained a phase formed in the ductile mode, as well as formed in the brittle
fracturing mode.

During the experiments, the measurement of the normal Fn and tangential Ft

components of the cutting force was done using a dynamometer, on which a special
fixture was placed. In order to ensure the variability of the maximum depth of the
groove, the surface of the workpiece was locked at an angle w in relation to the
direction of movement of the tool. This was performed with the help of a special
fixture.

4 A Regression Analysis Model

As known, a regression analysis model represents sufficiently accurate correlation
between the dependent and the independent variable of measurement quality charac-
teristics (MQCs). Depending on the relationship of the variables of the MQCs,
regression can be linear and nonlinear.

As already said, during the experiments, measurement of the normal and tangential
components of the cutting force was conducted. Therefore, in this model of regression
analysis, normal and tangential component of the cutting force are dependent variables
of the MQCs, while the cutting depth values achieved by the tools of the radii R0.15
and R0.2 are independent variable.

Usage of two tools with different radius in the experiment generates two groups of
data as independent variable. From the other side, two components of force are other
two groups of data for the dependent variables. Thus, there are four types of data for
regression, they will be shown in two diagrams, for the of tool radius R0.15 and R0.2
separately.

Values of the components of the cutting force when R0.15 mm tool was used are
presented on the Fig. 4. As can be seen from the obtained experimental data, when the
cutting depths were lower, dispersion of the components intensities was lower as well.
Increase in the cutting depth correlates with the increase in a dispersion of the force
components intensities. This reaction of the components intensity of the cutting force is
explained in the previous chapter. The reason was due to variability of the hardness
between minerals, as well as the appearance of cracks within the material. When the
cutting depths are higher, brittle fracturing mode was dominant, in which initializations
and growth of the cracks were more present.
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The main goal of the conducted regression analysis was determination of the
optimal regression model for the MQC. An optimal solution is provided with the help
of a double analysis:

• Coefficient of determination (R2),
• Normalized Mean Square Error (NMSQ).

The first parameter includes the degree of goodness of the selected regression
model (curve), known as the goodness of fit. It shows how many points fall on the
regression line. The R2 value was calculated from the total sum of squares, more
precisely; it is the sum of the squared deviations of the original data from the mean.

The second parameter covers the minimize NMSE (Normalized Mean Square
Error) as an estimator of overall deviations between predicted and measured values.
The main characteristic of this parameter is minimized of parameters of regression
model (curve). NMSE generally showed the most striking differences among regression
models. If a model has a very low NMSE, then it is well performing both of MQCs.

On the other hand, high NMSE values do not necessarily mean that a model is
completely wrong. For this reason, the analysis was done according to the first
parameters.

An increase in the tool tip radius from R0.15 to R0.2 mm, led to increase of cracks
growth within material, which further led to higher dispersion of the measured values
of the components intensities of the cutting force (Fig. 5). Since the tool with tool tip

Fig. 4. Experimental values of the normal Fn and tangential Ft cutting force components during
micro cutting marble Plavi tok with tool tip radius R0.15 mm.
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radius R0.2 had much larger contact area than the tool with tip radius R0.15, increase in
the intensities value were expected.

Higher dispersion of the measured results, can case the inadequate estimation of the
nominal value of the forces intensities, which are quality indicators of the micro
cutting. This represents one of the main reasons for determination of the optimal
regression model, which will, determine the regression curve of the components of the
cutting force, in the most correct way when all the results are covered. In this paper,
three regression analyses were carried out: polynomial, exponential and power.

4.1 Polynomial Regression Model

The first used regression model was polynomial. In order to achieve ideal value
(R2 = 1) coefficient of determination (R2) and minimal value of NMSE, multiple
regression was been applied. It turns out that the best results provide a second order
polynomial (Figs. 6 and 7).

Fig. 5. Experimental values of the normal Fn and tangential Ft cutting force components during
micro cutting marble Plavi tok with tool tip radius R0.2 mm.
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Fig. 6. Values of the normal Fn and tangential Ft cutting force components when micro cutting
marble Plavi tok with tool radius R0.15 mm, fitted with polynomial regression.

Fig. 7. Values of the normal Fn and tangential Ft cutting force components when micro cutting
marble Plavi tok with tool radius R0.2 mm, fitted with polynomial regression.
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When we compare results for tool R0.15 and R0.2 mm, better results were achieved
on experimental data acquired by tool with tip radius R0.2 mm, especially when it
comes to the regression of the tangential component.

4.2 Exponential Regression Model

The second used regression model was exponential. In order to achieve ideal value
(R2 = 1) coefficient of determination (R2) and minimal value of NMSE, multiple
regression was been applied. It turns out that the best results provide exponential
equation presented on Figs. 8 and 9.

Fig. 8. Values of the normal Fn and tangential Ft cutting force components when micro cutting
marble Plavi tok with tool radius R0.15 mm, fitted with exponential regression.
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Fig. 9. Values of the normal Fn and tangential Ft cutting force components when micro cutting
marble Plavi tok with tool radius R0.2 mm, fitted with exponential regression.

Fig. 10. Values of the normal Fn and tangential Ft cutting force components when micro cutting
marble Plavi tok with tool radius R0.15 mm, fitted with power regression.
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4.3 Power Regression Model

The third used regression model was power. In order to achieve ideal value (R2 = 1)
coefficient of determination (R2) and minimal value of NMSE, multiple regression was
been applied. It turns out that the best results provide a power equation presented on
Figs. 10 and 11.

5 Optimal Regression Model

As it is said, the main goal of the conducted regression analysis was the determination
of the optimal regression model for the MQC by two parameters R2 and NMSE.

In our example, best R2 was 0.91 (rounded to 2 digits). It means that 91% of our
values fit the regression analysis model. In other words, 91% of the dependent variables
(force components values) are explained by the independent variables (cutting depth
values). The minimal value of NMSE is 0.6768.

The output of the regression analysis by both parameters, i.e. the optimal modeling
of the two radii of the tool are shown in the Figs. 12 and 13

Fig. 11. Values of the normal Fn and tangential Ft cutting force components when micro cutting
marble Plavi tok with tool radius R0.2 mm, fitted with power regression.
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Fig. 13. Optimal regression model of the normal Fn and tangential Ft cutting force components
when micro cutting marble Plavi tok with tool radius R0.2 mm, fitted with power regression.

Fig. 12. Optimal regression model of the normal Fn and tangential Ft cutting force components
when micro cutting marble Plavi tok with tool radius R0.15 mm, fitted with polynomial (second
degree) regression.
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6 Conclusion

Micro cutting of stone-based materials, such as marble, requires the understanding of
the mechanisms that occur during chip formation. In order to define micro cutting
mechanisms, knowledge of the nominal value of the cutting force is one of the key
information that is at the same time parameter that represents quality characteristics of
the micro cutting. Because marble belongs to materials that are highly heterogeneous,
measurement of the components of the cutting force cannot accurately provide infor-
mation of the nominal value. Depending on the hardness of the mineral that were being
cut, the values of the components of the cutting force can highly vary.

In order to define nominal (regression) values of the cutting force in function of
cutting depth, with minimal error, multiple regression models were conducted over the
experimental data. It turned out that different regression models provide optimum
results for different cutting conditions. With the use of tool with tip radius R0.15 mm, a
second order polynomial regression model provide optimum results for the nominal
values of the cutting force by evaluating two parameters R2 and NMSE. Increase in the
tool tip radius to R0.2 mm led to usage of the power regression model to achieve
optimum results for the nominal values of the cutting force. Results of this optimal
regression model acquire minimal value of R2 = 91%, as a first parameter and
NMSE = 0.6768.
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Abstract. Laser tracking systems are the basic tool used in large-scale mea-
surements in such fields like aviation or automotive industries. Except to the
standard applications like the construction of features from individually mea-
sured points, they can be also used in the scanning mode measurement to obtain
a trajectory of moving target. Such application can be met for example during
the industrial robots accuracy verification. Evaluation of the accuracy of these
systems, in particular when they operate in scanning mode, is difficult due to the
multiplicity of parameters affecting the measurement uncertainty. Factors that
have an impact on accuracy of the Laser Tracker system include user-defined
parameters that determine the density of points acquisition during scanning.
Authors try to assess the impact of these parameters using a methodology that
utilizes coordinate machine with high repeatability. A Spherically Mounted
Retroreflector system installed on the coordinate measuring machine quill
allows the Laser Tracker system to track the movement of the machine along the
programmed path. Coordinate measuring machine performing continuous
movement enables scanning measurements of specific features and their eval-
uations. By repeating measurement procedure for changing scanning mode
parameters it is possible to indicate differences in the accuracy of the system.
Basing on the obtained differences authors propose the limits for tested
parameters which allow to achieve the optimal ratio of point acquisition density
and the measurement duration for scanning measurements performed on the
laser tracking system.

Keywords: Laser tracking systems � Uncertainty estimation � Scanning mode

1 Laser Tracking Systems in Geometrical Metrology

Coordinate measuring systems carry multiple advantageous in the field of metrology,
such as the universality of their applications, as well as speed, automatization capa-
bilities, and increasingly, their ease of use. On the other hand, the most notable dis-
advantages associated with standard coordinate systems stem from their limited
measuring space and lack of portability. In order to alleviate such drawbacks, several
laser tracking systems have been developed, including Laser Tracker, and Laser Tracer.
Systems of this type are relatively small in size and fully portable. In addition, their
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measuring space is several dozen times larger relative to standard coordinate measuring
machines. Owing to their considerable benefits, laser tracking systems have been
widely used in several industry sectors, such as aviation, shipbuilding, automotive
industry, and in measurements of large-scale components. In terms of measurement
accuracy, laser tracking systems are comparable to coordinate measuring machines, and
even surpass them in certain tasks of large-scale measurements. Common challenges in
the field of metrology of geometric quantities and the issues associated with accuracy
determination in coordinate systems have been broadly discussed in literature [1, 2].

Main component of typical laser tracking system is a laser interferometer which
measures distance from device reference point to target element. Depending on chosen
solution laser beam direction can be changed by rotating the laser interferometer or
using revolving mirror system. In both cases rotation is realized by two motors with
mutually perpendicular rotation axes. A target tracked by device consist of
retroreflector, most often placed in spherical housing, which reflects beam back to
tracking system. Returning beam is split and directed to laser interferometer and to
Position Sensitive Device (PSD) which is responsible for detection of target move-
ments. Detector records each deflection of the laser beam from neutral position caused
by the retroreflector movement and provides feedback for the motors that are
responsible for changing the emitted beam direction. This enables continuous tracking
of the retroreflector position without interrupting the laser beam. The rotations of
motors are measured with angular encoders. Both measured angles, about vertical
rotation axis (h) and horizontal rotation axis (u) together with distance (d) given by
laser interferometer unambiguously determine the position of the measuring point in
the spherical coordinate system which center is located in the intersection of the rotary
axes of the tracking device (Fig. 1).

These coordinates can be then converted into a Cartesian coordinate system. If the
connection between retroreflector and tracking device breaks - the counting of

Fig. 1. The spherical coordinate system of Laser Tracker
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interference fringes is stopped and base distance need to be set for interferometric
measurements. It can be done using additional distance measuring system e.g. Absolute
Distance Meter (ADM) or by placing retroreflector in special spot on machine called
“bird-bath” which offsets from the origin of the machine coordinate system about
known distance determined precisely during construction phase of device. More
information about laser tracking system devices can be found in [3–5].

Assessment of the accuracy of Laser Tracker measurement is always a challenging
task. Commonly known and generally accepted methods, such as the calibrated
workpiece method and multiple measurements method, require usage of specific
material standards, multiple repetition of measurements, and in case of multiple
measurement method also changes in the orientation of measured object [6, 7]. Con-
sidering the basic area of laser trackers applications, i.e. long distance measurements,
both methods are hard to use or in some cases, even impossible to apply. On the other
hand it is often meet in measurement practice, to give information about the accuracy
of the measurement in form of maximum permissible errors equation which depends on
the measured distance. However, this approach is not the best solution, primarily
because it treats all of assessed features as a length measurements.

Laser Trackers can work both in standard single point measurement mode and in
scanning mode. Second mentioned mode is usually used for checking the trajectory of
robots effectors. During such tests, the retroreflector is mounted in place of the
manipulator actuator. Determining the accuracy of the measurement done in the
scanning mode has not yet been standardized. The only part of the ISO 10360 standard
that deals with the accuracy of measurement performed using Laser Tracker systems is
[8], however, it refers to measurements carried out for individual measured points.

The authors’ experience, shows that there is a need to develop a methodology for
determining laser trackers accuracy that would be quick and simple to apply. The
procedure proposed below could meet formulated requirements, however it should be
noted that it won’t give a full answer to the problem of determining the measurement
accuracy of the considered systems, but rather it will indicate the measuring ability of
Laser Tracker working in the scanning mode.

2 Experiment and Results

The device used in the research was the Laser Tracker Leica LTD 840 with a maximum
permissible error for spatial point to point measurements given as (1):

EL;MPE ¼ 25þ 45 � L = 1000 lm½ � ð1Þ

where: L – measured length given in mm
Leica LTD 840 belongs to a group of Laser Trackers with a rotating mirror which

reflects a beam emitted by the laser interferometer. In the research described in this
article, a Coordinate Measuring Machine (CMM) with a positioning accuracy of an
order of magnitude greater than the accuracy of the laser tracking system was used.
The CMM utilized during experiments is Zeiss WMM 850S machine with mowing
bridge, with measuring volume of X 800\ Y 1200\ Z 700 mm, which is located in air-
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conditioned room. During whole experiment the ambient conditions were monitored
and the temperature in room varied between 19.7°C – 20.1°C. Machine maximum
permissible errors equation can be given as (2):

EL;MPE ¼ 2þ 3 � L = 1000 lm½ � ð2Þ

where: L – measured length given in mm
During experiment the CMM is utilized as a reference system which reproduces the

retroreflector path for the Laser Tracker system. As a target for tracking system an
SMR retroreflector with a diameter of 0.5 in. was used which was attached to the
probing system of CMM by means of a specially developed handle. In order to separate
the Laser Tracker system from the influence of external conditions (ground vibrations)
the measuring unit was placed on the CMM measuring table. The experiment setup is
shown on (Fig. 2).

The first step before proceeding the main part of the experiment was to check the
base repeatability of the system (Rbase) by measuring 50 times the position of
retroreflector resting in an unchanging position. Next on the basis of obtained

Fig. 2. The experiment setup: Leica LTD 840 Laser Tracker and Zeiss WMM 850S machine.
On the left side retroreflector mounted attached to the probing system of machine
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coordinates the standard deviations of point reproduction were calculated. Obtained
results are shown in Table 1. It was assumed then that Rbase will equal to the highest
obtained value.

The trajectory of retroreflector was programmed in CMM software, as a cosine
function with a known amplitude and period length. The cosine function was chosen
due to easiness of its description using the Best Fit function which is utilized as the
default evaluation method in the vast majority of metrological programs. The length of
the cosine function period depends on the measuring volume of the CMM. To mini-
mize the influence of dynamic effects connected with movement of CMM table during
bridge displacement it was chosen to use mainly movements along X and Z axes of the
machine.

In the experiment, the cosine function period was set at 200 mm and the amplitude
A equaled to 0,6 mm. During measurements retroreflector travels along one period of
cosine function.

Main parameters that can be defined by the operator during measurements done in
scanning mode are connected with density of measured points gathered during scan-
ning. The density of measured points can be specified by defining time interval
between subsequent points (option called “fixed time” by software developer) or by
giving the distance between points (“fixed distance”). For the distance parameter fol-
lowing intervals (Delta) were tested: 0.5; 2; 5; 10; 20 and 30 mm, while for the time
parameter chosen values were set as: 0.1; 0.2; 0.5; 1; 2 and 5 s. A series of 10
measurements of the trajectory described by the cosine function was carried out for
each value of both distance and time parameters. After each measurement, the points
recorded during scanning were linearized using the BestFit function and the straight-
ness error of the created line was determined. Then, the mean value of obtained
straightness and associated standard deviation for each tested parameter value was
determined. An example of the retroreflector path and its straightness error determined
in the PC-DMIS program is shown in (Fig. 3).

The mean error values of straightness for each tested parameter value are shown in
(Fig. 4) where Delta represents distance intervals and in (Fig. 5) where Delta represents
time intervals. On both graphs, the lines defining the area created by subtracting and
adding the doubled Rbase value to the amplitude of the cosine function (which in the
ideal case determines the straightness error of the trajectory of the retroreflector
movement) were marked. The area of dispersion (± doubled standard deviation)
associated with each mean value are marked as error bars.

Table 1. Standard deviation of point reproduction given in mm.

Coordinates x y z

Standard deviation 0,00597 0,00077 0,00363
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Fig. 3. Example of linearization result for measured retroreflector trajectory

Fig. 4. Mean values of straightness with associated dispersion area obtained for different
distance intervals (Delta). All values given in mm
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3 Discussion

Analyzing the experiment results, it should be noted that the obtained straightness
values are affected by both the repeatability of tested laser tracking system and the error
caused by the use of the selected scanning parameter (Delta). The proposed method-
ology does not delimit the impact of these two sources of errors, however, it allows to
formulate some interesting conclusions about the accuracy of the system working in
scanning mode. According to the authors, each tested scanning parameter value for
which the average straightness error exceeds the indicated area (A ± 2 * Rbase) should
be considered as significantly influential on the accuracy of measurement. In the case of
the presented experiment, such values are Delta distance parameters equal to 0,5; 20
and 30 mm and, for parameters expressing the time interval, Delta values that equal to
0,1 and 0,2 s. The results presented in chap. 2 show a clear decreasing tendency, which
is caused by a decrease in the number of measuring points per cosine period, and thus a
decrease in the straightness error. It does not mean that such values of scanning
parameters will allow to obtain the optimal measurement accuracy, but in this case it
means deterioration in the accuracy of trajectory reproduction of the retroreflector
movement. In order to chose the optimal values of the scanning parameters in terms of
the accuracy of the trajectory reproduction, the Delta values should be pointed for
which mean straightness lies within range of A ± 2 * r. Moreover, when analyzing
the dispersion areas associated for each mean value, those parameters should be
indicated for which entire dispersion area is in mentioned above range. Regardless of
the used type of Delta parameter, utilization of too small number of points during the
measurement in the scanning mode leads to under evaluation of the form error with
respect to the actual trajectory of the motion, which results in a reduced value of the

Fig. 5. Mean values of straightness with associated dispersion area obtained for different time
intervals (Delta). All values given in mm.
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mean straightness error. On the other hand the usage of too many points will lead to an
increase of the impact of errors related to the repeatability of the machine.

Basing on the conducted experiment, it is possible to indicate the optimal values of
the Delta parameter both for the distance and time intervals. The authors consider the
proposed method of assessing the scanning parameters impact on system accuracy as
promising, taking into account the limitations resulting from the method. However, in
order to confirm the validity of the presented methodology, additional experiments are
needed, in particular with the use of other laser tracking systems.
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Abstract. This paper presents the challenges encountered in elaborating two
learning modules for the Erasmus+ project 2015-1-PL01-KA202-016875N
“GEOMETRICAL PRODUCT SPECIFICATION (GPS) AND VERIFICA-
TION AS TOOLBOX TO MEET UP-TO-DATE TECHNICAL REQUIRE-
MENTS”. The ISO GPS standards define the language that allows expressing all
requirements for the geometry of a product considering the current possibilities
of measurement. GPS specifications are continuously growing, and many
additional tools appeared, especially new, so-called modifiers. The authors of
this paper developed these courses allowing students to gain enough knowledge
on subjects like metrology, measurements, design and technical drawings. The
learning module 8 (first topic) includes subchapters that present the symbols,
datum indications, figures and examples of 2D and 3D drawing indications of
datums (datum feature indicators and identifiers, datum targets, specification of
datums and datum systems) according to the latest versions of ISO 5459 and
ISO 1101. Learning module 23 (second topic) provides information for reading
the indications of three different types of conventional instruments (callipers,
micrometers, dial gauges) as well as for choosing the right instrument for the
required measurement.

Keywords: Datums � Datum systems � Association of datums �
Geometrical tolerances � Callipers � Micrometers � Dial gauges

1 Introduction

The Technical Committee ISO/TC 213 has been working towards the development of
international standards covering problems of dimensioning, geometrical tolerancing,
surface texture and related metrology. The unified model for design, manufacturing and
verification based on the improved GPS (Geometrical Product Specification) language
and its new concepts like surface models, geometrical features, characteristics, speci-
fication uncertainty, correlation uncertainty and operations are aimed to cover all
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aspects of the product development up to launch on the market [1]. The ISO GPS
standards define an internationally uniform symbol language, that allows expressing all
requirements for the geometry of a product with the corresponding requirements for the
inspection process in technical drawings, considering current possibilities of mea-
surement and testing technology. This avoids ambiguities and inconsistencies during
the planning of manufacturing and inspection processes [2].

The design and metrology engineers must have good knowledge on the GPS and
verification methodology which should be gained during studies or refreshed and
supplemented by specialized training courses on the new standards. The practice shows
that the university curricula of the mechanical engineering faculties often include only
limited classes on the GPS. This does not allow students to gain enough knowledge on
the subject [2].

The curriculum content is divided among partners according to their competences
field and necessary resources for preparation of the learning material. The following
learning modules were developed:

1. Geometrical characteristics
2. Thirteen ISO fundamental principles
3. Linear sizes
4. ISO system of limits and fits
5. Angular sizes
6. Geometrical tolerances
7. Tolerances of form
8. Datums
9. Tolerances of orientation

10. Tolerances of location
11. Profile tolerancing
12. Run-out
13. Material modifiers
14. Other modifiers
15. General tolerances
16. Complex geometrical features
17. Roughness, waviness and primary profile
18. Tolerancing of assemblies
19. Dimensional chains
20. Measurement uncertainty
21. Decision rules
22. Guidelines for selection of measuring equipment
23. Measurements with use of conventional measuring devices
24. Verification by using measuring machines
25. Verification by using non-contact coordinate measuring systems
26. Measurements with use of form testers
27. Measurements in micro- and nanoscale
28. Verification by using surface measuring instruments
29. Verification by gauges
30. Calibration of measuring equipment
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Three of these learning modules (8, 15 and 23) were developed by the authors of
this paper and reviewed by the other partners of the project. This paper presents the
modules 8 and 23.

2 Module 8, Datums

The most important GPS standards concerning Datums and Datum systems are ISO
1101 and ISO 5459.

The first subchapter of this learning module presents the learning aims, after
completing these chapter, the user will be able to:

• understand and define general features and classification of datums;
• recognize and indicate datums, common datums and datum systems on technical

drawings (2D and 3D);
• interpret and explain the association of single datums (the learner will be able to

understand and establish a single datum from three datum targets on a planar
surface, a single datum from a spherical surface, a single datum from a cylindrical
surface);

• interpret and explain the association of datums and datum systems (the learner will
be able to establish a common datum from two coplanar planes, from two coaxial
cylinders as well as from a plane and a perpendicular cylinder).

The 2nd subchapter presents an overview about datums and datum systems.
The 3rd subchapter presents the terms and definitions applied in this learning

module (situation feature, datum feature, associated feature, datum, primary datum,
secondary datum, tertiary datum, single datum, common datum, datum system, asso-
ciation, invariance class, TED - theoretically exact dimension).

The 4th subchapter, datums general concepts, presents the table of invariance
classes according to ISO 5459, the datum features, datum target features and modifier
symbols.

The 5th subchapter deals with:

• datum feature indicators and identifiers;
• datum targets;
• specification of datum and datum systems;
• datum feature indicator layout according to ISO 5459;
• single datum, common datum and datum systems.

The 6th subchapter, Association of datums ISO 5459, presents association methods
and examples of association of single datums, common datums and datum targets.
Datums and datum systems are theoretically exact geometric features used together
with implicit or explicit TED’s (theoretically exact dimension) to locate or orientate
tolerance zones for toleranced features. A datum consists of a set of situation features
for an ideal feature (feature of perfect form). This ideal feature is an associated feature
which is established from the identified datum features of a workpiece. Datum features
may be complete features, or portions of a feature.
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According to ISO 5459, the associated features, used to establish the datums or
datum systems, simulate contact with the real integral features in a way that ensures
that the associated feature is outside the material of the non-ideal feature. Figures 1 and
2 present the procedures to establish an associated feature (Figs. 3, 4, 5, 6 and 7).

b.a.

Fig. 1. a. Example of associated features for a cylindrical surface, where: 1 - real workpiece,
2 - filtered feature, 3 - associated feature the maximum inscribed cylinder minimizing the
maximum distance (dmax) with the filtered feature; b. Example of associated features for a planar
surface, where: 1 - real workpiece, 2 - filtered feature, 3 - associated feature, the outside material
tangent plane minimizing the maximum distance (dmax) with the filtered feature Source: https://
e-uczelnia.ath.bielsko.pl/ [2, 3]

Fig. 2. 3D drawing indication of a coaxiality tolerance using a single datum Source: https://e-
uczelnia.ath.bielsko.pl/ [2–4]
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Fig. 3. Illustration of features used for establishing a single datum indicated in Fig. 2, where:
1 - datum feature: real integral feature, 2 - extracted integral feature, 3 - associated integral
feature, 4 - derived feature of associated integral feature, 5 - single datum: straight line (axis of
the cylinder) Source: https://e-uczelnia.ath.bielsko.pl/ [2–4]

Fig. 4. 3D drawing indication for three datum targets on a plane Source: https://e-uczelnia.ath.
bielsko.pl/ [2–4]
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The 7th subchapter presents a comprehension test with multi-choice questions.

Fig. 5. Explanation for establishing a single datum from three datum targets on a planar surface
(the situation feature is a plane), where: 1 - datum feature: real integral feature, 2 - datum targets
taken on the datum feature, 3 - associated feature to the three datum targets, plane, 4 - single
datum, plane Source: https://e-uczelnia.ath.bielsko.pl/ [2–4]

Fig. 6. 3D drawing indication of common datum, two coplanar planes Source: https://e-
uczelnia.ath.bielsko.pl/ [2–4]

Fig. 7. Explanation for establishing a common datum from two coplanar planes (the situation
feature is a plane), where: 1 - datum features: real integral features, 2 - associated features (two
coplanar planes), 3 - orientation and location constraint (coplanarity between associated features),
4 - single datum: common plane. Source: https://e-uczelnia.ath.bielsko.pl/ [2–4]
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3 Module 23, Measurements with Use of Conventional
Measuring Devices

The first subchapter presents the learning aims, after completing these chapter, the user
will be able to:

• identify the right conventional instrument for the required verification;
• read the indication of a vernier calliper;
• make verifications using digital, vernier and dial callipers;
• read the indications of an analogue indicating micrometer;
• make verifications using digital and analogue indicating micrometers;
• read the indications of dial indicators;
• make verifications using digital, and dial indicators.

The 2nd subchapter, measurements using callipers, presents reading examples and
good practices using vernier callipers, dial callipers and digital callipers:

• incorrect and correct part positioning for outside measurements;
• “0” setting up to measure width parallel slots;
• “0” setting for external measurement;
• step measurement;
• external measurements using vernier calliper with measuring range: 0–1000 mm

and 0–2000 mm.

The 3rd subchapter, measurements using micrometers, presents reading examples
and good practices using micrometers:

• external measurements using a 0–25 mm range micrometer;
• external measurement using a 500–600 mm range micrometer;
• depth measurement;
• hole diameter measurement using a three-point contact, 70–100 mm range

micrometer.

The 4th subchapter, measurements using dial gauges, presents reading examples
and good practices for:

• parallelism measurement using a dial gauge;
• simplified method for radial circular run-out measurement using a dial gauge;
• differential measurement of a shaft diameter using a 0.01 mm resolution dial gauge;
• differential measurement of a hole diameter using a 0,001 mm resolution dial

gauge;
• measuring scheme of an angle using the sine bar and a 0.01 mm resolution dial

gauge.

The 5th subchapter presents a comprehension test with multi-choice questions.
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4 Conclusions

The authors developed a high-quality course, covering the up-to-date state of knowl-
edge in the area of GPS, which can be used as a supplement for the existing engi-
neering studies curricula.

Students were not the target group of this project, but they will also benefit from
these courses as the project partners are planning to use the developed material in the
lectures where the GPS subject is included.

The e-learning modules developed to provide high-quality teaching materials aims
to bridge the gap in understanding that exists in the area of GPS, a vital component of
manufacturing and quality management.

By transferring and applying this knowledge in the industry will lead to an increase
of quality, uprising the competitiveness of the enterprises.

The students and engineers willing to develop their knowledge on GPS can easily
access these didactic resources using their smartphones, pc or tablets, making the
teaching process more dynamic and more attractive than traditional methodologies.
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Abstract. The exciting task of penetrating into the micro and nano range
represents a great challenge for the engineer. In this work we try to get closer to
the area by means of the geometrical product specifications and verification
(GPS) system. In order to familiarize future engineers with the application in this
area, it is necessary to deal with these topics. Generally technologies in that size
seeks to explore and exploit the novel and unique properties of materials when
their size is reduced to the nanoscale (approximately 1–100 nm). Also the
production in reduced scale shows the limits of the manufacturing methods.
Materials developed for a particular purpose or function are termed engineered
nanomaterials (ENMs) to distinguish them from other nanoscale materials,
which are produced naturally or an anthropogenic process [1]. ENMs can take
various forms and are generally categorized as nanoparticles. The objects pro-
duced with the help of electron beam lithography serve on the one hand to get to
know the technology and on the other hand to transfer the related experience
into the engineering education.

Keywords: Geometrical Product Specifications and Verification - GPS �
Cleanroom � Electron beam lithography

1 Introduction

How to get in touch as a mechanical engineer in the range of micro and nano
dimensions? Starting with the geometric product specification (GPS), it was the
declared aim to use the same standards in the dimensions of micro and nano.

“GPS should work on any scale. For example, ISO 1101:2017 has the tools to
specify the wavelengths that should be included in geometrical specifications. I also
believe that the definitions for size in the ISO 14405 series work regard-less of the scale
of the objects.” This statement was given by Henrik S. Nielsen, an expert in
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standardization and Chairman of the Technical Committee 213 “Geometrical Product
Specifications and Verification” ISO International Organization for Standardization.

So there really is not any scale limit for the applicability of GPS. It may be more
crucial to define wavelengths, etc., than in normal manufacturing, but the tools are there
to do it. So the first step was to find out if there is a general model used in the standards
of GPS. How this was done is written in the section methods. It is very well to
manufacture things with atomic precision, but how do we know we have done it? So
there are different ways to come in that tiny dimensions. So let me call it nanofacture
like it is call in [2]. In Fig. 1 you can see these different approaches.

So generally we talk about two approaches for the manufacture of products: top-
down and bottom-up. The top-down approach often uses the traditional workshop or
micro-fabrication methods where externally controlled tools are used to cut, mill, and
shape materials into the desired shape and order. Different patterning techniques, such
as lithography belong to this category. Getting more and more in touch with this small
dimension manufacturing processes lots of new technologies have to be considered. So
using the Electron Beam Lithography (EBL) as an first possibility some information
will be given about this technique. Before starting the work in the laboratory there are
some information about clean room conditions and chemical behavior. Normally you
can see on the first sight in what kind of dimension a work is done in the laboratory
when you perceive the surroundings. Working in the micro and nano field is done
under clean room conditions and usage of cleaning chemicals. This will be also seen in
the methods part. Getting in touch with scanning electron microscope (SEM) you are
making your sample visible. How you do this is also written in the methods part.

In the last section you will find the results and some proposals will be discussed.
How the work can be considered of going on and the ways how progress can be done in
that field of research.

Fig. 1. Different modes of nanofacture. Source: [2]
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2 Methods

Now going a little deeper in the touch with the field of micro and nano scale processes
are now described by the way of producing a sample.

– conditions around producing
– creating model
– technologies used
– make it visible

Conditions Around Producing
The environmental conditions determine to a large extent with what accuracy can be
made. Thus, for the time being, the environment must be determined or prepared so that
a production in the micro and nano range is possible. These conditions are also gen-
erally defined by the cleanroom. A cleanroom is designed to reduce the amount of
particles to an acceptable and controlled level. A required low number of particles in
the surrounding air. On the one hand to meet the requirements of a clean room and on
the other hand to the high-precision metrology, a high accuracy in the sub-micron and
nanometer range for international recognition of the results in compliance with inter-
national standards is required. Only the conveniently designed laboratory with con-
sistent and reproducible environmental conditions may ensure measurements with high
accuracy fulfilling the tasks with the smallest measurement uncertainties. The most
important environmental measurement influences are:

– temperature (thermal conduction, convection and radiation)
– vibrations
– humidity
– pollution

The structural organization of a cleanroom ensures that these disturbing influences
will be reduced and kept constant. The NTNU NanoLab demonstrates the demands for
such a building and features of technical realization. The standards and guidelines
regulate the particle concentration (EN ISO 14644 and VDI 2083). The amount of
particles in the air determines the classification of a cleanroom. There are two common
classification systems, ISO and the older USFED, as seen in Fig. 2. An US FED class
of 10.000 means that the areas have a controlled environment with a particle count of
less than 10.000 particles larger than 0.5 µm in any given cubic foot of air.

The smallest particle size visible to the naked eye is 10 µm, 20 times larger than the
particles counted! In Fig. 3 are more informations about the classification in the ISO
standards.

Personnel represent a critical source of contamination in cleanrooms. They release:

– ionic and molecular contamination
– microrganisms
– particles of various sizes
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Particulate contamination arises from

– the respiratory tract: it is released by speaking, ex-haling and sneezing through the
mouth and nose in droplet form

– the skin surface
– the clothing

Particle emission arising from the skin surface is attributable to abrasion of scales.
The entire skin surface (approximately 1.75 m2) of humans is renewed within 5 days
by desquamation. Skin particles, and thus also microorganisms, are restricted to a
certain extent by the corresponding choice and care of cleanroom garments. High
concentrations of microorganisms are determined above all on hands (100/cm2 to
1000/cm2) as well as on the forehead (104/cm2 to 105/cm2), the scalp (106/cm2) and
under the armpits (106/cm2 to 107/cm2).

Cleanroom behavior: The main particle source in a cleanroom is the people
working there. Dressing in cleanroom garments (Fig. 4) reduces the amount of particles
reaching the air, but your behavior is still of utmost importance to reduce the amount of
particles. Figure 5 shows how many particles that are generated just by moving.

Fig. 2. Cleanroom classification. Source modified: [14, 15]

Fig. 3. Cleanroom classification ISO. Source modified: [14]
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You should move smoothly inside the laboratory to avoid unnecessary turbulence
and particle generation. Correct cleanroom behavior together with wearing correct
cleanroom garments is your main contribution to keeping the particle amount down.

The principle of laminar flow: The foundation for the development of cleanroom
technology was laid in the mid-sixties in the USA when the principle of low-turbulence
displacement flow (laminar flow) was introduced. The ambient air is drawn in by
means of a radial fan and forced through the filter and laminarizer.

This creates a laminar flow, the down flowing air flows in parallel streamlines.
Particles are detected by the parallel airflow and transported out of the box. The air can
escape through the perforated bottom of the lab. In the Figs. 6 and 7 the air flow in a
cleanroom is visible and the flow principle is demonstrated.

The structural organization of a clean room ensures that these disturbances are
reduced and kept constant. The NTNU NanoLab meets the requirements for such a
building and the characteristics of the technical realization. For this purpose, HEPA1

(high-efficiency particulate absorber) filters have been installed in the ceiling of the

Fig. 4. Cleanroom garments. Source modified: [16]

Fig. 5. Number of particles generated when moving. Source modified: [17, 18]

1 HEPA = High Efficiency Particulate Air filter originally called high-efficiency particulate absorber.
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building. These filters reduce airborne particles larger than 0.3 microns and thus filter
approximately 99.997% out. Then the air is directed from the ceiling to the floor in
vertical flow at reduced speed. Through this flow process, the smallest particles of air
are transported out of the room, both the particles carried into the room and the
particles produced in the laboratory. The perforated floor provide for the removal of
the flow directly to the filters. In order to suppress or prevent the penetration of
the particles from the outside, an overpressure of about 30 Pa is generated in the room
[17, 18].

[18] describe in detail how such clean rooms should be constructed and in the
NanoLab the practical implementation can be seen.

Fig. 6. Turbulent cleanroom source: [8]

Fig. 7. Laminar flow cleanroom source: [8]
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Summing up there is the outstanding characteristic of the NanoLab: HEPA filters
installed in the ceiling filter away 99.997% of all particles larger than 0.3 µm. Through
holes in the floor the air is returned to the HEPA filters. A constant overpressure at
30 Pa.

A very low level of vibration (VC-E)2.
A stable temperature at 19° ± 1 °C
A relative humidity of 43% ± 5%.

Creating a Model
There are a lot of examples given in the standard ISO 1101 but no real general model
[3]. The decision to creature a sample with some functions of the GPS system was
done. Using position specification of a centerline as it can be seen in Figs. 9 and 10. In
the Fig. 11 you can see the tolerancing.

Fig. 8. HEPA filter with functional description source: [9]

Fig. 9. Position specification of a centerline 3D source: [3]

2 Vibration Criterion - E 3.12 µm/s Amplitude.
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A united geometry element as shown in Fig. 12 and his tolerancing in Fig. 13 sym-
metrical to the theoretically exact location of the median plane to the reference axis a.

A position specification (p. s.) of a midplane as it can be seen in Figs. 14 and 15
with tolerancing in Fig. 16. The extracted centerline of each hole must be within a
cylindrical zone of diameter 0.1 whose axis coincides with the theoretically exact
location of the considered hole relative to the reference planes C, A and B. This three
samples have been taken out of the standard.

Here again it is pointed out that these selected examples are not representative of all
possibilities of the GPS but only for a first attempt to understand the technology and to
be able to apply it. Doing this, there was the first point to learn that there are limits in
the CAD programs. Drawing as it is used in the construction field is not the same when
you decide to draw in the dimension of micro and nano. There are limitations given by
the program itself. So using SolidWorksTM it is limited to draw under 100 nm.

Fig. 10. Position specification of a centerline 2D source: [3]

Fig. 11. Tolerance zones source: [3]

Fig. 12. United geometry element 2D and 3D source: [3]
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Fig. 14. P. s. of a midplane 2D source: [3]

Fig. 15. P. s. of a midplane 3D source: [3]

Fig. 13. Tolerance zones - united geometry element source: [3]
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The first compromise is to draw on one hand with other specialized software tools or
to use automatic scale function. Using this means the model is not really drawn in one
by one dimension as design engineers normally used to do their work. If you need than
a given dimension it is no problem when the calculation can be done powered by ten.
All other calculations will get a slightly rounding error and comparing to the standards
is that not what we really expect. As practical engineers we should remember to use the
series of preferred numbers. The series of preferred numbers according to DIN 323
(German Standards) are a universal number system agreed by international standards
(ISO 3, ISO 17, ISO 497), which serves a comprehensive order and simplification in
the technical and economic creation. These numbers are for the selection or grading of
sizes of any kind (e.g. lengths, areas, volumes, forces, pressures, moments, voltages,
speeds, powers) with the aim of keeping a practically required number of numbers to a
necessary minimum. So by doing some miniaturization we should keep this in mind.
The program I use is CleWin 4 from the company PhoeniX Software. CleWin 4 is a
physical and hierarchical layout editor. The basic drawings are boxes, circles, wires and
polygons. Rings and spirals are automatically generated as wires. Text can be included
and is realized as polygons. Complex polygons can be created by using Boolean
operations. There is a resolution of 1 µm. For designing a gear shaft you have to
recognize some geometric relationships. This is not doing some construction like a 3D
model, it’s more a creating of a pattern. This is what you have to learn, when you
decide to make your own model in the micro or nano scale. In Fig. 17 you can see the
result of the drawing. It doesn’t look like a technical drawing should look like but it is
exact what was expected. The dimensions are not visible like in a drawing and you
have to look carefully in which dimension you are drawing. There is no scale to see on
the surface, you have to switch the grid size, so you can find out the information about
the dimension. Normally it is set to µm (micro meter) but could be changed in nm
(nano meter). There is than the possibility to generate a pattern as you can see in the
Fig. 18. Here it is useful to refer to the information of a later chapter, that one of the
resist, because it is essential to make a pattern for a positive or negative resist.

Fig. 16. Tolerance zones source: [3]
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Technologies Used
Electron beam lithography (EBL) is the most important and also the most versatile
nanofabrication technique. Electronswork verymuch like photons for nanofabrication. They
carry energy and transfer the energy into the energy-sensitive polymer materials called
electron resists. The resists exposed by electron beam are developed into surface relief
patterns which act as masks for subsequent transfer into the substrate materials [1].

So we first have to get a little understanding about electron beam. To explain how an
electron beam works and to understand the challenges by using such a system a picture
from a simulation will help us. As you can see in Fig. 19 how the electron beam is
spread out. In the Fig. 19 you see the scattering simulation of 30 kV electron beam
interacting with 500 nm SU-8 on a silicon wafer, displaying a certain degree of forward
scattering. The CASINO acronym has been derived from the words “monte CArlo
SImulation of electroN trajectory in sOlids”. This program is a Monte Carlo simulation
of electron trajectory in solid specially designed for low beam interaction in a bulk and
thin foil. This complex single scattering Monte Carlo program is specifically designed
for low energy beam interaction and can be used to generate many of the recorded

Fig. 17. Design splined shaft

Fig. 18. Design a part of the pattern
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signals (X-rays and backscattered electrons). This program can also be efficiently used
for all of the accelerated voltage found on a field emission.

Practical that means an electron beam loses his bundling of the rays. Later on we
will see how these electrons are named and that the system of electrons works in the
same way in a scanning electron microscope.

There are a lot of technologies used and there is given a short overview about it. It
will be noted that there is now no complete list of all technologies, but a number of
representative solutions are shown. To get a better overview how the following
structure is coming up there will be a chronological listing what to do to produce a
wafer with own structure.

– the wafer – silicon
– cleaning of the wafer
– resist - the material
– get the pattern on the wafer
– developing of the wafer
– measuring and validation

The Wafer – Silicon
A wafer is a thin slice of material, such as a crystalline silicon. Starting with some
information about silicon given in the lectures of [5]. There was given much infor-
mation about silicon such as crystal structure, Miller indices and properties:

Density: 5 � 1022 atoms/cm3

Band gap: 1,11 eV = 1,776 10−19 J
Size: 2 in. (51 mm)
Thickness: 275 µm

Fig. 19. CASINO scattering simulation of an electron beam. Source: [4]
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Silicon has diamond structure as you can see in Fig. 20. The wafers used later on
are in the view in {1, 1, 0} direction. So in Fig. 21 the Miller indices are shown and
Fig. 22 you see the {1, 1, 0} direction. Wafers under 200 mm (8 in. or 8″) diameter
have flats cut into one or more sides indicating the crystallographic planes of the wafer.
2″ (2 in.) wafers with a {110} face are used in this work. This is a help to cut the wafer
in smaller pieces starting at the edge of the cut, so that creating more test samples and
not always using a full wafer. How to produce a wafer with the Czochralski process see
Fig. 23.

Fig. 20. Crystal. Source: [5]

Fig. 21. Miller indices. Source: [5]
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Cleaning of the Wafer. The cleaning of the wafer starts in an Acetone bath for 2 min
followed by rinse in IPA (Isopropyl alcohol) for 1 min and blow dry with Nitrogen
(N2). Dehydration bake at 150 °C for 5 min on a hot plate. At the end an UV Ozone
cleaner will take away the contamination from the surface. Instead of the UV ozone
cleaner a plasma cleaner with 50% flow and 50% power for 2 min can be used.

Resist - The Material Photoresist. There are two types of photoresist, positive and
negative resist, which are used in different applications. In positive resist, the exposed
areas are insolubly and in negative resist the exposed areas are insolubly for wet
chemical development. In Fig. 24 you can see it.

Fig. 23. Czochralski process. Source: [11]

Fig. 22. {1, 1, 0} direction
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Which kind of resist is taken depends on what will be done with this pattern
respectively what is the aim of the structure. Working with the resist CSAR 62 there are
some general informations and technical informations too. The positive E-Beam resists
AR-P6200 is called CSAR 62. The CSAR 62 e-beam resists has a highest resolution
and a high-contrast for the production of integrated circuits and masks. Here is some
characterization of the resist:

– e-beam; layer thickness 0,05–1,6 µm (6000–1000 rpm)
– high sensitivity which can be adjusted via the developer
– highest resolution (<10 nm) and very high contrast
– highly process-stable, high plasma etching resistance
– developing of the wafer
– easy fabrication of lift-off structures
– poly (a-methyl styrene-co-a-chloroacrylate methylester)
– safer solvent anisole

get the pattern on the wafer Before patterning the wafer must be coated with the resist.
So the wafer is placed in a so call spin coater and some drops are placed in the middle
of the wafer. Speed and acceleration will bring the needed thickness of the resist. On
Fig. 25 it is possible to see how it works.

Fig. 24. Positive and negative resist. Source: [19]

Fig. 25. Spin coater principle. Source: [12]
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Figure 26 shows the spin curve of our resist as you can find it in the technical data.
Here you can nicely see the relationship between speed and thickness of the resist.

After this procedure the coated wafer has to be soft baken on a hot plate and
afterwards a cooling to room temperature by means of metal block. In the next step we
have to measure by a Reflectometer the thickness of the resist. The principle how a
Reflectometer works is shown in Fig. 27.

Now the wafer is ready for use in the exposure process.
The required e-beam exposure dose for structural imaging mainly depends on the

desired minimum structure size, the developer, the acceleration voltage (100 kV), and
the film thickness.

Fig. 26. Spin curve. Source: [12]

Fig. 27. Principle of a Reflectometer. Source: [23]
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EBL (electron beam lithography) is now used to produce the pattern. It is the
principal production method for fabricating the masks.

Electron beam lithography is a maskless form of lithography which is very popular in
the research community, where the demand for high resolution and prototyping is ever
increasing. In EBL, a beam of electrons is scanned in a patterned fashion across a sample
covered with electron sensitive resist. Sub micrometer structures are created in the resist
and subsequently transferred to the substrate material. The resolution of electron beam
lithography is not limited by the wavelength of light as photolithography, but by other
process parameter such as resist material and energy of the incoming electrons. The EBL
setup at NTNU NanoLab is a Hitachi Field emitter 4300 SEM with state of the art EBL
electronics from Raith. The laser interferometer stage enables stitching between write
fields with less than a 20 nm shift. Masks are written in CleWin 4. With the resist and
processes at NTNU NanoLab, 30–40 nm structures should be feasible.

How to find the applicable base dose?
In the BEAMER v5.2.0 manual a guide is given and here it is now rendered in a

meaningful way:
“BEAMER dose values are relative doses and thereby independent of the resist

sensitivity. The dose reference point is called the base dose and is defined as the dose
that results in correctly sized large features. This base dose needs to be determined for
the different stacks and machine settings that are used in your process. The base dose is
independent of layout design and is applicable for arbitrary layouts once determined.
To determine the base dose one can use a 1:1 line/space pattern with a line width of
100 nm on a 200 nm pitch. The size of the layout needs to be such, that proximity effects
from the border are not seen any more in the centre of the test structure. In other
words, the centre of the pattern should be homogeneously sitting atop the backscat-
tered energy. This means the size of the line-space pattern should be at least 4b by 4b
in size. Typically a 120µm by 120µm area for bulk Si at 100kV will be sufficient. For
50kV, a 50µm by 50µm square of lines and spaces can be used instead.

This pattern needs to be exposed at different doses to obtain a line-width (at the
centre) vs dose curve. Inspection of the exposed structures at the centre will reveal the
base dose, which is the dose that results in equal lines and spaces. Dose B is identified
as the basic dose, as shown in Fig. 28!” [13]

Fig. 28. Base dose pattern. Source: [13]
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Trusting in the experience of the laboratory employees at NTNU there has been
given two variants.

variant I:
Dot Number 500000 [dots]
Field Size 100 [micron]
Feed pitch 8 dots 1.6 [nm]
Scan pitch 8 dots 1.6 [nm]
Dose 400 [microC/cm2]
Beam Current 1.00e−009 [A]
Dose Time 0.01024 [micro sec/dot]
variant II: ⇦ selected variant
Dot Number 500000 [dots]
Field Size 100 [micron]
Feed pitch 8 dots 1.6 [nm]
Scan pitch 8 dots 1.6 [nm]
Dose 500 [microC/cm2]
Beam Current 1.00e−009 [A]
Dose Time 0.01280 [micro sec/dot]
If one is to set up an electron beam lithography process for the first time, the

number of interdependent adjustment features seems to be very numerous and all must
be considered. It is therefore essential to choose the right beam current and pitch. The
design of the system determines the diameter of the beam and this is determined by the
normal distribution of the electrons. Now, if the beam is held in position for a longer
period of time, the entry or area receiving an increased dose. This is called an increase
in the dose and this is greater than the clearing dose (Fig. 29). Another effect enlarges
the entry in the border area, the backscattered electrons are the reason for this.
Figure 29 is a mix of memory production and a retouched image, meaning that it has
been digitally altered from its original version. The original is the intellectual property
of NTNU and is not publicly available and can only be viewed by users of NTNU
NanoLabs.

Fig. 29. Spin curve
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In the following paragraph is inspired by the tutorial - beam current and pitch
written by Einar Digernes, original text is only available at the NanoLab, and the
Beamer manual.

The distance between each spot is called pitch, sometimes it is named dot size.
If you want to produce periodical square dot patterns its complete clear that you

should use a large pitch or dot size. The next parameter you are able to change is the so
called dose time. That time is responsible for the spread out of electron so that the
diameter of the spots could be controlled. Most often complicated patterns with dif-
ferent geometries are desired. From this one can conclude that it will be very often
necessary to change both the pitch size and the diameter. Since it is a stated goal to
produce patterns with small dimensions, one will be tempted to reduce the distances
accordingly. As an unwritten rule of thumb, the dot size should have 80% of the beam
diameter. In other words, when choosing a diameter of 5 nm for the beam, the result of
the pitch should be 4 nm.

This results in two ways to obtain an overlap in the irradiated areas, so that there is
no unexposed area between the spots. As illustrated in Fig. 30 you can see, when you
choose smaller pitch the number of the spots increase and this is the first way to do. The
second way is to increase the dose time or beam current, so that the diameter of the spot
increases. This could be also seen in the Fig. 30. When, however, the writing speed for
a pattern should be correspondingly high, this can only be done by increasing the
diameter.

To these results, which are summarized here in a few words and are available in the
documents of NanoLab, one comes by consistently following the instructions explained
in the BEAMER manual [13].

Figure 30 is a mix of memory production and a retouched image, meaning that it
has been digitally altered from its original version. The original is the intellectual
property of NTNU and is not publicly available and can only be viewed by users of
NTNU NanoLabs.

Developing of the Wafer. To develop resist films, various developers are recom-
mended. As it can be seen from the data sheet of the company Allresist, the developers

Fig. 30. Pitch
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AR 600-546, 600-548 and 600-549 are offered here. The developers differ by
increasing the sensitivity and the data sheet also details the technical specifications.
There are recommendations for the development time and it is also indicated in the data
sheet on the appropriate temperatures. It is also important to note that small structures
can be destroyed by heavy rinsing (see Fig. 31 below). The post-baking of the wafer is
to be seen as the completion of the process. All information about development can be
found at [6].

Measuring and Validation

Make it Visible
The Scanning Electron Microscope (SEM) is another type of electron microscope, it
can create images of a sample by scanning the surface with a focused electron beam.
The electrons interact with atoms in the sample, producing various signals that contain
information about the sample’s surface topography and composition. The electron
beam is scanned in a raster scan pattern, and the beam’s position is combined with the
detected signal to produce an image. SEM can achieve resolution near by 1 nm.
Specimens can be observed in vacuum. In the NTNU lab a SEM called Apreo is used to
make tiny structures visible.

The most commonly used SEM mode is the detection of secondary electrons, which
are the electrons emitted by atoms excited by the electron beam.

Among other things, the number of detectable secondary electrons depends on the
topography of the sample.

Fig. 31. Danger of collapsed lines after too rigid rinsing. Source: [10]
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By scanning the sample and collecting the secondary electrons emitted by a par-
ticular detector, an image is created that indicates the topography of the surface. By
scanning the sample and collecting the secondary electrons that are emitted using a
special detector, an image displaying the topography of the surface is created. In the
following Fig. 32 the physical processes and the names of the electrons are given.

In Fig. 33 the schematic of an SEM is demonstrated and in Fig. 34 the SEM and the
needed hardware is shown.

Fig. 32. Physical processes. Source: [19]

Fig. 33. Schematic of a SEM. Source: [21]
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3 Realization

The next step is to do the practical implementation. As described in the preceding parts
of the work, a corresponding pattern is now produced. The SEM then generates the
corresponding images. So that the sample can be displayed in the SEM, it must first be
provided with a metal coating. Gold is in this case in use and the pattern is provided
with a 4 nm thick touch.

4 Conclusion and Outlook

An overview of many relevant parameters to achieve optimal electron beam writing
speed, precision and feature quality has been given. Although these parameters have
been tried to optimize for CSAR62 GPS samples writing in this work, the general
trends in deciding appropriate instrument settings are relevant for many other EBL
processes as well.

As an application example, well-defined, defect free arrays of CSAR62 GPS
samples were produced on silicon by optimizing all of the above parameters. The
arrays were produced over large areas of several cm, and written several times.

A look into the future shows that there is still a lot to do. It is the whole image
processing with a software still open. ImageJ can display, edit, analyze, process, save,
and print 8-bit color and grayscale, 16-bit integer, and 32-bit floating point images.
ImageJ can calculate area and pixel value statistics of user defined selections and
intensity-thresholded objects. It can measure distances and angles. This part will be
done as the next work. Then an explanation about the big connections can be made.
This is now the task of the following months and has already begun.

Fig. 34. SEM Apreo. Source: [22]
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Abstract. Additive manufacturing (AM) has great potential on manufacturing
both polymer and metal parts as final product. However, optimization of surface
texture quality has not been fully achieved yet. AM surfaces present variable
textures that differs according to the AM methods and process parameters.
Because of their unusual texture, it is important to evaluate surface properties of
metal and polymer parts produced by different AM processes. In this study, it is
aimed to define 2D and 3D surface texture of poly-lactic acid (PLA) polymer
and AlSi10Mg metal parts manufactured by Fused Deposition Modelling
(FDM) and Direct Metal Laser Sintering (DMLS) respectively. ISO 4287 Ra,
Rq and Rz profile roughness parameters were defined by tactile method while
ISO 25178 Sa, Sq and Sz areal parameters were measured by optical method.
Measurements were taken from up-skin and down-skin of the samples which
were in 30 mm diameter and 4 mm thickness. Results were evaluated within
themselves and literature studies. Differences between profile and areal surface
characterization and need of new specifications were also discussed.

Keywords: Surface metrology � Additive manufacturing � FDM � DMLS

1 Introduction

Additive manufacturing (AM) techniques provide opportunity to creation complex
geometries with hallow surfaces and it reduces need for assembly and waste of
materials [1]. Although, these technologies have been started to use for manufacturing
final products, surface quality is still concern. At that point surface metrology plays
important role for characterizing surface texture properties and developing additive
manufacturing process conditions [2].

Because of the different nature of the AM processes, surface texture properties of
AM parts differ from conventionally manufactured products [3]. Due to these differ-
ences, metrology of AM surfaces needs to define proper measurement techniques and
parameters for both metal and polymer based AM parts [4]. Also tables and standards
need to be developed for selecting suitable specification tolerance at design step and
inspection after manufacturing.
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Roughness of the surfaces can be measured by 2D (across a line) or 3D (across an
area) techniques such as tactile mechanical and non-tactile optical profilometer
respectively [5]. Because of the three dimensional nature of the functional surface, 3D
areal surface characterization is more representative than 2D profile parameters. For
this reason recent studies mostly focused on about 3D surface measurement for additive
manufacturing parts. For optical 3D methods, confocal microscopy, focus variation
microscopy and coherence scanning interferometry are the most widely used tech-
nologies [6]. Moreover, some studies reported that focus variation microscopy was an
effective technology for surface characterization of additive manufacturing parts
because of their highly variable surface texture [7–9]. Although, in research studies
usage of 3D areal parameters is becoming more and more common every day, their
measurement has not been widely propagated in manufacturing area. This is because of
the lack of enough experience and standards on areal surface characterization [10].

The present study focused on to define 2D and 3D surface texture of poly-lactic
acid (PLA) polymer and AlSi10Mg metal parts manufactured by Fused Deposition
Modelling (FDM) and Direct Metal Laser Sintering (DMLS) respectively. ISO 4287
[11] Ra, Rq and Rz profile roughness parameters were defined by mechanical stylus
profilometer while ISO 25178 [12] Sa, Sq and Sz areal parameters were measured by
optical scanning method. Differences between profile and areal surface characterization
were discussed by statistical evaluation.

2 Materials and Methods

In this study two different sample groups such as Polylactic Acid and AlSi10Mg were
used for evaluating 2D and 3D surface roughness properties. PLA samples were
manufactured by FDM method, in 30 mm diameter and 4 mm thickness, while
AlSi10Mg samples were manufactured by DMLS in same dimensions. In previous
study optimal process parameters were investigated for PLA by FDM method [13]. The
samples were manufactured by using these parameters such as 3 shell number, 50%
infill percentage, rectangular infill geometry and 0,25-layer thickness.

AlSi10Mg alloy samples were manufactured by DMLS with EOS M290 which
uses 400 W Yb-fibre laser and allows a fast and flexible production of parts directly
from CAD data. AlSi10Mg powders, provided by EOS and produced by gas
atomization method, were melted under argon atmosphere. The medium size of the
powder is about 30 µm. SEM image of the powder can be seen in Fig. 1. Also,
Chemical composition was reported in Table 1 as stated by the producer in its data
sheets.

After manufacturing, surface of AlSi10Mg samples were post processed by sand
blasting and all the samples were cleaned in ultrasonic bath with ethyl alcohol and
deionized water.

Surface roughness of the samples was measured by Taylor Hobson Form Talysurf
Intra mechanical profilometer and AEP Nanomap 1000WLI optical profilometer. Probe
diameter of contact stylus was 5 µm while traverse length was 12.5 mm and cut off
wavelength was 2.5 mm. Magnification of optical profilometer objective was 10x
where measurement area was 1064 � 1064 µm and optical resolution was 0.92 µm.
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Measurements were taken from five different region and the mean values were
reported. Statistical analysis was applied to define if there is significant differences
between up-skin and down-skin roughness values of the surfaces. Also regression
analysis was applied to define relation between 2D and 3D roughness values.

3 Results and Discussion

Five different measurements were taken from the different region of the sample sur-
faces. Measurements were taken from random directions on metal samples where they
were taken perpendicularly to the direction of the layers. However, lots of different
surface parameters have been recorded in each measurement by the software of the
profilometer, the most common 2D profile parameters such as Ra, Rq, Rz and 3D areal
parameters; Sa, Sq, Sz were recorded. Mean values of ISO 4287 [11] profile parameters
and ISO 25178-2 [12] areal parameters measurement results were reported in Table 2.

Fig. 1. SEM image of the AlSi10Mg powder and photograph of coupons.

Table 1. Chemical composition of AlSi10Mg

Al (%) Si
(%)

Fe
(%)

Cu
(%)

Mn
(%)

Mg
(%)

Ni
(%)

Zn
(%)

Pb
(%)

Sn
(%)

Ti
(%)

Balance 9.0–
11.0

0.55 0.05 0.45 0.2–
0.45

0.05 0.10 0.05 0.05 0.15

Table 2. 2D and 3D roughness measurement results

Surface finishing Ra (lm) Rq (lm) Rz (lm) Sa (lm) Sq (lm) Sz (lm)

AlSi10Mg-Up 7.26 8.63 30.28 22.35 28.57 91.42
AlSi10Mg-Down 7.86 8.97 31.12 23.48 29.56 93.59
PLA-Up 4.46 5.87 23.48 9.18 13.76 55.33
PLA-Down 8.61 10.35 45.85 17.39 24.85 95.16
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The Sa parameter is the arithmetic mean of absolute height values, z(x, y), within a
sampling area. It represents the surface roughness of the sample surface. It is defined by
the following equation.

Sa ¼ 1
A

Z
A
z x; yð Þj jdxdy ð1Þ

Although, Sa parameter is common and widely evaluated parameter for charac-
terizing surface roughness of a sample, it doesn’t provide enough information about the
shape of the surface deviations. For instance, the surfaces have similar Sa values may
have different form of deviations [14]. The Sq parameter is the root mean square height
of the surface deviations. Being the standard deviation, the Sq parameter has more
statistical significance than Sa (Leach 2009) [15]. It is represented with the following
equation.

Sq ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
A

Z
Z
A
z2 x; yð Þdxdy

s
ð2Þ

Sz is the mean value of the five maximum height and five minimum height values
within the evaluation area. It is used for evaluation of frictional force, contact strength
surface strength and treatability.

3D images of the samples taken by optical profilometer can be seen in Fig. 2.
Up-skin and down-skin roughness values of the AlSi10Mg samples were not so

different because same post processing procedure were applied to these two surfaces
but as can be seen from figure b and c, roughness values of both side of PLA sample
were highly different from each other. Up-skin of PLA sample was rougher than down-
skin. This is because of being first layer of the product, sticking to the plate and
temperature differences. For statistical evaluation of the roughness difference between
surfaces of the same sample, t-test was applied by Minitab 16. Box plots of the up
and down skin of the samples can be seen in Fig. 3 Roughness differences between
two surfaces of AlSi10Mg sample was not significant (p value = 0.650 > 0.05 and p
value = 0.212 > 0.05) while it was significant for PLA surfaces (p value =
0.00 < 0.05.)

Although 2D and 3D surface parameters defines the texture of the same surface,
direct comparison of these parameters is not sensible because of different analysis
bandwidth and lack of distinct specifications for 3D surface measurement. For instance,
Ra parameter is calculated from roughness profile by filtering spatial frequencies with a
profile filter such as Gaussian filter, while areal roughness parameter Sa is calculated by
a 3D filter on S-L or S-F surfaces. Profile filter considers a line along the X axis while
areal filter considers all directions. For determination of a relation between Ra and Sa
values, Regression analysis were applied to the Ra values of the samples. Regression
graphs can be seen in Fig. 4. For Al samples Ra and Sa relationship was significant (p
value = 0.013 < 0.05) while regression coefficient, R2 = 0.75. For PLA surfaces,
relationship between Ra and Sa was significant (p value = 0.001 < 0.05) and regres-
sion coefficient, R2 = 0.92. Because of the high deviation of the roughness values,
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Fig. 2. Optical profilometer images of the sample surfaces. (a) AlSi10Mg, (b) PLA-up skin,
(c) PLA-down skin
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regression coefficient for Al samples was lower than PLA samples. Harcarik and
Jankovych [10] studied about relation between profile and areal surface texture
parameters and they reported high regression coefficient between those parameters for
differently manufactured surfaces. As a result, it is worth to say that, with compre-
hensive and systematical roughness measurements, it is promising issue to obtain more
significant and reliable models for predicting roughness values.

4 Conclusion

Roughness has important effects on functionality of surfaces. Evaluation of new
technology surfaces has great importance for improvement of product quality and
process efficiency. AM surfaces may have directional features, high slope angles and
high aspect ratio textures because of different process parameters and surface post
processing. Proper tables and procedures need to be developed for surface texture
evaluation of AM parts.

This study evaluated 2D and 3D roughness parameters of polymer and metal AM
samples and defined statistical relation between these parameters. For further studies
repeated 2D and 3D roughness measurements may be taken from different types of AM

Fig. 4. Linear Regression Plots of Al and PLA samples Ra vs. Sa values
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surfaces systematically to develop reliable model between 2D and 3D roughness
parameters.

Acknowledgments. Direct Metal Laser Sintered AlSi10Mg parts were manufactured at Alu-
minum Test Training and Research Center, Fatih Sultan Mehmet Vakif University, Turkey.
Mechanical Profilometer measurements were taken at Precision Metrology Laboratory, TU Wien,
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Yildiz Technical University laboratories.
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Abstract. Industrial CT equipment are increasingly used to determine the
dimensions of geometric features (e.g. diameter, position, cylinder) in the
industry. In the course of using this new measurement technology in the field of
quality control it has to be verified the measured data. In this article the mea-
surement error and uncertainty of the micro computed tomography are inves-
tigated by the performing designed experiments. The setting parameters of the
CT are changed systematically (RSM method, CCD design) to determine the
distance of two ruby spheres. These spheres are the parts of a calibrated ball bar
which is connected to an Al test piece during the experiments. The purpose of
this work is to make emphasis of the adjustment of the voxel data in case of
dimensional measurements performed by industrial computed tomography.

Keywords: Dimensional measurements � RSM method �
Computed tomography

1 Introduction

The traceability of measurements is one of the most important issue in case of accurate
dimensional measurements. The traceability can be reached by the calibration of the
measurement method. In case of dimensional measurements performed by computed
tomography the calibration process has been not standardised yet. The different man-
ufacturers offer different solutions to solve this problem [1].

The dimensional measurement of a certain part by industrial CT has several diffi-
culties. The measurement process for dimensional size determination by CT consists of
the following step: adjustment of the CT device by a standard, parameter setting of CT
equipment, parameter setting for voxel model, surface determination and performing
3D measurements by software [2]. In order to reach accurate dimensional measurement
for a certain part it is proposed [3] that let the standard scan together with the part
simultaneously. This is important because dimensional measurement values have
become more accurate, the values are adjusted with this calibrated ball bar value during
the dimensional measurements phase during the 3D measurements performed by the
used software.

The accuracy and precision of dimensional measurements in case of industrial
CT are affected by several parameters such as mechanical magnification, number of 2D
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X-ray images during the scanning and the scanning parameters (power, filters, timing)
[4–8]. Previous studies show the effects of the reconstruction process [1], the effect of
different materials [9]. In this article the setting parameters of the CT equipment are
investigated, the effect of the magnification, the number of views and the setting base
parameters. The experiments were performed in the base of Design of Experiments
(DOE), with RSM method. The purpose of this research is to show the effects of the
chosen parameters on the size of the calibrated small ball bar within real measurement
environment.

2 Materials and Methods

2.1 Standards

Two ball bars were used during the investigations. One ball bar with 99.9276 mm
calibrated ruby sphere distance was used for the adjustment of the CT equipment. This
process was repeated once the magnification had changed. The other, small ball bar
with 15.9329 mm calibrated ruby sphere distance was scanned together with the test
part. The distance between the two ruby spheres was determined as the output
parameter of the experiments.

2.2 Test Work Piece

A test work piece was designed and produced from aluminium. The overall size of this
part is 90 mm � 90 mm � 90 mm. The material is AlMgSi1. The manufacturing was
prepared in MSN-500 type milling machine. The ball bar which is used for the cor-
rection in the dimensional measurement phase was connected to the test piece in the
middle of the upper part of the cube (Fig. 1).

Fig. 1. The aluminium test piece with small ball bar (size: 90 � 90 � 90 mm)

248 Á. Drégelyi-Kiss



2.3 The Devices/Equipment Used

The 3D micro-CT system used is GE phoenix v |tome| x m. The specification of the CT
system components can be found in Table 1. The setting parameters were varied during
the measurements (see in Sect. 2.4 Experimental Design).

Measurements of the CT data were carried out using software VG Studio Max 2.2
from Volume Graphics. Measurements were performed on voxel data.

Previous studies show [1] that the optimum setting for the measurement uncer-
tainties and errors for the reconstruction phase is as follows: the Al threshold is manual,
the Ruby threshold is manual, ROI setting is off. During the dimensional measurements
these parameters were not varied, these values were fixed.

2.4 Experimental Design

During the examination of the CT measurement process several parameters were
changed, such as type of magnification, number of views and the scanning parameters
of the CT equipment. CT measurements are considered expensive, so it is advisable to
reduce the number of experiments as much as possible. The method for this is DOE. In
the course multi-factor experimental design the main and the interaction effects of the
given parameters can be examined. If the quadratic effects of the given parameters are
also taken into consideration, the RSM method is recommended.

Response surface methodology (RSM) method with face centred CCD (central
composite design), where all parameters could be examined at 3 levels. The basis of the
experimental design was a design consisting of 22 experimental runs, in which three
parameters (such as magnification; number of views and scanning parameters) were
changed systematically, including a measurement in the central point of the design and
its repeat measurement:

• magnification (continuous variable, SDD: source detector distance, SOD: source
object distance)

Table 1. The specification of the CT system used according to the manufacturer

System
component

Value/attribute/type

Max.
voltage/power

300 kV/500 W

Min. voxel size Down to 1 micron (microfocus tube)
Detector type Temperature stabilized digital GE DXR detector array, 200 lm pixel

size, 2000 � 2000 pixels, 400 � 400 mm, extremely high dynamic
range >10000:1

Measurement
accuracy

4+L/100 µm referring to VDI 2630-1.3 guideline

Manipulation Granite based precision 5-axes manipulator (6-axes with detector shift)
Software Phoenix datos|x 3D computed tomography acquisition and

reconstruction software

Towards Traceable Dimensional Measurements 249



– Magnification = 2.72 (SDD = 817 mm; SOD = 300 mm)
– Magnification = 2.33 (SDD = 817 mm; SOD = 350 mm)
– Magnification = 2 (SDD = 817 mm; SOD = 410.3 mm).

• number of views (three levels: 720, 1080, 1440, continuous variable)
• scanning parameters (the histogram shape for the setting is almost the same in both

cases)
– level 1: U = 250 kV; I = 360 µA; Timing = 330 ms; filter 0,5 mm Cu +

0,5 mm Sn
– level 2: U = 280 kV; I = 250 µA; Timing = 500 ms; filter 1 mm Cu + 0,5 mm

Sn.

The values set in the experimental runs are in Table 2. The experimental runs were
prepared in random order (see Run order column) to avoid the optional effect of time.
The factors of the CCD were set in a way that the effects of the main factors, inter-
actions and quadratic effects could be estimated orthogonally. Therefore 22 scans by
CT were performed, and the distance between the two ruby spheres (small ball bar)
were measured in each case.

Table 2. Levels of the experimental runs

Std
order

Run
order

Magnification
(M)

Number of
views
(NoV)

Scanning
parameters
(SP)

1 2 2.72 720 Level 1
2 8 2.00 720 Level 1
3 1 2.72 1440 Level 1
4 7 2.00 1440 Level 1
5 3 2.72 1080 Level 1
6 9 2.00 1080 Level 1
7 13 2.33 720 Level 1
8 18 2.33 1440 Level 1

9 19 2.33 1080 Level 1
10 12 2.33 1080 Level 1
11 20 2.33 1080 Level 1

12 21 2.72 720 Level 2
13 5 2.00 720 Level 2
14 11 2.72 1440 Level 2
15 10 2.00 1440 Level 2
16 15 2.72 1080 Level 2
17 4 2.00 1080 Level 2
18 14 2.33 720 Level 2
19 6 2.33 1440 Level 2

20 16 2.33 1080 Level 2
21 22 2.33 1080 Level 2
22 17 2.33 1080 Level 2
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3 Results and Evaluation

The measurement values for the ball bar classified by the setting parameters are in
Fig. 2. The measurement errors are between – 12 µm and 9 µm. In case of smaller
magnification (2.00) the measured distances are larger than in case of higher magni-
fication (2.72).

The measurement errors (measured ball bar distance minus the calibrated value of
the ball bar) were calculated and the following phenomenological model was
developed:

Meas: error ¼ b0 þ b1 �Mþ b2 � NoV þ b3 � SPþ b1 � b2 �M � NoV
þ b1 � b3 �M � SPþ b2 � b3 � NoV � SPþ b11 �M2 þ b22 � NoV2 þ e

where M is the magnification, NoV is the number of views and SP is the setting of
scanning parameters.
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Fig. 3. The main effect and interaction plot for the measurement error
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The main effect and interaction plots (Fig. 3) show how the parameter set change
the measurement error on average. It is seen that the magnification has large effect on
the measurement error. The smaller the magnification is the larger the value of the
measurement error.

The absolute value of the measurement error (i.e. accurate measurement) has
minimum at about 2.44 magnification. The difference between the two levels of
magnification (2 and 2.72) is 18 µm. The change in NoV (from 720 to 1440) the curves
related to the magnification show similar relationship (Fig. 3, right side, upper graph).
Therefor the increase in measurement error values regarding the magnification factor is
independent from the number of views parameter setting.

ANOVA analysis were performed to determine the significant factors at 95%
significance level. The results show (Table 3) that the magnification factor (M) has
only significant effect on the value of measurement error.

The setting of number of view (NoV) parameter does not affect the measurement
error, i.e. the accurate dimensional measurements.

The residuals are normally and randomly distributed. The variance related to the
repeated measurements is 0.000034 mm2, the standard uncertainty is 0.0058 mm. This
uncertainty comes from the repeated scans and related only to the size of the standard
(ball bar).

The surface plots for the measurement error in case of two type scanning parameter
setting are in Fig. 4. It is seen that in case of SP Level 1, the measurement errors are in
wider interval than in case of SP Level 2.

Table 3. ANOVA table for measurement error

Source DF Adj SS Adj MS F-Value P-Value

Model 8 0,000479 0,000060 1,79 0,169
Linear 3 0,000377 0,000126 3,76 0,038
Magnification (M) 1 0,000374 0,000374 11,18 0,005
Number of Views (NoV) 1 0,000002 0,000002 0,06 0,807
Scanning Parameters (SP) 1 0,000001 0,000001 0,03 0,857
Square 2 0,000035 0,000018 0,53 0,602
M*M 1 0,000001 0,000001 0,02 0,884
NoV*NoV 1 0,000035 0,000035 1,04 0,327
2-Way interaction 3 0,000066 0,000022 0,66 0,591
M*NoV 1 0,000000 0,000000 0,00 0,952
M*SP 1 0,000052 0,000052 1,56 0,234
NoV*SP 1 0,000014 0,000014 0,42 0,528
Error 13 0,000435 0,000033
Lack-of-Fit 9 0,000300 0,000033 0,99 0,548
Pure error 4 0,000135 0,000034
Total 21 0,000914
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4 Conclusion

The manufacturer of the investigated CT equipment declared that the measurement
accuracy is 4+L/100 µm which equals to 4.16 µm in the examined case. The results
show that the standard uncertainty of measuring a calibrated ball bar in real environ-
ment (with Al test piece together) is 5.8 µm. These values are comparable with each
other and the first one is related to the measured size of a manufactured object, the
second refers to a measurement of a standard. Based on these results it can be stated
that it is important to make adjustment on voxel data based on a calibrated size to get
accurate data for the dimensional sizes of a manufactured part.

The mechanical magnification has large effect and the number of 2D X-ray images
has no effect on the measurement accuracy in case of determination of the distance
between two ruby spheres of a calibrated ball bar.

In future work the geometrical dimensions and shape parameters of the test piece
will be determined after adjustment on voxel data. The effect of the CT parameters on
these values will be investigated.
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Abstract. Recent years have seen a remarkable emergence of a particular type
of least-squares fitting, called constrained least-squares fitting, in national and
international standards on tolerancing and metrology. Fitting, which is called an
association operation in the international standards on tolerancing and related
metrological practices, is an optimization process that associates an ideal-form
feature to a non-ideal-form feature. Unconstrained least-squares fitting has been
a very well-known practice in general metrology for a long time, but it has not
been the standardized operation in tolerancing and related metrology standards
till recently. Instead, other fitting methods, such as Chebyshev fitting, have
dominated the standards thus far. Now constrained least-squares is emerging as
an attractive alternative in these standards, especially for the establishment of
datums. This paper describes these recent developments, with particular atten-
tion to the mathematical and computational aspects of the optimization problem,
and their impact on the digitization of industrial metrology.

Keywords: Metrology � Tolerancing � Fitting � Optimization � Least-squares �
Constraints

1 Introduction

Least-squares fitting has a long and colorful history in science and engineering. It
gained popularity in the early 19th century for “the combination of observations” to
solve problems in astronomy and geodesy [1]. Carl Friedrich Gauss and Adrien Marie
Legendre were the founders of the least-squares fitting, which was first published by
Legendre as a method of “moindres quarrés” in 1805 but its priority of discovery was
claimed by Gauss.

In that dispute Gauss prevailed, and his name is celebrated in tolerancing and
related metrology standards even to this day – with the letter G and the phrase
‘Gaussian association’ to refer to the least-squares method [2]. In the later part of the
19th century, least-squares fitting became the primary tool for regression analysis and
thus became an integral part of statistics [3, 4]. Starting with the work of Sir Francis
Galton around 1885, regression was used to create a new way to think about multi-
variate data in all experimental sciences – and least-squares fitting was at the heart of
this new revolution in statistical studies.
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As a statistical tool, the least-squares fitting has been used since its inception in
general metrology for discovering the underlying trend in measured data and for
suppression of unwanted noise. So it is natural to expect that in the industrial mea-
surement of geometrical quantities, least-squares fitting should enable the following
three goals of statistics outlined by Ronald Fisher [3]: (1) the study of populations of
part geometries, (2) the study of variation of geometry within a part and among the
parts, and (3) the study of methods of the reduction of data to extract a small number of
geometrical parameters from a large amount of point coordinate data. However, this
potential is being recognized only recently in national and international standards on
tolerancing and metrology, and this welcome change is primarily due to the emergence
of a digital transformation of manufacturing.

With these recent developments in mind, this paper focuses on dimensional and
geometrical tolerancing, and related metrological practices. The industrial use of tol-
erancing and metrology is dominated by national and international standards, such as
those issued by the American Society of Mechanical Engineers (ASME) and the
International Organization for Standardization (ISO). ASME still refers to its flagship
standard in tolerancing as ‘dimensioning and tolerancing’ [5]. In the ISO parlance,
tolerancing and related metrological practices are collectively referred to as ‘geomet-
rical product specifications and verification,’ and are standardized under the ‘GPS’
brand (for example, as in [2]). Sometimes they are also called ISO GPS standards to
avoid any confusion with the more popular use of the acronym GPS for the Global
Positioning System.

In these ASME and ISO GPS standards, various types of fittings (curiously,
dominated by methods other than the least-squares fitting due to the erstwhile preva-
lence of physical datums and physical gages) have been defined and used for a long
time to characterize the populations of geometrical parts for interchangeability, to
accommodate and control their inevitable geometrical variations, and to reduce the
measured data to a few important parameters. These are, of course, in line with the
traditional goals of statistics as outlined by Fisher and mentioned above.

However, there is an additional and distinct role for fitting in tolerancing and
metrology. This additional role is about the digital simulation of inspection fixtures and
gages in the form of datums and mating envelopes. The need for such digital simulation
has grown considerably in recent years because of the digital transformation of man-
ufacturing and metrology, which is variously referred to as smart manufacturing,
Industrie 4.0, and cyber physical metrology.

Here the emphasis is more on simulating in the digital world what has been
practiced in the physical world, thereby enabling the use of such concepts as digital
thread and digital twins. This will also reduce the industry’s dependence on expensive
inspection fixtures (such as surface plates, expanding mandrels, and collet chucks) and
functional gages (such as go and no-go gages).

It is in the context of this digital transformation that constrained least-squares
fitting has emerged as an attractive alternative to more traditional (which are not based
on least-squares) fittings in metrology. There is already an intense interest in the ASME
and ISO GPS standards to use constrained least-squares fitting as the default method for
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simulating datums in the digital world (as well as in the physical world); there is also an
interest in using it for simulating mating envelopes that arise in digital assembly
operations (as well as in physical assembly operations). In addition, it has been rec-
ognized that unconstrained least-squares fitting can eminently serve Fisher’s three
goals of statistics in the digital world (as well as in the physical world), and this is now
getting a greater attention in the ISO GPS standards. These recent developments are
described in this paper.

The major technical contribution of this paper is the exposition of constrained least-
squares fitting as an attractive alternative to the more traditional fittings in tolerancing
and metrology. As a minor contribution, unconstrained least-squares fitting gets an
excellent rating for statistical characterization (a la Fisher) of measured geometrical
quantities. The paper accomplishes these goals by a detailed study of different types of
fittings, which are illustrated with carefully chosen examples. All of these fitting
problems are formulated as optimization problems amenable to numerical solutions.
The mathematical structure of the optimization problems and the behavior of the
computational solution schemes are described with equations and illustrated with
examples for comparison.

The paper is organized as follows. Section 2 poses fitting as an optimization
problem. Unconstrained least-squares fitting is described in Sect. 3. This is followed by
the somewhat specialized, but important, problems of maximum inscribing and mini-
mum circumscribing fittings in Sect. 4. The topic of minimum zone fitting is addressed
is Sect. 5. Then Sect. 6 describes and illustrates the constrained least-squares fitting,
which is the major theme of this paper. Finally, Sect. 7 provides a summary and some
concluding remarks.

2 Fitting as an Optimization Problem

Consider a surface feature F on a manufactured part as indicated in Fig. 1(a) with a
two-dimensional illustration. This feature is continuous with an (uncountably) infinite
number of points. It is deliberately shown with wrinkles to highlight the fact that the
manufactured feature does not have an ideal geometric form. The ISO GPS standards
and some research literature refer to such non-ideal form features as portions of a ‘skin
model’ of the manufactured part, thus evoking an analogy to the skin of an organic
entity with wrinkles, bumps, and blemishes.

The purpose of fitting is to associate an ideal-form surface feature S indicated in
Fig. 1(a) to the non-ideal surface feature F. Here the feature S is a mathematical surface
of a specified type (e.g., plane, cylinder, sphere) and has a finite number of undeter-
mined parameters. Some of these parameters are intrinsic to S, such as its radius. Other
parameters are used to position S relative to F by translation and rotation. So, the fitting
can be posed an optimization problem of finding the undetermined parameters of S that
shapes and moves S as close to F as possible.
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To quantify the notion of the closeness of S to F, consider the shortest distance
d q; Sð Þ of a point q 2 F to S as shown in Fig. 1(a). Then, taking an elemental area dA in
F around the point q, an optimization problem can be posed using the Lp-norm as

min
parm Sð Þ

1
A

Z
F
d q; Sð Þj jpdA

� �1=p
ð1Þ

subject to applicable constraints. Here A is the area of F and parm Sð Þ are the parameters
(both intrinsic and positional) of S. The power p in Eq. (1) can take any integer value;
but the most popular values of p are 1, 2, and ∞. When p ¼ 2, the objective function
uses the L2-norm, and the fitting is called the least-squares fitting or the Gaussian
fitting. When p is chosen to be ∞, the objective function is said to employ the L1-
norm, and the fitting is called the minimax fitting or the Chebyshev fitting. In any case,
Eq. (1) shows how a fitting (which is called an ‘association operation’ in the ISO GPS
standards) problem is defined when a geometrical product is specified, that is, when it
is toleranced.

When a manufactured part is verified using metrological techniques for confor-
mance to specifications, only a finite number of points are sampled on the surface
feature F, as illustrated in Fig. 1(b).

If the sampling is uniform on F, which is a big assumption that will be revisited
later, then the optimization problem can be approximated by

min
parm Sð Þ

1
n

Xn
i¼1

d qi; Sð Þj jp
" #1=p

ð2Þ

subject to applicable constraints. Here n is the number of points sampled on F. The
objective function in Eq. (2) uses the lp-norm (to distinguish it from the integration
formulation in Eq. (1) using the Lp-norm for the continuous feature F), with the l2-
norm leading to the least-squares fitting (also known as the Gaussian fitting) and the
l1-norm leading to the minimax fitting (also known as the Chebyshev fitting).

(a) (b)

F FS S

q qi 
d(q, S) d(qi, S)

Fig. 1. Notations for defining the fitting problem.
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An important observation related to Fig. 1 is that the distance d q; Sð Þ is taken to be
‘perpendicular’ to S from q; because of this, the least-squares fitting is also known as
orthogonal least-squares fitting, an instance of ‘total’ least-squares fitting. In the context
of ASME and ISO GPS standards, any mention of least-squares fitting means
(orthogonal) total least-squares fitting. Another important observation is related to
Eqs. (1) and (2), and it pertains to the mention of ‘applicable constraints.’ If no con-
straints are specified, then it is an unconstrained optimization problem. In a constrained
optimization problem, some constrains should be specified.

To enable the specification of such constraints, it is useful to assign signs to the
distances d q; Sð Þ and d qi; Sð Þ in Fig. 1. It is often necessary to keep the fitted surface
feature S outside of (or external to) the material side of the manufactured feature
F. This can be accomplished by first demanding that the fitted surface S is orientable
(that is, no Mobius strips!), and then assigning a unique positive side to S so that
d q; Sð Þ is
• positive if q is on this positive side of S,
• equal to 0 if it is on S, and
• negative if q is on the negative side of S.

A similar convention applies to d qi; Sð Þ as well. Then the constraints of keeping the
fitted surface S outside or inside of (equivalently, external or internal to) the material
side of F can be mathematically posed as

d q; Sð Þ� 0; q 2 F in Eq: 1ð Þ; and d qi; Sð Þ� 0; 8i in Eq: 2ð Þ: ð3Þ

With these preliminaries for posing fitting as an optimization problem, the math-
ematical structure of the problem and the behavior of computational schemes to solve
the problem will be explored with two concrete examples involving circles. Table 1
gives the x- and y-coordinates of nine input points as a 9 � 2 matrix P for Example 1.
The actual units are not important – they can be centimeters or inches. These points
represent a (non-uniform) sampling all around a circle, as can be seen in Fig. 2(a).

Table 1. Point coordinates for Example 1.
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Table 2 provides the x- and y-coordinates of seven input points as a 7� 2 matrix
P for Example 2. These points represent a (non-uniform) sampling on an arc of a circle,
as can be seen in Fig. 2(b); in fact, this arc is deliberately chosen to be less than a semi-
circle. These two examples will be used for exploring various fitting problems in some
detail in the following sections.

In many cases, the optimization problem will be solved iteratively, starting from a
good initial solution. Fortunately, a good starting solution for circles can be found
algorithmically [6, 7]. Figure 2 shows these initial circles for Examples 1 and 2.
Table 3 presents the initial values for the center coordinates x0; y0ð Þ and the radius r0
that will be used in the iterative solutions.

Table 2. Point coordinates for Example 2.

(a) (b)

Fig. 2. Approximate fitting of circles: (a) for Example 1, and (b) for Example 2.

Table 3. Approximate solutions for starting circles.

x0 y0 r0
Example 1 −0.034197 −0.066199 1.0055
Example 2 0.167758 0.075117 1.2818

260 C. M. Shakarji and V. Srinivasan



3 Unconstrained Least-Squares Fitting

Consider the unconstrained least-squares fitting of a circle to a set qif g of n points, each
with coordinates xi; yið Þ, in a plane. The circle can be parameterized by its center
coordinates xc; ycð Þ and its radius rc. The distance between the center c of the circle and
the point qi is denoted by ri. Figure 3 shows these notations, which will be used
throughout this paper for circle fitting problems. The unconstrained optimization
problem can then be posed as

min
xc;yc;rc

1
n

Xn
i¼1

rc �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xcð Þ2 þ yi � ycð Þ2

q� �2
" #1=2

: ð4Þ

The objective function in Eq. (4) can be recognized as the RMS (Root Mean
Square) value of the distances (i.e., deviations) of the points from the circle; so, the
optimization problem minimizes the RMS value of the deviations. The objective
function to be minimized is non-linear in the free parameters, but it is a smooth and
continuous function of these three free parameters xc; yc; and rc.

So, it is possible to find a solution to this problem by gradient descent methods [6,
8, 9], starting from a good initial solution.

The structure of the optimization problem posed in Eq. (4) can be better visualized
by splitting it into two problems. First, by fixing the center coordinates xc; ycð Þ and
varying only the radius rc, it can be seen that the minimum of the objective function can

be obtained when rc ¼ 1
n

Pn
i¼1

ri. That is, when the radius of the circle is the mean

Fig. 3. Notations for circle fitting problems.
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(average) of the distances of the points from the center. This then reduces the second
part of the optimization problem of Eq. (4) to one whose objective function involves
only two free variables, namely the center coordinates xc and yc.

A contour plot of this bivariate objective function for Example 1 is shown in Fig. 4,
along with the unconstrained least-squares fitting circle. The smoothness and continuity
of the objective function can be inferred from the contour plot. It can also be seen that
the center of the fitted circle lies at the ‘bottom of valley’ created by the bivariate
objective function. The optimization problem was solved by applying a gradient search
method, starting with the solution of Table 3.

As indicated in the caption of Fig. 4, the minimized objective function is the RMS
value of the deviations of the input points (of Example 1) from the fitted circle; it can
be observed that it is also the standard deviation, r, of these deviations. A similar plot
and explanations for Example 2 are shown in Fig. 5. It is interesting to note that the
bivariate objective function depicted by the contour plot in Fig. 5 is still smooth and
continuous, and the unconstrained least-squares fitting gives a satisfactory solution
even when the input points are only on a small arc (less than a semi-circle) of a circle.

Fig. 4. Unconstrained least-squares fitting for Example 2, with contour plot. c ¼
�0:041347;�0:075330ð Þ; rc ¼ 1:0035; f ¼ 0:071073 is the minimized objective function
value. f is also the RMS value of the deviations of the input points from the circle.
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The computed values of rc and r have special significance for specification and
verification of a manufactured circular feature represented by the sampled input points.
In recent ISO GPS standards, the diameter 2rc of the unconstrained least-squares fitting
circle is the Gaussian ‘size’ of the circular feature, and 6r is a measure of the
‘roundness’ of the circular feature according to the Gaussian criterion.

The unconstrained least-squares fitting has been extended to several two- and three-
dimensional features, such as straight lines, planes, cylinders, spheres, cones, and tori
[6, 9].

Their computations have been implemented in commercial software systems,
especially those that support coordinate measuring machines (CMMs), and have been
widely tested for correctness.

However, a word of caution is in order regarding these computations. If the points
are sampled uniformly by a CMM, then the discrete approximation of Eq. (1) by
Eq. (2) can be justified, and the convergence of the discrete solutions to the continuous
case as n ! 1 can be established. But non-uniform sampling, such as those seen in
Figs. 4 and 5 do not provide such comfort of convergence. This issue will be discussed
further in Sect. 6 on constrained least-squares fitting.

Since the input points lie both inside and outside of the unconstrained least-squares
fitting circle, it is not suitable for establishing datums or estimating mating sizes. Even
if the least-squares circle is offset (by shrinking or expanding) internally or externally to
keep the input points outside or inside, respectively, such an offset circle is not
acceptable to the engineering community to serve as a datum or a mating envelope.
These needs can be met by other types of fitting described in the following sections.

Fig. 5. Unconstrained least-squares fitting for Example 2, with contour plot. c ¼
0:341840; 0:092506ð Þ; rc ¼ 1:4311; f ¼ 0:045317 is the minimized objective function value. f
is also the RMS value of the deviations of the input points from the circle.

Constrained Least-Squares Fitting for Tolerancing and Metrology 263



4 Maximum Inscribing and Minimum Circumscribing
Fittings

There is a class of fitting problems – involving geometrical features such as circles,
parallel lines, spheres, cylinders, and parallel planes – that admits the notion of max-
imum inscribing and minimum circumscribing features. These geometrical features
belong to ‘features of size’ in tolerancing and metrology standards. Such fittings can
serve as datum simulators and mating envelopes; in fact, all the national and interna-
tional standards have relied on these fittings for these very purposes. However, it is also
known that such fittings have some limitations and drawbacks.

This section poses the computation of maximum inscribing circles (MIC) and
minimum circumscribing circles (MCC) as constrained optimization problems, and
illustrates them using Examples 1 and 2. For this, consider the following constrained
optimization problems using the notations of Fig. 3.

ForMIC:max
xc;yc

ðrcÞ subject to ri � rc; 8 i: ð5Þ

ForMCC:min
xc;yc

ðrcÞ subject to ri � rc; 8 i:

As will be explained later, such problems may not always be well defined, espe-
cially for MIC. To gain an understanding of the mathematical structure of these
optimization problems and to compute their solutions, notice that Eq. (5) can be
reformulated as the following equivalent problems.

ForMIC : max
xc;yc

rminð Þwhere rmin ¼ min rið Þ; i ¼ 1; . . .; n: ð6Þ

ForMCC : min
xc;yc

rmaxð Þwhere rmax ¼ max rið Þ; i ¼ 1; . . .; n:

In this reformulation, MIC becomes a maximin problem and MCC becomes a
minimax problem. In practice, the MIC problem is posed as min

xc;yc
�rminð Þ for compu-

tational convenience.
Figure 6 shows the MIC and the related contour plot of the objective function for

Example 1. It can be inferred from the contour plot that the objective function is not
smooth – the contour curves seem to have some sharp corners. In fact, it can be shown
that the objective function has first-derivative discontinuities, and the points at which
such discontinuities occur are aligned along the nearest-neighbor Voronoi diagram of
the input points as shown in Fig. 7. Also, the center of the MIC lies on a Voronoi edge or
a Voronoi vertex. Figure 8 shows the MCC and the related contour plot of the objective
function for MCC; here, it can be shown that the center of the MCC lies on the furthest-
neighbor Voronoi diagram. These facts have been proved and exploited in finding
algorithmic solutions to the MIC and MCC problems [10, 11]. The solution for the MIC
may not be unique [12] – this is one of the drawbacks of this maximin problem.

It is also possible to find iterative solutions to the MIC and MCC problems, starting
with a good initial solution. The presence of derivative discontinuities, and the fact that
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the solutions lie at these derivative discontinuities, require that a different search (i.e., not
the gradient search) method be employed to find the optimum solution. A derivative-free
Nelder-Mead (also known as ‘downhill simplex’) method can be used in these cases [8].

Fig. 6. MIC for Example 1, with contour plot. c ¼ �0:032819;�0:159977ð Þ; rc ¼
0:94592; f ¼ �0:94592 is the minimized objective function value.

Fig. 7. MIC for Example 1, with contour plot and nearest-neighbor Voronoi diagram.

Constrained Least-Squares Fitting for Tolerancing and Metrology 265



The non-uniqueness of MIC may not be a show-stopper in practice. A more serious
problem arises in cases like Example 2, where the MIC problem itself is not well
defined and it does not have any finite solution at all. Figure 9 shows the contour plot
of the objective function of MIC for Example 2. The solution is unbounded in this case.

Fig. 8. MCC for Example 1, with contour plot. c ¼ �0:0093801;�0:0131645ð Þ; rc ¼
1:0908; f ¼ 1:0908 is the minimized objective function value.

Fig. 9. MIC contour plot for Example 2. The solution is unbounded.

266 C. M. Shakarji and V. Srinivasan



For cases like Example 2, MCC poses another practical problem. As shown in
Fig. 10, the minimum circumscribing circle is not what the engineers want, either as a
datum simulator or as a mating envelope – just contrast Fig. 10 with Fig. 5. Because of
such fitting problems, arcs that are less than a semi-circle are excluded from consid-
erations for MIC or MCC, and hence for datum simulators and mating envelopes.
Similar limitations can be found for partial spheres and partial cylinders.

Despite these limitations, maximum inscribing and minimum circumscribing fit-
tings are used quite extensively in standards and industry for datum establishment and
mating envelopes. As mentioned earlier, their uses are restricted to features of size –

that is, for features such as circles, spheres, cylinders, and slabs/slots. Software
implementations of such fittings exist, but they are not as well tested as the uncon-
strained least-squares fitting.

An important observation for MIC and MCC is that only extreme points in the
input set participate in the final solution; the interior points play no role. This means
that uniform sampling is not a requirement for the discrete approximation to converge
to the continuous case as the number of points n ! 1. Such a munificent behavior is
also exhibited by the minimum zone fitting, which will be described next.

5 Minimum Zone Fitting

Minimum zone fittings can be posed as optimization problems with the l1-norm of
Eq. (2). Under this norm, the minimum zone circle (MZC) problem can be posed as the
following minimax problem using the notations of Fig. 3.

Fig. 10. MCC for Example 2, with contour plot. c ¼ �0:76382; 0:0006:6955ð Þ; rc ¼
0:94935; f ¼ 0:94935 is the minimized objective function value.
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min
xc;yc;rc

dmaxð Þwhere dmax ¼ max ri � rcj jð Þ; i ¼ 1; . . .; n: ð7Þ

Equivalently, the optimization problem can also be posed as

min
xc;yc

rmax � rminð Þwhere rmax ¼ max rið Þ; rmin ¼ min rið Þ; i ¼ 1; ::; n; ð8Þ

which illustrates the minimum zone nature of the fitting. Figure 11 shows the MZC for
Example 1, along with the contour plot for the objective function of Eq. (8). It also
shows the circles with radii rmin and rmax. All the input points are contained within the
zone (in this case, the minimum zone) bounded by the inner and outer circles. Fig-
ure 12 shows similar information for Example 2.

The contour plots in Figs. 11 and 12 indicate that the objective function is not
smooth. It can be shown that the objective function has first-derivative discontinuities,
and these occur along the nearest and furthest neighbor Voronoi diagrams of the input
points. The minimum is achieved when the center of the circle is at the intersection of
these Voronoi diagrams. A derivative-free search method, such as Nelder-Mead
technique, can be employed to solve these optimization problems, starting with good
initial solutions such as those in Table 3.

It can be seen fromFigs. 11 and 12 that only extreme points participate in the solution;
interior points don’t matter. Therefore, uniform sampling of points is not necessary for the

Fig. 11. MZC for Example 1, with contour plot. c ¼ �0:1132008;�0:0093477ð Þ; rc ¼
1:0120; f ¼ 0:23295 is the minimized objective function value; rmin ¼ 0:89557; rmax ¼ 1:1285,
f ¼ rmax � rmin = minimum radial separation.
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discrete approximations to converge to the continuous case as n ! 1. It is also clear from
these figures thatMZCprovides appropriatefits for both circles (as in Example 1) and arcs
(as in Example 2) which were problematic in the MIC and MCC cases.

TheMZC itself may be of some use to assess the size of the circular feature. However,
it is the radial separation value related to the MZC that gets the maximum attention in
standards and industrial metrology for an assessment of the roundness of circular features.
Generalizing this idea, the minimum zone fitting (under the l1-norm) can be used to
assess the form deviation of any geometrical feature. Because of this popular interest,
minimum zone fitting has been implemented in commercial software systems. But its
testing has not been as rigorous as the unconstrained least-squares fitting.

The inner and outer curves and surfaces that bound the minimum zones could also
be considered for datum simulators and mating envelopes. For example, the inner and
outer circles in Figs. 11 and 12 may serve this purpose. But in recent years constrained
least-squares fitting has emerged as a more attractive alternative for the same purpose,
and it will be described next.

6 Constrained Least-Squares Fitting

Consider the following constrained optimization problems under the l2-norm (with the
designation CL2IC for constrained least-squares inscribing circle and CL2CC for
constrained least-squares circumscribing circle) and the notations of Fig. 3.

Fig. 12. Minimum zone fitting for Example 2, with contour plot. c ¼ 0:168871; 0:076265ð Þ; rc ¼
1:2856; f ¼ 0:11128 is the minimized objective function value; rmin ¼ 1:2300; rmax ¼ 1:3412,
f ¼ rmax � rmin = minimum radial separation.
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min
xc;yc;rc

1
n

Xn
i¼1

rc �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xcð Þ2 þ yi � ycð Þ2

q� �2
" #1=2

subject to ri � rc; 8 i for CL2IC;
subject to ri � rc; 8 i for CL2CC: ð9Þ

It is interesting to compare Eq. (9) with Eqs. (4) and (5). The objective function of
constrained least-squares fitting in Eq. (9) is the same as the objective function of the
unconstrained least-squares fitting in Eq. (4). The constraints for the constrained least-
squares fitting in Eq. (9) are the same as the constraints in the maximum inscribing and
minimum circumscribing fittings in Eq. (5).

The tri-variate objective function in Eq. (9) is smooth, with a continuous gradient.
This fact can be exploited in designing algorithms and heuristics to find the optimum
solutions that satisfy the inequality constraints in Eq. (9). It is also possible to reduce
the optimization problem to an equivalent form involving only a bivariate objective
function by following two steps – reminiscent of the two-step process used in Sect. 3 to
solve the unconstrained least-squares fitting problem.

In the first step, the circle center coordinates xc; ycð Þ are held fixed and the radius rc
is set to satisfy the constraints of Eq. (9). That is, rc ¼ rmin ¼ min

i¼1;...;n
rið Þ for CL2IC and

rc ¼ rmax ¼ max
i¼1;...;n

rið Þ for CL2CC. Then, in the next step the following unconstrained

optimization problems are posed with free variables xc and yc.

min
xc;yc

1
n

Xn

i¼1
rmin �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xcð Þ2 þ yi � ycð Þ2

q� �2
" #1=2

for CL2IC:

min
xc;yc

1
n

Xn

i¼1
rmax �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xcð Þ2 þ yi � ycð Þ2

q� �2
" #1=2

for CL2CC: ð10Þ

Reducing the objective function from a tri-variate function in Eq. (9) to a bivariate
function in Eq. (10) allows an analysis of the mathematical structure of the optimiza-
tion problem and computational methods to solve the problem. But it comes at a price –
the bivariate objective function will not be smooth, as can be inferred from the contour
plot involving CL2IC in Fig. 13 for Example 1.

The gradient discontinuities in the bivariate objective function in Eq. (10) can be
explained using Voronoi diagrams. Figure 14 shows the nearest neighbor Voronoi
diagram of the input points along with the CL2IC for Example 1. The derivate dis-
continuities occur along the nearest neighbor Voronoi diagram, and the minimum is
achieved at a Voronoi edge. Recently, these facts have been thoroughly studied and
exploited for computational purposes [7, 13]. Figure 15 shows the CL2IC for Example
2 along with the contour plot.

The presence of gradient discontinuities in the formulation of Eq. (10) indicates that
a derivative-free approach should be sought to solve these problems iteratively. Again, a
downhill simplex method like the Nelder-Mead technique can be used, starting with a
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good initial solution such as those in Table 3 or a solution to the unconstrained least-
squares problem that has been solved quite satisfactorily in practice.

Fig. 13. Constrained least-squares fitting for inscribing circle for Example 1, with contour plot.
c ¼ �0:052032; �0:126981ð Þ, rc ¼ 0:93353, f ¼ 0:10843 is the minimized objective function
value.

Fig. 14. Constrained least-squares fitting for inscribing circle for Example 1, with contour plot
and nearest neighbor Voronoi diagram. c ¼ �0:052032; �0:126981ð Þ, rc ¼ 0:93353, f ¼
0:10843 is the minimized objective function value.
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Fig. 15. Constrained least-squares fitting for inscribing circle for Example 2, with contour plot.
c ¼ 0:54809; 0:13960ð Þ, rc ¼ 1:5835, f ¼ 0:060375 is the minimized objective function value.

Fig. 16. Constrained least-squares fitting for circumscribing circle for Example 1, with contour
plot. c ¼ �0:0094270; �0:0131575ð Þ, rc ¼ 1:0908, f ¼ 0:12467 is the minimized function
value.
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Figure 16 shows the CL2CC along with the contour plot for Example 1. Here the
gradient discontinuities occur along the furthest neighbor Voronoi diagram of the input
points. Figure 17 shows the same for Example 2.

A close examination of all the fitting figures presented thus far reveals that the
constrained least-squares fitting performs very well, both in terms of satisfying engi-
neering requirements and computational efficacy. It shares the nice features of
unconstrained least-squares fitting in taking all the points into account in arriving at a
solution; that is, all points contribute to the final solution. As was seen earlier, this was
not the case with maximum inscribing, minimum circumscribing, and minimum zone
fittings; these depend only on the extreme points. Also, the constrained least-squares
fitting accommodates both full and partial features (that is, both Examples 1 and 2),
thereby avoiding the pitfalls of maximum inscribing and minimum circumscribing
fittings.

While the contribution of all the input points to the final solution is a nice feature of
the least-squares fitting (both constrained and unconstrained), it comes at a price. It
depends on uniform sampling of points to ensure that the discrete solution based on n
points will converge to the continuous case as n ! 1. Alternatively, a more gener-
alized objective function that weighs points appropriately could be used. This issue is
currently being investigated.

Fig. 17. Constrained least-squares fitting for circumscribing circle for Example 2, with contour
plot. c ¼ 0:145994; 0:063188ð Þ, rc ¼ 1:3165, f = 0.073713 is the minimized objective function
value.
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Even though the examples in this paper were restricted to circles, the notion of
constrained least-squares fitting is general and it can be applied to all geometric fea-
tures. It is being considered for ASME and ISO standardization of datums [12], and it
has the potential to address the needs of mating envelopes. Initial industrial imple-
mentations have been successful, but more implementations and testing are necessary.

7 Summary and Conclusions

This paper presented various fitting methods used in industry and codified in standards,
to enable measurement of geometrical quantities. It provided an illustrative description
of existing and new methods of fitting using carefully chosen examples involving
circles. The structure of the optimization problems was explored using mathematical
equations and contour plots, and computational methods to solve these problems were
discussed. The main objective of this paper was to introduce a new fitting method – the
constrained least-squares fitting – and to compare this with other existing fitting
methods to show its usefulness and viability.

Constrained least-squares fitting has emerged as an attractive solution to the
problem of establishing digital datums and digital simulation of mating features.
National and international standards organizations are actively working on incorpo-
rating this fitting method as the default method for defining datums. Industrial
implementation and testing of the algorithms and heuristics for constrained least-
squares fitting has begun, and it is showing very good promise. There are still some
research and development efforts that need to be undertaken to guide the industrial
practice. This includes some of the sampling and convergence issues, as discussed in
the body of the paper.
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Abstract. Recently, miniaturization has become an important topic to both
scientists and engineers. The manufacturing trends are following the compact
size manufactured-components. Miniaturization challenges engineers to obtain
smaller size of the components, to reduce their weights & power consumption
and to take less space utilization. The functional specifications of the parts must
be clarified beforehand, so that the functions are not lost in miniaturization. With
consideration of the geometrical product specification (GPS), it is possible to
better limit the functional properties and thus succeed in miniaturization. In this
work, the problems with the reduction of the gear components are explained and
the subsequent assessment are presented with different methods such as contact
and noncontact metrology methods. Tactile and optical methods are used to
determine the surface structure. Coordinate measuring machines (CMM) are one
of the geometry based tactile methods. The optical methods give more infor-
mation about the geometry and microstructure of technical surfaces by using
computed tomography (CT) and confocal laser scanning microscopy (CLSM).
According to the measurement results, the measurement data belonging to CMM
measurements for the partial circles showed the same results with CT mea-
surements. The surface roughness values were varied from the existed geometry
to the miniaturized geometry using CLSM. In porosity measurement with CT,
porosity decreased in the micro geometry of the gear components. The minia-
turized geometry had less porosity related to the gaps volume, than the normal
geometry. The minimum gap volumes depend on the scanning resolution in CT.
The gaps in macro geometry were logically more frequent than the micro
geometry.
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1 Introduction

Miniaturizing the component size meets the need to manufacture a component in
compact size. Without losing the functions of the components, miniaturizing and
evaluation steps are important in order to verify the geometrical product specifications
(GPS). In the practical applications of the tools provided in the relevant international
(ISO-GPS) standards, a large number of questions usually arise. These begin with an
understanding of the content of the standard and go beyond the correct interpretation of
drawing entries to the solution of constructive tasks. Further questions arise when
drawing the new geometric tools in CAD programs. Standard-compliant design
drawings are based on the new ISO-GPS standards. These have below features:

• reduce manufacturing and testing costs,
• increase product value,
• reduce product liability risks to customers and suppliers,
• reduce the internal and external voting requirements,
• make the conformity to ISO 9001,
• secure the long-term competitiveness of the company [1].

The statements are repeatedly referred to the companies demanding for miniatur-
ization. Under consideration of these conditions, the gearbox was analyzed accord-
ingly. The aim of this study is to miniaturize any component without losing its
functional properties and to validate the functional and geometrical properties with
various measuring methods such as contact (CMM) and non-contact (CT, CLSM)
measuring methods.

2 Methods and Theoretical Parts

The methodology of this paper was carried out as follows: A CAD model is con-
structed, and then converted to STL format. The STL format was used in order to
produce miniaturize the gear box. Important subsequent of the RP4 gearbox was
created. No backlash was observed. Tactile and optical measurement methods were
utilized with the quality assurance.

2.1 Geometrical Product Specification and Verification

The designer has the difficult task of translating his/her idea of the function of a
component into a form and position tolerance. These ensure this function is correct,
complete and unambiguous. It is necessary to set the fundamental tolerancing principle.
ISO 8015 [2] is to be chosen if the principle of independency is applied. ISO 14405 [3]
is chosen if the principle of envelope is used. This is represented by the circled letter E
in or on the title block. Then the general tolerance is set. Based on the manufacturing
process for the cutting production, ISO 2768 [4] is normally used. Here the question
arises which geometric elements are essential for the function of the component. Every
geometric element can be designed and manufactured with complete implementation of
GPS into metrology methods and analysis by achieving moreover lower costs and
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higher quality in production [5]. Only for the functionally importance of a form and
position tolerance is provided, which restricts the general tolerances. Geometric fea-
tures can be defined in three areas:

• the area of nominal definition
• the area of specification
• the area of verification.

The components in the automotive industry, with its high volumes, has benefited
from Geometric Dimensioning and Tolerancing (GDT). The geometric product spec-
ifications serve to implement function-dependent requirements in parts, especially for
the workpieces created. This is based on the following requirements:

• mathematical rules and methods,
• consideration of macro and micro geometry,
• possibilities for measuring of quantities and especially tolerance quantities and
• evaluation of uncertainty [6].

In a general approach, a smart design system defined by the technical drawing
describes the shape (geometry), dimensions and surface properties of a workpiece. To
ensure that the optimal function of a part is determined, certain manufacturing toler-
ances are used. In order to compare the workpieces, the specified specifications, as
required by the geometric product specification system and verification, are measured.
First step in an assembly is the determination of the permissible deviations and the
properties of the components.

The geometric deviation is used to customize the manufacturing processes in order
to adapt. The experienced metrologists interpret the specification under consideration
of the non-ideal surface model in order to know the registered properties (ISO 17450-
1:2011) [7]. Based on the real surface, the individual steps of the measuring schedule of
the workpiece are decided depending on the measuring equipment. In comparison, the
conformity of the stated properties with the measurement result is determined.

Before reducing the size of the parts, the functional specifications must be clarified.
The functions should not be lost in miniaturization. With the consideration of the
geometric product specification system, it is possible to have better functional prop-
erties with succeeding in miniaturization. This is only possible with a high-precision
measurement technologies accompanying the entire process.

It is inquired whether it is satisfactory only comparing nominal or target values with
measured values to confirm that the functional requirements are fulfilled according to
ISO 17450-2:2013 [8]. Here the correlation uncertainty is crucial [9, 10]. The impor-
tance of parallelism and complementary of the actions that shall be distinguished in the
specification procedure and the verification procedure in the process of a product
development (Fig. 1) is highlighted in the ISO 17450-1:2011 [7, 11].
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The specification operator is considered as the virtual measuring procedure. The
sequence of operations used during the measurement processes is determined by the
verification operator. The theoretically exact verification operator is the implementation
of the specification operator.

The processes of partitioning, extraction, filtration, association, collection and
construction, which were introduced during the measurement as a metrology activity
without the designer’s instructions, are the most common cases [11].

2.2 Functional Specifications and Problem of Miniaturization

During the design phase, the geometric specifications are determined according to the
functional specification of a workpiece, which are derived from the functional
requirement (Fig. 2). The geometric requirements can be communicated to the man-
ufacturing personnel and the machines. The ideal shape must be translated into the
language of the ISO-GPS, which is based on standard geometric elements.

Fig. 1. The GPS duality principle of the specification and verification procedures [11].

Fig. 2. Functional need, functional specification, geometrical specifications [7].
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It is important to observe the normative regulations when determining technical
drawings. Increasing or decreasing the size of an object is not a challenge for today’s
CAD programs. The limits of production methods are clearly shown in production
environments. During miniaturization, it should be paid attention to the functionality.
The reassessment of functional relationships takes place with the change in size. The
extent to which the GPS system performs better is the task of this research.

2.3 Additive Manufacturing

This is a process used to create a 3D physical object by layering materials one by one
on a digital model. Unlike subtractive manufacturing which produces the final product
by cutting a block of material; additive manufacturing adds additional parts to form its
final product [12]. Generally, additive manufacturing (3D printing) has more advantage
than subtractive manufacturing (conventional production). The loss of material does
not occur in additive manufacturing.

Production of a part with additive manufacturing technologies starts with 3D
modeling. Then it is necessary to organize the data preparation and include the defi-
nition of the part direction, the location of the support structures and the slicing of the
model. Post-processing operations are required after the part has been produced.

There are different printing processes like material jetting, binder jetting, material
extrusion, sheet lamination, powder bed fusion, directed energy deposition, laser sin-
tering or photo polymerization. Some of these procedures are very similar in principle and
differ only in a few (partly patented by companies) modifications. Simplified, similar to
the 3DP1 process in selective laser sintering method, the print material is in powder form.
However, the individual layers are not connected to a liquid adhesive, but fused together
using a high-power laser (CO2 laser) under a protective atmosphere. In addition to
plastics, it can also be used to process materials such as metals, ceramics and sand.

2.4 Measuring Methods

Measurement methods are used to understand the process, to remove variation sources
to balance the process, and to apply statistical analysis to monitor the ongoing pro-
duction process. Thus, geometric tolerance changes can be easily detected in additive
manufacturing [13]. Before measurement methods, an important subsequent of the RP4
gearbox, which provides the elliptical movement, has been manufactured using addi-
tive manufacturing methods.

Tactile method (CMM2). CMMallows tomeasure the deviations of dimensions, form
and position accurately [6]. When workpiece tolerances are more accurate than tolerance
grade IT53, it is necessary to make use of coordinate metrology [6]. The optimized
process in quality assurance and measurement technology enables high precision man-
ufacturing. Figure 3 shows geometrical assessment of the gears by CMM.

1 3DP: 3D Printing with powder.
2 CMM: Coordinate Measuring Machine.
3 IT: International Tolerance.
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Non-contact measurement methods (CT4 and CLSM5). As an non-contact mea-
surement method, two measurement systems were used. One of the measurement
method is Computed Tomography (CT), which uses the coordinate metrology for 3D
measurement [15]. A high-resolution industrial computed tomography system provides
accurate measurement results when determining geometric characteristics and evaluating
deviations from geometric tolerances. Figure 4 demonstrates the computed tomography
(CT) measurement of the gear component according to ISO 1101:2017 [16].

Fig. 3. Geometrical assessment of the gears by CMM [14]

Fig. 4. Measurement of 3D printed component with CT [17]

4 CT: Computed Tomography.
5 CLSM: Confocal Laser Scanning Microscopy.
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CLSMs are one of the most important devices used to monitor the components in
3D measurements. The confocal microscope is a microscope that works similarly to the
fluorescence microscope, and laser beams are used as lighting sources. CLSM works
with using a point laser light source, an illuminating aperture and a confocal aperture.
CLSM, with three-dimensional imaging capabilities, can provide surface topography
image of sample using a series of adjacent 2D images attained from different depths.

In this study, surface quality of miniaturized-manufactured gear parts was evaluated
in micro/nano-scale (Figs. 5, 6). The surface investigations were measured with a
rotating (Nipkow disc) confocal microscope (NanoFocus – µsurf) [18].

(a)

 Topography Layer

(b)

Fig. 5. Confocal Laser Scanning Microscope [18] (NanoFocus - µsurf) during the roughness
measurements of the miniaturized gear part (a) 2D surface profile (b)

Fig. 6. 3D surface profile [18]
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3 Results

Coordinate metrology (CMM and x-CT) and optical metrology are primary precision
measurement techniques used for quality control of the additive manufactured parts
[23]. The industrial CT equipment is used not only for non-destructive analysis but to
perform geometrical evaluations [19]. The surface structure of the existing geometry
and miniaturized geometry of the gear components determined and the geometrical
dimensions of the macro geometry are analyzed through statistical process control in
various measurement methods which are tactile and non-contact methods. First of all,
the important geometrical structure and tolerances are defined according to functional
specifications of the gear components. Important dimensions and geometrical toler-
ances [16] are given with red color on the technical drawings in Fig. 7.

There are 5 geometry components and 5 miniaturized with 1:5 scaled geometry
components manufactured 3D gear components according to STL model of technical

Fig. 7. Front and section view’s technical drawing of the gear component
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drawing in Fig. 8. PA6 2200 Balance 1.0 was used as printing material in selective laser
sintering (SLS) printer [14]. The characteristics and properties are listed in Table 1.

After manufacturing gearbox, the geometrical deviations and important dimensions
of the parts were measured through computed tomography (Fig. 9). The measurements
are carried out for assessment of tolerance ranges from the ISO 286-1:2010 and ISO
1101:2017 [16, 20] (Table 2).

Fig. 8. 3D manufactured gear parts

Table 1. The characteristics of PA 2200 Balance 1.0

Characteristic Explanation 
Application method Laser sintering, rapid prototyping
Delivery forms Powder 
Chemical resistance General chemical resistance

Certificates 
FDA approval according to USP Biological 
test (classification VI / 121 ° C)

Properties 

120 μm layer thickness
930 kg / m³ density 
White powder color
176 ° C Melting temperature (20 ° C / min) 
0,5 mm flammability

6 PA: Polyamide.
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The measurement data belonging to CMM measurements for the partial circles
presented comparable results with the CT measurements (Table 3).

Fig. 9. Assessment of form deviation of miniaturized gear component with 1:5 scale using CT

Table 2. The CMM measurement results

CMM values
Dimensions of gear component Mean Std Dev

H65H8 65.1081 0.0004
R34.25 34.2284 0.0002
H6A7 6.1026 0.0028
11 mm 10.9844 0.0003

Table 3. The CT measurement results

CT values
Dimensions of gear component Mean Std Dev

H65H8 65.1562 0.0525
R34.25 34.2634 0.0517
H6A7 6.1245 0.0400
11 mm 10.9821 0.0020
R39.06 39.0590 0.0073
R37.4 37.2811 0.0175
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Investigating surface roughness of existed and miniaturized geometry of gear
samples, there were five samples of existed geometry and three samples of miniaturized
geometries, besides those 10 measurements were obtained from each sample [21, 22].
Mean of the average roughness values of measured sample (Ra) was calculated for each
sample. Means of Ra were calculated as 11.5 µm, 10.78 µm, 12.57 µm, 10.94 µm,
11.23 µm, respectively for each normal sample (Sn1, Sn2…Sn5) of gear components.
Means of Ra were calculated as 9.25 µm, 11.5 µm, 9.72 µm, respectively, for each
miniaturized sample (Sm1, Sm2…Sm5) of gear components. It was observed that the
surface roughness values were varied from existed geometry to miniaturized geometry
(Table 4).

Another measurement method is to observe the porosity of additive-manufactured
gear components through CT. Since the selective laser sintering method to manufacture
the workpiece is used, solidity ratio is set as 100%. There seems to be always some
gaps in micro/nano scale in the manufactured parts. These gaps exist in 3D axis and
they are not possible to observe them by bare eyes. Porosity reflects the condition of the
manufactured parts. In characterization of these gaps, porosity is a percent result of the
volume ratio of the gaps to the workpiece volume. There are effects of porosity on the
mechanic specifications of the material and geometric specifications. Figure 10 depicts
the material and gaps for whole volumes of the normal and miniaturized parts. In
Fig. 11, it is also possible to observe the calculated volumes of the material and gaps at
different colors, respectively, blue and green.

Table 4. The CLSM roughness measurement results (Ra)

M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 Mean Std Dev

Sn1 12.1 11.1 12.5 10.9 9.8 10.1 11.5 12.6 12.5 11.9 11.5 1.01
Sn2 10.8 10.2 9.5 10.3 9.3 9.7 12.3 12.7 11.3 11.7 10.78 1.19
Sn3 13.1 12.9 12.7 11.9 10.8 12.1 12.4 12.6 13.3 13.9 12.57 0.85
Sn4 10.1 11.6 11.5 10.4 10.6 9.1 12.9 11.6 11.5 10.1 10.94 1.08
Sn5 12.4 12.1 11.9 11.8 10.2 10.3 10.5 10.5 11.9 10.7 11.23 0.86
Sm1 8.7 9.3 7.9 10.7 9.5 8.2 9.4 10.4 9.1 9.3 9.25 0.87
Sm2 8.1 10.1 12.5 10.9 9.8 10.1 11.5 12.6 12.5 11.9 11 1.48
Sm3 9.2 9.4 9.5 9.9 10.2 10.3 9.7 10.6 8.5 9.9 9.72 0.61

Fig. 10. STL geometries of the whole volumes for macro and micro components
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The porosity of the manufactured normal geometry and micro geometry with 1:5
scale of the gear components in 3D axis is shown (Fig. 12). According to the calcu-
lation in software, the volumes of the material and gaps are presented at the Table 5.
The miniaturized geometry has less porosity, which is related to the gaps volume, than
the normal geometry. Furthermore; the maximal, minimal and average volumes of the
gaps are calculated and presented in Table 6 by multi-distance analysis for each gap
volumes in CT. An approximate value is defined in µm3. Also, the gaps in macro
geometry are logically more frequent than the micro geometry (Fig. 13).

Fig. 11. Calculated material and gaps volumes of the gear components

Fig. 12. The gaps volumes in the three-dimensional axis of the gear components

Table 5. The Porosity of the macro and micro gear components

Components Macro geometry Micro geometry

Total volume (mm3) 11,644.5454 84.6695
Gaps volume (mm3) 6.1789 0.3190
Porosity (%) 0.053 0.037
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4 Conclusions

Before reducing the size of the parts, the functional specifications must be clarified. The
functions should not be lost in miniaturization. With the consideration of the geometric
product specification system, this is only possible with a high-precision measurement
techniques accompanying the whole process. The quality assessment of the additive
manufacturing parts is carried out by non-contact (CLSM, CT) and tactile metrology
methods (CMM). By using CT, geometrical specifications are determined and evalu-
ated to control of the deviations from geometrical tolerances in the desired range. In
particular, mechanical parts in the micro/nano-scale are better resolved by CT to detect
smaller tolerances.

The aim of this application was to recognize the differences between the surfaces of
the gear parts and those of the miniaturized-manufactured gear parts with measurements.

This study highlighted the initial conditions when measuring roughness of the gear
part’s surfaces using Confocal Laser Scanning Microscopy (CLSM), which is used for
surface characterization. The results from the surface roughness measurement ascer-
tained that the direct sliding motion was affected by the surface finish quality.

The technical drawing of gear component was created according to functional and
geometrical specifications. The surface structure of gear component was determined by
CMM and CT. Using various measurement methods, geometrical specifications and
tolerances were evaluated statistically. As partial circular, some specific geometrical
tolerances are not possible to measure through a tactile method as CMM for small parts
such as gear component. Computed Tomography is great solution to detect smaller
tolerances which are not touchable by probes in CMM and requires high precision
measurement technology. Furthermore, it was also feasible to observe the form

Table 6. The Multi distance analysis results

Components Macro geometry Micro geometry

Min. gap volume (µm3) Up to 60 Up to 10
Max. gap volume (mm3) 0.0067 0.0026
Average gap volume (mm3) 0.0023 0.0004

Fig. 13. The gaps volumes of the macro and micro geometry
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deviations of each macro and miniaturized with 1:5 scale gear geometrical components.
After miniaturizing the gear component by additive manufacturing, because of
increasing uncertainty and accuracy; desired functional and geometrical specifications
were lost considering the same conditions as material, ambient etc.

In porosity measurement with CT, porosity decreased in the micro geometry of the
gear components. The miniaturized geometry had less porosity, which was related to
the gaps volume, than the normal geometry. The minimum gap volumes depend on the
scanning resolution in CT. The gaps in macro geometry were more frequent than the
micro geometry as expected.
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Abstract. This paper explores the application of a cognitive-behavioural
approach for measuring quality orientation in organisations. It aims at providing
a method for improving the alignment of an organisation’s strategy with its
culture. The explored and presented approach is called Situational Judgment
Test (SJT) and is based on the Critical Incident Technique (CIT), a method to
gather information about reoccurring human-system problems and their causes.
Critical incidents allow the systematic identification of behaviour that contribute
to success or failure in specific situations. Thereby, they form a solid basis for
performance appraisals as well as personnel development and selection proce-
dures. We followed a deductive test development approach and conducted two
studies with Subject Matter Experts (SMEs) to validate the developed items. The
SMEs evaluated 40 situational descriptions with regard to their degree of realism
as well as relevance and assigned each situation to one predefined variable
related to quality orientation. Analysis of the data led to the exclusion of 14
items. The interrater agreement for the remaining 26 items is considered as fair
and reflects the difficulty associated with construct-based SJT development. For
future research, the combination of critical incidents with Virtual Reality
(VR) as simulation method appears to be promising for increasing fidelity. The
presented cognitive-behavioural approach provides a novel method for mea-
suring and strengthening organisation-wide quality initiatives, going beyond the
implementation of established quality tools and techniques.

Keywords: Critical incidents � Cognitive-behavioural approach �
Organisational culture � Situational Judgment Test � Quality orientation

1 Introduction

Quality has been a major focus for organisations’ strategic positioning in the last
century. Starting with the application of statistical methods to quality control in the
nineteen-thirties, the quality understanding evolved from a strong product perspective
to a more holistic and organisation-wide approach. Nowadays, quality is considered on
the product, process, as well as system level (Schmitt and Pfeifer 2015). The impor-
tance of quality for organisational performance appears self-evident, but still empirical
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evidence is scarce and quality as well as quality management remain concepts with
manifold and fuzzy definitions (Dahlgaard-Park et al. 2013).

One major challenge lies in the measurement of the different relevant concepts like
quality, quality performance, and quality orientation. Approaches to measure organi-
sational quality orientation for empirical purposes include for instance the assessment
of implemented quality management tools and techniques like cause and effect dia-
grams, also considered as ‘hard’ elements (e.g. Fotopoulos and Psomas 2009). How-
ever, in our understanding the determination of how employees deal with quality-
related is more significant than what tools and techniques are implemented. We refer to
the idea of acting in accordance with a predefined understanding of quality as quality
orientation and propose a cognitive-behavioural measurement approach.

In the following, we provide a summary of the paper’s theoretical background
including the person-environment fit theory and psychological testing in organisations,
focusing on Situational Judgment Tests (SJTs). Next, the methodological approach is
outlined and followed by the results section. The paper closes with a discussion of the
results and a conclusion.

2 Theoretical Background

This section provides a brief overview of the primary theoretical background for the
proposed measurement approach. The first subsection refers to the concept of Person-
Organisation (P-O) Fit as belonging to the more general Person-Environment Fit
Theory. It gives a theoretical basis for the assumption that depending on the agreement
between a person’s knowledge, skills, abilities, and other characteristics (KSAOs) and
an organisation’s profile, there might be a good fit or not.

With the objective of selecting a suitable measurement approach for assessing
quality orientation, the second subsection provides insights about psychological testing
and assessment in organisations. In addition, we present a general process for con-
structing measures and combine it with the Situational Judgment Tests (SJTs) method,
which is based on critical incidents and possible reactions to these incidents.

2.1 Person-Organisation Fit

While Person-Organisation (P-O) Fit is part of the Person-Environment Fit Theory, in
Organisational Behaviour research, the focus is on the relationships between (1) person-
job, (2) person-team, and (3) person-organisation (Anderson et al. 2004; Lauver and
Kristof-Brown 2001). P-O Fit might be briefly summarised as the degree to which
individuals and organisations share the same values (Lauver and Kristof-Brown 2001).

Values in organisations are often associated with the concept of organisational
culture, which is defined by Martin and Fellenz (2010) as “set of shared, often implicit
assumptions, beliefs, values, and sensemaking procedures that influences and guides
the behaviour and thinking of organisational members, and is continuously enacted
and in turn reinforced – or changed – by the behaviour of organisational members”
(p. 481). Thus, there appears to be a reciprocal relationship between personal values
and behaviour by individuals and an organisation’s culture. In this context, we
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understand quality culture as the shared agreement on organisational level (in terms of
implicit assumptions) with regard to quality-related issues.

If the fit between a person and organisation is not given, but there is a strong
organisational culture (i.e. core values are widely shared), then this person will prob-
ably either assimilate or leave the organisation. If there is no strong organisational
culture and the individual’s value system is contradicting the organisation’s strategic
positioning, the missing fit will further add to this misalignment. It is important to note
that we consider heterogeneity beneficial for organisational performance, but that
homogeneity regarding a specific set of core values (here: values related to quality
orientation) is necessary to strengthen an organisation’s quality culture. Since there is
no established approach for measuring quality orientation (neither on individual nor on
organisational level) that goes beyond assessing the implementation of quality tools
and techniques, we propose an approach that focuses on the behavioural and cognitive
dimensions. The next subsection provides a brief overview about psychological
assessment methods in organisational settings.

2.2 Psychological Testing and Assessment in Organisations

In the early 20th century, the first Binet-Simon Intelligence Scale was published and
Cattell, Thorndike, and Woodworth founded the first major company for publishing
tests (Aiken 1985). Standardised psychological testing has the objective to assess
individual attributes that are typically not directly observable, but referred to as con-
structs, and which are therefore difficult to measure. In comparison to, for instance, a
kitchen table, which is a solid object with certain attributes like the top’s thickness that
can be determined more or less precisely by a ruler or sliding caliper, constructs like
quality orientation are not directly accessible. This inaccessibility leads to a complex
development and validation process of new assessment instruments, a discipline called
psychometrics. Aguinis et al. (2002) provide an eight steps general process for con-
structing psychological measures. These are: (1) determining the purpose, (2) defining
the attribute, (3) developing a measure plan, (4) writing items, (5) conducting a pilot
study and item analysis, (6) selecting items, (7) establishing norms, and (8) determining
the reliability and validity.

In the field of Industrial Psychology, psychometrics is especially relevant for
personnel selection (Kline 2000). The applied tests vary between intelligence tests,
ability tests, tests of motor skills, aptitude tests, personality tests, questionnaires,
projective and objective tests, motivation and interest tests, and attitude scales.
According to Urbina (2004), the term ‘test’ should only be used if the test taker’s
responses are evaluated or scored as right or wrong. Instruments that are not evaluative
(e.g., no personality is incorrect), should be preferably called inventory or question-
naire. However, many use these terms interchangeably (Hubley and Zumbo 2013).

Schmidt and Hunter’s (1998) meta-analysis about the validity and utility of
selection methods provides an overview of 19 different personnel measures and their
test statistical performance. According to the authors, only work samples are slightly
more valid than measures of general mental ability (GMA). Work samples belong to
the class of simulation tests with high-fidelity and tend to be costly in their application.
A less cost-intensive alternative are low-fidelity simulations like Situational Judgment
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Tests (SJTs), which consist of written or spoken descriptions of situations and written
or spoken responses to these situations (Motowidlo and Dunnette 1990). Thus, the
overall approach is comparable to situational interviews, but considered as more
structured because respondents choose from predefined responses (Ployhart and
MacKenzie 2011; Ployhart and Ward 2013).

The general process for SJT development includes the three steps: (1) situation
generation, (2) response option generation, and (3) scoring (Ployhart and MacKenzie
2011). The first step comprises the collection of critical incidents (CIs) through Subject
Matter Experts (SMEs), the selection of CIs (i.e. item stems), and their length editing.
The critical incident technique (CIT) is a method developed by Flanagan (1954) to
gather information about reoccurring human-system problems and their causes. CIs
allow the systematic identification of behaviour that contribute to success or failure in
specific situations. The second step involves the identification of one or more responses
to each situation through another group of SMEs, a review of all responses, and the
preparation of the potential responses list. Response options are possible effective and
ineffective behavioural responses to the respective situations and require the cognitive
process of making a choice. The effectiveness of responses depends on the outcome of
the situation. If the problematic situation were solved by the behavioural response, this
response would be considered effective. If the problematic situation were not solved by
the behavioural response, this response would be considered ineffective. The third step
refers to the development of a scoring key (McDaniel and Nguyen 2001; Ployhart and
MacKenzie 2011). Figure 1 shows an exemplary SJT item for measuring employee
integrity, illustrating its stem and possible response options as main components. In this
case, response option D correlates highly with other established measures of integrity
and is therefore considered the ‘right’ choice (Becker 2005).

The following section provides an overview of our methodological approach to
develop and validate the item stems for measuring quality orientation.

You own a company and are trying to decide whether you 
should spend $15 million to begin selling products in China. 
You have heard everyone’s opinions, seen the data, and read 
all the reports. Now you must decide what to do. How would 
you most likely make the decision?Ite

m
 s

te
m
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ns

e o
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ns

A. Go with your intuition because your gut feeling is seldom 
wrong.

B. Just decide, understanding you can probably change your 
mind if things don’t go as you hope.

C. Realising that two heads are better than one, talk to a 
respected friend outside of work to see what he or she 
thinks should be done. 

D. Make a list of the pros and cons, consider how likely each 
is to occur and, if the pros outweigh the cons, decide in 
favour of China.

Fig. 1. Exemplary SJT item for measuring employee integrity (based on Becker 2005; Heine
2016).
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3 Methodology

The paper’s aim is to provide a measuring approach for the assessment of quality
orientation in organisations. Due to the bidirectionality between cognition and beha-
viour in explaining organisational culture and the high performance of simulation tests
for personnel selection, we chose the development of a SJT. For test development
purposes, we conducted two studies with SMEs. This paper presents the results of the
first study. The following subsection provides a description of the used materials and
the second subsection gives an overview of the study’s procedure.

3.1 Materials

In the first study, the SMEs received a brief written explanation with background
information including the structure of CIs focusing on the item stem, a formal defi-
nition of quality orientation, and task instructions. In addition, the participants received
a list of 40 critical incidents that we had developed based on a literature-based defi-
nition of quality orientation as set of the following five variables (1) internal customer
focus, (2) external customer focus, (3) continuous improvement orientation,
(4) systems-thinking perspective, and (5) data orientation (Heine et al. 2016). In a
second study, the participants received again background information including the
structure of CIs, but this time focusing on the items’ responses, the formal definition of
quality orientation, and task instructions. The second group received 27 item1 stems
with 5–9 response options for each item. Following sections deal primarily with out-
lining the first study.

3.2 Procedure

We decided for a deductive development of the critical incidents (i.e. item stems)
because of two reasons. First, the empirical collection through querying job incumbents
and/or supervisors might be biased due to their direct job and organisational
involvement. Second, we required the construct-based reporting of CIs, which might be
more difficult for persons that are not familiar with the idea of constructs. In total, we
developed for each variable related to quality orientation, eight critical incidents that
were supposed to present a representative sample for the respective variable and middle
management as main target group, resulting in an initial list of 40 items. Each item stem
was edited to a maximum of 100 words to keep the level of complexity reasonable
while still including some situational details to increase fidelity. The item stems’ formal
design is in accordance with two of the three critical incidents criteria (i.e. antecedent
information and description of the situation) formulated by Butterfield et al. (2005).
The third criterion ‘outcome of the incident’ is expressed in the items’ response
options.

1 In the second study, one new item was added to the remaining 26 items to have at least 5 items per
variable.
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After we had developed this first initial list of items, we conducted the first study
with six SMEs, which were asked to participate if they had at least three years of
theoretical and practical experiences in the field of quality management. Each SME
rated all 40 items with regard to two aspects: (1) the situations’ degree of realism and
(2) whether the incidents reflect problematic situations for middle management or not.
For this, the SMEs indicated to what extent they agreed or disagreed with the following
two statements on a Likert-type scale from 1 to 7 (strongly disagree to strongly agree):

1. ‘This incident reflects a realistic situation in organisations.’
2. ‘This incident reflects a problematic situation for middle management.’

Furthermore, the SMEs were asked to answer the question ‘In order to handle this
situation, which of the values related to quality orientation becomes most relevant?’ for
each item. If the SMEs considered important incidents to be missing, they could use an
additional text field or add comments to each item. Based on the SMEs’ ratings, 14
situations were excluded from further test development. For the remaining 26 item
stems and one new situation description, we developed 5–9 possible response options
per item and conducted a second study.

4 Results

This section is organised into two subsections. The first subsection provides a summary
of the descriptive statistics for the 40 item stems with regard to their degree of realism
and importance. The second subsection summarises the agreement between the experts’
item allocation to the five variables related to quality orientation.

4.1 Item Stems’ Degree of Realism and Relevance

The first group of experts rated each of the 40 item stems with regard to their degree of
realism and relevance. Table 1 provides an overview of the descriptive statistics. To be
included for further development, an item was expected to be rated with a mode of � 6
and a mean value of � 5 for both ratings. Items that clearly missed to fulfill these
criteria were excluded from further development. Items that barely missed to fulfill the
criteria were checked again before deciding for inclusion or exclusion as the mean is a
comparatively sensitive parameter with small samples. In total, 25 items met the
expected values. The items ICF05, ICF06, ICF08, ECF02, ECF07, and STP01 were
also included after an additional review by the item developer as their ratings were just
below the threshold but appeared to be useful for sampling situations, in which quality
orientation can manifest. Thus, 9 of 40 items were excluded due to low realism and/or
importance ratings (i.e. ICF02, ICF04, ECF06, ECF08, CIO01, CIO03, STP06, STP08,
DO03).
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Table 1. Descriptive statistics of item stems ratings.

Variable N Item’s degree of
realism

Item’s degree of relevance

Min. Max. Mean Mode Min. Max. Mean Mode

Internal Customer Focus (ICF)

ICF01 6 6 7 6.17 6 6 7 6.33 6

ICF02a 6 4 6 5.17 6 3 7 4.83 4
ICF03 6 5 7 6.00 6 1 7 5.67 7
ICF04a 6 2 6 4.00 4 3 6 5.17 6

ICF05 6 4 7 5.67 6 3 6 4.83 6
ICF06 6 5 7 6.00 6 4 7 5.67 4d

ICF07 6 6 7 6.33 6 2 7 5.83 7
ICF08 6 2 7 4.67 5 2 6 5.00 6
External Customer Focus (ECF)

ECF01 6 3 7 5.50 6 4 7 5.83 6
ECF02 6 2 7 5.17 5c 1 7 4.83 6d

ECF03b 6 3 7 5.83 7 4 7 5.67 6
ECF04 6 5 7 6.17 6 3 7 5.67 6
ECF05 6 6 7 6.50 6c 3 7 5.67 6

ECF06a 6 2 7 4.67 6 2 7 3.67 2
ECF07 6 2 6 4.83 6 5 7 6.17 6

ECF08a 6 2 7 4.50 2c 3 7 5.33 5d

Continuous Improvement Orientation (CIO)

CIO01a 6 5 7 5.83 6 3 7 5.00 3d

CIO02 6 6 7 6.50 6c 5 7 6.17 6
CIO03a 6 5 6 5.50 5c 3 7 5.00 4d

CIO04 6 4 6 5.50 6 5 7 6.00 5d

CIO05 6 5 6 5.83 6 2 6 5.00 6
CIO06 6 5 6 5.83 6 6 6 6.00 6

CIO07b 6 3 6 5.17 6 3 7 5.17 6
CIO08 6 6 7 6.33 6 4 7 6.00 6
Systems-thinking Perspective (STP)

STP01 6 6 6 6.00 6 1 6 4.33 6
STP02 6 5 7 6.00 6 2 7 5.50 6

STP03b 6 5 7 5.83 6 2 7 5.17 5d

STP04 6 6 7 6.50 6c 5 7 6.17 6
STP05 6 6 7 6.33 6 6 7 6.33 6

STP06a 6 3 7 4.83 6 2 6 4.67 6
STP07 6 5 7 6.00 6 2 7 5.17 6d

STP08a 6 3 6 4.67 4c 3 7 5.33 5d

Data Orientation (DO)

DO01b 6 1 7 5.50 6 3 7 5.83 6

DO02 6 5 7 6.00 5c 4 7 6.17 7
DO03a 6 3 7 4.83 4 2 7 4.33 2d

DO04 6 4 7 5.67 6 5 6 5.83 6
DO05 6 5 7 6.33 7 5 7 6.00 5d

(continued)
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4.2 Interrater Agreement of Item Assignment

Besides rating the items’ degree of realism and importance, the experts were asked to
assign each item to one of the five variables related to quality orientation. Table 2
provides an overview of the interrater agreement between the six SMEs across all 40
items. The algorithmic mean results in an overall agreement index of 0.31. According
to Landis and Koch (1977) values between 0.21 and 0.40 are considered fair, 0.41–0.60
reflects moderate agreement, and values above 0.60 are regarded as good.

Based on the diverging ratings, we excluded the items ECF03, CIO07, STP03,
DO01, and DO08 from further development due to low agreement between the experts’
ratings, resulting in a final set of 26 items. The item ICF03 was reassigned to the
category STP and the items ICF07 and STP02 to CIO. Table 3 provides an overview of
the interrater agreement between the six SMEs across the remaining 26 items. The
algorithmic mean results in an overall agreement index of 0.40.

Table 1. (continued)

Variable N Item’s degree of
realism

Item’s degree of relevance

Min. Max. Mean Mode Min. Max. Mean Mode

DO06 6 3 7 5.50 6 2 7 5.17 5d

DO07 6 5 7 6.00 6 3 7 5.67 6
DO08b 6 5 7 5.83 6 2 7 5.00 6

Note. aItem has been excluded for further development. bItem has been excluded
due to low interrater agreement. dIndicates that there are several modes. Here, the
smallest mode is shown.

Table 2. Summary of interrater agreement (40 items).

Cohen’s Kappa
Rater 1 2 3 4 5

1 - - - - -
2 .46 - - - -
3 .18 .19 - - -
4 .43 .27 .13 - -
5 .27 .36 .30 .30 -
6 .50 .37 .29 .38 .37
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Table 3. Summary of interrater agreement (26 items).

Cohen’s Kappa
Rater 1 2 3 4 5

1 - - - - -
2 .50 - - - -
3 .23 .27 - - -
4 .46 .40 .20 - -
5 .27 .41 .30 .50 -
6 .66 .57 .37 .49 .51

5 Discussion

The results presented in the previous section have one immediate and two indirect
implications for further research. First, on the one side the results provide evidence for the
difficulty of developing construct-based SJTs. This is in accordance with the perspective
that SJTs measure one specific construct that predicts job performance, like practical
intelligence or judgmental ability, and cannot be specifically designed to assess any
construct (Weekley and Ployhart 2006). On the other side, the results also show that there
is at least fair to moderate agreement between the raters. This indicates that, in general, a
construct-based design might be possible but requires careful item development. Since
quality and quality orientation appear to be constructs that are not unequivocally defined
and hard to grasp, the construct-based development seems especially challenging.

Secondly, after careful item development, the SJT should be tested with regard to
criterion (concurrent and predictive) and construct (convergent and discriminant)
validity (Christian et al. 2010). For examining the validity of data generated by the SJT,
there needs to be a theoretical understanding of related and unrelated constructs to quality
orientation represented in a nomological network. In another first empirical study, we
considered conscientiousness as being positively and resilience as being negatively
correlated to quality orientation as measured by the Heine Scale for Managerial Quality
Orientation (HSMQ). However, statistical analysis of the empirical data did not provide
evidence for the hypothesised relationships (Heine 2016). Future research should repeat
the study with a revised version of the HSMQ, after higher interrater agreement has been
achieved within the item development phase. The conceptualisation of quality orienta-
tion as set of five related variables and their formal definitions should be also revaluated
as internal customer focus and systems-thinking perspective might overlap.

Lastly, we continue to consider SJTs as promising alternative to work samples for
identifying Person-Organisation (P-O) Fit. More precisely, we see high potential in
new technologies like Virtual Reality (VR) to enhance fidelity and reduce possible
confounding effects (e.g. cognitive load) associated with written SJTs. The represen-
tation format of SJTs has been an ongoing subject in recent literature and Multimedia
Situational Judgment Tests (MMSJT) are expected to increase fidelity (Lievens et al.
2008; Ployhart and MacKenzie 2011). However, until now multimedia has been pri-
marily associated with video-based representation of SJTs, which has a reduced
potential for immersion in comparison to VR. The assessment of how employees react
to quality-related situations represented in VR appears to be a promising new approach
to determine quality orientation.
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6 Conclusion

The aim of this paper was to explore the application of a cognitive-behavioural
approach for measuring quality orientation in organisations. The presented approach is
based on the Situational Judgment Test (SJT) method and Critical Incident Technique
(CIT). Results of this study as well as the additional referenced research indicate that
the conceptualisation of quality orientation and the developed items require further
refinement to improve interrater agreement. Strong agreement in assigning the items to
the variables associated with quality orientation is the prerequisite for a construct-based
measurement instrument.
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01

For some time, there seems to have been an uneasy atmosphere in the 
marketing department that you took over two months ago when you 
came freshly into the organisation. There is only very little cooperation 
and knowledge sharing among your employees. You do not know the 
underlying cause for this. What would you do?

02

As manager of a department, it is very important for you that your 
employees are motivated and engaged in their work, not least because 
motivated employees show better work performance. Lately, you have 
noticed an increased turnover rate and demotivation in your department. 
You do not know whether the cause for this lies within your department 
or is an organisation-wide issue. What would you do?

03

As manager of a quality management department, you have agreed to 
meet certain objectives regarding quality-related key performance 
indicators (KPI). These objectives conflict with targets of other 
managers and departments like purchasing. You notice that this causes a 
competitive situation with adjacent departments. The competitive 
behaviour spreads throughout all employees and the lack of 
collaboration causes unnecessary delays and risks. What would you do?

04

You are manager of a sales department and you have noticed that 
recently customers treat your employees disrespectfully and unfairly, 
which causes demotivation and stress in your employees – not least 
because of your organisation's strong customer focus. What would you 
do?

05

As manager of a purchase department, the output of your and your 
employees' work strongly influences the work of other departments 
because of its direct input for various other projects within the 
organisation. Lately, you have received many internal complaints about 
the length of time taken before a supplier is selected and assigned. What 
would you do?

06

You are manager of a quality management department and you have 
noticed that an increasing number of projects are behind schedule. Since 
the results of most projects are input for other organisational processes, 
this delay negatively affects various adjoining departments or process 
owners, resulting in tensions. What would you do?
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07

You are head of a department. Your performance is assessed through 
certain Key Performance Indicators (KPI) on a yearly basis. Last year, 
your KPI values were unsatisfactory but you and your team have worked 
hard during the last year and therefore your KPIs are now on a 
satisfactory level. Still, there is room for improvement. What would you 
do?

08

As head of the human resource department, you provide internal 
services like, for example, a selection procedure process or support 
during change management projects to the other departments. 
Repeatedly, you have noticed dissatisfaction from other departments
about the services provided. What would you do?

Ex
te

rn
al

 C
us

to
m

er
 F

oc
us

 (E
C

F)

01

As part of the middle management, you participate in a new voluntary 
programme in which managers can meet their external customers 
personally. During the last meeting, you noticed that the general attitude 
of customers towards the organisation has gotten worse. However, the 
reason for this does not seem to be very clear. The last general customer 
satisfaction survey six months ago did not reveal anything particular. 
What would you do?

02

As manager of a public relations department, you receive information 
about unsatisfied and influential or famous customers quickly. Because 
of their visibility, they heavily influence the public opinion of your 
organisation. Yesterday, you saw a newspaper article about a famous 
singer who burnt one of your products after a concert because he was so 
annoyed about it not working well. What would you do?

03

You are head of a quality management department and you regularly 
assess the satisfaction of your customers. The organisation's goals 
regarding customer satisfaction is an index of 7.5 (maximum = 10). 
Similar to previous years, you record a value of 7.7 but the organisation 
still loses market share. What would you do?

04

You are head of a development department. The last two products that 
have been developed do not seem to meet customer requirements to a 
good degree because the sales figures are far below the expected values. 
Although this can have many causes, a qualitative customer survey has 
revealed that customers miss certain product features. What would you 
do?

05

You are head of a quality management department. One of your key 
organisational processes is managing customer complaints. One of the 
most important performance indicators is how fast customers receive a 
reaction to their complaint. Therefore, your department has implemented 
an automatic response mechanism. Incidentally, you have read customer 
comments on the internet that reveal dissatisfaction with the fast but 
automatic responses. They criticise the delay in personal reaction. What 
would you do?

06 You are manager of a public relations department. In the community in 
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which your organisation is located, many of the day-care facilities for 
children are in bad conditions. This issue has been frequently on the 
local news but the lack of financial and human resources makes it 
difficult for the community to overcome this problem. What would you 
do?

07

You are manager of a sales department and during the last week, you 
have visited some of the sales personeel and participated in customer 
interactions to get a better impression about their working environment 
and key issues. You noticed that most interactions were more driven by 
what the sales person likes about a product and not so much by what the 
customer actually needs, not leading to a purchase. What would you do?

08

You are head of a marketing department and because of recent 
market analyses, you are knowledgeable about current and 
expected customer needs. You frequently observe that 
employees from other departments act against these customer 
needs. What would you do?
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As manager of the quality management department, you regularly 
interact with the development department. The designing engineers are 
expected to create innovative and good quality products that are better 
than previous generations. Therefore, they sometimes perform costly 
experiments. This causes conflicts and a lack of appreciation because 
not everyone sees the value in experimenting. What would you do?

02

You are head of a quality management department and you have worked 
for your organisation for more than 15 years. With new generations of 
young professionals, you notice that new ideas and approaches reach the 
organisation. However, many of your long-term colleagues are rather 
conservative or dismissive about trying out new courses of action. What 
would you do?

03

You have been head of a human resource department for two months. 
Previously, you had a group leader function in one of the production 
plants, where errors were frequently considered to be employees' 
personal fault and covered up. What would you do?

04

You have been working as head of the quality management department 
for two months. You notice that the annual customer satisfaction survey 
is outdated or at least it is not the standard survey that is used in your 
branch of industry. This makes it difficult to compare to other 
organisations. What would you do?

05

You are manager of a production department and the organisation has 
implemented a suggestion system for employees with the goal of using 
the employees' knowledge and increasing their involvement. However, it 
seems that this system is not receiving much attention from the 
employees and thus there are only a few internal ideas about how to 
improve organisational performance. What would you do?

06 As head of a sales department, you are especially interested in the 
annual sales figures. Of course, the goal is to meet the predefined target, 
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which is based on improvement over the previous year. The new target 
value is far beyond your current sales figures and, from your point of 
view, difficult to realise without drastic organisational changes. What 
would you do?

07

You are a new manager within the human resource department of an 
organisation and your team works regularly on internal projects to 
improve different operations. For you, the actions' quantitative effects 
are often not visible. What would you do?

08

You are head of a marketing department and there are various work 
processes within your department that seem to be outdated. It appears 
that most of your employees follow their own way of doing things, 
which causes high variance in performance. What would you do?
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01

You are manager in a production plant. In the last two months, there has 
been an accumulation of complaints about products that have been 
produced in this plant. In order to remedy this, vendor parts have to be 
exchanged because the material does not seem to be enduring enough. 
You know that these vendor parts are also used in other plants for 
similar products. What would you do?

02

As head of a quality management department, your decisions affect the 
work of all other departments. Last month you received a new target 
value for the time [in days] in which customer problems must be solved 
from one of the managing directors. The new target value is 
significantly lower than the current mean value. What would you do?

03

You are head of a human resource department and you frequently hear 
colleagues saying that improving processes is not helping to solve 
performance problems. According to them, the only thing that the 
organisation and its employees require is a ‘mind change’. What would 
you do?

04

You have been head of the quality management department in an 
international organisation for two months. Your first major task is to 
unify and standardise the different quality management practices and 
establish one common system. What would you do?

05

You are supervisor of a development department and you have noticed 
that most of your employees have little contact with colleagues from 
other departments. This sometimes leads to misunderstandings and 
frustrations in your employees because important information for the 
development process is lacking. In fact, the last product development 
contained a bug, which was very costly and could have been prevented. 
What would you do?

06

You are head of a quality management department and you have regular 
management meetings. During the last meeting, one of your colleagues 
suggested a new production process that is supposed to improve the 
throughput time but is questionable with regard to sustainability. Your 
colleague’s forecast predicts a 4.6% bonus increase for all managers if 
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the organisation changes the respective process. What would you do?

07

You are head of the development department. Your work results are 
mainly used by the production department. During meetings with the 
head of the production department, you find out that your work results 
and the defined processes and specifications lead to very high efforts in 
the production department. To decrease efforts in the production
department you would have to accept slightly higher efforts in your 
department. What would you do?

08

As head of an organisational development department, you implement 
actions to improve performance. These interventions have been mainly 
targeted at the individual level, for example, leadership development. 
You receive the feedback that the interventions' positive effect is often 
lacking. What would you do?

01

As head of a marketing department, you are responsible for presenting 
the product in such a way that customers want to buy it. The sales 
figures from last year are rather disappointing and you could not meet 
the target value determined by the managing directors. What would you 
do?

02

You have been manager in a quality management department for two 
months. You notice that there is a lot of data collection inside your 
organisation but it seems that employees do not make much use of it and 
therefore it is difficult for them to provide you with data-based 
propositions. What would you do?
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03

You are manager in a human resource department and you get a call 
from the head of the department. She is worried because the number of 
applicants has been quite small for the last few vacancies and you have 
the feeling that she makes you responsible for that because you took 
over the responsibility for recruiting just four months ago. What would 
you do?

04

As new manager within a purchase department, you are responsible for 
choosing suppliers that best fit the projects' requirements and contribute 
to improving the performance of your organisation. The current internal 
database with all supplier details contains only those projects that have 
been assigned to the respective supplier and whether the project was 
accomplished on schedule or not. For you, this information is not 
sufficient to make important decisions. What would you do?

05

You are manager in a quality management department and in order to 
ensure high quality standards in your organisation, process owners and 
project managers have to provide you with a performance overview of 
current projects on a quarterly basis. Because of recent incidents, you 
have doubts regarding the quality of the provided data, making them 
useless for important decisions. What would you do?

06
You are head of a marketing department and you are planning a big 
campaign to advertise a new product that was just released by the 
organisation. Since there has not been a comparable product on the 
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Abstract. This research implements the Finite Element Analysis of the contact
between the flexible part and the CMM touch-probe in order to support the
Cyber-Physical Manufacturing Metrology Model and its metrology integration
into coordinate measuring machine (CMM) inspection of flexible parts.
Although optical metrology offers a solution for flexible part measurements,
because there is no contact between the measurand and the probing system, not
all geometrical features are accessible by the optical CMM probe. Therefore, it
is important to quantify and to validate the deformation introduced by the
contact measuring process. The Cyber-Physical Systems connect the virtual and
physical worlds in a way that intelligent objects communicate and interact with
each other. This research will connect the physical measurement system con-
sisting of CMM and flexible plastic part with their digital representation, where
contact is simulated by means of Finite Element Method.

Keywords: Finite Element Analysis � Coordinate measuring machine �
Flexible parts

1 Introduction

1.1 Cyber-Physical Manufacturing Metrology Model

Wide use of Information and Communications Technologies (ICT) in industrial
practice leveraged the research and development activities in Cyber-Physical Systems
(CPS) applications, where real and virtual worlds are integrated in internet environment
in industry [1]. CPS is a system that combine a physical system with an embedded
information processing system such that the resulting system has novel capabilities that
could not be achieved by either the physical or the computational entity alone [2].
In CPS, smart sensors are used to collect vast amount of information, and one can
conclude that coordinate measuring machine (CMM) is already a CPS enabled device,
because it uses force and displacement sensors to collect data about the geometry.
However, a true CPS could use the advantages of computer simulation to compensate
the material deformation occurring due to measuring process [3].
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The integration of CPS into coordinate measurements was performed by Majs-
torović et al. in [4], where an algorithm was developed for collision avoidance in order
to integrate the Cyber-Physical Manufacturing Metrology Model into CMM inspection
process planning for prismatic parts. The Intelligent Model for Inspection Planning was
developed for use in case of measuring path planning for geometrically complex
prismatic parts with large numbers of tolerances.

1.2 Measuring Flexible Parts on CMM

The flexible parts require special attention, not only in measurements, but also in
manufacturing. Deng et al. in [5] derived an algorithm to extract the intrinsic attributes
for deformation compensation in manufacturing process. Measurement of nonrigid
parts is an issue often solved by using non-contact methods, but sometimes these
cannot be applied due to obscured or somehow inaccessible geometry features. When
injection moulded parts are measured by means of touch-probe CMM, the contact
between the touch-probe and the part introduces the deformation which could be as big
as 25% of the real geometry deviation [6].

One approach to measure nonrigid part geometry, is to use a complex fixturing, as
shown in [7]. The fixtures do reduce the deformation caused by measuring force, but
the fixturing assembly can be extremely complex and time-consuming. Another
approach is the application of computer simulations to approximate the deformation
that appends when the part is installed in the fixturing device [8]. In computer simu-
lation, virtual models of the CMM, the workpiece and the measurement process are
created, estimates of the individual error sources are provided, and these data are then
applied in repeated virtual measurements, in order to determine the measurement
variability and uncertainty [9]. Radvar-Esfahlan and Tahan in [10] sought out geo-
metric properties that are invariant to inelastic deformations, and presented a systematic
comparison of some well-known dimensionality reduction techniques in order to
evaluate their accuracy and potential for non-rigid metrology, by using a simulated
state of use.

Even international standards such as ASME Y14.5 [11] and ISO 1101 [12] state
that manufactured part requirements are to be evaluated in a free-state unless otherwise
specified, but exemptions to this rule are given for nonrigid parts. One must have an
understanding of the nonrigid part’s compliant behavior and function requirements, as
well as an understanding of the specification method allowed by the standards in order
to select a proper specification method [13].

According to all above mentioned references, it is justifiable to examine the pos-
sibility and to evaluate the applicability of CPS approach by combining finite element
computer simulation with physical geometry measurement on CMM.

2 Measurements on CMM

For the purpose of this research, two flexible parts were used, made of mild steel grades
for cold forming, manufactured by Salzgitter Flachstahl GmbH, having properties
according to DIN EN 10130-02:99, quality DC04 A (deep-drawing steel), which is
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equivalent to the steel SAE 1010 (Modulus of elasticity E = 211.669 MPa, Poisson’s
ratio m = 0,291, Shear modulus G = 82.047,6 MPa).

The measurements were performed with 3D Coordinate measuring machine Zeiss
Contura G2 700 Aktiv, measurement range: 700 � 1000 � 600 mm, measurement
uncertainty according to ISO 10360-2: MPE_E = (1,8 + L/300 lm, MPE_P =
1,8 lm). VAST XT measuring head can vary the measuring force between 50 and
1.000 mN.

Two parts with different geometry were measured, (a) curved and (b) flat. Figure 1
shows the geometry properties, and Figs. 2 and 3 show measurement setups on CMM.

Fig. 1. The geometry of flexible parts measured on CMM.

Fig. 2. Measuring curved part on CMM. Fig. 3. Measuring flat part on CMM.
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The measurements were performed with two different forces (forces that trigger the
registration of coordinates when touch-probe comes in contact with measured part),
namely 100 mN and 200 mN. The curved part was measured in two points, and the flat
part was measured in 6 points, at the distances of 5, 35, 65, 95, 125 and 155 mm from
the fixture. There were 3 parts, and every sample was measured three times under the
same conditions and using the same measurement strategy. In that way, one could
compare the differences between the samples, showing the manufacturing quality, and
the differences between the measurements of the same sample, showing the mea-
surement repeatability.

Table 1 summarizes the measurement results of the curved part, and Table 2 gives
a summary of measurement results of the flat part.

It is obvious that larger force deforms a measured part, since measurement results
with 200 mN force are in average smaller by 0,025 mm. Small standard deviation
between the consequent measurements of 3 samples shows good repeatability of the
measurement, and larger standard deviation of all samples shows that the parts were
poorly manufactured.

The 3 samples of the flat part were measured in 6 evenly distributed points. All
standard deviations were smaller than the CMMmeasurement uncertainty (0,0018 mm).
These results will later be compared with the analytical and numerical results, in order to
estimate the influence of the measuring force on deformation of non rigid parts.

Table 1. Measurement results of the curved part.

Measuring force (mN) 100 200 Deformation
Coordinate (mm) Average St. dev. Average St. dev.

Sample 1 59,9408 0,0001 59,9151 0,0001 −0,0257
Sample 2 59,9521 0,0002 59,9269 0,0003 −0,0252
Sample 3 59,9834 0,0001 59,9595 0,0003 −0,0239
All samples 59,9588 0,0191 59,9338 0,0198 −0,0250

Table 2. Measurement results of the flat part.

Measuring
force (mN)

100 200

Deformation
(mm)

Sample
1

Sample
2

Sample
3

Average Sample
1

Sample
2

Sample
3

Average

5 0,0027 0,0040 0,0058 0,0042 0,0059 0,0086 0,0124 0,0090
35 0,0343 0,0346 0,0441 0,0377 0,0687 0,0693 0,0883 0,0754
65 0,1707 0,1698 0,1872 0,1759 0,3415 0,3395 0,3744 0,3518
95 0,5091 0,5036 0,5209 0,5112 1,0182 1,0072 1,0418 1,0224
125 1,1362 1,1225 1,1225 1,1271 2,2723 2,2451 2,2451 2,2542
155 2,0945 2,0692 2,0473 2,0703 4,1891 4,1385 4,0946 4,1407
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3 FEM Simulation

The contact between the measured non rigid part and the stylus was simulated by
means of Finite Element Method (FEM), using software Solid Works 2017. The CAD
model of the part and the stylus was used to define the geometry.

The boundary conditions were defined in a way that the top surface of the stylus has
limited motion only in one direction – the direction of the contact force. The force acts
on the same top surface, and the force intensity was 100 mN and 200 mN. The circular
holes on the flat section of the part are clamped (no motion and no rotation in any
direction), and the top flat surface is defined as slider, without translation perpendicular
to the surface, as seen in Fig. 4.

The curved part was meshed with solid and shell finite elements in different vari-
ants, with same mesh size control parameters: mesh size around the contact is defined
as 0,1-0,25-0,5 mm in concentric circles with diameters 0,2-5-12,5 mm (Fig. 5).

Fig. 4. The boundary conditions defined on the curved part.

Fig. 5. The finite element mesh of the curved part.
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The stylus was modelled with solid finite elements in two variants, as deformable
(linear elastic) and as rigid body. The mesh in both cases had the same size parameters.
Figure 6 shows the simulation where solid mesh was used in both stylus and the curved
part, and Fig. 7 shows the contact simulated between the solid stylus and the shell part.

Figure 8 shows how the surface to surface contact (no penetration) was defined in
the simulation.

Fig. 6. Solid-solid contact mesh. Fig. 7. Solid-shell contact mesh.

Fig. 8. The definition of the contact set.
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The third model was made without a stylus, where stylus was considered rigid and
thus replaced only with the contact force acting instead of the stylus, as seen in Fig. 9.
Simulation results are presented in Figs. 10 and 11 and in Table 3.

Table 3 shows that the combination shell-solid gives slightly smaller results than
the solid-solid and the solid-force variants. As expected, larger contact force (200 mN)
induced approximately double deformation than the smaller force (100 mN).

Fig. 9. The stylus replaced with a single force.

Fig. 10. Static displacement of solid-solid
mesh.

Fig. 11. Static displacement of shell mesh
when stylus is represented only as a force.
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The simulation was also performed with the flat part. The boundary conditions are
shown in Fig. 12 The force (100 mN or 200 mN) acts on the top surface of the stylus,
which has limited motion only in one direction – the direction of the contact force. The
fixture is defined as a clamped connection. The mesh properties were defined as in the
case of curved part, but only shell mesh was used. The mesh density varied in the
circles around the contact point, as seen in Fig. 13.

Table 3. Simulation results of the curved part – displacement (mm).

Contact force
(mN)

100 200

Curved
part

Stylus Stylus tip
displacement

Contact point
displacement

Stylus tip
displacement

Contact point
displacement

Solid Solid 0,0086 0,0087 0,0173 0,0174
Solid Rigid 0,0086 0,0087 0,0173 0,0174
Shell Solid 0,0085 0,0085 0,0170 0,0170
Shell Rigid 0,0084 0,0085 0,0169 0,0170
Solid Force - 0,0087 - 0,0171
Shell Force - 0,0085 - 0,0175

Fig. 12. The boundary conditions defined on the flat part.

Fig. 13. The finite element mesh on the flat part.
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The simulation was performed as a linear static design study, where variable was
the distance between the contact point and the clamp. Figure 14 illustrates the simu-
lation results for one case. Table 4 summarizes the simulation results, including the
analytical calculation results (simple static calculation of cantilever beam) and the
results of CMM measurements.

For calculation of cantilever beam, the following equation was used:

d ¼ Fl3

3EI
ð1Þ

where d is the deflection (mm), F is the contact force (N), l is the distance between the
clamp and the force (mm), E is Young’s modulus of the material (MPa) and I is the
moment of inertia (mm4).

Fig. 14. The simulation results - static displacements of the flat part.

Table 4. Simulation results of the flat part – displacement (mm).

Contact force (mN) 100 200
Deformation (mm) Simulation Calculation CMM Simulation Calculation CMM

5 0,001 0,000 0,004 0,001 0,000 0,009
35 0,021 0,022 0,038 0,042 0,043 0,075
65 0,134 0,138 0,176 0,268 0,277 0,352
95 0,420 0,432 0,511 0,840 0,864 1,022
125 0,979 0,984 1,127 1,957 1,968 2,254
155 1,840 1,877 2,070 3,679 3,753 4,141
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4 Conclusions

The simulation showed that the stylus can be modelled with 3D solid finite elements or
as rigid part, because the both cases of the simulation show identical results. That leads
to the conclusion that CMM stylus is rigid enough to be considered as a rigid body.
Therefore, there is no need to simulate the stylus deformation.

When stylus in simulation is replaced with a single force, acting in a contact point,
the simulation results are practically the same as in the case of full 3D model of the
stylus. That contributes to the previous conclusion, pointing out that stylus deformation
is neglectable when nonrigid parts are measured.

Since simulation with shell finite element mesh is less time consuming than 3D
solid mesh, nonrigid parts should be simulated with shell elements. These simulation
results showed that the same displacement was obtained in both solid and shell
elements.

When results from Table 4 are graphically represented, as seen in Fig. 15, one can
conclude that the simulation corresponds very well with the analytical solution, but the
experimental results differ slightly, most probably because the real material properties
(modulus of elasticity) differ from the values used in simulation.

Finally, this case shows that the deformation of the nonrigid parts is not neglectable
and it should be taken into account when these parts are measured by the touch-probe
CMMs. The results also show that the numerical simulations can be used to com-
pensate the part deformation in coordinate measurements because they provide relevant
information about the part deformation, but only when real material properties are
known.
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Fig. 15. The comparison of analytical calculation, simulation and CMM measurements.
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Abstract. Parallel direct laser machining in sub-micro scale patterning at a
surface of material on a large scale remains a challenging task though the laser
machining has been widely applied in various applications. A photonic nanojet
comes up as a promising way to solve the problem by involving near-field
focusing of light waves below the surface of an introduced microsphere to
fabricate structures of micro- and nanometer size. By generating laser power, the
workpiece is then modified only locally at the tip of photonic nanojet that has as
small as 616 nm width which provide fine machining pattern. In order to control
the position of microsphere in nanomachining process, optical tweezers is
introduced to the optical system. An in-liquid processing nanomachining by
generating photonic nanojet in optical tweezers configuration from a laser beam
is then be a subject to study by controlling the parameters investigate the via-
bility of machining process.

Keywords: Photonic nanojet � Optical tweezers � Laser trap � Nanomachining

1 Introduction

In the rapidly growing multidisciplinary field of nanotechnology recently, many
challenges exist to develop three-dimensional (3D) nanoscale materials and devices [1].
In the recent period of manufacturing nanoscale devices, many industries have been
emphasized the machining method to fabricate small device, which refers to removing
material from a piece of raw material using tools to shape it into intended design.
Hence, in the micro/nanomachining there is a high requirement to have a high reso-
lution, flexible, and fast technique to accommodate high volume of production.
However, fabrication of nanoscale device is still quite complex and expensive. In order
to meet those three requirements, a laser beam, by virtue of its characteristics such as
monochromatic, small size, high collimation, and high intensity, is become capable to
do rapid replication of nanoscale pattern and structures with a high degree of robustness
and high throughput in complex shapes product [1].

In the conventional laser machining, a focusing lens is normally used to focusing
the laser beam into the raw material or workpiece. However, there is a constraint of
working distance or depth of focus of this conventional laser machining, the depth of
focus is relatively small and if we missed this focusing spot, it will reduce the reso-
lution of the product. In order to do nanomachining, one important point is the ability
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to obtain a small beam diameter, it usually done by applying higher Numerical
Aperture objective lens. There are also limitations of this objective lens so we need to
invent another method to obtain nanoscale laser beam.

Photonic nanojet (PNJ) has emerged as a promising solution to tackle the problem.
A PNJ involves near-field focusing of light waves, with waists in nanometer scale, in
the below surface of a monolayer of a particle to fabricate structures of micro- and
nanometer size by reaching the fluence, energy per area, above the machining threshold
of the material to work with [2] as its schematic diagram is shown in Fig. 1. These
photonic nanojet-based nanomachining method presents new opportunities for low-cost
and high throughput fabrication of nanoscale device in the future. Due to its unique
characteristics, PNJs are believed to have potential applications in nanoparticle sensing;
sub-wavelength resolution direct-write nanopatterning and nanolithography; broadband
low-loss waveguiding; ultramicroscopy; and ultrahigh-density optical data storage [3].

In this research, we introducing the use of the liquid as a medium in the machining
process. In this process, work material is ablated by laser beam while it is submerged in
water. Water is typically used since it is cheap, harmless, and recyclable. The under-
water laser ablation method is by far the simplest approach since it require less
transformation of the laser and optic system. During the ablation process, water or
liquid can cool down the workpiece temperature and also carry away the cut debris,
thus reducing the size of Heat Affected Zone (HAZ) and preventing the deposition of
removed material [4]. By applying thin water layer on the surface of workpiece, pattern
can be fabricated more efficiently, faster, and with a better quality than in air atmo-
sphere. Moreover, the laser trapping, which will be introduced later in this contribution,
becomes easier due to higher value of trapping force that affect on less complicated
laser and optical system.

Fig. 1. PNJ intensity distribution along x-y plane
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2 Photonic Nanojet Investigation

The PNJ is a fine high-intensity light beam that generated at the backside of a trans-
parent dielectric microcylinder, microdisk, or microsphere of diameter greater than the
illuminating wavelength, which in this research focused on dielectric microsphere, that
irradiated by a laser light. A PNJ has a small localized beam diameter of several
hundred nanometers. Due to its small beam diameter, the intensity is increased from the
incident laser light. Furthermore, a PNJ could propagate at a long distance with low
divergence, over several wavelengths, while retaining its high intensity. A PNJ then
could be used for laser fine machining owing to high intensity and small diameter of its
beam.

To evaluate the performance of the PNJ, we employed high resolution three
dimensional finite-difference time-domain (FDTD) computational electrodynamics
modelling technique to analyze and execute numerical solution by elaborating Maxwell
equation in time domain from Mie scattering theory [2]. This FDTD gives broadband
output from a single execution of the program. As the number of unknown variables in
photonic nanojet study increases, FDTD quickly outpaces other method in terms of
efficiency. A Perfectly matched layer (PML) absorbing boundary condition is applied
in FDTD simulations to efficiently terminate the outer boundary of the computational
region of interest. Then, we conducted several simulations based on real experimental
parameter to explore PNJ intensity distribution and gain insight into physical mecha-
nism of the PNJ and its influence on the final machining results.

In order to characterize the PNJ, five important parameters of PNJ for laser
nanomachining are the beam diameter; the distance from microsphere surface to peak
intensity position, namely working distance; depth of focus; the intensity enhancement
ratio; and fluence as it shown in Fig. 2. The intensity distribution of PNJ is then could
be controlled by changing the illuminating laser light parameters, the morphology of
the investigated microsphere, surrounding medium of the microsphere. Complete
parameters that need to be controlled for each part is showed in Table 1.

In this contribution, we investigate the effect of different size of microsphere,
different material of microsphere, and different liquid. As for all simulations, we used
800 nm fs laser for machining with 1 W power is going to be utilized just before hit the

Fig. 2. Schematic picture of generated PNJ in FDTD simulation
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microsphere. This 800-nm fs laser has Gaussian beam profile with 16 lm of Full Width
at Half Maximum (FWHM) beam waist with linear polarization. At first, we tried to
investigate PNJ with mostly available in the market5, 8, and 10 lm of diameter (dm) of
silicon dioxide (SiO2) microsphere used that submerged in the water ambient. As the
result compared side by side in Fig. 3. As shown in Fig. 3a, the PNJ generated by using
5 lm microsphere has 789 nm of beam diameter with 4.50 lm of working distance
calculated from the backside surface of the microsphere. In the other hand, by using
bigger diameter of microsphere, 10 lm, we could have 936 nm of beam diameter and
10.96 lm of working distance, while 8 lm diameter of microsphere produced beam
diameter and working distance in the middle of it. Those result is accumulated in graph
shown in Fig. 4 for beam diameter and Fig. 5 for working distance and the tendency is
adequate for bigger or smaller size of microsphere. Intensity distribution are different
depends on the size of the microsphere.

In the case of different material of microsphere, it will be resulting a different value
of refractive index (nm). In this simulation, we employ 8 lm silicon dioxide and
polystyrene microsphere with 1.45 and 1.55 of refractive index value respectively. As
previous simulation, we used same parameter of laser which these microspheres are
going to submerged in the water. The result shown in Fig. 6 indicated very distinguish
result in terms of PNJ depth of focus. By using SiO2 microsphere, shown in Fig. 6a, we
could acquire 863 nm of beam diameter, while it is 616 nm by using polystyrene
microsphere. In terms of working distance, the SiO2 microsphere generated at 8.12 lm
from the backside of microsphere while polystyrene only 4.30 lm as shown in Fig. 6b.
SiO2 microsphere producing 8.09 lm PNJ depth of focus in z direction, while the
polystyrene is nearly half of it, 4.38 lm. From this simulation, one could refer that by
applying bigger refractive index value of microsphere, small beam diameter will be
obtained. In the case of applying those PNJ in silicon that has 200 mJ/cm2, PNJ from
polystyrene microsphere produced smaller ablation area and confirming that we could
do the nanomachining by using this PNJ technique.

Table 1. Parameter of each component in PNJ

Component Parameter

Laser Wavelength kinp
� �

Beam profile
Polarization direction
Incident angle

Microsphere Shape
Size
Refractive index nmð Þ

Surrounding Refractive index nsð Þ
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Regarding different surrounding medium, it also resulting a different value of
refractive index (ns). In this case, we generate PNJ from 8 lm Polystyrene as it is
submerged in water, 1.33, and immersion oil, 1.51 with same parameter laser as previous
are going to be used. From the 3D FDTD result shown in Fig. 8, interestingly, the result
show much different rather than previous parameters simulated. In the case of water as
shown in Fig. 7a, PNJ has 616 nm of beam diameter, 4.30 lm of working distance while
in immersion oil, it has 2175 nm of beam diameter and 26.62 lm of working distance
which are quite big and we could not acquire sub-micron machining. From here, sur-
rounding medium play a big part in PNJ-based nanomachining technique. To acquire
smaller beam diameter, one must apply smaller refractive index value surrounding
medium. Furthermore, by immersed the sample and so-called microsphere in liquid, PNJ
is known to have much longer propagating distance than in air. The implication of this
generated PNJ for efficient surface patterning, the sample needs to be kept in near-field
contact with particles in air surrounding medium. In the other hand, laser machining by
PNJ in water-immersed sample might be easier to control in which does not need to place
the sample very close with microsphere. By having longer working distance.

By utilizing three-dimensional (3D) FDTD, we could optimize the parameter of
each component in PNJ to obtain nanometer scale beam diameter by optimizing each
component in PNJ listed is Table 1 as follows:

Fig. 3. PNJ intensity distribution along y-z plane calculate in 3D FDTD simulation with
different diameter of microsphere (a) 5 lm, (b) 8 lm, (c) 10 lm
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1. Smaller diameter of microsphere, in case of sphere shape;
2. Higher refractive index value of microsphere;
3. Lower refractive index value of surrounding medium;
4. Higher ratio between the refractive index value of microsphere and surrounding

medium

Fig. 5. Resulting PNJ working distance with different diameter of microsphere

Fig. 4. Resulting PNJ beam diameter with different diameter of microsphere
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Fig. 6. PNJ intensity distribution along y-z plane calculate in 3D FDTD simulation with
different material of microsphere (a) silicon dioxide, (b) polystyrene

Fig. 7. Resulting ablation area in the silicon with different material of microsphere
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3 Laser Trapping

In order to control the machining position to do the pattern we intended to fabricate, we
introduced optical tweezers technique. Optical tweezers is a technique to trap and
manipulate microscopic particle by a focused laser beam with high numerical aperture
regime. Light or more specifically in this research laser beam, composed of particles
called photons and carries energy and momentum with it. This laser beam also tends to
apply a force, called radiation pressure, on a particle along the direction of beam
propagation. When the light or photon impact an object, there is a momentum change
due to reflection and refraction at the object boundary surface and generating force
inside object, there is scattering force that moves away from the object toward the
propagation direction of the light beam, and also gradient force which also called as
trapping force which its schematic diagram of laser trapping mechanism is shown in
Fig. 9. This trapping force essential to do the optical trapping and we could control this
trapping force by adjusting the laser power. By immersing the sample in liquid con-
dition, it is known that trapping becomes easier due to smaller value of gradient force
compared in air medium. Furthermore, it will increase the surface quality of the product
with microcrack and debris are efficiently carried away. And it is important to control
the quality of trapping to have stiff and stable trapped microsphere.

Fig. 8. PNJ intensity distribution along y-z plane calculate in 3D FDTD simulation with
different surrounding medium (a) water, (b) immersion oil
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For most of the lasers used in practical, when the beam is passing through the
objective lens, the focal spot of trapping beam is in the order of micron. In this intensity
gradient near focal point, microsphere is subjected to a restoring force toward the focal
point like a spring. Since the spring constant is small and in the order of 10−5 N/m [5],
the trapped sphere becomes sensitive to external force. As an initial state, a trapped
sphere retains a stable position under application of trapping force that is the resulting
force of all radiation pressure by focused laser beam. If some external force, i.e.
moving of input laser beam, applied to the trapped sphere, the balance is broken
dynamically and the probe begins to shift. At this moment, the trapping force changes
with the radiation pressure distribution depending on the illumination condition for the
trapped sphere position. When an external force is released, the trapped sphere is
accelerated in the direction of the original position and is finally recovered to the initial
stable position precisely.

A novel experiment was carried out with such optical setup is shown in Fig. 10.
With this experiment, 8 lm SiO2 particle could be trapped easily by adjusting the
power of YAG laser with 1064 nm of wavelength on 0.73 objective lens which is
classified as a high Numerical Aperture (NA) lens. As it is explained before, the
gradient or trapping force and the quality of trapping is important to do the optical
trapping and by adjusting the laser power, we could have bigger trapping force which
means it is easy to do the trapping.

Fig. 9. Schematic diagram of laser trapping system
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In this experiment, we realized trapping of 8 lm SiO2 microsphere in water
medium. Firstly, we employ a very small amount of power, 10 mW, we could not do
the trapping. As we higher up the laser power into 730 mW, the bead is then to more
easily to manipulate that we could move it as we intended to while the other micro-
sphere which not in the focal point of the laser is in idle state as it shown in Fig. 11.
This simple experiment showed that we could realize the complicated and fast
nanomachining technique by this configuration.

Fig. 10. Optical setup for laser trapping

Fig. 11. Observation result by applying 730 mW laser power, (a) before, (b) after moving the
microsphere
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4 Summary

We already showed that a novel laser nanomachining method as small as 616 nm
patterning size could be realized by combining photonic nanojet and laser trapping
technique. We could also control the ablated region in the material by controlling the
PNJ intensity distribution from their parameters such as microsphere and surrounding
medium. For these novel research, the optical trapping sphere acts as an ideal frame-
work to employ photonic nanojet. An understanding between the interaction of an
optically trapped microsphere and its PNJ field structure is a fundamental importance in
optical physics and has practical significance in another application such as imaging,
nanolithography, detection, and metrology. By combining PNJs and optical tweezers,
they appear to particularly simple, convenient, and highly useful to implement for the
patterning of very large areas when micro- or nanoscale amounts of material must be
processed in a controlled way. To enhance the research, we would like to measure the
microsphere position in more detail and do the nanomachining on silicon wafer. Then
we also introducing Electron-enhancement Raman Spectroscopy (EERS) system to
observe machining process in atomically as it is a new concept in machining terms.
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