Practical Ethics ®)

Check for
updates

Nick Race, Dave Randall, Mark Rouncefield and Roger Slack

1 Introduction: ‘The Man Came Through the Door
with a Gun in His Hand, “Show Me Your Ethics” He
Snarled, ‘‘and Make It Quick””’

Wittgenstein: ‘My whole tendency and, I believe, the tendency of all men who ever
tried to write or talk Ethics or Religion was to run against the boundaries of language.
This running against the walls of our cage is perfectly, absolutely hopeless. Ethics so
far as it springs from the desire to say something about the ultimate meaning of life,
the absolute good, the absolute valuable, can be no science. What it says does not
add to our knowledge in any sense. But it is a document of a tendency in the human
mind which I personally cannot help respecting deeply and I would not for my life
ridicule it.” (A Lecture on Ethics)

Raymond Chandler’s reported advice to writers, “When in doubt, have a man come
through the door with a gun in his hand.” seems particular apposite when considering
the ethical aspects of HCI research ‘in the wild’, where doubt has become rife,
sometimes to the extent that any certainty about research, ethical research, appears
almost impossible. Wittgenstein’s position, expressed in the above quote, is quite
simply that there can be no general ethical principles founded on facts. Our principles
are, tout court, our principles and we are entitled to celebrate them. We should not
pretend, however, that they have any evidence-based foundation. This because, as
Moore (1993) put it in relation to the naturalistic fallacy, ethical statements cannot
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be reduced to natural facts (for those interested in such matters, this is a version of
David Hume’s proposition concerning ‘is’ and ‘ought’ statements). Such a view is,
it has to be said somewhat controversial (see e.g. McInerny 1997) but in any case
the point we want to make is that, in the rush towards establishing moral and ethical
guidelines for research activity, relatively little attention seems to have been paid to
the relationship between principle and practicality.

Of course, it is reasonable to suggest that everyone (excepting the occasional
sociopath), regardless of social position, is assailed by ethical doubt on occasion.
However, and it seems to us that this is an important matter, ethical doubt is, for most
people in the course of their everyday lives, precisely an occasioned matter. Almost
by definition, if whatever ethical stance we choose to take is obviously appropriate
for the situation we find ourselves in, then ethical considerations will not normally
arise. Ethics, for ordinary people, are foregrounded when troubles occur, troubles
which have to do with questions such as, ‘what should I do here?’ or, ‘did I do the
right thing?’, in other words by the realisation that the consequences of a decision are
personal perhaps when recognising that an action may problematise one’s reputation
as a ‘good person’, by feelings of guilt, and so on. They are not, we suggest, typically
questions of a general kind.

This contrasts with what we might think of as a fairly typical academic HCI stance
(and here we are not so much concerned with institutional policies, IRBs and the
rest, although we will refer to them). Trenchant analysis of the relationship between
institutional procedures and ethics can be found in Hammersley (2009) which largely
implicates theoretical commitments of one kind or another. That stance is more likely
to be taken in advance of the design work, or results from reflection after design work.
Thinking in advance or reflecting post hoc may be occasioned by the realisation that
a policy (design or otherwise) has had unforeseen, and unfortunate, effects. It also
may be occasioned by a more gradual realisation which is not consequential upon a
specific event but may be thought of as having to do with our accumulated experi-
ences in our chosen community. It may associate, for instance, with the realisation
that we have no coherent means by which to judge possible effects in advance and
so might need to develop them, by the realisation that possible ramifications may
not be desirable (Winner 1980), as a result of reflection on the way in which new
mediating technologies can prescribe behaviours (see Verbeek 2006, 2008), by the
principled need to inject an explicitly ethical approach into the decisions made, or
by the somewhat cynical recognition that institutions and individuals need to protect
themselves from legal and other ramifications (newspapers, television and the social
media are never far from our minds). Regardless, it is likely, we feel, that at some
point theoretical commitments come into play, and may be analysed from a number
of disciplinary auspices. Again, it should be obvious that these various theoretical
commitments do not all share exactly the same features (although they all, in some
sense, implicate a degree of generality). They may, like philosophical positions, be
(for the most part) highly abstract; they may draw attention to various kinds of power
relationship; they may be prescriptive and/or they may be empowering. We need to
stress that we have no objection to any of these goals. Like Wittgenstein, we ‘cannot
help respecting’. What we will suggest, however is that the kinds of ethical guid-
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ance provided are not often enough accompanied by in situ descriptions of ethical
problems that actually occur.

Philosophers, not least, have spent a vast amount of time considering the nature of
moral and ethical problems from a variety of perspectives (see for example Becker
and Becker 2003; Maclntyre 1988; Berges 2015) on teleological, deontological and
virtue ethics. These reflections have sometimes been brought to bear on design (see
for instance Whitbeck 2011). It is not our task here to adjudicate between ethical the-
ories, but rather to point to an issue raised in consideration of one specific approach,
sometimes disparagingly known as ‘trolleyology’ (see Foot 2002; Edmonds 2013;
Singer 2011a). The ‘trolley method’, as O’Connor puts it (2012: 243), involves, ‘dis-
cussing the use of trolley problems ... which offer perhaps the most extreme instance of
treating imaginary hypothetical cases as the raw data for a quasi-scientific approach
to ethics.’ Itinvolves the construction of hypothetical ‘thought experiments’ of which
the best-known is the one where the driver of a tram/trolley is forced to make a choice
between staying on the line and killing five people who are tied to the track after
his brakes fail or deciding to switch to a spur and thereby killing one (also tied to
the track). In the ‘fat man’ problem, we are invited to actively throw the fat man
off the bridge in order to save lives. Now, ‘trolleyology’ is of no particular inter-
est to us (apart from the fact that cases of this kind are quite amusing), but it does
indicate a wider issue. This is, as Wood (2011) puts it, that: ‘Trolley problems ...
abstract not from what is irrelevant, but from what is morally vital about all the situ-
ations that most resemble them in real life.” In other words, whatever philosophical,
or other theoretical, commitments one might have, it is only in the actual, real-life
decision-making process that one will see what ethical ramifications are in play.

In much the same way, we find general commitments of various types in such
orientations as value based design (e.g. Friedman and Kahn 2003); feminist theory
(Bardzell 2010); participatory design (e.g. Mumford 1995; Kensing and Blomberg
1998; Bratteteig and Wagner 2014), user-centred design (e.g. Bgdker 2000; Abras
et al. 2004), critical design (see e.g. Dunne and Raby 2001, 2013; Bardzell and
Bardzell 2013), ‘disclosive’ ethics (Brey 2010) and so on. In each case, unsurpris-
ingly, we are reminded that we should be mindful of various interests and need to
deploy methods which reflect and manage those interests. Again, and to be clear, we
have no objection to the ethical principles espoused in the above- quite the reverse.
Nevertheless, we contend that such general principles are largely a product of ‘before’
and ‘after’ reflections and, moreover, that typically they provide too little in the way of
descriptions of what ethical issues actually arise in the research process, issues which
may affect not only the researcher but also other participants. To give a flavour of
the very contingent relationship between general commitment and actual problems,
consider the following experience of one of the authors:

“So, I gave the usual guarantees, of course. I had a meeting with all the people
I would be watching and specified that I wasn’t interested in individual qualities,
and wouldn’t be naming any names. I had a separate meeting with some middle
management and told them exactly the same things. To cut a long story short, it was
obvious to me when observing work in the office that one of the women there was
the fount of all wisdom. Everyone went to her for advice about procedures. Anyway,
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once the observations were all done, the management team called me in for a debrief,
and one of the first questions I was asked was, ‘so, what do you think of (this woman),
because we don’t think she’s very good.” ““ I remember thinking, ‘Oh my God, they’re
going to sack her.””

The more philosophical, or at least theoretical, arguments about consequences,
moral imperatives or particular virtues, can sometimes be contrasted with, sometimes
supplemented by, the more mundane, but, to some extent more pressing and important
‘practical’ ethical concerns that arise in the research process. Whilst the philosoph-
ical approach seems to offer little in the way of resolution, merely comparing and
contrasting the cold and unsympathetic reason of Kantian moral imperatives with the
faux-scientific calculations of utility or an appeal to virtues that become increasingly
difficult to define; a recent emphasis has been on what might be regarded as ‘practical
ethics’ as a set of ideas and practices that shape the actual conduct of the research.
Again, ‘practical ethics’ is something of a slippery concept—as Peter Singer suggests
in ‘Practical Ethics’ (2011b): “Practical ethics covers a wide area. We can find ethical
ramifications in most of our choices, if we look hard enough. ...I regard an ethical
issue as relevant if it is one that any thinking person must face”—an idea that is not
especially valuable or useful for most researchers. In these circumstances practical
ethics divides into two: firstly, a set of largely bureaucratic or ‘audit’ concerns [as
in Strathern’s notion of ‘audit culture’ (2000)] that emphasize institutional review
or ethics board approval and that, especially in recent HCI research, has focused on
a complex of issues surrounding the notion of ‘informed consent’ (see for example
Rodden et al.). Secondly there are a range of related issues that centre on the ‘ethi-
cal’ treatment of participants and their relationship with researchers and the research
process itself: as Crabtree et al. (2013) suggest, “Being real in this new era for HCI
means going beyond the researcher as passing visitor or tourist of previous participa-
tory design periods. It involves a greater degree of embedding and engagement with
those with whom we seek to partner.” The management of these practical concerns
is the central concern of this paper.

We should not overplay our complaints, for we are certainly not the first to be
concerned and exercised by some of the practical ethics involved in HCI research
in the wild. Waycott et al. (2016), for example, report on some of the ethical issues
that arose in the course of their experimental deployment of Google glasses with
what might be seen as vulnerable participants or sensitive settings. In the course
of their project they identified four general ‘ethical’ themes concerning their own
research practice, focusing on high expectations and initial letdowns; effort, time and
withdrawal;, hope and self-depreciation and risks and vulnerabilities. Particularly
relevant here and to our own work is the theme of initial high expectations and
what the participants thought they might gain from participating, followed, when
these perhaps unreasonable, expectations failed to be realized, by some initial (and
perhaps inevitable) disappointment and letdown.

Managing user expectations also features strongly in Taylor et al.’s account of
‘leaving the wild’ (2013); of what happens when a research project ends and every-
body goes home (taking their toys with them). Users have been encouraged to engage
in and commit to a research project and then, seemingly suddenly and without warn-
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ing, the project ends. Despite the best intentions of the researchers, relationships that
have built up over a number of years appear to be simply terminated, and participants
can feel abandoned if not tricked or duped into participation. As they argue, this raises
questions, philosophical, ethical and practical questions, about the way we do HCI
research: “If we are designing interventions intended to have some positive impact
on the lives of users, what happens at the end of the study? While researchers can
leave this process with valuable findings, the technologies designed with the com-
munity are often simply taken back to the lab or redeployed with new users, leaving
study participants without a technology they may have come to value and that is not
available to purchase”. They then develop a set of guidelines for researchers involved
in such ‘in the wild’” deployments that focus on managing expectations and resolving
the resource and technical support issues that often emerge at the end of a project.
These are fundamentally issues of practical ethics: “By making this clear at the very
beginning, it allows prior planning for handover and may also help participants to
decide on how much time and effort the are willing to commit to the project, which
might be larger or smaller depending on whether they expect to keep the technology
or not.... Expectation management, skill building and robustness are considerations
that must have bearing on our decision-making throughout the development and
deployment of prototypes.”

In ‘Five Provocations for Ethical HCI Research’ Brown et al. (2016) question
some of the taken for granted foundations of ethical issues in HCI research, in par-
ticular the various ways in which “virtuous but impractical positions are advocated,
and little attention is paid to how seemingly ethical positions can delay, damage or
stop research”. They believe that ethics in HCI has its own distinctive ethics because
of the way in which research technologies can impinge on people’s lives. The ‘provo-
cations’ they propose as ‘tools for critical thinking’ include challenging the notion
of ‘informed consent’; the thorny ‘qui bono?’ issue, or who exactly benefits from
research; the importance and role of anonymity in HCI research; the purpose and
value of institutional review boards; and the availability of research generated data.
They suggest this approach highlights important ethical issues in HCI research: “The
five provocations point to unintended consequences of regulation, oversimplifications
of unresolvable moral conflicts, a bias in social desirability over what is ethical in
effect, and a failure to consider the value of research”. Accordingly they propose
‘situated, ordinary ethics grounded, not on the classical philosophical positions but
in the particular sensitivities and everyday judgments of research participants and
‘the practice of being ethical’: “Notions such as busyness, getting things done, min-
imising harm, altruism, and showing respect by understanding that the participants
are also striving to behave ethically, need to be adopted to make ethical research
become practical and achievable”.

Finally, in “The Ethical Implications of HCI’s Turn to the Cultural’ Benford
et al. (2015) challenge the simplistic transfer of conventional Social Science eth-
ical approaches to HCI identifying particular ethical challenges for HCI research
and specifically its engagement with cultural applications (transgression, bound-
aries, consent, withdrawal, data and integrity) and consider some implications in



178 N. Race et al.

terms of managing tensions and challenges between overlapping ethical frames and
how this in turn might promote Value Sensitive Design in HCI.

As ethical issues become increasingly important and problematic in social science
research, this chapter reflects on our own investigations into some of the ethical
considerations involved in the long-term research relationship between a university
Computer Science department and user research conducted ‘in the wild’ in two
‘living labs’. We consider perceptions of the role and responsibilities of research grant
holders to two rather different communities, the role of ‘lead users’ or ‘mediators’ in
the communities, and various perceptions of participants themselves to the research
process and the researchers. In particular, we consider two relevant issues: the effect
of a long-term relationship with a community, and the delineation and relevance of
‘practical’ ethics in the process. What becomes clear from our interrogation of the
available data is that issues of responsibility, including those of how we identify
what our responsibilities might be; who holds them; what they entail, and how we
discharge them are matters of the negotiated order. It has long been the case that
engaged researchers have argued for the treatment of participants in a more reflexive
way and we fully subscribe to such commitments. Nevertheless, in a context where
research relationships are predicated on lasting commitment, they are not, and cannot
be, determined by us alone. They evolve over time and in delicate relation to the needs
and desires of our fellow research partners and participants—this is what ‘practical
ethics’ entails.

2 Research Approach: The ‘Living Lab’

We use this chapter to document some of the findings of a detailed investigation into
the ethical considerations involved in the long-term relationship between Lancaster
University Computer Science department and two ‘living labs’. The first was the vil-
lage of Wray, some 15 miles away from the campus, and the second various ‘feedback
enabled’ student residences on campus. Although we have used these settings for a
number of investigations—one of the advantages of the ‘living lab’ approach—here
we are especially concerned with the deployment, use and evaluation of an interac-
tive TV application and its impact, especially in terms of any experience of social
connection. Here however, we report our conclusions concerning, firstly, perceptions
of the role and responsibilities of project itself to the community of Wray, the role
of ‘lead users’ or ‘mediators’ in the community, and perceptions of participants to
research; and secondly, some rather different conclusions reached after discussions
with a student population. Much of what we say here is predicated on a series of
interviews conducted over several years but more recently focused specifically on
the issues attending long-term relationships, including ethical matters. Interviews
conducted specifically during the course of this evaluation were unstructured, both
individual and group interviews lasting between one and two hours. Interviews were,
with the permission of subjects, recorded. In all these conversations two issues were
broadly salient: the ethics and impact surrounding a long-term research relationship
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with a community, and the development and relevance of some notion of ‘practical’
ethics.

Such ‘Living labs’ have emerged in a number of different contexts, but perhaps
originated in a concern with the domestic arena, in particular ‘smart home’ research,
for example; Orange At Home (see e.g. Randall 2003); the Philips HomeLab (De
Ruyter and Aarts 2004); Placelab (Intille et al. 2005); and the Helsinki Virtual Vil-
lage (Eriksson et al. 2005). Fglstad (2008) argues that ‘living labs’ typically fulfil
functions of evaluating or validating new IT solutions; gaining some form of insight
into unexpected uses and new opportunities; experiencing and experimenting with
technology in contexts familiar to the users, and thereby enabling medium to long-
term studies with users. As Schuurman et al. point out (2009) there are different, at
least two, ways in which the ‘living lab’ can be constituted. Firstly, they can ‘make
the technology or product available in the home of the users’ and secondly one can
develop, ‘a home where the technology or product is available and where users come
to stay for a certain period’—that is, the approach can emphasise either its ‘lab-like’
or its ‘living’ qualities. There are also other possible sources of variation, since such
a lab can be located in a setting where people might stay for various periods of time;
can be specifically targeted towards one user group; and can be more or less ‘nat-
uralistic’. We draw extensively on the ‘living’ or naturalistic version of the ‘living
lab’ perspective for our own research but the notion itself does not come circum-
scribed by methodological rules, which are more likely to be more closely linked
to the phenomenon or technology under investigation. The nature and purpose of
living lab sites is heterogeneous, and the evolving nature of the relationship between
researchers and ‘subjects’ seldom discussed. Certainly, the nature of, and difficulties
inherent in, research responsibilities towards the community have seldom been fore-
grounded and the evolution of shared responsibilities rarely discussed. Moreover, as
Eriksson et al. suggest, various ethical issues concerning the appropriate treatment
of, or stance towards, users, are apparent in the use of ‘living lab’ approach: “. ....
The human-centric approach in Living Labs conceives of human beings, citizens and
the civic society as a source of innovation and not just as users or consumers in a
narrow sense being an object for R&D activities ... (it) strives to break the trial and
error process of product development previously described, and change that into a
co-design process where users and developers actively work together”.

Furthermore, and of some ethical importance, although it is argued that ‘living
labs’ constitute an approach for including ‘interactionist’ perspectives, little is typi-
cally said in this perspective about the role of analysts or about interactions between
participants in the process. One exception is Brown et al. (2011) who, in a thoughtful
and insightful way, discuss the ‘messy details’ of field trial practice, focusing on some
key issues—of interaction and demand characteristics—that they identify as under-
rehearsed. They make a number of suggestions as to how to develop and demonstrate
some sensitivity to these issues. They suggest, for instance, treating ‘investigators as
participants’ in various ways and, conversely, treating ‘participants as investigators’.
Taken together, these observations represent a methodological critique and point to
the value in rehearsing both how social arrangements influence research results and
how the same can be said of how researchers and ‘subjects’ interact. Here, then,
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we take data from two quite distinct settings, both of which can be characterized as
‘living labs’ and seek to identify both the ‘contingencies’ of our approach and the
degree to which the ‘troubles’ (our term) that Brown et al. deal with extend to this
type of work and can become problems of ‘practical ethics’.

3 Technologies Involved and Background to the Case

A number of technologies have been designed, installed and evaluated in the village
over the ten-year period in question. They include: the initial installation of a broad-
band wireless mesh network; a number of projects that looked at the deployment and
use of ‘situated displays’ for community; a number of projects on interactive (peer-to-
peer) television; and projects that examined the use of mobile phones for displaying
travel information (for research examples see Harding et al. 2013). Lancaster Uni-
versity, and more specifically the Computing department, established a relationship
with the village of Wray some ten years ago. The origins of the relationship were
serendipitous and developed from community ‘push’ rather than research ‘pull’. As
one very active member said, ‘we knew there was funding available for self —help
rural broadband and we wanted to build a network. We heard that [a Lancaster
researcher] was involved in a project and invited him along to talk to us. Initially, he
said he had no funding but we wouldn’t let him leave and we rather bullied him, so
they cobbled something together for us.” The initial collaboration, then, was informal
and involved the acceptance of responsibility on a more or less personal level. No
formal ethical relationship was established at that point. The development of that
personal relationship led to a willingness by key community figures to be involved in
formally constituted research projects. In each case, grant applicants and consequent
procedures have held closely to ethical guidelines established by research councils;
the European Union, and the university itself. Nevertheless, over time, researchers
who have relied on their contacts in the village have become increasingly aware of
the perhaps changing nature of their ethical responsibilities towards the community
and the individual villagers. These responsibility issues arise in various ways. Firstly
there is the aspect of ‘communal consent’ and community ethics—individuals sign
our ethical consent forms and yet often the community may be involved in aspects
of our work—ethical responsibilities in a ‘living lab’ may accrue not simply to indi-
viduals but also to families and various social groups. Secondly, because ‘living lab’
research unfolds over long time periods, responsibilities may develop and change
over the course of a project. In particular long-term involvement in a community
sharpens the ethical issues that remain after research projects have finished—these
concern both the data and the technology.
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4 Ethical and Responsibility Issues

The university has always abided by codes of ethics defined both by research councils
and their own procedures: before, during and after the research process. The point
we make, however, is that such protocols, while necessary, are not sufficient, to the
conduct of ethical and effective research. For convenience, we can distinguish the
‘formal’-guidelines, procedures, etc, and the ‘practical’-in situ relationships, obliga-
tions and practices. It is these that are our principal concern. We initially identified
the fact that there were some ethical issues that had not previously been engaged with
in the course of project work in the village and the university. It was felt that further
effort needed to be made to identify what factors affected the success or failure of
long-term relationships. Two researchers (the authors) assumed responsibility for the
investigations, largely because they had both, to a varying degree, been involved in
evaluative work in relation to various projects and hence already knew some of the
participants.

Our investigations have centred on the village of Wray and ‘wired apartments’ in
the university. Some contrasts, as we will argue, can be observed. The most striking
has to do with the difference between ‘long term’ i.e. over many years’ duration
and across several different projects, and more ‘short term’ (i.e. different individuals
at different times with no mediating presence). In addition to interviews and focus
groups, we have asked a small number of individuals to maintain diary records of
their activities over the past 6 months and observed interactions on existing Facebook
and Twitter sites (with the consent of participants).

4.1 The Deconstruction of the Notion of ‘Community’

While much is made of the notion of ‘community’ in relation to research into the
Internet, for instance, it is evident from our data that this concept needs to be dis-
aggregated in some way. Thus and for instance, the village in question has some
600 inhabitants distributed amongst 230 households. Age, family circumstance and
individual interest have a powerful effect on knowledge about, and willingness to
be involved in, university research. One evident feature is that some members of the
community have needs that are more urgent than others. Some individuals live in
isolated spots, some are old (including one resident who is over 100) and some live
relatively impoverished lives on rural wages. The point here is that our involvement
with the community inevitably brings both knowledge of these needs, and demands
for their servicing (a simple example is a request to provide a means for the aged
resident and others to be able to stream church services), demands which at best need
prioritising in some way and at worst cannot be met at all.

Students, in contrast, live much more individualistic lives and, even if the word
‘community’ is appropriate for some purposes, it is not defined by the building in
which they live. To the extent that they can be said to live in a community at all, it is
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defined by patterns of friendship with an attendant set of social obligations. The point
is that these tend to be much more fluid, and this may well define their relationship
with researchers in the university as well.

4.2 The Role of Mediation and Its Absence

In the nature of research relationships of this kind, some individuals become more
critical than others. These people often have a powerful mediating effect. They, for
instance, have a crucial role in the enlistment of individuals and, in our sample,
made decisions about the suitability of potential participants on the basis of their
local knowledge. This also creates certain difficulties in relation to their role. Their
sense of self- worth, their allocation of time, their awareness of the fluid nature of
their relationship with other community members consequent upon their acquired
role (as one respondent said to us, ‘there are people in the village who will cross
the street when they see me coming’) are all delicately negotiated matters. It is not a
trivial observation to say that here is an interactional arena where the personal and the
political are very closely intertwined. In contrast the student population was notable
for the complete absence of anyone who took on a mediating role.

4.3 Trust—The Formal and the Informal

One striking feature of our talks with participants was their indifference to formal
ethical considerations. Most confess they had not read the ethical guidelines given
to them in written form or available online. As one said, ‘we’re not that interested.
If we didn’t want you doing this work we wouldn’t have anything to do with you. We
get something from it and, as long as we do we’re happy with you.’ As another said,
‘my relationship with the university is brilliant, excellent. I don’t really care what
you're up to as long as I can see the benefit’. None of this is to reject the importance
of formal ethical structures. It does, however, point to maintenance issues that exist
over and above formal statements of responsibility. These, it has to be said, have
to do with personal contact between researchers and participants and on the nature
of relationships in the community. Indeed, one of the ways in which participants
assess university work is on the basis of judgements they make about individuals
involved in the research process. They make frequent reference in our data to the
difference between rather anonymous figures who ‘flit in and out, repair stuff and
then disappear’ in contrast to, ‘X ... who is such a nice guy ... he always very helpful

. and he can be pressured [said with a smile]’. We might also point to the fact
that our own investigations of these issues prompt, to a degree, positive feedback on
relations with the university, as in, ‘it’s nice when you guys are here ... sitting here
with coffee and cake ... and you always make certain to fit in with all the other things
we have to do ... that’s very good.’
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4.4 The Effect of Time

In consequence, one obvious feature of a long-term relationship of this kind is that,
and unlike other projects, it is not possible or desirable to ‘parachute in’. Obligations
of a subtle nature are often evident. These include a willingness to be available at
times relevant to the needs of community members, a need for technical expertise and
support beyond the life of individual projects, and a nuanced view of entitlements in
respect of ‘kit’. It also involves a recognition of the efforts made by participants. It
was interesting to see the different perceptions of two leading figures in the village,
both of whom have been heavily involved in research projects with the university and
with other initiatives. While one, for reasons she identified as being to do with her own
character, continued to view work with the university very positively, for the other
frustrations over the amount of work she had had to do, and the communication
difficulties she perceived meant that she had more or less ceased to collaborate.
Both intimated, to differing degrees, that there were times when they felt ‘taken for
granted’.

Further, although the conditions under which research will be undertaken are
made clear and available to participants, it is not easy to remove equipment from
them at the end of the project cycle if one has to rely on the same constituency again
in the near future. This has led to a degree of negotiation concerning rights over
equipment. As one interviewee said to us in response to a question about this, ‘I fold
[him], you’ll have to shoot me if you want to take that away. I rely on it and my kids
need it. You can’t have it’.

In conclusion, what was clear from our interrogation of available data is that issues
of responsibility, including those of how we identify what our responsibilities might
be; who holds them; what do they entail, and how do we discharge them are matters
of the negotiated order. It has long been the case that engaged researchers have argued
for the treatment of participants in a more reflexive way and we fully subscribe to such
commitments. Nevertheless, in a context where research relationships are predicated
on lasting commitment, they cannot be determined by us alone. They evolve over
time and in delicate relation to the needs and desires of our partners.

5 Discussion—Researchers and Participants

We described our student population as members of a ‘Living lab’ but if so we need
to disentangle some features of this in order to understand their reactions to the
technology in question and how this might be understood as in part related to their
positioning as subjects in the research and our (very limited) relation to them. We
have already alluded to the fact that students were generally both experienced and
expert in the use of existing digital TV facilities. One consequence of this was their
reluctance to treat the research tool with any degree of patience. This, despite the
fact that the device was being trialled was made explicitly clear. Oddly, the fact that
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the set top box they were provided with had been manufactured to a high standard
of ‘finish’ made them more intolerant when the remote control proved to be a little
‘clunky’ in use or when various services proved relatively difficult to use. They were,
in short, intolerant of any perceived quality failings:

I’d be happy to download and wait a few days to watch content in order for it to be of higher
quality

That is, when there was an overhead to the use of the system, students were
generally dismissive. They demonstrated a manifest indifference to research interests:

I just want it to work, don’t want to have to care about what’s happening...

Our student focus group also had rapidly evolving expectations and were also
acutely aware of their developing choices:

the precedent has been set regarding the cost of media distributed over P2P. People see it as
a way of getting free content...

...at the moment we are just getting used to watching what we want when we want... it
won’t be long before we are demanding higher quality...

As a consequence, some students were quite negative about certain features:

what is the value added in terms of watching live TV over the Internet...?

This is not to say they were entirely negative, and they did consistently report that
the ability to investigate programmes through a variety of functions embedded in
IPTV was attractive to them: “I like the ability to directly interact with programmes,
for instance, to go onto the Internet to investigate particular aspects of a show”.
More pertinently, however, it has to be said that these responses were at least to
some degree a function of our own methodological approach at this point. It proved
difficult to attract students to the study, and impossible to control to any degree their
prior attitudes and expectations. Just as importantly, the fact that our contact with the
students in question was at best occasional and opportunistic meant that no significant
relationship between researcher and researched ever existed. No one involved in the
research could usefully be described as a ‘lead user’ in Brown et al’s sense. We
believe that this, along with their previous sophistication, was a significant factor in
the kind of responses we obtained. Put simply, rather than the kind of ‘eagerness
to please’ that Brown et al. report on, our students were broadly indifferent to, and
uninterested in, our research demands. As a result they were intolerant of fault. For
them, the technology had been put in place for them to use, not to evaluate.

In contrast, our relationship to participants in Wray has to be understood in a very
different way. Not least, our relationship with certain members of that community
goes back along way. As a Living Lab, the population of this small Lancashire village
have been extensively studied as various technologies, such as public displays, have
been trialled there and this fact, along with the different kind of social arrangements to
be found in a small village, may explain some differences in the results we obtained.
Similarly, being a Living Lab of some standing, the villagers have also got used
to, and often enjoyed, a range of (occasionally bizarre) methodological research
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techniques. In this instance we were interested in villagers experiences, preferences
and expectations of TV viewing and accordingly, before the installation of the set
top boxes, we deployed several ‘cultural probes’, using diaries and photographs, to
gather some information on their television viewing habits. We then facilitated a
simple focus group to gather some reaction to IPTV. In this case they had had an
opportunity to use the system for a couple of months. We also engaged in a number of
lengthy follow-up interviews. Just as importantly, we enlisted a ‘lead user’ to help us
gather willing participants This person not only acted as a proxy for the university in
explaining the purposes of our research activities, but also acted as an intermediary in
a more practical way, informing the research team when faults occurred, explaining
to participants how certain functions worked- even providing support for the network.
Now, ‘Carol’ as we shall call her, did not watch very much television. Indeed, she
suggested that the only time she makes an effort to watch television is when specific
programmes are recommended by her daughter, or when her grandchildren are in the
house. On the face of it, this is quite different from the kind of ‘lead user’ reported
by Brown et al. Here we have someone who makes little or no use of the research
technology in question but nevertheless makes huge efforts on behalf of the research
team:

It’s got to fit into your life ... it’s got to be of some use ... but for me, it’s a way of paying
the university back for the broadband ...; they still fall by the wayside cos it depends on
how busy you are, what you’re interested in, how much trouble it is ... but it’s my role to
encourage them. What I would do, if we could get the chat working better, would be to use
it to help ... give people instructions.

Working with the community, do you get frustrated?

No, I love it ... it’s so rewarding, I can do it all day ... showing people how to do things.
They’ll come to you if they want something. To be entirely honest- I know you work for
them- if anything is frustrating, it’s the university ... [goes on to detail various problems she
has to contend with when working with researchers]

A striking feature of our villagers’ reaction to the system was their overall enthu-
siasm for its functionalities and their tolerance of fault. This was very different from
the reactions of students. Hence:

I really like it ... I’ve been missing it on holiday ... I really like it ... I’ve found, with
perseverance, that it’s much better now than it was when we first got it. I've got used to the
Dalek voice ...

Dalek voice?
Yeah, you know the Dalek voice ...

Yeah, the noise distortion ... but by pressing the right hand button for ten seconds, it seems
to get rid of it ...

This population of users, most of whom had been involved in other ‘technology
probes’ were willing to investigate when things didn’t go according to plan, and were
much more accepting of ‘failure’:

yeah, there are lots of things that are not altogether perfect like I can’t see the writing ...
I've tried to wear glasses and I've found it quite difficult ... we’ve got a little telly and it
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really does make it a problem ... I wrote down a list, let’s see if I can remember ... it’s quite
erratic, the search ...

I found that, a programme you begin to watch one day ... you can’t find the next ... that
happened yesterday ... but on the whole I use it much more than I used to use the iplayer ...

but overall, it’s just easy to use ... from my point of view, I just go on to the searches, browse
it, and find things [ haven’t seen ... I know it’s on the box and I can watch when I like, and
its good.

You don’t get the same problems as the iplayer ... I used to find that would freeze halfway
through ... that’s about being in the village [a bandwidth issue]...

(Researcher) So you’re really positive about it?

Yeah

(Researcher) And is it to do with the flexibility?

Absolutely ...

(Researcher) And if you’re being negative, it’s the interface ...

The iphone is definitely the thing to use ... it makes things much easier and its reliable ...

Our point here is that although this population of users was quick to recognize
faults in the system, they were also keen to find its useful features. This, we feel, was
a function of their awareness of their ‘guinea pig’ status, along with the fact that they
were getting ‘something for nothing’. Some of our respondents had participated in
other trials and all were aware that such trials took place with a degree of regularity.
There was, in short, a willingness to examine their own responses that that we did
not find in the more critical student population. Thus:

(Researcher) Can I ask you about your overall experience of being guinea pigs? How do you
find that generally ... the reason I ask is because there was a study done with students using
a web- based version of this ...on the face of it they’ve got something they like and they’re
getting it for nothing, after all, and it seems that cos it’s a research tool and it’s not entirely
shiny ... it seems that they were just intolerant of it and we were wondering whether ...
because you’re more familiar whether you’re more willing to experiment, more tolerant ....

Yeah, yeah, it’s fun ... you do realize that it’s quite important and you’re part of
something ... and there’s other things we have to get used to and you just think, oh well, it’1l
get sorted ...

We live in a village and we’re used to it ... we got the most appalling television pictures
year after year ... there were shadows all over the screen ... being part of your research and
experiments ... it’s great ... having the chance to use gadgets ...

Inevitably, and in contrast to field trials, the long running nature of our ‘Living
Labs’ means that some of the recurring themes that emerge from our studies of TV
use and expectations, in particular the regular emphasis on notions of control and
choice, resonate particularly with Silverstone’s (2005) notion of ‘domestication’.

EEINNTS

The idea of domestication embraces a series of notions—*“appropriation”, “objecti-
fication”, “incorporation” and “conversion”—that capture the transformations that a
technology undergoes in becoming ‘ordinary’, in being ‘tamed’ and ‘domesticated’.
As Haddon (2007) argues; “these describe how the entry of ICTs into the home is
managed, how these technologies are physically (and symbolically) located within
the home, how they are fitted into our routines and hence time structures and how

we display them to others, and by so doing give out messages about ourselves”. It



Practical Ethics 187

is in this sense that the Living Lab, (and our emphasis on content, interactivity and
control) becomes particularly important as a research tool since, as Lehtonen (2003)
suggests “‘domestication’ does not suggest one-sided control, but rather entails a
state of becoming affected, as the term refers to a learning process whereby things
and people reciprocally influence each other ... a new technology cannot become a
success—or be perceived as a need—unless it passes the multiple tests and trials
that potential users put it through. These have to do with the device’s image, its
utility and the manner in which it can be fitted into everyday practices and relation-
ships”. Whilst there is some theoretical debate over exactly how (and why) these
processes occur our interest, and our problem is specifically design related, and lies
in supporting the different needs of a variegated population of users. Students have
time on their hands, rely heavily on friendship networks for their social lives and
sometimes have very high standards when it comes to the robustness and function-
ality of equipment. They are familiar with, and expect, high quality ‘look and feel’.
Villagers, and those with small children especially, have busy lives, are concerned
for the moral welfare of their offspring, need ‘quiet time’, and so on. For them, the
features they need are those that simplify the organization of their busy lives rather
than those that extend social possibilities. The emergence of various functionalities
for the new generation of interactive television will, we think, have to pay account
of these differences. We suspect there may be many other sources of variation that
are as yet opaque to us and the process of ‘domestication’ will ultimately depend on
the discrete attitudes towards, and behaviours with, content, interactivity and control
will need to be reflected in the design of the technology.

6 Conclusion: ‘Don’t Be Evil’—‘Do the Right Thing’

We began by contrasting a generalising tendency in ethical theory to a more ‘prac-
tical’ view, and arguing that an interest in the former does not always provide us
with tools to help us determine ‘what to do’. This, we suggested, is because, as with
Wood’s (2011) ‘trolleyology’ critique, such general views pay too little attention to
the ‘moral vitality’ of human beings, to the practical issues (which can be of many
kinds) they contend with. Our methodological and ethical reflections about ‘living
labs’ reflect that. We have argued that they need to be understood in terms of two
forms of interactivity—interactivity among participants (such that we can understand
the importance of lifestyle; of prior experience; of ‘genre’, and of patterns of ordinary
life) and interactivity between ‘participant and researcher’ (such that we can better
understand the level of indifference towards research activity we saw among students
and, conversely, the enthusiasm for the research we found among some villagers).
Living labs have been promoted as a simple and cost effective way of both collecting
information from users and involving them interactively in the development of new
products and services, that is, as a form of ‘co-realization’ (Hartswood et al.). Con-
cerns with ‘Living labs’ as a methodology have often seemingly focused on the degree
to which they are either ‘living’, that is are ‘natural environments’ in which ‘real peo-
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ple’ live out ‘real lives’; or the extent to which they have lab-like qualities that permit
something akin to the manipulation of variables in the experimental method. What is
less commonly discussed is the particular kind of social practices that generate user
experiences in the more ‘naturalistic’ of these settings. In our student population we
discovered a relatively homogeneous collection of experiences, views and attitudes
dependent on something we can call a ‘student lifestyle’ and which needs further
decomposing at some point in the future. The other, a village where the attitudes and
opinions expressed depended both on the facts of village life; the long term existence
of the village as a site for investigation and, more specifically, the rhythms of family
life which inform the viewing experience. Our evidence suggests that the latter leads
to a much more differentiated response. Our point here is that ‘living labs’ need to
be treated as sites for social difference as much as anything else.

Overall, our studies suggest that the extent to which our participants are ‘active’
viewers, how they search and plan their viewing, who or what they trust in terms
of guides to viewing and how would they might anticipate coping with any changes
consequent on the introduction of interactive television depend on specific conditions
in their social lives. Students and villagers, in our two studies, live very different kinds
of life and their reception of interactive TV substantially depends on this. These two
very different studies of current and future users of interactive television indicate
some interesting variations, in current consumption or usage of TV, and expectations
around future issues of content, choice and control. They open up some interesting
theoretical and practical, design related, possibilities. For students, where peer group
and lifestyle considerations are paramount, chat (in some form), recommendation
and so on were welcomed. For our villagers, the rather more pressured nature of
family life meant that functionalities that assisted in the organization of their lives
were welcomed, those that potentially expanded their social interactions less so. The
ability to structure viewing in advance for children, for instance, thus controlling not
only content but also the length of their viewing was strongly welcomed by parents
with young children.

Equally, as we have pointed out, the response of the two populations to fault was
quite different. Students, it seems, have a demand for high quality and are unforgiving
of fault. Our villagers are appreciably more tolerant and more willing to investigate
sources of problems. The most likely explanation for this is that they are relatively
regularly exposed to innovation and have developed a ‘feel” for the kind of results that
researchers are interested in. We should point out, however, that this is not the same
thing as Brown et al. point to, and our results do not support their contentions about
‘demand conditions’. Our version, as we argue below, has much more in keeping
with Turner’s (1970, 1974) who points out that more than one ‘technical description’
of an event is possible.

It does not, however, provide members with what to say about those activities.
The point here is that, just as interviewers of whatever kind (doctors; the police,
and so on) ask questions which are relevant above all to the task in hand, so do
researchers. In much the same way, however, initial utterances, responses and so on
by respondents will be given in accordance with how respondents construe the task
in hand. ‘Recipient design’, that is, does not refer to responding in a way that the
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interviewer wants, but to responding in accordance with what one knows about the
interviewer (notably, that he/she may have an interest in certain technical matters)
and, indeed, whatever other cultural resources the respondent sees fit to bring to the
exchange.

Our research policies were such that it is probably true that we gave little opportu-
nity for our student population to be ‘participants as researchers’ whereas our work
in the village was more ‘artful’ and depended much more on a ‘lead user’ to field
difficulties, make appointments for us, arrange meetings and so on. Having said that,
our view of ‘demand conditions’ is substantially different from that of Brown et al.,
at least as we read them. Brown et al. see the issue of lead users as being connected
in some way to arguments attending on the Hawthorne experiments. The troubled
history of the Hawthorne experiments has been reported at length and we need not
go into it here (see Brannigan 2017, for a useful review). Suffice it to say that—for
Roethligsberger and Dickson at least—the behavior of groups was causally affected
by the fact of experimentation. We see them, rather, as being associated with what
ethnomethodologists call ‘recipient design’. Ethnomethodologists have, on innu-
merable occasions pointed to the way in which any sociological method, but notably
interviewing, can be seen as the artful production of participants. (See e.g. Hester
and Francis; Benson and Hughes; Stoddart; Cicourel). In the first instance, it can
be argued, as Turner does, that the sociologist, ‘inevitably trades on his member’s
knowledge in recognizing the activities that participants are engaged in ...". Sec-
ondly, of course, the same is true for other participants. Thus, conversation can be
seen to be ‘recipient designed’.

Now, this digression into the wilder shores of disagreement between ethnomethod-
ologists and sociologists-at-large may seem sophist to an audience concerned with
the practicalities and ethical implications of method but we want to show how it
is, in fact, quite consequential. Brown et al. are not arguing that the ‘eagerness to
please’ of lead researchers problematises the research but rather that knowledge of
such matters helps us contextualize and evaluate our own research approach and
perhaps the associated ethical practices. We do not mean to suggest otherwise. Hav-
ing said that, our own participation in conversation with ‘subjects’ leads, in some
respects, to a quite different set of conclusions. Lead participants’ are not necessar-
ily characterised by enthusiasm for research. Working with participants is an artful
business, both for researchers and for participants. Processes of domestication are
not one-sided. Reward can, in some circumstances, be psychologically important.

7 Lessons Learned and Recommendations: ‘Implications
for Ethics’

A number of lessons or what might be regarded as ‘implications for ethics’ emerged
from this research—some of which support the findings of previous research but
some of which are somewhat novel. For example, formal ethical guidelines, while
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necessary, do not adequately encompass the ‘real’ issues. Indeed, we might go so far
as to say that issues of ‘informed consent’ etc. were of little interest to our subjects,
even when explicitly pressed on the matter. Similarly, methods need to be imple-
mented which improve and facilitate regular communication between researchers
and their ‘subjects’. Regular meetings explaining intentions, progress (or the lack of
it) and encouraging feedback, facilitate understanding. Typical failures on the part
of researchers can include not explaining in a timely way why there might be imple-
mentation failures; not explaining why problems cannot be dealt with ‘right now’,
and not making research aims clear. Just as importantly, given the nature of different
projects, heterogeneous research groups are not always well-known to participants.
This impacts on trust.

Much like Taylor et al. (2013) and Brown et al. (2016) we insist that, as a matter of
practical ethics, users be taken seriously. In the case of long term relationships of the
kind we see in Wray, it can easily be forgotten that there is a significant investment on
the part of some village partners in terms of time; acquiring expertise, recruitment and
mediation. Without a constant, and two-way, process, this is not always understood.
Similarly, both recruitment and long term willingness to engage depends on the work
of community figures. One cannot assume a willingness to engage with research as
a default position, especially in long-term work. Bad experiences with technology,
in particular, affect willingness and the role of mediators is at this point, critical.
The role of mediation cannot be over-stressed. The success of the university’s long-
term collaboration with the village depended almost entirely on the ability of one,
possibly two, people to recruit, persuade and engage. As ought to be clear, the level
of commitment and expertise demonstrated by such volunteers is, not to put too
fine a point on it, remarkable, and collaborations of this kind could not succeed
without their work. It is notable that successive projects have ‘piggybacked’ on this
goodwill, but efforts to maintain good relations and show the requisite appreciation
need to be consistent. Similarly, our mediators have developed a considerable degree
of technical expertise over the years and often involve themselves in significant
repair and development work. This needs to be better appreciated and supported.
This extends also to support for other participants who do not always understand
technology in the way that researchers do. For the most part, ‘training’ has been
very limited and mainly takes place at the beginning of project work. More regular
reinforcement is certainly required.

In outlining what Brown et al. (2016) might view as mundane situated ethics,
temporal factors become particularly important. It is both an advantage and a chal-
lenge for ‘living lab’ research that it unfolds over long time periods. This allows us
to chart the ways in which responsibilities develop and change over the course of a
project and also the ethical issues that remain after research projects have finished.
This remains a problem with ICT projects ‘in the wild’, (e.g. concerning issues of
ownership and maintenance of both ICT and data), and results in avoidance or rather
unsatisfactory compromises. Even though documenting a single piece of research
in a ‘living lab’ we are describing long- term collaboration, time is a relevant factor
in the short term as well. The lives of most people are governed by a series of rou-
tines, and the lives of villagers are no different. What is evident is that the routines
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of university researchers and those of villagers are not necessarily contiguous. In
these circumstances reward becomes important. For some users, mere participation
constitutes reward. More than one person reflected on the pleasures of participation,
but equally that this was enhanced when ‘the university takes some interest in us’.
Having said that, some frustration was expressed over the time it took to fix prob-
lems; the disappearance of technology at the end of projects; and over ‘being taken
for granted’. One respondent, involved for the whole of the ten year cycle we report
on, commented as an aside, ‘I’ve never received a single penny for what I’'ve done.’
It says much about the relationship between researchers and participants that the
two researchers present when this was said were somewhat shocked and dismayed.
Comments to the effect that, ‘I had no idea she felt like that’ were subsequently
exchanged. One further observation has to do with community- identified needs.
Although there are evident limits on what researchers can do outside of the formal
remit of the research, it is noticeable that appreciation of efforts made ‘above and
beyond’ was significant. Hence, ‘X helped us a lot with the setting up of the mesh
network, even though there was no funding at that time. He’s a very nice man.’
Finally there are a number of areas where general ideas about practical ethics
and particular notions about responsibility overlap. There is a need for clear allo-
cation of responsibility. Our own feeling, based on our interviews, was that users
did not always feel ‘championed’. They commented, as we have pointed out, on the
somewhat reticent behaviour of (for them) anonymous people who ‘come out, fix
the equipment, say nothing and then disappear ..."” They expressed some frustration
at the inability of researchers to understand the demands of family life and its rou-
tines, and their inability to identify exactly who they need to be talking to. Clear
allocation of responsibility for communication with participants at timely moments
would help a great deal. But responsibility issues tended to arise in interesting ways:
and we were concerned with documenting what might be regarded as ‘community
ethics’—documenting the subtleties involved in mapping ethical responsibilities in
a ‘living lab’ and the various ways these may accrue not simply to individuals but
also to families and various cross-cutting social groups. Similarly we are interested
in outlining some differences in ethical responsibilities towards individuals and their
data. Research protocols generally assume a consistent and uniform responsibility
towards every participant, but in the long-term research associated with ‘living labs’,
individual involvement can change and evolve; some become ‘champions’ of the
technology, others less interested. We are concerned with documenting how this
plays out in terms of changing ethical responsibilities. The important aspects of
responsibility identified in the case study, of community, the complexities of tempo-
ral change and data ownership and management and the development of increasingly
‘virtual’ techniques are likely to provoke considerable interest and discussion. Fur-
thermore, this case study also facilitates our ongoing investigation of Silverstone’s

0

notion of the ‘domestication’ of ICT, embracing the “appropriation”, “objectifica-
tion”, “incorporation” and “conversion” of ICT in the mundane process of living
with, and effectively ‘taming the technology’. Observing and documenting each
of these processes has important and relatively underexplored implications for our

understanding of ethical responsibility in ICT research. Given the growing interest
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within the human computer interaction community in ‘value driven design’, these
research findings should build into a framework of more general concerns, lessons,
practices and values that are relevant to a range of technologies and settings beyond
those directly involved in the study.
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