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Abstract
In almost all parts of the world, breast cancer is one of the
major causes of death among women. But at the same
time, it is one of the most curable cancers if it is
diagnosed at early stage. This paper tries to find a model
that diagnose and classify breast cancer with high
accuracy and help to both patients and doctors in the
future. Here we develop a model using Normalized Multi
Layer Perceptron Neural Network to classify breast
cancer with high accuracy. The results achieved is very
good (accuracy is 99.27%). It is very promising result
compared to previous researches where Artificial Neural
Networks were used. As benchmark test, Breast Cancer
Wisconsin (Original) was used.
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1 Introduction

Cancer is a set of illnesses where body cells grow, alter, and
multiply without control. As a rule, name of the cancer
comes from the part of the body where it originated. Due to
this, breast cancer refers to the unpredictable and often fast
enlargement of cells that begin in the breast tissue. A cluster
of rapidly separating cells may form a mass of extra tissue,
called tumors. Tumors can either be cancerous (malignant)

or non-cancerous (benign). Malignant tumors travel through
healthy body tissues and destroy them.

The term, breast cancer, refers to a malignant tumor that
has developed from cells in the breast. It is the most common
cancer among women in almost all parts of the world. But if
it is discovered in the earlier stages, chance to cure it are
very high. According to statistics, early stage detection and
treatment results in a 98% survival rate but if ti is detected in
metastases this plummets to 27% [1].

In reality, one in eight women in the USA might expect to
develop breast cancer during the life time [2]. Although in
Bosnia and Herzegovina we do not have single register at
government level, according to the reports of cantonal health
care and hospital registers, breast cancer is the most common
malign illness in our country [3]. Therefore, there is great
need to develop a technique that will diagnose and classify
breast cancer with high accuracy.

Till now, several different techniques have been used for
breast cancer diagnosis. One of the most widely used tech-
niques is mammography, but in literature, radiologists show
significant differences in interpreting it [4]. Another widely
used technique is Fine Needle Aspiration Cytology (FNAC)
but its bad side is its modest accuracy rate (around 90%).
Therefore, there is a need to develop another technique that
will provide better performance for classification of breast
cancer. The response to this need is usage of statistical
techniques and artificial intelligence techniques. Here we
define all data into two groups, either benign (that does not
have cancer) or malignant group (strong evidence of having
breast cancer). Due to this reason, breast cancer diagnosis
can be discussed as classification problem [5–8].

Many researchers used different statistical and artificial
intelligence techniques to predict and classify breast cancer
techniques. Karabatak and Ince [9] used association rules
and neural network to classify breast cancer pattern and they
achieved the highest accuracy of 97.4%. Quinlan [10] used
10-fold cross-validation with the C4.5 decision tree method
to reach accuracy of 94.74%. Goodman [11] used three
different methods, optimized learning vector quantization
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(LVQ), big LVQ, and artificial immune recognition system
(AIRS) to obtained accuracies of 96.7, 96.8, and 97.2%,
respectively. Setiono [12] used feed forward neural network
rule extraction algorithm to obtain accuracy of 98.1%. Abbas
[13] used Memetic Pareto ANN (MPANN) to achieve
accuracy of 98%. Aličković and Subasi [14] employed
genetic algorithms in order to eliminate insignificant fea-
tures. Besides they used different data mining techniques for
breast cancer detection. They obtained the highest classifi-
cation accuracy using the Rotation Forest model with
GA-based 14 features.

Artificial Neural Networks (ANNs) are computational
models consisted of set of interconnected units called neu-
rons. It is inspired by biological neural system, although
functions of ANNs might be quite different from biological
neural systems. Many researches on medical diagnosis of
breast cancer with Wisconcin breast cancer dataset have
been done by using Artificial Neural Networks (ANNs) in
recent years, and most of these researches reported high
classification accuracy.

In this research, we propose normalized Multi Layer
Perceptron (MLP) neural network to classify types of breast
cancer. This method consists of two stages. In the first stage,
we normalized our dataset and then in the second stage we
used Multi Layer Perceptron for classification. We use
Wisconsin breast cancer (Original) dataset as benchmark test.

This paper is organized as follows. In Sect. 2, we give
description of dataset used. In Sect. 3, theoretical back-
ground about Artificial Neural Networks, Multilayer Per-
ceptron and Normalization is explained. In Sect. 4 we
present out experimental results. In Sect. 5, we give final
conclusion and possible future improvements.

2 Wisconsin Breast Cancer Database
Overview

Breast cancer is one of the most spread cancers among
women. Based on rates from 2005–2007, one in eight
women is affected by this cancer during their lifetimes [15].
Breast cancer can also occur in man, although it is not that
common. Although some of the risks such as aging, genetic
risk factors, family history, menstrual periods, not having
children, obesity, etc. that increase chances for development
of breast cancer are known, it is not known how these risk
factors causes cells to become cancerous. Many researches
are being done currently to answer this question and
understanding how certain alterations in DNA can cause
normal breast cells to develop into cancerous is in a great
progress [9].

Performance is evaluated based on the model using the
Wisconsin breast cancer dataset (Original) to classify the
types of breast cancer as either benign or malignant. This

dataset contains nine features summarized in Table 1 and
each of these features is represented by some number
between 1 and 10. These data is collected by Dr. William H.
Wolberg at the University of Wisconsin—Madison and this
dataset can be found on UCI Machine Learning Repository.
Hospitals and it contains 699 records taken from 699 dif-
ferent persons and 241 (65.5%) records are malignant and
458 (34.5%) records are benign. Out of these 699 records, it
contains 16 instances with missing attribute values. We
tested out proposed method on set containing 683 data to
prove efficiency of our method.

3 Theoretical Background

3.1 Artificial Neural Networks (ANNs)

ANN is an attempt to model information processing capa-
bilities of nervous systems. It is a set of interconnected
simple computation units called neurons. Link connecting
neurons have weights. It performs useful computations
through a process of learning, function that modifies these
weights of the network to achieve desired high perfor-
mances. The output of each neuron is computed by using an
activation function such as sigmoid and step. ANNs are
trained by experience, when applied an unknown input to the
network it can generalize from past experiences and give
new result [16–18]. There is an art when we design neural
network because we need to pay attention to many param-
eters. When we design ANN, we first need to decide about
ANN model, then we need to decide about number of layers
and then about the number of neurons in each layer.

3.2 Multi Layer Perceptron (MLP)

Multi Layer Perceptron is a neural networks consisting of
input layer, one or more hidden layers and output layer. It is
one of most widely used supervised learning neural network
architecture. The input signal travels from beginning to end
of the network in forward direction. So, for MLP networks,
output of one layer is applied to be input of the following
layer. Figure 1 illustrates the architecture of MLP. The
output of the MLP network is given in Eq. (1), where M is
the number of the layers in the network. MLPs have been
applied to solve many diverse problems with high efficiency
by training them in a supervised manner using error back
propagation algorithm [18].

amþ 1
m ¼ f mþ 1

m Wmþ 1amm þ bþ 1
m

� �
; m ¼ 1; . . .;M � 1 ð1Þ

Back propagation algorithm is a learning that consists of
two passes (forward and backward pass) through an entire
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network. In the forward pass, input vector is applied to
sensory nodes and as output it produces the actual response
of the network. In this step, weights are all fixed. In the
backward pass, the weights are adjusted in accordance with
an error-correction rule. Error signal is produced by sub-
tracting network response from a target (desired) response
and this error signal is propagated through the network.
Weights are adjusted to make network response close to
desired response as much as possible [18].

3.3 Normalization

Training of ANNs could be made more proficient if partic-
ular preprocessing steps on the network inputs and targets
are done. Network input processing functions converts
inputs into a structure more appropriate for the network
usage. The normalization process for the raw inputs has

large impact on data preparation to be more fitting for the
training. If normalization was not used, training of the ANNs
would have been very time-consuming. There are several
different types of data normalization. Data minimization can
be used to scale data in the same range, so each input
attribute has minimized bias within ANN. It can also
accelerate training time by starting the training process for
all attributes within the equal range. Different techniques use
different rules such as min max rule, sum rule, product rule,
etc. [19]. In this paper, we will discuss two different nor-
malization techniques: Min-Max Normalization and Mean
and Standard Deviation Normalization.

(a) Min Max Normalization: this method rescales attributes
from one range to another. Often, features are rescaled
to be in range [0 1] or [−1 1]. It is accomplished by
using linear interpretation formulas such as Eq. (1).

x0 ¼ xmax � xminð Þ � xi � xminð Þ
xmax � xminð Þ þ xmin ð2Þ

When min-max normalization is applied, all attributes will
be within the same new range. Good side of this normal-
ization is preserving exactly all relationships in the data [19].

(b) Mean and Standard Deviation Normalization: Another
approach is to normalize mean and standard deviation
of the training set. It normalizes inputs and targets in
such a way that they will have zero mean and unity
standard deviation. After training set is pre-processed
by using normalization, then these new inputs are used
to train network.

Table 1 MLP architecture and
training parameters

Architecture

The number of layers 3

The number of neuron on the layers Input: 9

Hidden layer: 5

Output layer: 1

The initial weights and biases Random

Activation functions Linear

Training parameters

Learning rule Levenberg–Marquardt

Back propagation

Performance 0.01

Momentum 0.6

Learning Rate 0.2

Maximum number of epochs 100

Fig. 1 Two-layer MLP network where P is an input vector, W is the
weight vector, S1 and S2 are the number of neurons in the first and
second Layer respectively, a is the output of the layer and f is transfer
function
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4 Experimental Results

In this section, evaluation of performance of our proposed
model was done on Wisconsin breast cancer (Original)
dataset. As it was already mentioned, this data set contains
699 records with 16 records having missing data. Our pro-
posed model is given in Fig. 2.

As it can be seen in Fig. 2, we first normalized out
training data using Mean and Standard Deviation Technique.
Then this normalized data was used to improve Multi Layer
Perceptron NN performances. By using Normalization
technique together with Neural Networks, we developed a
technique that is able to classify breast cancer types with
very high accuracy rate. It is worth of mentioning here that
we achieved significant improvement for classification by
using first normalization and then MLP.

Simulation has been made by using MATLAB 2008.
A variety of networks were developed and tested with ran-
dom initial weights. The network is trained one hundred
times. 80–20% was used. Eighty percent of records (546
records) were used for training and twenty percent of records
(137 records) were used for testing. The training data set are
used for learning the breast cancer pattern and then generate
the decision rule(s). The testing data set which have not been
used to train the system that are used to test the results.

Experimental results are taken as average of 100 runs and
measured in term of classification accuracy Training
parameters that gave us the highest accuracy can be seen in
Table 1. While making experiments, different values of

parameters were used, and the results achieved can be seen
in Table 2. As we can see from table two, the most important
impact on performances of our system is the choice of
transfer function. If we used any other function except linear,
or combination of linear and other function. Accuracy rate is
very poor. In average, it is around 75%. But, if we use linear
transfer function, accuracy rate is extremely high. It is
99.27%., and this is one of the highest accuracies achieved
in researches by using Artificial Neural Networks. So, by
first normalizing data in preprocessing stage and after that
using a linear transfer function we achieved improvement of
classification rate for around 32%., what is a very significant
improvement. From this we can see that the choice of
appropriate function is crucial and the most important factor
for correct classification of breast cancer records. When we
used transfer functions other then only linear and change
other parameters such as learning rate or momentum, we got
certain change in average accuracy, but very small and
accuracy achieved was very low. This can also be seen in
Table 2.

After we selected only linear function for transfer func-
tion, we got enormous improvement in accuracy, 99. 27%.
So, from here we can conclude that although we select dif-
ferent values for training parameters, the most important
factor is transfer function and as transfer function, we need
to use only pure linear transfer functions in order to get the
highest accuracy.

The results obtained in this research have been compared
to results obtained by using neural networks from previous

Table 2 Classification accuracy obtained with proposed method using different parameters

Number of neurons in the layers Transfer functions Learning rate Momentum Training function Number
of epochs

Accuracy (%)

20–20–1 tansig–tansig–purelin 0.2 0.6 tarinlm 10 75.31

20–20–1 tansig–tansig–purelin 0.2 0.6 tarinlm 100 75.01

20–20–1 tansig–tansig–purelin 0.15 0.5 tarinlm 100 75.27

20–20–1 tansig–tansig–purelin 0.1 0.6 tarinrp 100 75.19

20–20–1 logsig–tansig–purelin 0.1 0.6 taringdm 50 73.36

20–20–1 logsig–tansig–purelin 0.2 0.6 tarinlm 50 75.26

20–1 logsig–purelin 0.2 0.6 tarinlm 50 75.79

20–1 tansig–logsig 0.15 0.6 tarinlm 50 75.18

20–1 tansig–purelin 0.15 0.5 tarinlm 50 75.36

20–1 purelin–tansig 0.15 0.6 taringdm 100 75.18

10–5–1 tansig–tansig–purelin 0.1 0.6 tarinlm 100 75.19

10–1 logsig–tansig–purelin 0.1 0.5 tarinrp 100 75.19

20–20–1 purelin–purelin–purelin 0.2 0.6 tarinlm 100 99.27

10–1 purelin–purelin 0.1 0.5 taringm 100 99.27

10–1 purelin–purelin 0.2 0.6 taringdm 50 99.27

10–1 purelin–purelin 0.2 0.6 tarinlm 50 99.27
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researches. We can see this comparison of the results done
on the same dataset in Table 3. As it is shown in Table 3,
this approach gave much better results than previous
research done by using Artificial Neural Networks. One of
the possible reasons why linear transfer function gave us the
highest accuracy rate for Wisconsin breast cancer data set is
the usage of normalization preprocessing.

5 Conclusion

Breast cancer is one the most widely spread cancers among
women worldwide today. But, if it is diagnosed in its early
stage, it can be cured very high chances. There are different
methods used to diagnose and classify it, such as mam-
mography etc. These methods have several drawbacks, and
there is a need to find a better method. In recent years,
artificial intelligence started to be in use in this area and it
showed very good classification results. Our research is done

with purpose to contribute to better classification of breast
cancer. Our method tested on Wisconsin breast cancer
dataset that contains nine attributes showed very good
classification accuracy of 99.27%. Method we used in our
research is normalization technique combined with Multi
Layer Perceptron neural network. A result achieved in this
research is very promising compared to the earlier reported
classification techniques for mining breast cancer data. This
research demonstrated that normalization of data is also very
important.

We believe that this technique can be useful and can help
to physicians to make very accurate diagnostic decisions. In
our future investigations, we will pay a lot of attention to
evaluate our proposed technique on larger data sets and to
apply this algorithm on other applications such as ECG,
EEG, and Intrusion Detection and test the efficiency of this
algorithm. Further studies of the data can yield more
remarkable outcomes. This will also be the center of atten-
tion of our prospect work.

Fig. 2 Block diagram of proposed system for classification of breast cancer types

Table 3 Classification accuracy
obtained with proposed method
and classification accuracies
obtained using neural networks in
previous researches

Reference Technique Accuracy (%)

Proposed method Normalized multi layer perceptron 99.27

Ubeyli [22] Multilayer perceptron neural networks 91.92

Karabatak and Ince [9] Association rules and neural networks 97.4

Setiono [12] Feed forward neural network rule extraction algorithm 98.1

Ubeyli [22] Recurrent neural network 98.15

Ubeyli [22] Probabilistic neural network 98.61

Albrecht et al. [20] Logarithmic simulated annealing with
the perceptron algorithm

98.8

Marcano-Cedeño et al. [21] AMMLP 99.26

Aličković and Subasi [14] Rotation forest 96.78

Aličković and Subasi [14] Rotation forest and GA 99.48
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