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Preface

We are delighted to introduce the proceedings of the 2017 European Alliance
for Innovation (EAI) International Conference on Robotic Sensor Networks
(ROSENET 2017) and the 2018 EAI International Conference on Robotic Sensor
Networks (ROSENET 2018). The theme of ROSENET 2017 and ROSENET 2018
was “Cognitive Internet of Things for Smart Society.” This proceedings highlights
selected papers presented at the 1st/2nd EAI International Conference on Robotic
Sensor Networks, held in Kitakyushu, Japan. Today, the integration of artificial
intelligence and internet of things has become a topic of growing interest for both
researchers and developers from academic fields and industries worldwide, and
artificial intelligence is poised to become the main approach pursued in next-
generation IoTs research.

The rapidly growing number of artificial intelligence algorithms and big data
devices has significantly extended the number of potential applications for IoT
technologies. However, it also poses new challenges for the artificial intelligence
community. The aim of this conference is to provide a platform for young
researchers to share the latest scientific achievements in this field, which are
discussed in these proceedings.

The technical program of ROSENET 2017 and ROSENET 2018 consisted of
19 full papers from 39 submissions, including 18 papers in main track and 1
invited paper in special session “Artificial Tactile Sensing and Haptic Perception.”
Aside from the high-quality technical paper presentations, the technical program
also featured two keynote speeches. The five keynote speakers were Prof. Seiichi
Serikawa, Prof. Hyoungseop Kim, Prof. JooKooi Tan from Kyushu Institute of
Technology, Japan, Prof. Yujie Li from Fukuoka University, Japan, and Prof. Min
Chen from Huazhong University of Science and Technology, China.

Coordination with the steering chair, Imrich Chlamtac, was essential for the
success of the conference. We sincerely appreciate his constant support and
guidance. It was also a great pleasure to work with such an excellent organizing
committee team for their hard work in organizing and supporting the conference:
in particular, the Technical Program Committee, led by our TPC Co-chairs, Dr.
Shenglin Mu, Dr. Jože Guna, and Dr. Shota Nakashima who have completed the

v



vi Preface

peer-review process of technical papers and made a high-quality technical program.
We are also grateful to Conference Manager, Dominika Belisova, for her support and
all the authors who submitted their papers to the ROSENET 2017 and ROSENET
2018 conferences and special sessions.

We strongly believe that ROSENET conferences provide a good forum for all
researchers, developers, and practitioners to discuss all science and technology
aspects that are relevant to Robotics and Cognitive Internet of Things. We also
expect that the future ROSENET conferences will be as successful and stimulating
as indicated by the contributions presented in this volume.

Kitakyushu, Japan Huimin Lu
Fukuoka, Japan Li Yujie
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New Tuning Formulas: Genetic
Algorithm Used in Air Conditioning
Process with PID Controller

Xiaoli Qin, Hao Li, Weining An, Hang Wu, and Weihua Su

1 Introduction

Proportional–integral–derivative (PID) controllers are the most popular controllers
used in industry [1–3], and [4] have shown that 90% of control loops are of PI or PID
structure. The air conditioning process is to adjust the various air parameters and
these controllers are of the PID structure generally. Several parameters of the PID
controller can be adjusted and the control loop can perform better if the parameters
are chosen properly. The procedure of finding the controller parameters is called
tuning [5]. Tuning methods research has made a rapid development in the past
decades, such as Ziegler–Nichols method [6, 7], Haalman and tuning method [8,
9], Cohen–Coon (C-C) method [10, 11], and other methods [12, 13].

In this study, the reverse scheme is used in the derivation of new tuning
formulas, seeking directly the relation between optimization results and model
parameters by dimensionless processing. The new tuning formulas proposed are
of simpler structure and similar control performance compared with complex
optimization algorithms. The performance of the new tuning formulas is tested for
different representative air conditioning processes compared with the Z-N method,
C-C method, and AMIGO method in terms of the set-point response, the load
disturbances response, and robustness. Performance analysis reveals that the new
tuning formulas can provide consistently improved performance for air conditioning
processes compared to other tuning methods.

X. Qin · H. Li · W. An · H. Wu · W. Su (�)
Institute of Medical Equipment, Tianjin, China

© Springer Nature Switzerland AG 2020
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2 X. Qin et al.

2 PID Controller Structure Design and Parameters Tuning

A qualified controller should perform well in set-point response, load disturbance
response, and robustness. However, those different performances are coupled. In this
study, we use reverse scheme. Apply complicated optimization algorithms to a batch
including various representative air conditioning processes. Try to find the relation
between the normalized controller parameters and plant parameters, and present the
new tuning formulas that can be of simple and convenient and with similar control
performance compared to complex optimization algorithms.

2.1 Two Degrees-of-Freedom PID Control Structure

Good rejection of load disturbance will increase set-point response deviation, so
we use the two degrees-of freedom structure to make the problem be decoupled.
A simple way to achieve this two degrees-of-freedom structure is to use set-point
weight as shown in Fig. 1.

The controller is described by

u(t) = γK

[
ep + (1/Ti)

∫
edt + Td ded/dt

]
(1)

where

ep = bysp − y, e = ysp − y, ed = cysp − y (2)

where y is the output of the process, ysp is the set-point, and b and c are the set-point
weighting parameters, When the process gain is greater or less than zero, then γ = 1
or γ = −1.

sTd
-

y

b

1

c

-

-

1/sTi

C(s)

g K P(s)

Fig. 1 Set-point weighted PID controller
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2.2 Solution of Optimization Problem Using Genetic Algorithm

The optimization problem can be stated as follows:
Find controller parameters that minimize IAE to the constraints that the closed-

loop system is stable and that the robustness index Ms < m. In this study, m = 2,
the standard value of Ms [5]. Genetic algorithm is a stochastic optimization
algorithm that was originally motivated by the mechanisms of natural selection
and evolutionary genetics, and has found extensive application in solving global
optimization problem.

The optimization procedure is summarized as follows:

1. Encoding and initialization of population
Real-number encoding [14] was used in this study, the PID parameters K, Ti,

Td that we need to tune compose a chromosome (K, Ti, Td), where 0 < K < Ku,
0 < Ti < Tu, and 0 < Td < Tu, where K is the proportional gain, Ti is the integral
time, and Td is the derivative time. Ku is the ultimate gain and Tu is the ultimate
period of the process.

The initial population generation is randomly chosen within these ranges.
2. Fitness and cost function

In this study, the cost function and fitness function J(K, Ti, Td) were defined
as

J (K, Ti, Td) = IAEload (3)

F (K, Ti, Td) = 1

J (K, Ti, Td)
(4)

Our objective was to search (K, Ti, Td), in which J(K, Ti, Td) is minimized to
the robustness constraints. A better PID controller will be of better fitness. The
GA generates better offspring to improve the fitness, approaching the optimal
PID parameters.

If any of following conditions is true, F(K, Ti, Td) = 0, this chromosome will
be eliminated:

(a) A system with PID parameters K, Ti, Td is unstable.
(b) Ms > 2.
(c) Any PID parameters K, Ti, Td are negative.

3. Elimination and duplication
In a generation with N = 200 individuals, we calculated the fitness of every

individual and defined the (subsistence power):

SPi = N
Fi

N∑
i=1

Fi

(5)
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When SP < 1, those individuals are eliminated, and those individuals with
higher SP will duplicate themselves to occupy extra space, keeping the popula-
tion size N unchanged. Hence, the individual with high fitness is more likely to
be chosen for crossover and mutation.

4. Crossover and mutation
Crossover exchanges the information of two chromosomes. First, we set a

crossover probability Pc = 0.8. Second, for two arbitrary chromosome, the
procedure gives a random number Nc, where Nc, Pc ∈ [0, 1]. If Nc < Pc, the
crossover between the two chromosomes will happen. The crossover rule is

A : MAn+1 = λMAn + (1 − λ) MBn (6)

B : MBn+1 = λMBn + (1 − λ) MAn (7)

where λ is a random number between 0 and 1, and the MAn and MBn represent
the PID parameters K, Ti, Td in A and B chromosome of n generations,
respectively. Third, the second step is repeated until the offspring’s components
are completed.

Mutation is a way to add new genetic material to the population to avoid
getting stuck at a local optimal. The mutation procedure is similar to crossover,
and the mutation probability is Pm = 0.2. When a random number Nm < Pm, Nm,
Pm ∈ [0, 1], the chromosome will undergo mutation. The mutation rule is

C : MCn = MCmean + MCrange (η − 0.5) (8)

where η is a random number between 0 and 1, and the MCmean and MCrange
represent the mean and the range of the PID parameters K, Ti, Td in C
chromosome of n generations, respectively.

Through the crossover and mutation, the new generation is produced, then
compute the fitness of every chromosome and repeat elimination and repro-
duction until the final generation of n = 100 is attained. The PID parameters
in the chromosome of largest fitness in the final generation are the result of
optimization.

The optimization procedure is summarized as follows:

Step 1: Compute the ultimate gain and ultimate period of the air conditioning
process.

Step 2: Generate the initial population of size N.
Step 3: Calculate the fitness value for each chromosome composed by the PID

parameters.
Step 4: Through elimination, duplication, crossover, and mutation, produce a new

population.
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Step 5: If the final generation is attained, stop the search, else go to Step 3.
Step 6: Find the chromosome of largest fitness in the final generation and output its

PID parameters as the optimization result.

3 Derivation of the New Tuning Formulas

3.1 Test Batch

The process information is available for air conditioning process in terms of a first-
order plus dead time (FOPDT) model as given in (1). The model parameters are
normalized by an important parameter called the relative dead time τ = L/(L + T),
where L/T is also an important index in controller parameters tuning. Cohen and
Coon called L/T the self-regulating index [5]. It is also called the controllability
index [8]; Astrom and HaggIund use the relative dead time τ instead of L/T for the
advantage that the parameter is bounded to the region [0, 1] [13].

The test batch includes 60 different FOPDT models representing the various
types of air conditioning process. Kp is assumed to be the standard 1. T and L are
the values taken from the sets Tset = (600, 700, . . . , 1500, 1600) and Tset = (100,
200, . . . , 800, 900) and τ ≈ (0–0.6) correspondingly.

3.2 Apply Optimization Procedures

In this study, the population size N and the maximum allowable generation number n
were chosen as 200 and 100, respectively. Search the best PID controller parameters
for every model in the batch using the optimization procedure described in Sect. 2.

3.3 New Tuning Formulas

The PID controller parameters were normalized to six types of dimension free
parameters, i.e., KKp, aK, Ti/T, Ti/L, Td/T, and Td/L. The least-squares method
is used to find the best function match, completing the curve fitting. Three PID
parameters used the same form of expression, i.e., exponential function. The new
formulas are summarized up in (9):

F (τ) = aebτ + cedτ (9)

The corresponding function coefficients of the new formulas (9) are given in
Table 1.
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Table 1 Coefficients of the
new tuning formulas

F(τ ) a b c d

KKp 11.09 −5.598 0.282 1.44
Ti/L 52.01 −35.54 2.844 −1.799
Td/T 0.105 2.741 −0.109 −0.584

Table 2 The PID parameters
of different tuning methods

Methods K Ti Td b c

Z-N 4.83 580 145 1 1
C-C 5.63 674.27 103.55 1 1
AMIGO 3.59 491.16 122.05 0 0
New-rule 3.54 699.63 97.964 0.17 0.625

The new formulas can give similar control performance compared to complex
optimization algorithms while be of simple form.

4 Results

Effectiveness of the proposed new tuning formulas is verified by simulation
experiments on the temperature conditioning process. Relative dead time τ of
the three processes is in different region representing different air conditioning
processes. Performance of the proposed new tuning formulas is compared with
those of Ziegler–Nichols (Z-N) method, Cohen–Coon (C-C) method, and AMIGO
method with respect to set-point response, load disturbance response, and robustness
using the indexes: Mp(s) and ts, IAE and Mp(L), Ms, respectively.

For our simulation experiments, we consider a cooling conditioning process.
Transfer function of this process is given by

G(s) = − 1.3e−290s

1520s + 1
(10)

The relative dead time of this process is τ = 0.16. The controller parameters
provided by different methods are shown in Table 2. Due to the minus process gain,
γ = −1.

To better demonstrate the performance differences between other different
methods in the figure, Z-N method was not shown due to its unacceptable controller
output and bad time responses. The time responses and Nyquist curves of the loop
transfer function designed by different tuning method are shown in Figs. 2 and 3,
respectively. Figure 2 exhibits the responses of the system to changes in set-point
and load disturbances. Load disturbance attenuation of the three methods is similar,
but the considerably improved performance of the new tuning formulas over C-C,
even better than AMIGO can be seen during the set-point response. The variation
of control actions for different tuning methods corresponding to response are also
shown in Fig. 2. The control signal of new tuning formulas is the smoothest and
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Fig. 2 Responses to a unit step change at time 0 and a load step at time 5000 for PID controller
designed by different tuning methods

Fig. 3 Nyquist curves of
loop transfer functions: New
formulas (full line), AMIGO
(full dotted), and
Cohen–Coon (black dashed).
The blue solid circle
corresponds to Ms = 2
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minimum change. The Nyquist curve of a qualified system should be guaranteed to
stay out of the Ms circle. Figure 3 exhibits the unqualified robustness in the system
designed by C-C method.

To compare the performance between different tuning methods more clearly,
quantitative analysis is provided in Table 3. The new tuning formulas perform quali-
fied in the different aspects, doing a good trade-off between different performances.
Mp(s) of Z-N and C-C methods seems to be very large (about 61% and 82.5%),
which may not be acceptable in many situations. The new tuning formulas reduce
the Mp(s) by more than 20 times compared to C-C tuning method. Observe that
AMIGO method provides four times overshoot with no improvement in the load
regulation with respect to new tuning formulas. The IAE index for Z-N and C-C
tuning methods seems to be very good (about 130) compared to new formulas (about
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Table 3 The PID parameters of different tuning methods

Set-point Load disturbance Robust
Methods Mp(s) (%) ts = (5%) (s) LAE Mp(L) Ms

Z-N 61 1679 139.16 0.232 3.4
C-C 82.5 2200 132.03 0.236 4
AMIGO 20 2070 202.76 0.254 2
New-rule 3.9 1185 203.46 0.263 2

200), but at the expense of the robustness. The robustness index is about double the
allowable value Ms = 2. The system is fragile and does not have a real value.

5 Conclusion

A reverse scheme is used in the derivation of the new tuning formulas, seeking
the relation between the optimization results and model parameters directly by
dimensionless processing. The new tuning formulas are of simple structure and
similar control performance compared to complex optimization algorithms. Effec-
tiveness and usefulness of the proposed tuning formulas has been tested on different
representative air conditioning processes. The new tuning formulas have shown
consistently improved performance both in set-point and load disturbances response
compared to typical tuning methods for air conditioning processes.

Acknowledgements This work is financially supported by the AMMS Youth Innovation Founda-
tion No. 2017CXJJ09.
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A Multi-Level Thresholding Image
Segmentation Based on an Improved
Artificial Bee Colony Algorithm

Xingyu Xia, Hao Gao, Haidong Hu, Rushi Lan, and Chi-Man Pun

1 Introduction

Image segmentation technique is an attempt to find interesting parts in an image,
which is an important component in image processing, video processing, and anal-
ysis [1–3]. As a traditional image segmentation algorithm, thresholding methods
segment a digital image into multiple parts. They have been divided into two
categories: bi-level segmentation and multi-level segmentation. The former category
means an image is divided into two subdivisions, which uses one gray value to
represent its threshold. The multi-level segmentation method discriminates several
distinct subdivisions from a digital image which uses more than two thresholds.
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As a representative threshold-based segmentation method, Otsu [4] has attracted
many people to do further research. Based on previous findings, the Otsu method
can be treated as a maximum optimization problem. But a traditional exhausted
searching method expends too much computational time to endure especially
on multi-level threshold problems. As a population-based algorithm, evolutionary
algorithms (EAs) search a potential solution space by using multiple individuals,
which means they show fast computational ability than the traditional exhausted
searching methods.

Artificial bee colony (ABC) [5] has been demonstrated as an efficient EA, due
to its strong global search ability and steady robustness. Compared with the other
EAs, ABC has two specific characteristics. The first one is a one-dimensional
search strategy which means bees in ABCs search the potential solutions in one
by one dimension. Due to this property, the ABCs demonstrate good performances
especially on separable functions, in which the change of one variable could not
cause changes of other variables. Another characteristic of ABC is its scout bee
search strategy. It reinitializes the individual which has not improved in a defined
iteration. Compared with other EAs, this strategy guarantees the global search
ability of ABC. In this paper, we first investigate the property of Otsu function.
Then we design an improved ABC algorithm specific for the Otsu segmentation
function.

The following sections are organized as the following sequence: In Sect. 2, a
detailed information of the traditional artificial bee colony algorithm is presented.
Otsu for multi-level thresholding image segmentation problem is elaborately pre-
sented in Sect. 3. Based on analyzing the characteristics of the Otsu, we propose a
new ABC algorithm specially designed for this thresholding segmentation algorithm
in Sect. 4. The experiments on Berkeley image database are conducted in Sect. 5 and
an integrate conclusion is presented in Sect. 6.

2 ABC Algorithm

Artificial bee colony algorithm was first proposed by Karaboga in 2005 [5], and its
essential principle is to simulate the bee’s foraging behavior, with large amount of
nectar to find food sources. The algorithm consists of three types of bees, which
are employed bees, onlooker bees, and scout bees, each of which corresponds to a
different search task. Each phase can be described as follows:

Initialization At first, all the bees were randomly initialized in a potential solution
space. The maximum boundary and minimum boundary of the search space are
represented by upper and lower, respectively. The number of food source is NP,
then the D-dimensional vector as Xi = (xi1, xi2, · · · , xiD) indicates the ith food source
position and xij denotes the jth variable of Xi, i = 1, 2, . . . , NP, j = 1, 2, . . . , D.
The updating equation of initialization can be expressed as
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xij = Lowerij + (Upperij − Lowerij
) ∗ rand (0, 1) (1)

where rand(0, 1) is a real number selected within (0, 1) randomly and uniformly.

Employed Bees The employed bees will exploit the potential food sources by
combining the previous experience and information of a randomly selected neighbor
bee with Eq. (2)

vij = xij + φ
(
xij − xkj

)
(2)

where Vi is the candidate solution of i and vij represents its jth variable; k represents
the number of a neighbor bee in [1, NP]; and φ is a uniformly distributed real value
randomly selected in interval of [−1, 1].

Suppose that it is a minimum optimization problem, the fitness value Fi is
calculated using Eq. (3)

Fi =
{

1/ (1 + fi) if fi ≥ 0
1 + |fi | if fi < 0

(3)

where fi is the optimization function value.
If the fitness of candidate solution Vi gets better than the current solution, the

current food source Xi will be updated by the candidate solution Vi; otherwise, Xi

will remain unchanged.

Onlooker Bees The selection probability of each employed bee to use in the
onlooker bees is calculated

pi = Fi∑NP
1 Fi

(4)

According to the probability calculated by Eq. (4), onlooker bees use roulette
strategy to select a source for intensive search with Eq. (2). The greedy selection
strategy is the same as the employed bees’ method.

Scout Bees When a food source stops updating for a successive iteration, it should
be selected as a scout bee and reinitialized in the solution space to replace the
previous value of this food source.

3 Otsu Segmentation Algorithm

Suppose there is a minimum gray level 0 and a maximum gray level L in the
image which has N pixels. In the ith gray level, the number of pixels is h(i) and
the probability is denoted as PRi.
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PRi = h(i)/N and N =
L∑

i=0

h(i) (5)

The Otsu segmentation method discriminate M − 1 thresholds, {th1, th2, . . . , thM − 1}
for consumers need M parts of an image. Let Cj(j = 1, 2, . . . , M) represent
the ith part of gray level. Then we have C1 for [0, · · · , th1], . . . , and CM for
[thM + 1, · · · , L]. The Otsu method determines the optimal thresholds by using the
criterion of minimal intra-class deviation and maximal between-classes deviation.

The optimal thresholds
{
th∗

1, th∗
2, . . . , th∗

M−1

}
can be calculated as

{
th∗

1, th∗
2, . . . , th∗

M−1

} = arg max
{
σ 2

B (th1, th2, . . . , thM−1)
} ;

0 ≤ th1 ≤ th2 ≤ · · · ≤ thM−1 ≤ L
(6)

where

σ 2
B =

M∑
k=1

wk
∗(uk − ut∗k

)2
wk =

∑
i∈Ck

PRi uk =
∑
i∈Ck

iPRi/wk, k = 1, . . . , M

(7)

Therefore, Otsu method can be regarded as the maximum problem. Due to the
Otsu method of traditional computing strategy is particularly time-consuming, EA
based Otsu segmentation method should accelerate its rate of finding the optimal
thresholds.

4 An Improved ABC Algorithm

4.1 Analysis on the Otsu

A good optimization algorithm is that specifically designs for a defined optimized
problem. As presented in the above, the Otsu algorithm is designed for finding
thresholds

{
th∗

1, th∗
2, . . . , th∗

M−1

}
to maximize the σ 2

B . In this function, the two
components wk and uk are constant for a specific image. Then σ 2

B could further
be described as follows:

σ 2
B =

M∑
k=1

A∗(B − Xk)
2 (8)
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In this paper, we use the differential grouping (DG) [6] to investigate the linkage
between the variables in Otsu method. It is a variable grouping algorithm that can
detect the interacting variables in a black-box optimization problem. DG is based
on the following theorem:

Theorem 1 Let f
(−→

x
)

be an additively separable function. ∀a, b1 
= b2, δ ∈ R1,
δ 
= 0, if the following condition holds:

	δ,xp [f ]
(−→

x
) ∣∣

xp=a,xq=b1 
= 	δ,xp [f ]
(−→

x
)∣∣

xp=a,xq=b2
(9)

then xp and xq interact, where

	δ,xp [f ]
(−→

x
) = f

(
. . . , xp + δ, . . .

)− f
(
. . . , xp, . . .

)
(10)

refers to the forward difference of f with respect to variable xp with interval δ.
Theorem 1 means that two variables xp and xq are separable if Eq. (10) gets the

same results when it is evaluated with any two different values of xq.
According to this theory and experimental results, we could find that these

variables of Otsu function are separable. Since one of the main properties of ABC is
its one-dimensional search strategy, we propose an improved ABC algorithm based
Otsu image segmentation algorithm.

4.2 An Improved ABC

It has bee proven that ABC shows power global but poorer local search abilities,
which means it can get closer to a potential solution but can’t get precise results.
Furthermore, we can easily find that the Otsu function is a unimodal function,
which means it emphasis on the local search ability of an optimization algorithm.
Combining the property of the Otsu function and the ABC, we propose a new ABC
algorithm with an improved scout bee strategy. In this algorithm, for accelerating
the convergence rate of bees, we first introduce the experience of population into
onlooker bees. Then different from the traditional copy, the scout bee strategy is
triggered for making local searches when it has not been improved for a limitation
iteration.

The new updating equation of onlooker bee is listed as follows:

vij = xij + c1∗ (xij − xkj

)+ c2∗ (gbest − xij

)
(11)

where gbest represents the experience of population. c1 and c2 represent the two
Gaussian operators whose mean value and standard deviation are set as 0 and 0.2,
respectively.
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Since the role of scout bees is used to guarantee the global search ability of
population in the traditional ABC, it should play an important role in a multimodal
function. But for a simple function, the scout bee strategy could only guarantee
the reliability of a found solution but the precise of the solution maybe should be
weakened and the function evaluation in the original copy is wasted. For having
more chance to making further precise search, the new updating equation of scout
bee is described as follows:

xi = xi ± 5 (12)

where xi represents the scout bee position.
We should note that the value of a potential solution is integer for a thresholding

image segmentation problem. Then all the updating equations of our proposed
algorithm use cell operation in MATLAB to get appropriate solution.

5 Experiment

5.1 Experimental Setting

For evaluating the performance, we compare six popular image segmentation
algorithms based on EAs with our algorithm. These algorithms are PSO [7], QPSO
[8], DE [9], ABC [10], MABC [11], and I_ABC [12] which are specifically designed
for an image segmentation problem. The population size is set as 40. The maximum
iteration is set as 60 on M − 1 = 3 and 100 on M − 1 = 5, M − 1 = 6, respectively.
The particular parameters for the compared algorithm are set as their own papers.
The tested images are adopted from the Berkeley image database (http://www.eecs.
berkley.edu/Research/Projects/CS/vision/bsds/). For the limited length of paper, we
only demonstrate the result of the former five images.

5.2 Experimental Results

Table 1 list the results of the compared algorithms, the first and second row lists their
mean values and standard deviations separately. Figure 1 shows the five-dimensional
segmentation results. From the results, we could find that our algorithm gets more
favorable results on most thresholding images. When M − 1 = 3, we find that the
QPSO shows more stable results than the other algorithms. It is mainly due to its
gbest component and quantum-behaved theory. Our algorithm also gets the best

http://www.eecs.berkley.edu/Research/Projects/CS/vision/bsds/
http://www.eecs.berkley.edu/Research/Projects/CS/vision/bsds/


A Multi-Level Thresholding Image Segmentation Based on an Improved. . . 17

Table 1 The compared results of different EA based Otsu image segmentation algorithm

M − 1 PSO QPSO DE ABC MABC IABC SABC

1 3 8.126e3 8.128e3 8.128e3 8.126e3 8.128e3 8.123e3 8.128e3
5.107 2.73e−12 0.5803 6.639 2.728e−12 9.955 0.939

5 9.345e3 9.386e3 9.368e3 9.386e3 9.386e3 8.903e3 9.389e3
40.694 14.627 19.182 12.711 6.2818 2042.7 6.03

6 9.6e3 9.671e3 9.664e3 9.685e3 9.228e3 8.7e3 9.709e3
61.32 35.48 23.24 22.46 2117.1 2899 19.68

2 3 8.408e3 8.415e3 8.411e3 8.415e3 8.415e3 8.409e3 8.415e3
8.761 0.2055 4.326 1.532 0.3367 6.612 1.178

5 9.931e3 9.965e3 9.935e3 9.969e3 9.472e3 9.948e3 9.974e3
31.726 13.248 20.797 4.7126 2173 13.47 0.731

6 1.029e4 1.037e4 1.032e4 1.037e4 1.037e4 1.034e4 1.038e4
55.36 12.27 28.202 7.668 16.724 26.23 6.697

3 3 6.098e3 6.1e3 6.097e3 6.099e3 6.099e3 6.097e3 6.099e3
1.8336 1.82e−12 3.001 1.677 0.414 3.302 1.106

5 7.267e3 7.188e3 7.166e3 7.183e3 6.826e3 7.178e3 7.189e3
16.116 4.726 14.848 4.304 1566 8.818 2.349

6 7.427e3 7.48e3 7.449e3 7.481e3 7.48e3 7.465e3 7.486e3
38.501 9.592 12.747 6.569 5.775 13.793 3.56

4 2 5.216e3 5.217e3 5.215e3 5.217e3 5.217e3 5.215e3 5.217e3
1.572 0.0032 1.324 0.565 0.0068 2.497 0.99

5 5.947e3 5.957e3 5.946e3 5.956e3 5.956e3 5.66e3 5.962e3
9.0655 5.421 8.934 3.7508 1298.3 5.672 1.214

6 6.146e3 6.158e3 6.136e3 6.156e3 5.85e3 6.15e3 6.162e3
12.128 5.37 8.981 3.3629 1342 5.545 2.375

5 3 9.899e3 9.899e3 9.896e3 9.899e3 9.899e3 9.401e3 9.899e3
0.8144 0.3388 1.8229 0.901 0.574 2156.7 0.8155

5 1.142e4 1.143e4 1.14e4 1.143e4 1.143e4 1.141e4 1.143e4
12.714 5.372 13.71 4.907 5.473 8.91 1.652

6 1.185e4 1.187e4 1.184e4 1.188e4 1.190e4 1.185e4 1.191e4
36.819 26.992 29.218 18.568 22.021 19.815 16.642

mean values on M − 1 = 3 and shows the best results especially when M − 1 = 5,
M − 1 = 6. Compared with the other ABC variants, the gbest component and the
Gaussian operator enable the onlooker bees to focus on a potential valuable region.
Furthermore, the new scout bee strategy also improves the local search when the
stagnation happens.
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Fig. 1 Five-dimensional segmentation results

6 Conclusion

Based on analyzing the property of the Otsu function, this paper put forward an ABC
algorithm with an improved scout bee strategy to make precise searches. Experimen-
tations on benchmark images have demonstrated its efficiency and effectiveness.
Our prospective research will focus on further enhancing the performance of an
image segmentation method based on EAS.
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Dynamic Consolidation Based on
Kth-Order Markov Model for Virtual
Machines

Na Jiang

1 Introduction

With the rapid development of the Internet, a large amount of scientific data [1, 2]
and business data on the computing power of the demand are far greater than its
own deployment of the data center’s computing power. It is because of this demand
that the rapid development of cloud computing technology is promoted. Cloud
computing is a dynamically scalable computing method of computer resources vir-
tualization, as it provides services to users [3], especially for computation-sensitive
scenarios [4–6]. This mode elastically supports computer resource allocation on
demand, having a generally dynamic expansion and distributed characteristics. The
cloud computing environment dependent on these cloud data centers has also led to
great power consumption and CO2 emissions. It is estimated that from 2005 to 2010,
the worldwide power resources in data center consumption rose by 56%, accounting
for 1.1–1.5% of global electricity consumption in 2010. Unless the current routine
resource management program is changed to achieve efficient use of energy, data
center energy consumption will continue to grow rapidly [7].

With the current problems facing cloud data centers, CPUs and other resources
typically use only 10–50% of total resources, but this configuration reserved
manner led to a massive waste of additional power resources [8–12]. In the
cloud data center operation process, the virtual machine is a computing resource
cloud computing platform for distribution and scheduling, and provides users with
computing resources, with its own need to run on the physical host. According to
the Open Compute Project Facebook page, power usage effectiveness (PUE) in
the Prineville data center (OR, USA), in the fourth quarter of 2015 reached 1.09,
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whereas in Forest City the PUE reached 1.08.1 This means that computing power
resource consumption accounted for about 91% of all cloud data center resource
consumption. Therefore, to solve the problem of power consumption, the focus is
on improving the cloud data center nodes in the calculation of the utilization of
resources.

The main work of this paper focuses on the integration of virtual machine
systems into OpenStack, for example, virtual machine integration mainly involves
control node scheduling and computing nodes on the virtual machine in distribution
and migration work, including computing nodes need to decision virtual machine.
The need for migration and the migration time to avoid excessive “virtual” migration
is caused by the “jitter” phenomenon and results in degradation of the overall
performance of the cloud data center. The main purpose of virtual machine
integration is to save energy consumption as much as possible under the conditions
of the load balance of the cloud data center.

For this purpose, we studied the process model predictive Markov chain in time
series, a new hybrid Markov model sequence K binding the Pearson correlation
coefficient for predicting future host CPU utilization. The University of Melbourne,
Australia released the CloudSim [13] cloud computing platform JAVA simulation
package for simulation experiments based on the hybrid Markov host load predicted
in the simulation of virtual machine migration and data center power consumption,
such as the service level agreement (SLA) breach, which was compared with a
traditional threshold-based average load detection algorithm, the local regression
robust (LRR) detection algorithm [14]. The simulation results show that the host
load forecasting algorithm proposed in this paper can effectively reduce the amount
of virtual machine migration and cloud data center energy consumption.

The third part introduces the model and elaborates on the realization of the
algorithm. The fourth part and the fifth parts introduce the design and results
analysis of the experiment, and the sixth part summarizes the full text.

2 Related Work

The main purpose of dynamic consolidation, by considering the virtual machine
a request for resources in real time, a method using real-time virtual machines
migrated to refocus on fewer data assigned to the central node [15], and the idle
switch node to the low-power host consumption state, thereby improving the use of
physical resources and reducing energy consumption. There are two ways to allocate
and integrate virtual machines into the cloud platform, namely, static and dynamic.
In the static integration of virtual machines, resource utilization is often based on the
historical average and user-defined performance indicators design and integrate the
scheduling algorithm [16]. However, this approach assumes that the virtual machine

1http://opencompute.org/about/energy-efficiency/.

http://opencompute.org/about/energy-efficiency/
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resource requirements are known in advance and do not take into account changes
in virtual machine workloads.

Beloglazov and Buyya [15], who, after extensive research into the integration of
virtual machine technology, sub-divided dynamic virtual machine integration issues
into the following four questions:

1. Determining when a node enters a low load state so that all virtual machines can
be migrated from that node, and the node can also be switched to a low power
mode, such as sleep mode.

2. Determining when the node enters a high load state, so that the appropriate
virtual machine should be selected and migration to other appropriate active
nodes should be performed, to avoid server performance degradation.

3. Selecting the appropriate virtual machine for migration from the high loading
host.

4. Finding the appropriate placement in the host of the other activity and migrating
the virtual machine to the host.

At present, research into the decision regarding the high/low load state of the
physical host can be divided into the following three methods:

1. Threshold-based heuristic methods for decision-making. In [17], Atwood et al.,
researched the live migration of virtual machines using a method based on a
threshold value, determining a data center physical host in a high load state, then
the virtual machine from its migration out to satisfy the load balanced purpose.
This threshold-based load detection algorithm is relatively simple, but once the
physical host of the workload changes dramatically, such as the host load state
frequently goes into the high load state and low load state within a short period of
time, the host may be busy migrating virtual machines, and excessive migration
can cause host failures and performance degradation, which can seriously violate
the SLA. In [18], Zhu et al. investigated a large number of dynamic virtual
machine integration issues, using a heuristic static threshold set to 85% CPU
usage. Once the node exceeded the threshold value, this determined that the node
entered a high load state. In [19, 20], Gmach et al. carried out a similar study,
analyzing the trajectory of a cloud data center workload, with the threshold set
at 85% CPU usage. However, this method of setting the heuristic static threshold
does not apply to the dynamic changes that occur in workloads or unknown host
random variation.

2. Cyclical allocation of virtual machines without loading detection. In [21], Verma
et al. considered dynamic virtual machine integration of simulation to be a pack-
ing problem. They considered the consumption of virtual machine migration,
and proposed a heuristic approach to the data center power consumption being
reduced to a minimum. However, they only periodically adjusted the location
of the virtual machine without using any algorithm to determine the optimal
placement of the virtual machine. If the host placed by the virtual machine
goes into a high load state at the any time, the virtual machine may need to
be migrated again. This leads to the frequent migration of virtual machines.
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In [22], Weng et al. proposed a load balancing system for periodically reducing
the consumption of virtual machines in a cluster allocated to the physical host
detecting a high load and a low load, and redistributing the virtual machines.
However, in large data centers, the number of both physical and virtual machines
is very large. The redistribution of virtual machines inevitably leads to a lot of
additional energy consumption.

3. Statistics-based approach through historical CPU utilization analysis. In [23]
Bobroff et al., proposed a server load prediction algorithm based on a time series
analysis of the historical data of the host, but the algorithm was too complex,
and the time and space complexity too high. Huang [24], who considered the
volatility and dynamic resource conflict of each virtual machine workload on the
cloud computing system based on historical data of virtual machine workloads,
used an auto-regressive integrated moving average (ARIMA) model to forecast
future virtual machine resource requests. ARIMA is a sort of timing prediction
model, which can predict the resource utilization rate of physical host nodes at
the next time point using historical data. However, in the study of virtual machine
integration, it is often only necessary to determine the state of the CPU, and to
accurately predict its usage. Often, greater error leads to a longer running time.
In [15], Beloglazov and Buyya studied the Markov chain model in predicting
the future, doing a lot of the workload of the host, and using a Markov model
to predict whether the host machine will enter a high load state during the next
period of time. However, the authors of the paper only considered the current
state of the CPU at the next moment of impact, but did not take into account
the fact that the current time before the CPU state will also have an impact on
the next moment; therefore, the ordinary single-order Markov chain model will
make a very large error in forecasting the host load for some time in the future.

3 System Design

3.1 System Model

During the running of the computer, a portion of the resources (such as CPU,
memory, etc.) are used at each moment, resulting in the workload of the computer.
On the cloud platform, the physical host on each virtual machine at running time
only uses the physical host part of the CPU and RAM and other resources. The
physical host workload of a group of virtual machines created after the CPU and
other resources is generated by the composition. At the beginning, we assume that
the CPU usage of the host measured at a series of discrete time points can be
described as a time-separated discrete-time Markov chain.

Assume that U = u1, u2, . . . , un is the observed CPU usage history data
sequence, the observation interval time t , n is the total amount of current data. The
CPU status, C = c1, c2, . . . , cm, m is the number of states divided by the CPU, with
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Ci
l representing that the CPU in the state of the moment tl is ci . Assume, now that k,

when it needs to predict for the moment tl−1. In the state space the K Markov model
sequence can be described as shown in Eq. (1).

{
S = (Sk, c1), (S

k, cc), . . . , (S
k, cm)

Sk = (Cx
l−k, C

y
l−k, . . . , C

z
l−k), 1 ≤ x, y, . . . , z ≤ m

(1)

It can be seen from the Eq. (1) that the current state space has the number of
states Image. The CPU state change sequence can be arbitrarily long, but for CPU
data, the number of historical CPU data sequences used to calculate the conditional
probability cannot be infinite, and as the sequence grows, the number of states of
the Markov model results in exponential growth, which leads to an extremely long
running time. Thus, when the values are often selected K � n, n is the length of
the CPU data sequence.

Through the defined state space and historical CPU data, according to the
maximum likelihood rule, the calculated Markov transition probability is:

P(ci |Sk) = Frequency(〈Sk, ci〉)
F requency(Sk)

(2)

where Frequency(Sk) represents the occurrences of sequence Sk , whereas
Frequency(〈Sk, ci〉) represents the occurrence of state ci following Sk . Therefore,
through Eq. (2), the transition probability matrix can be calculated, which is a mk

order matrix. In particular, mk represents when the number of CPU status is m, and
the number of the model’s state space is mk .

In the K-Order Markov model it is assumed that the state sequence
(C1

l−k, C
1
l−k−1, . . . , C

1
l−1) is represented as a state S0, state sequence

(C2
l−k, C

2
l−k−1, . . . , C

2
l−1) is represented as S1, . . . , state sequence

(Cm
l−k, C

m
l−k−1, . . . , C

m
l−1) is represented as Sm−1. Then, the probability of the

transition from S0 to S0 can be calculated through Eq. (3).

P00 = P {S0|S0}
= P

{(
C1

l−k−1, C
1
l−k−2, . . . , C

1
l−1

)
|
(
C1

l−k, C
1
l−k−1, . . . , C

1
l−1

)} (3)

For the K-Order Markov model, assuming that only n predicts the future load
state of the time, the transition probability matrix calculation requires n steps, i.e.,
P n. Considering the sequence of Markov with K Image describes the state history K
time of the transition probability at that moment, which is therefore to be calculated
before the present time point n states space right at the current time weight step
reaches K + n − 1, i.e., calculates the K + n − 1 order Pearson self-correlation
coefficient.

The final prediction result is the probability that the CPU will present each state at
the next moment, often encountering a situation where the probability of occurrence
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of two or more states is high and the probability difference is small. If the state with
the highest probability of blind selection is selected as the CPU state at the next
point in time, the accuracy is not necessarily high. Consider setting a threshold,
and when the probabilistic difference between the state with the highest probability
and the probability of the probability is greater than this threshold, the CPU will be
considered to be in the state at the next moment.

3.2 Algorithm

Order state space K Markov model state space K of the CPU sub-combinations of
size K Power CPU state space size, after determining the Markov state sequence
space K, calculated based on the historical state of each CPU Markov. The
probability of the transition to the other Markov states (including the transfer to
their own), after the merger, is a step-by-step transition probability matrix. Calculate
the similarity between the CPU states of each step, that is, the Pearson correlation
coefficient, and then the CPU state of each step can be determined at the next
moment the CPU may be in the various states of the impact of weight. When K
is greater than 1, the state of the CPU is affected by the previous K state at the
next moment; thus, it is necessary to correct the combined weights of the previously
calculated weights as K states. Through the weight and transfer probability matrix,
the CPU can be predicted at the next moment in the state of the probability.
Similarly, the CPU state of the next time (multiple times) can be predicted. For
each time, the forecast value must be tested.

4 Experiment

4.1 Experimental Design

CloudSim is a JAVA package that can be used to simulate cloud computing
environments for resource management and scheduling experiments. CloudSim
simulates the virtual machine allocation (including CPU, memory, storage space,
and bandwidth allocation) in the cloud data center, providing an interface to the
upper layer. Users can use the code simulation to create a cloud data center and
invoke the corresponding interface to create a virtual machine.

The hardware environment used in our experiments was an Inspur In-Cloud
SmartData Appliance (SDA) provided by the Embedded and Pervasive Computing
Lab at Huazhong University of Science and Technology. This SDA consists of two
main clusters: (1) an admin cluster with two nodes, providing 64 CPU cores, 256 GB
of RAM and 3.6 TB of storage, and (2) a worker cluster with seven nodes, providing
84 CPU cores, 336 GB of RAM, and 252 TB of storage.
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To ensure the reliability of the experimental results, this experiment uses the
actual system from the CPU utilization data instead of randomly generated data.
In [25], Park et al. introduced the project CoMon, which consists of CPU utilization
data collected from thousands of virtual machines around the world deployed from
hundreds of local servers in the project. Unfortunately, because for all the reasons
this project has been completely failed, the experiment was used in this project
before the collection of some of the data. CoMon data items were collected at 5-
min intervals throughout a day for a group of 288 data items.

At the beginning of the prediction process, we first defined the CPU status
interval. We divided the usage of the CPU from 0% to 100% into ten states and
defined state 1 and state 2 as low load states. State 9 and state 10 were defined as
high load states.

4.2 Analysis

Virtual Machine Migration In the simulation experiment, the load detection
algorithm is first tested (threshold-based) with the threshold value based on the
load detection algorithm of the ordinary Markov model (Classical Markov), the
LRR algorithm, and K based on the sequence load detection algorithm of the
hybrid Markov model (Kth-Order Combined Markov model) in the total number
of different virtual time migration test results as shown in Fig. 1 below:

From Fig. 1, a mixed Markov model-based algorithm sequence K (1st-Order,
2nd-Order, and 3rd-Order Combined Markov Model) shows significantly better
results than other algorithms; this is because the algorithm improves the accuracy of
the prediction rate, which reduces the probability of allocating virtual machines on
hosts that are about to enter a high load, effectively reducing the number of virtual
machine migrations. In this experiment, only the CPU data of the day, because of the
small data space, and state-space K mixed order Markov model is often relatively
large, the probability of occurrence of each state is extremely low, the overall
model state coverage lower, resulting in a 3-based (3rd-Order Combined Markov
Model) and based on a 2-order mixed Markov model (2nd-Order Combined Markov
Model). The 1st-Order Combined Markov Model algorithm does not necessarily
reduce the number of virtual machine migrations. However, from the results of each
time period and the final results, the model proposed in this paper has effectively
reduced the number of virtual machine migrations in the cloud data center.

Energy Consumption In the simulation experiment, in contrast, we continued
to test the algorithm in the cloud data center energy consumption. As mentioned
earlier, the host’s power consumption is linearly related to CPU utilization, so that
the CPU utilization of each host in the cloud data center can be used to estimate
the power of the host and further estimate the energy consumption of the cloud
data center. Standard Performance Evaluation Corporation 1 item lists the power
consumption of the host of a variety of models and configurations that change with
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Fig. 1 Comparison of migration

the relationship between CPU usage. In the query document with the project, the
variety of power needed to change the configuration of the host status can be found.
Each algorithm in the overall energy consumption of the test results in different
times as in Fig. 2 below:

From Fig. 2 it can be seen that the proposed algorithm can effectively reduce the
power consumption of data centers. If the frequent short-term may enter the high
load on the host to allocate virtual machines, this will inevitably lead to frequent
migration of virtual machines and increases in energy consumption. However, the
number of virtual machine migrations and cloud data center power consumption is
not an absolute correspondence, because the virtual machine from the low load on
the host to move away will increase the number of virtual machine migrations, and
a low load host switch to a low power state will reduce the power consumption of
the cloud data center. The model proposed in this paper predicts the probability that
the CPU will enter a high load for the next time the host will be able to get a high
probability of dropping a virtual machine on a host that is about to enter a high load
and avoid moving the virtual machine to a host that is about to enter a high load.
This will reduce the overall energy consumption of the data center.
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Fig. 2 Comparison of energy consumption

5 Conclusions

This paper studies the timing prediction model, considering the predicted effect of
a multi-order Markov model of CPU time and different states affecting the weight
and other factors, presents a mixed sequence K Markov model, which also predicts
the results of tests to reduce the probability of forecast error as much as possible. By
contrast, experiments show that the proposed trigger policy based on the K-sequence
hybrid Markov model has great advantages over the traditional model of triggering
policy, can effectively reduce the number of virtual machine migrations and cloud
data center energy consumption, and will only be lowered to increase the cloud data
center system violation of the SLA.
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Research into the Adaptability
Evaluation of the Remote Sensing Image
Fusion Method Based
on Nearest-Neighbor Diffusion Pan
Sharpening

Chunyang Wang, Weikuan Shao, Huimin Lu, Hebing Zhang,
Shuangting Wang, and Handong Yue

1 Introduction

Remote sensing image fusion refers to several remote sensing images of the same
region, according to a certain rule to extract the information of their respective
advantages, and to generate compound multisource remote sensing image tech-
nology of synthetic images with new spatial, spectral, and temporal features [1,
2]. Fusion can make full use of complementary information of multiple images to
greatly improve image quality and improve the use of images in feature extraction,
classification, and target recognition. The main methods used are the intensity–
hue–saturation (IHS), Brovey, principal component analysis (PCA), Gram–Schmidt,
wavelet, pan-sharpening transform methods, in addition to the smoothing filter-
based intensity modulation fusion method and the high pass filtering method.

At present, much research has been carried out into the fusion effect of different
fusion methods. For example, Chen et al. [3] compared the IHS transform, wavelet
transform, PCA transform, four kinds of image fusion methods, tasseled cap
transformation from three aspects of the image brightness information index, spatial
information retention index, and spectral information retention index. Wang et al.,
using the MATLAB system from subjective and objective aspects, compared the
fusion effect of three fusion methods: of PCA, IHS, and Brovey [4]. On the other
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hand, Lu et al. (2015–2017) presented underwater image quality assessments that
can also be used to evaluate the fusion effect. Some of the underwater image
processing methods can apply to the processing of fusion images [5–8]. Chen et al.
(2016–2017) proposed the information cognitive system on the 5G-Csys platform
[9], data caching and computation offloading in 5G ultra-dense cellular networks
[10], and deep feature learning system for image analysis [11]. These methods can
be applied for the fusion image processing that with a large amount of data and
cognitive information and analysis of fusion images can also be used as a smart
assessment system in fusion image effects.

Because few studies have been aimed at the fusion effect evaluation of the
nearest-neighbor diffusion pan sharpening method, on this basis, this chapter will
apply the new image fusion method based on nearest-neighbor diffusion pan
sharpening [12] to compare it with the wavelet transform, PCA transform, Gram–
Schmidt transform fusion method, and took a WorldView-2 image as an example to
carry out a fusion test, analyzing and evaluating the fusion effect of the four fusion
methods from qualitative and quantitative aspects.

2 Fusion Effect Evaluation

2.1 Evaluating the Image Information Index

Information Entropy
Information entropy [13] is an important indicator for measuring the degree of
image information richness.

H = −
t−1∑
i=0

Pl log Pl (1)

In the formula, Pl image pixel value is l probability and T is the image gray
level; the larger the H value, the greater the richness of information contained in the
image.

Standard Deviation
Standard deviation (σ) measures the degree of dispersion of an image’s pixel value
relative to its mean [14].

σ =

√√√√√√
M∑
i=1

N∑
j=1

(F (i, j) − μ)2

M × N
(2)
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2.2 Index of Evaluating the Ability of Image Spatial
Information Retention

Mean Gradient
The average gradient G reflects the small details of the image contrast and texture
transform feature.

G = 1

(M − 1) × (N − 1)

M−1∑
i=1

N−1∑
j=1

√
	fx

2 (i, j) + 	fy
2 (i, j)

2
(3)

Spatial Frequency
Spatial frequency (Sf) is a measure of the overall degree of activity in the image
space domain. If the Sf is greater—indicating that the higher the degree of activity
in the image space domain, the clearer the image—the better the image.

Rf =

√√√√√ 1

M × N

M∑
i=1

N∑
j=2

[F (i, j) − F (i, j − 1)]2 (4)

Cf =

√√√√√ 1

M × N

M∑
i=2

N∑
j=1

[F (i, j) − F (i − 1, j)]2 (5)

2.3 Index of Evaluating Image Spectral Information Retention

Deviation Index
The deviation index (D) reflects the deviation between the fused image and the
original image [15].

D = 1

M × N

M∑
i=1

N∑
j=1

∣∣∣I (i, j) − A
(
i, j
)∣∣∣

A (i, j)
(6)

Relative Global Dimension Synthesis Error
The relative global dimension synthesis error (ERGAS) is also an index for
evaluating the overall spectral change of the fused image relative to the original
multispectral image [16].
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ERGAS = 100
h

l

√√√√1

n

n∑
k=1

(
RMSEk

μk

)2

(7)

3 Experiment and Analysis

3.1 Experimental Data

WorldView-2 is a commercial satellite remote sensing satellite Digital Globe that
was launched on 8 October 2009 at Vandenberg Air Force Base in California,
USA. It contains a 0.5-m resolution panchromatic image and a 2.0-m resolution
multispectral image. The image used in this chapter is a WorldView-2 panchromatic
and multispectral image of a region in the south of China, as shown in Fig. 1.

3.2 Experimental Results and Discussion

The panchromatic image and multispectral image respectively use the wavelet,
Gram–Schmidt, PCA, and NNDiffuse, four image fusion methods, to carry out the
fusion, finally producing the true color composite image (bands 5, 3, 2) shown in
Fig. 2a–d.

Fig. 1 Original image data. (a)WorldView-2 panchromatic image. (b) WorldView-2 true color
composite image
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Fig. 2 The fused image. (a) Wavelet fusion method. (b) principal component analysis fusion
method. (c) Gram–Schmidt fusion method. (d) NNDiffuse fusion method

Table 1 Comparison of the calculation results of image information

Panchromatic Multi-spectrum Wavelet PCA Gram–Schmidt NNDiffuse

Information
entropy

7.3929 6.9433 6.9237 7.0852 7.0180 7.2814

Standard
deviation

56.9068 48.2730 47.2342 49.5950 48.1500 56.9258

Table 2 Comparison of the calculation results of the image capability for spatial information
retention

Panchromatic Multispectrum Wavelet PCA Gram–Schmidt NNDiffuse

Mean
gradient

10.1973 5.3381 5.6344 8.8072 8.9368 9.8629

Spatial
frequency

27.0715 18.7034 12.9493 22.1986 22.1970 25.5439

From the overall visual effects, the four fusion methods are different in enhancing
image detail information and maintaining color information. In terms of enhanced
image detail, NNDiffuse has the best fusion effect, and the object edge information
is clear, the contrast is strong, and the visual effect is the best. The Gram–Schmidt
and PCA fusion effects are second-best. Wavelet fusion is the worst, as the fusion
image is slightly fuzzy. In the respect of preserving color information, the wavelet
fused image is close to the original multispectral image display, and there is little
change in the Gram–Schmidt and PCA fusion images and the original multispectral
image display effect. The color of all kinds of features show certain changes. The
NNDiffuse fusion significantly deepened the color of Figs. 1b and 2d, and the
original multispectral image of the difference between the color and object contrast
(Tables 1 and 2).

It can be seen from Table 3 that the order of increasing information content of the
four fusion methods is NNDiffuse > PCA > Gram–Schmidt > wavelet. In terms of
image spatial information, the average order of the spatial information-preserving
ability of the four fusion methods is NNDiffuse > Gram–Schmidt > PCA > wavelet,
which is consistent with the conclusion of the visual judgment.
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Table 3 Comparison of the calculation results of image capability for spectral information
retention

Panchromatic Multispectrum Wavelet PCA Gram–Schmidt NNDiffuse

Deviation
coefficient

– – 0.0487 0.0511 0.0381 0.0526

Relative
global
dimension
error

– – 29.3766 41.844 33.5526 38.2412

4 Conclusion

This paper compared the new method NNDiffuse with other frequently used
methods, chose the Worldview-2 data for a comparative experiment, and evaluated
the effect of the fusion image in both qualitative and quantitative respects. The
results show that NNDiffuse is superior to the other three methods in terms of
preservation of spatial information, which provides a reference for the future
integration of Worldview-2 data and for other data fusion.
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Estimation of Impervious Surface
Distribution by Linear Spectral Mixture
Analysis: A Case Study in Nantong,
China

Ping Duan, Jia Li, Xiu Lu, and Cheng Feng

1 Introduction

The evaluation of environmental impact from impervious surface, as one of the
representations of urbanization, has already become a hot topic in the urbanization
environment study field [1]. The traditional urban information statistics gathering
method is relatively slow and cannot timely and quickly acquire desired data.
However, remote-sensing technology can be utilized to quickly and efficiently
extract urban surface information [2].

The quick development of remote-sensing technology has resulted in a great-
leap-forward in the progress of relevant researches on urban impervious surface.
There are already many remote-sensing methods used to analyze impervious
surface, including the classification regression tree model, the neural network, and
so on. However, due to the existence of abundant mixed pixels, the precision of
impervious surface extracted using traditional classification methods is not very
high. The spectral mixture analysis model, utilizing the conceptual mode of V-I-
S (vegetation–impervious–soil) model [3–9], is one of the hotspot researches on the
quantitative analysis of current urban environment remote-sensing.
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This paper takes Nantong in Jiangsu province of China, a small and medium-
sized city, as a research area. Based on Landsat 8 remote-sensing images of 2013,
a mixed pixel decomposition method is utilized to extract impervious surface
information in main urban area of Nantong.

2 Data and Method

2.1 Overview of Study Area and Data Source

The main urban area of Nantong, Jiangsu province, is selected as the study area
in this paper (as shown in Fig. 1). Nantong is located in the southeastern part of
Jiangsu province, facing the Yellow Sea on the east and leaning against the Yangtze
River on the south. It faces Chongming Island of Shanghai, and Suzhou across the
river and it is reputed as “Shanghai in the North.” In this paper, the main urban area
of Nantong is selected as a study area to extract impervious surface data. Landsat
8 OLI-TIRS images acquired on April 14, 2013, are used as the data source. The
images have relatively good quality without clouds. The study area only involves
images of a scene with track number P119/R38.

Fig. 1 Location of the study area
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2.2 Inversion of Impervious Surface Information

The following steps are usually required to extract impervious surface data by
utilizing the linear spectral mixed model [4, 6]: (1) minimum noise fraction (MNF)
conversion; (2) manual extraction of end members; (3) collection of terminal land
type; (4) decomposition of linear spectral model; and (5) extraction of precision
evaluation [10].

2.2.1 Minimum Noise Fraction (MNF)

MNF conversion is a map position space conversion method. MNF conversion is
equal to two times the fraction of overlapped principal components. It is an effective
method to carry out dimensional reduction of multi-spectral and hyper-spectral
remote-sensing images. MNF is sorted according to the size of noise components.
After MNF conversion, with the increase of the number of MNF, the amount
of information will be gradually reduced and noise will be gradually increased.
Table 1 indicates the characteristic value and accumulating contribution rate of each
component after MNF conversion.

Through observation of the decomposed seven MNF components, the accumu-
lating contribution rate of characteristic value of the first three MNF components
reaches 87%, thus favorably satisfying the demand for extraction of end members.
Therefore, only the first three components during extraction of pure pixels occur in
the late stage [6].

2.2.2 Extraction of Pixel

The extraction of pixels relies on a two-dimensional scatter diagram comprised of
three components of MNF. Figure 2 is the two-dimensional scatter diagram of the
first three components after MNF conversion and it presents a general triangular
shape. The category of terminal land type is determined according to a category
of pixels corresponding to triangular terminal point areas as well as the original
standard false color images. These types mainly include vegetation, low albedo (tile,
asphalt, etc.), high albedo (concrete, cement, etc.), and land. The spectrum curves
of terminal land types extracted are shown in Fig. 3. Since the images are data from
Landsat 8, band 5 is near-infrared. Therefore, the reflection DN value of vegetation

Table 1 Characteristic value and cumulative contribution rate of each component after MNF
transform

MNF1 MNF2 MNF3 MNF4 MNF5 MNF6 MNF7

Characteristic value 67.81 13.13 4.89 4.68 3.53 3.1 1.9
Cumulative contribution rate 0.68 0.82 0.87 0.91 0.95 0.98 1.00



44 P. Duan et al.

Fig. 2 Two-dimensional
scatter plot of the first three
components of the MNF
transform
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Fig. 3 Spectral profiles of four end members

in band 5 is the highest, while the reflection values of vegetation and soil are between
high albedo and low albedo.

3 Results and Discussion

3.1 Abundant Images of Four Pixels

Linear spectrum decomposition of Landsat 8 images in the study area is carried out
after selection of terminal land type and five data images are obtained. The first four
images are high albedo, low albedo, vegetation, and soil data (as shown in Fig. 4).

3.2 Impervious Surface Percentage (ISP) Distribution
Diagram

In the V-I-S model, impervious surface data was obtained through linear combina-
tion of terminal land types with high albedo and low albedo (as shown in Fig. 5).
The ISP diagram in Fig. 6 is obtained through ISP calculation of impervious surface.
The blue part represents a body of water. The value of ISP gradually increases with
the color turning red from green. Surface features can be classified into four types
according to empirical thresholds of ISP by referring to the research of Xian &
Crane [11] in 2005. The four types of ISP thresholds and main surface features are
shown in Table 2. We can see that the value of ISP is very small and is basically
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Fig. 4 Abundant images of four pixels with linear spectrum decomposition. (a) High albedo. (b)
Low albedo. (c) Vegetation. (d) Soil
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Fig. 5 Fraction image of impervious surface

lower than 30% in agricultural land (cultivated land). The color gradually turns
red around urban area. Generally speaking, areas with relatively high ISP value
are mainly centralized in central sections of the main urban area. The surrounding
regions are main urban areas and are mostly townships and towns with relatively
large degrees of cultivated land cover. As a result, the ISP is relatively low.

3.3 Precision Verification

There are two main reasons that result in errors of linear spectral unmixing. One
is improper selection of the number of end members (some representative surface
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Fig. 6 ISP image of Nantong city

Table 2 The types of urban land use based on ISP empirical threshold

Urban land
use type

Non-construction
land

Medium and low
density urban land

Medium and high
density urban land

High density
urban land

ISP value/% <30 31–50 51–80 81–100
Main
components

Agricultural land
and urban
greening, etc.

Residential land
and a small
number of roads,
etc.

Commercial land,
old city, roads,
etc.

Industrial
storage land,
commercial
land, etc.
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Fig. 7 Root mean square image

feature types would be omitted), and the other is improper selection of the end
member spectrum (some spectrum end members selected are not representative).
The result of root mean square (RMS) can give a good indication of the accuracy of
linear spectral unmixing. Under general circumstances, the mean of decomposition
results must be <0.02 [12]. It is concluded from the RMS diagram of the fifth
piece of data finally decomposed through extraction of end members and terminal
land types (as shown in Fig. 7) that the maximum and the minimum of RMS are
1.054138 and 0.000000, respectively, with mean of 0.002637. In order to meet
the requirements for precision and obtain reliable decomposition results, relevant
subsequent research can be conducted.
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4 Conclusions

In this paper, a spectral mixture analysis method is mainly adopted to decompose
and extract impervious surface data. ISP is adopted to analyze the distribution
of impervious surface values in the main urban areas of Nantong. The analysis
mentioned above indicates that the closer to commercial areas and more densely
populated places, the bigger the ISP value will become. The research area of this
paper belongs to the plain area and is flat terrain. For non-vegetated areas, especially
in the plateau and mountainous areas, there will be serious vegetation shadows. The
accuracy of the mixed pixel decomposition is thus affected. Whether the method
is applicable for non-urban areas (such as plateau mountains, etc.) remains to be
further studied. Generally speaking, the study of this paper can draw the following
conclusions:

1. The utilization of a linear spectral analysis model to extract impervious surface
data can realize relatively good precision and then the subsequent correlation
analysis and ISP analysis among elements will be available.

2. The coverage of impervious surface is higher when the residential areas centering
on central sections are dense and there is relatively abundant commercial land
based on distribution conditions of ISP values. On the contrary, the coverage of
impervious surface is lower.
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Marine Organisms Tracking
and Recognizing Using YOLO

Tomoki Uemura, Huimin Lu, and Hyoungseop Kim

1 Introduction

The ocean gives us a lot of blessings that are natural resources, seafood, and so
on. However, it is very hard and dangerous for us to investigate the sea. So we
hope that the robot takes on underwater tasks because it is too dangerous for us.
Thus, “Autonomous Underwater Vehicle: AUV” developed actively. AUV takes on
underwater tasks, and it does those tasks automatically. If AUV can automatically
investigate the ocean, it would give us useful information to analyze an ecological
system, natural resources, and so on. However, a system that investigates deep sea
automatically has never developed. A purpose of our research is developing a system
for AUV that is possible to recognize a surrounding environment and tracking
marine organisms. This system is required a skill of detection and recognition of
marine organisms from visual information. We employed a technique of recognition
and tracking of multi-objects, which called “You Only Look Once: YOLO” [1,
2]. This method provides us very fast and accurate tracker. Hence we integrated
“YOLO” with our system, and calculated the performance of it.

2 Dataset

The dataset we used was provided by the Japan Agency for Marine-Earth Science
and Technology (JAMSTEC), which is one of the largest agencies for marine
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research in the world. The database of the JAMSTEC E-library of Deep-sea
Images (J-EDI) contains approximately 1,300,000 labeled images and 32,000 h of
deep-sea videos. In this study, we constructed the first marine organism database,
Kyutech10K, with seven categories (i.e., shrimp, squid, crab, shark, sea urchin,
manganese, and sand), 10,728 images, and 1489 videos. The images and videos
are fixed to a size of 480 × 640 pixels. And, we applied proposed system to four
videos (shrimp: 1, squid: 1, crab: 1, shark: 1) in Kyutech10K [3, 4].

3 System Configuration

At first, we remove the scatters, which is caused by turbidity of water, from image.
Then, we apply “YOLO” to tracking and recognizing of marine organism.

3.1 Haze Removal on Deep-Sea Images

Underwater imaging models generally follow a standard attenuation model to
accommodate wavelength attenuation coefficients. In the proposed method, the
Koschmieder model [5–9] is adopted, which estimated as a description of the
atmospheric effects of weather on the observer. However, for underwater imaging,
the observed irradiance is a linear combination attenuated in the route of sight and
the scattered ambient light. Therefore, a modified Koschmieder model is employed
for underwater lighting conditions.

The modified Koschmieder model can be expressed as follows:

I c(x) = J c(x)e−ηd(x) + ρ(x) · J c(x)
(

1 − e−ηd(x)
)

, c ∈ {r, g, b} (1)

where J(x) is the real scene at depth D(x), ρ(x) is the normalized radiance of a scene
point, d is the distance from the scene point to the camera, and η is the total beam
attenuation coefficient which is nonlinear and dependent on the wavelength.

The proposed method is based on [7]. We found that turbid underwater images
mostly exhibit dark qualities. The minimum operation is suitable for reducing the
halo effect when estimating the coarse transmission. Thus, the underwater minimum
dark channel priors can be defined as

d̃(x) = min
R(m,n)

(
min

c∈{r,b}
I c(x)

Ac

)
, c ∈ {r, b} (2)

where � is a square window of size 5 × 5. For each pixel located at position (m, n)
in the square patch �, the values from the red and blue channels are compared, and
the lower value is selected. The proposed method can prevent the halo effect around
occlusion boundaries. Accordingly, the coarse estimate of transmission is obtained
as follows:
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d(x) = 1 − ωd̃(x) (3)

where ω = 0.8 for most scenes.
In the above, we discussed the rough estimation of the coarse depth map.

However, its depth map contains mosaic effects and yields less accurate results.
Therefore, we have developed a joint filter to reduce such mosaic effects. The
normalized image is obtained as follows:

I c
f (x) =

⎧⎪⎨
⎪⎩

I c(x)−I c
min(x)

I c
max(x)−I c

min(x)
, if 0 < Ic(x) < 1

0 , if 0 > Ic(x), c ∈ {r, g, b}
1 , if 1 < Ic(x)

(4)

The refinement of the joint filter is first performed under the guidance image
I c
f (x). Here, let dp(x), dq(x), I c

f,p(x), and I c
f,q(x) be the intensity value at the pixel

p, q of the depth map and the guidance image, respectively, while wk is the kernel
window centered at pixel k. The refined depth map is then formulated as

R(x) = 1∑
q∈wk

Wpq

(
I c
f (x)
) ∑

q∈wk

Wpq

(
I c
f (x)
)

dq(x) (5)

where the kernel weight function WGpq

(
I c
f (x)
)

is expressed as

Wpq

(
I c
f (x)
)

= 1

|w|2
∑

k:(p,q)∈wk

⎛
⎝1 +

(
I c
f,p(x) − μk

) (
I c
f,q(x) − μk

)
σ 2

k + ε

⎞
⎠ (6)

where μk and σ 2
k are the mean and variance of the guidance image in the local

window wk, and |w| is the number of pixels in this window. After the refined depth
map is obtained, we can recover the real scene using the underwater dark channel
prior descattering model.

3.2 Detecting and Tracking Marine Organisms

We detect marine organisms on deep-sea images by using “YOLO.” This method
is based on convolutional neural networks (CNN) and possible to detect and track
multi-objects on image fast. “YOLO” is designed to enable end-to-end learning, in
other words it is possible to implement proposing of object regions and predicting
of object labels at the same time. The model is shown in Fig. 1 and we describe the
outline of “YOLO” below.
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Fig. 1 The model of “YOLO”

“YOLO” divides the input image into an S × S grid. If the center of an object falls
into a grid cell, that grid cell is responsible for detecting that object. Each grid cell
predicts B bounding boxes and confidence score: Pr(Object) for those boxes. The
confidence score means likelihood that an object exists. More precisely, if an object
exists in predicted bounding box, the confidence score should be highest. Each grid
cell predicts conditional probability: Pr(Classi) of each class labels too. The highest
object label of probability means that object exists in a bounding box. Finally the
confidence score of each bounding box: P is determined by the following equation:

P = max (Pr (Object) ∗ Pr (Classi )) (7)

We select bounding boxes whose confidence score: P exceeds threshold T. In our
system, we used S = 17 and B = 3.

4 Experimental Results and Discussions

We applied our proposed system to four videos. Figure 2 shows an example of
detecting results. The threshold T = 0.24 is being set for default value in “YOLO.”
We evaluated the precision and recall on different two thresholds, T = 0.24 and
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Fig. 2 An example of detecting results. (a) Crab, (b) Squid, (c) Shrimp, (d) Shark

Table 1 The precision and
recall of each subject on
different two thresholds,
T = 0.24 and T = 0.1

Threshold Subject Precision [%] Recall [%]

0.24 Crab 100 (40/40) 78.4 (40/51)
Squid 100 (7/7) 8.33 (7/84)
Shrimp 96.2 (25/26) 24.8 (26/105)
Shark 100 (6/36) 16.7 (6/36)

0.10 Crab 100 (51/51) 100 (51/51)
Squid 100 (50/50) 59.5 (50/84)
Shrimp 85.9 (67/78) 74.3 (78/105)
Shark 91.3 (21/23) 63.9 (23/36)

T = 0.1. The result is shown in Table 1. It is easy to understand that when we
use T = 0.1, the recall of system is better than T = 0.24. However, in general,
the precision decreases with decreasing the threshold. So, we have to analyze the
characteristics of system, and select an optimum threshold to get best performance.

While tracking of marine organisms shows high performance, prediction of the
label is low. For example, most of the shrimps were classified as centipede. The
CNN model of “YOLO” is trained by using “ImageNet.” “ImageNet” has a large
amount of annotated type of images. However, it does not considered the situation
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that is classification task for marine organisms on deep-sea images. Therefore, we
have to retrain the CNN model with deep-sea images.

5 Conclusion

We developed a system which can track and recognize the marine organisms from
captured image. The developed system shows generally satisfactory performance. In
future, we will use the reinforcement learning methods to improve the classification
accuracy [10, 11].
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Group Recommendation Robotics Based
on External Social-Trust Networks

Guang Fang, Lei Su, Di Jiang, and Liping Wu

1 Introduction

In recent years, research into recommendation robotics has developed very rapidly,
and many types have appeared. For example, mobile recommendation robotics,
context-aware recommendation robotics, social network recommendation robotics,
etc. However, most of the current recommendation robotics can only work for a
single user. In fact, many daily activities are carried out by a crowd of people, such
as watching movies or TV programs, going to a restaurant for a meal, traveling, and
getting service in public. Therefore, it is necessary for recommendation robotics to
consider suggestions of a group of people, which is called group recommendation
robotics (GRR) [9].

In GRR, group members’ preferences may be similar or different. How to get the
common preference of group members, alleviate the conflict among group members,
and make the recommendation results meet the needs of all group members as far
as possible are the key problems to be addressed [8, 13].

In the current social networks, GRR take into account both the strength of
the relationship between the members of the group [20, 22, 23] and the influence
of social network information on each group member [4, 6, 21], and finally
generate group recommendations through aggregation strategies. At present, the
main influence of social networking is the social impact of the group members on
the GRR.

The structure of this chapter is as follows. In Sect. 2, we introduce the related
work recommended by the social networks, and Sect. 3 elaborates on the method
based on external trust social networks proposed in this chapter. In Sect. 4 the
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experimental results are introduced, and Sect. 5 summarizes the full text and
discusses future work.

2 Related Work

2.1 Group Recommendation Robotics

Group recommendation robotics [13] usually generate group preferences by aggre-
gating an individual’s ratings. According to Jameson and Smyth [9], the main
approaches to generating the preference aggregation are the merging of recom-
mendations made for individuals, the aggregation of ratings for individuals, and
the construction of a group preference model. Masthoff [28] presents a compilation
of the most important preference aggregation techniques. These basic approaches
merge the ratings predicted individually for each item to calculate a global
prediction for the group. The selection of a proper aggregation strategy is a key
element in the success of a recommendation. The work by Masthoff, as cited in [24]
describes a series of experiments that were conducted with real users to determine
which strategy performs best. These experiments show that the average and the
average without misery strategies perform best from the users’ point of view because
they seem to obtain similar recommendations to those that emerge from an actual
discussion in a group of “humans.”

Group recommendation robotics can be classified into two main categories
[18, 19]: those that perform an aggregation of individuals’ preferences to obtain
a possible group evaluation for each candidate item; and those that perform an
aggregation of individuals’ models in a single group model and generate suggestions
based on this model. In the first method, an individual-based recommendation
robotic is first used to generate predictions for each group member; then, a group
consensus function is used to merge the individual predictions and select ones that
are most suitable for the whole group. In the second method, a pseudo user profile
is generated from all group members, and an individually based recommendation
robotic is then used at runtime to generate recommendations for the pseudo user.
By considering the recommendations for individual group members and merging
[6] them at run-time to generate group recommendations, this GRR architecture
can easily accommodate dynamic groups and tailor its recommendations for each
specific scenario.

The individual recommender implements the collaborative filtering (CF) algo-
rithm described in Kelleher and Bridge [11] and group recommendation has largely
been studied in the context of CF [2, 3, 21]. We have chosen this algorithm because
it is widely used to recommend items when the modeling of user preferences is
not a valid option (as in most real scenarios [14, 25, 26] and others [30–33]). This
algorithm requires users to rate an initial set of items. Then, those ratings are used
to estimate the predicted rating for an unrated item.
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2.2 Social Network Recommendation Robotic

One of the important influencing factors of the GRR is the social relationship
among the group [4, 12, 21, 27]. Research shows that users prefer to accept the
recommendation of trusted users rather than anonymous users [22].

Gartrell [6] proposed the merging of social networks into GRR for the first
time. The method is called the rule-based group consensus framework, which
not only considers the group members “interest, but also describes the group
members” weight differently. The system takes social relations, social frequency,
and professional level into account.

With the development of the Internet, the social platform has been the focus of
researchers as well. HappyMovie [21] is an online GRR on Facebook; moreover,
researchers need to handle two tests: one is a personality test, getting users’
personalities through the Thomas–Kilmann instrument [10], and personality is
divided from selfishness to tolerance, into a total of five levels. Usually, selfish users
are not affected by others, tolerant users are easily impacted, and to reach consensus
in the group, vulnerable users are made to change their recommendations. The other
one is building a user preference model by choosing movies enjoyed by themselves.
Then, group suggestions are generated by aggregating individual preferences.

SocialGR [4] is also a real research system. The system takes many aspects of
social factors into account; the main consideration is the trust relationship (TR),
social similarity (SS), and social centrality (SC). TR reflects the cohesion between
two members by analyzing their affective relationship. SS reflects the alikeness
between members, i.e., shared activities, likes, friends, or interests. SC reflects
members’ reputations in the social network. The basic recommendation robotic
utilizes a CF recommendation robotic and the group recommender is determined
through the maximizing average satisfaction strategy.

Current social networks and group recommendations usually consider the
strength of the relationship among the members of the group; the tie among
members would affect the results of GRR. Although some reports [4, 6, 20, 22, 23]
considered social factors such as the personality, trust, personal expertise, and
social status of the members, once the information was acquired, the steps of the
social network GRR were as follows: At first, fetching the list of preferences of all
individual recommendation robotics; then increasing or decreasing the members’
weight via social factors; finally, obtaining the ultimate results of the GRR using
aggregation strategies, which consider the individual recommendations and weight.
These methods utilize the social factors to a greater or lesser extent; group members’
weights are considered in ones. This means that a few of the members would be
ignored because of some group members playing a decisive role, leading to the
tendency to influence influential members. Therefore, this chapter focuses on the
impact of external members on the GRR; the information of external members and
internal members is taken as a whole.

Artificial intelligence (AI) is an important technology during daily social life
and economic activities, e.g., machine learning, deep learning [15, 29], and rein-
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forcement learning [16]. Lu [17] wanted to employ brain intelligence (BI) to cope
with some complicated work generating new ideas about events without having
experienced them by using an artificial life with an imagine function.

3 External-Based Social-Trust Networks Group
Recommendation Robotics

3.1 GRR Calculation Framework

The current GRR with social networks take into consideration first, the strength
of the relationship among the group [20, 22]; second, the influence of social
network information on each group member [4, 6, 21]; and finally, some aggregation
strategies to generate group recommendations. At present, the main impact of the
social network on the GRR is the social influence of the group members. On the
one hand, when the group preferences are inconsistent, those systems take care of
the preference of the members with more social influence, and take no notice of
some of the intentions of the members with little social influence; on the other
hand, it is unreasonable that those systems still consider the influence of social
networks while the group have reached consensus. The ideas of this chapter include
as follows: correcting the preference rating through social-trust networks when the
group rating of an item cannot reach consensus, specifically, using the real ratings
of external members who are trusted by the group members to correct the prediction
rating of the items. When the disagreement of the group is low, namely, the group
tendency is to reach consensus, the influence would be reduced on GRR by a social
network, so as to dynamically adjust the influence of social networks and reduce the
error on GRR. In fact, most people hope to persuade others to follow their advice
when faced with the conflict and large degree of disagreement among the group.
At that moment, if there is a role that you trusted, that could tell you what is the
best choice, perhaps you would change your mind. Watching a movie with your
friends, for instance, maybe you did not intend to watch it with them, but someone
you trusted would change your mind as he had just watched it and felt good. This
scenario shows that correcting the group preference according to new information
when the degree of group disagreement is large in GRR, and the group should be
able to reach consensus.

At first, obtaining the list of preferences of each group member by CF, and
ensuring a special group (by a randomly selected group or fasten group), and getting
the results of GRR using aggregation strategies is called classical group prediction.
Then, the disagreement of an item i is calculated using the predictions of group
members, Disagreement is greatly affected by external trust networks, and vice
versa. The frame and formula of our method are Fig. 1 and formula (1).

gpred(G, i) =
⎧⎨
⎩

(1 − λi) · CGP(G, i) + λi · OAR(OG, i)

CGP(G, i), if OAR(OG, i) = ∅

OAR(OG, i), if CGP(G, i) = ∅

(1)
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Fig. 1 Frame of group recommendation robotics

Here, G refers to a group, OG (out of group) represents information of the
external group, namely users trusted by group members. CGP(G, i) (classical
group prediction) is a predictions of item i by individual recommendation robotics
and aggregation strategies. OAR(OG, i) (outer actual rating) represents actual
ratings of external members of the group, λi is a dynamic balance factor of external
members and internal members of item i, balancing ratings of recommendations
between external and internal members.

⊔
represents a aggregation strategy. Note

that, if OAR(OG, i) = ∅, then there are no real ratings of item i by trusted
users, and results calculated by CGP(G, i) would be selected. Otherwise, if
CGP(G, i) = ∅, then there are no prediction ratings of item i by group users,
and results calculated by OAR(OG, i) would be utilized.

We have adjusted the intensity of the external influence dynamically. When the
disagreement of group members is large, we need the external real score to be
correct. The greater the disagreement, the greater the external influence of group
members. When the disagreement of group members is small, the opinions of the
group members need to be retained. The smaller the disagreement, the less the
group members would be influenced externally. For example, when two people
decide to watch a movie together, even if someone recommends a good movie,
it may not be easy to influence the decision of the two people. Two problems
need to solved, one is how to determine the value of λ, the other is how to
solve OAR(OG, i). CGP(G, i) (classical group prediction) represents predictions
of item i by individual recommendation robotics and aggregation strategies. The
formula is as follows:

CGP(G, i) =
⊔

∀u∈G

pred(u, i) (2)

⊔
represents a aggregation strategy, pred(u, i) represents user u’s prediction rating

on item i by individual recommendation robotics.
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In OAR(OG, i), the actual ratings of external members, which are relative to
the group members, would be introduced into GRR by a social network. Moreover,
the object of each user trust may be more than one, and two points need to be
considered on external information: degree of trust and obtaining the actual rating
set of members who are trusted. The formula is as follows:

OAR(OG, i) =
⊔

∀u∈G,v∈OG

tuv · actual_rating(v, i) (3)

Here, G refers to a group, OG (out of group) represents information of the
external group, namely, users trusted by the group members,

⊔
represents a

aggregation strategy, tuv represents the degree of trust of the user u with regard to
user v, tuv ∈ [0, 1], 0 is trust scarcely and 1 means trust completely. The greater the
influence, the higher the degree of trust in external information; actualrating(v, i)

represents the actual rating of user v on item i.

3.2 Dynamic Adjustment of Parameter λ

LVD This approach utilizes disagreement and refines disagreement a little, first,
calculating the unbiased estimate of prediction ratings of group members, namely,
sample variance to compute the number of points far away from the center in the
group preference set. In the method named lambda via disagreement (LVD), the
formula is as follows:

dis(G, i) = 1

|G| − 1

∑
u∈G

[
pred(u, i) −

∑
v∈G pred(v, i)

|G|
]2

(4)

and the calculating formula of λ is:

λ = 1

|G|
∑
u∈G

1

[(
pred(u, i) −

∑
v∈G pred(v, i)

|G|
)2

> dis(G, i)

]
(5)

Here, |G| refers to the number of a group, and an indicator function is introduced:
1[x] refer to that if x is true, then expression is 1, unless 0. pred(u, i) represents
user u′s prediction rating on item i by individual recommendation robotics.

LVTP Because the structure of LVD is simple, some requirements should be taken
on group size and distribution of prediction. On the one hand, the case in only two
members cannot be coped with, such as in Table 1, although the disagreements (dis)
are 8 and 12.5 respectively, and the values of lambda are both 0, which means that
adjustment is unnecessary on recommendations of external social networks, and it
is unreasonable. The case with great disagreement is observed; however, as a result
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Table 1 λ via disagreement User 1 User 2 Disagreements λ

ItemA 0 4 8 0

ItemB 0 5 12.5 0

of having small values of lambda, this method cannot deal with the situation of only
a few people.

To address the above issue, the LVTP method is proposed in that case consists
of the following steps: first, the standard value αri, a balancing item i, would be
set; second, utilizing the standard value αri divide the predictions of group members
into different two parts, a large one is Greaterri and a small one is Lessri; finally, the
lambda value of each item i is calculated. The formula is as follows:

λi = 1[Greaterri ∧ Lesri > ∅](Greaterri − Lesri)

γ + max(Greaterri)
(6)

Here, Greaterri represents the average value of a larger than standard value in the
rating set. An indicator function is introduced: 1[x] refers to that if x is true, then
the expression is 1, unless 0. Note that in step 3, if Greaterri = ∅ or Lessri = ∅,
which means that the rating of the group of item i reaches consensus and indicates
that group members either like or dislike item i, then λi = 0, which means that the
social network has almost no influence on item i. Particularly, γ is a smooth factor,
to avoid (Greaterri − Lessri) = max(Greaterri) results in the GRR neglect of the
group’s suggestions completely, in addition to being unreasonable.

With regard to the choice of standard values, this chapter considers the following
three aspects: (1) The mid value of the range can be evaluated, for example, the
maximum score for a certain item is 10 and the lowest is 1. The mid-value is (10 +
1)/2 = 5.5, and 5.5 is the standard value. (2) The mean of all predictions of item
i in the training data is the standard value, and the standard values for each item
are different. (3) The median of all predictions of item i in the training data is the
standard value, and the standard values for each item are different.

3.3 Group Recommendation Robotics Based on External
Social-Trust Networks

A Description of the Aggregation Strategy In GRR, preference fusion refers to
integration of the preferences of group members. Preference fusion is also known
as the aggregation strategy [24] or the aggregate rules [5]. For consistency of
terminology, this chapter uses the term aggregation strategy. Masthoff, cited in [24],
described ten aggregation strategies in detail, and the relatively better strategies
are thought to be the average strategy and the average without misery strategy,
according to a series of experiments in another paper.
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In the average strategy, the group rating for a particular item is computed as the
average rating over all individuals.

gpred(G, i) = 1

|G|
∑
u∈G

pred(u, i) (7)

where |G| is the group size, pred(u, i) is the predicted rating for each user u, and
every item i.

Group disagreement with the project [1] dis(G, i) indicates the degree of
difference of users in the group G compared with the predicted score of the project
i.

dis(G, i) = 1

|G|
∑
u∈G

[pred(u, i) − mean(G, i)]2 (8)

mean(G, i) denotes the mean of the group prediction ratings of item i.

GRITrust Algorithm According to the description of λ and OAR(OG, i) in
Sects. 3.1 and 3.2, the result can be computed using those parameters. Note that
if there is no prediction on CGP(G, i) but on OAR(OG, i), the GRR result is
not empty but OAR(OG, i). The above method can ease the cold-start problem in
GRR. Sometimes, the user has no ratings, and the system can help him/her to find
better answers.

In this chapter, the algorithm called the group recommender Involve Trust
network (GRITrust) pseudo code is as follows.

Algorithm 1 GRITrust
Input: training sets Dtrain, trust network and group G
Dtrain = {useri , itemi, ratingi}, i ∈ |Dtrain|
T rust network = {trustorj , trusteej , valuej },
j ∈ |T rust |, and G = {uk, um, . . . , un}
Output: gpred(G)

Initialization: pred(u, i) ⇐ from Dtrain by CF
repeat

CGP(G, i) =⊔∀u∈G pred(u, i)

OAR(OG, i) =⊔∀u∈G,v∈OG tuv · actual(v, i)

λi ⇐ from CGP(G,i) by some methods
if CGP(G, i) == ∅ then

gpred(G,i) = OAR(OG,i)
else {OAR(OG, i) == ∅}

gpred(G,i)=CGP(G,i)
else

gpred(G, i) = (1 − λi) · CGP(G, i) + λi · OAR(OG, i)

end if
until group predictions of all items
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4 Experiments

4.1 Experimental Data

To verify the proposed method, all performance experiments were conducted on an
outline dataset.

Dataset: We have used the FilmTrust [7] ratings dataset for evaluation purposes.
This dataset includes 1508 users, 2071 items, and 35,497 ratings whose range is
[0.5, 4].

The dataset as follows. First, actual ratings with which users have evaluated
movies have been divided into 8 to 2. Then, the training set has 1482 users and
the test set has 1421 users, because a few users do not have enough rating counts.
In particular, there are only 609 users who can trust one or more other users, which
means that just 41% of users would use a social network in the training set. Let p

be a ratio value of numbers of users on the network to the training set population,
and the value is 0.41. We can calculate the probability of using social networks as
1 − (1 − p)n via binomial distribution when the group size is n, and if we can get
n = 2, 3, 4, then the probability is 0.65, 0.80, and 0.87 respectively. Obviously, the
value is lower than others when n equals 2. Furthermore, to verify the reliability of
the proposed method, we would discuss separately the case in which the group size
is 2.

In this chapter, a randomized grouping method is used to conduct the experiment.
In the group selection, we noticed that if we experiment with a random group
of three people, considering each possibility incurs a large computing cost. For
example, when there are 1000 users in a dataset, there are 166, 167, 000 randomly
selected combinations of three people. Obviously, if the numbers and the sizes of
groups are appropriately increased, it is impossible to calculate them one by one.
For the sake of convenience, we conducted a random sample of studies.

4.2 Evaluation Method Description

To evaluate the effectiveness of the proposed method, the RMSE [6] is used as an
evaluation method that can assess the quality of the recommended system in terms
of accuracy. The formula is as follows:

RMSE =
√∑N

i=1(gpred(G, i) − actual(G, i))2

N
(9)

where N is the number of items recommended in the group.
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4.3 Randomly Divided into Groups Experiment

The basic idea of the experiment is that with use of the CF algorithm in the training
set, each user has not seen an item prediction rating, resulting in personalized
recommendations. Then, a group is randomly selected and the dynamic adjustment
parameters λ are calculated, finding that the group members trusted in the trust
network object, selecting the appropriate aggregation strategy and the prediction
ratings of the item are calculated according to the formula (1). Finally, comparing
predictions with the test set, note that the test set also uses the same aggregation
strategy.

The λLVD in Table 2 indicates the method of calculating λ by LVD and λLVTP
denotes the method of calculating λ by LVTP. Methods of calculating the standard
value α are as follows: αmean standard value using the true value of the sample;
αmid standard value using the middle of the range can be evaluated; αmedian standard
value using the median of the real sample.

According to the group size, we have made a random selection 100 times
in this experiment, and the group size ranges from 3 to 11. Figure 2 illus-
trates the performance of baseline, GRITrust_dis, GRITrust_mean, GRITrust_mid,
GRITrust_median with different group sizes. When the group size is 3, the

Table 2 Explanation Name Explanation

Baseline Without network

GRITrust_dis λLVD

GRITrust_mean λLVTP αmean

GRITrust_mid λLVTP αmid

GRITrust_median λLVTP αmedian

Fig. 2 Root mean square error comparison of different group sizes by the average strategy
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GRITrust_dis method is better than the others; this means that LVP is better than
LVTP. In addition, if the group size is greater than 5, then LVTP is better than LVP;
in particular, GRITrust_mid is better than the others.

4.4 Social-Trust Network Utilization Ratio in Group
Recommendations

According to the research, there are three features in GRR with social networks:
(1) Not all users are in social networks, which means that some users do not use
social networks; (2) In the current social network, some users do not pay attention
to others; (3) Some users have little or no rating information on the item. Therefore,
we cannot guarantee that users get the useful information every time they visit social
networks. The definition of social network utilization is given below.

Definition 1 In GRR with social networks, m is group recommendations, n is social
networks are visited and used through recommendation robotics; we define the ratio
of n and m as the social network utilization ratio rsocial.

rsocial = n

m
, rsocial ∈ [0, 1] (10)

To verify that the proposed method correlates positively with the social network
utilization in GRR with social networks, we used the same dataset and method
as for the random sample experiment, except that different utilization ratios of
social networks were chosen to study the experiment. Among them, rsocial =
{0.2, 0.4, 0.6, 0.8, 1.0}, the group size ranges from 3 to 10, for example, G3
indicates that the group size is 3.

In Fig. 3, using the average strategy, we compared RMSE and the social network
utilization ratio, which resulted in a positive correlation. Figure 4 shows the
percentage fall according to the social network utilization ratio. In Fig. 5, we

Fig. 3 Root mean square error comparison of different group sizes and different social network
utilization ratios
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Fig. 4 Root mean square error with utilization of social networks

Fig. 5 Percentage fall according to the social network utilization ratio

evaluated RMSE of 20, 40, 60, 80, and 100% of the social network utilization
ratio in different group sizes. The experiment shows that RMSE decreases as the
social network utilization ratio increases, and the effect achieved by GRITrust_mid
is relatively good: about 4–16%.

Figure 6 shows the social network utilization in the case of random sampling
by different group sizes: the larger group, the higher the social network utilization
ratio, and the range is 67–92% in this dataset. According to Fig. 5, the RMSE of our
proposed method decreased by about 9–15%.

5 Conclusion

This chapter introduces the influence of social-trust networks on the group recom-
mendation robotic. In this chapter, we employed social-trust network relationships,
through a true evaluation of an item, to amend the group prediction of an item; when
the group disagreement is small, that is, within the group to achieve the same result,
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Fig. 6 Random sampling

to reduce the social network recommended to the group impact, thus, dynamically
adjusting the impact of social network factors, and improving the quality of
group recommendations. Through experiments, we verified the effectiveness of
the proposed method. The error of the proposed method did not increase with an
increase in the group, and remained at a relatively low level.

Although some results have been achieved, not all the valid information in social
networks was fully utilized, such as user similarity, user personality, social status,
etc. This chapter was aimed at verifying the impact of group members outside other
than discuss the relationship between group members, which will be the future need
to be discussed. In addition, other domains need to be considered as well, except for
movies, the size of the data is also the direction of efforts.
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Vehicle Logo Detection Based
on Modified YOLOv2

Shuo Yang, Chunjuan Bo, Junxing Zhang, and Meng Wang

1 Introduction

1.1 Research Significance

An increasing number of scholars have begun to focus on object detection in real
scenes, and their results have inspired a new wave of research. The object in real
scene detection has definite physical significance in road traffic problem monitoring.
Extracting and detecting vehicle logos in real-world situations are important to many
applications. However, these tasks remain challenging due to limited annotated data,
complicated and various appearance shapes, and other problems.

1.2 Technical Difficulties

In vehicle logo detection in real scenes, the logo type and ambient condition are
utilized to address the incorrect positioning of a vehicle logo. The detection problem
for vehicle logos is similar to that for car plates, but diversity exists. Through a
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literature [1] analysis, we summarize the difficulties and main points in vehicle logo
detection.

Complex, varied, and irregular shapes can cause difficulty in feature extraction.
We divided logo shapes into five types: circular (e.g., BMW and Venucia), oval
(e.g., Cherry and BAIC Group), square (e.g., Honda), unusual (e.g., Suzuki), and
letter pattern (e.g., Jeep).

The sizes of logos vary considerably among different brands of vehicles.
Vehicle logo locations vary. Several logos are placed in the radiator grille, and

others stand on car bodies by using a spatial model.
Vehicle logo detection is influenced by light intensity effects.
The existence of noise, such as the front bumper and radiator grille, interferes

with object detection for useful information. Part of a logo is connected to the
radiator grille, which affects object detection.

The colors of a vehicle logo are the same for car bodies or radiator grille.
In addition, when obtaining the logo data, object detection is greatly affected by

camera angle and orientation.

1.3 Typical Vehicle Logo Detection Algorithm

With regard to research on vehicle logo detection algorithms, a few classic
algorithms have been developed at home and abroad. Many typical detection
algorithms prioritize artificial feature extraction, after which feature models can
accomplish detection tasks. For example, Psyllos and Kayafas designed a vehicle
logo recognition algorithm based on the SIFT operator [2]. The SIFT feature
exhibits strong robustness to image rotation, translation, illumination, and criterion.
It clearly expresses the object features and executes vehicle logo detection tasks,
but the computational cost is high. The SVM algorithm is used in object detection
and recognition. HOG feature extraction combined with the SVM classification
algorithm has achieved successful applications in pedestrian detection methods.
In literature [3] and [4], the HOG + SVM algorithm was used in vehicle logo
detection and recognition, and it demonstrated excellent application effectiveness.
Moreover, the AdaBoost algorithm [5] has also been applied to solve multi-
classification problems and has achieved good performance in vehicle logo detection
that constructs weak, strong, and cascade classifiers. In artificial feature extraction,
when feature expression is poor, the detection result is affected. Moreover, many
manual operations can significantly increase the development time cost.

Deep-learning algorithms have developed rapidly since AlexNet [6] won the
ILVRC championship in 2012. With constantly updated computer equipment, the
algorithm has greatly improved in terms of speed and accuracy. After 2014, the
deep-learning method was utilized in vehicle logo detection and recognition. The
deep neural network has a higher precision rate of detection [7]. Meanwhile,
compared with the traditional detection algorithm, the convolutional neural network
(CNN) has more powerful representation capability of features [8, 9], and it also has
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the wide foreground of applying and developing [10–13]. Literature [14] applied
a convolutional neural network to obtain object features and performed vehicle
logo recognition tasks. Faster-RCNN was proposed in literature [15]. The authors
reported that object detection substantially improved in speed and accuracy, and
the frame rate reached 7 f/s. Tang et al. used Faster-RCNN to achieve vehicle
logo detection [16]. In 2016, the YOLO method was presented in literature [17].
The YOLO method can improve the frame rate multiplier to 45 f/s. Although
YOLO enhances the detection velocity, it significantly reduces the object detection
accuracy. However, bringing together classification and localization tasks were
thought to exert a profound effect on solving object detection problems. YOLOv2
based on the YOLO method was proposed in literature [18] in 2017, and it has
answered the question of why detection veracity is poor. At 67 f/s, YOLOv2
achieves 76.8 mean average precision (MAP) on VOC 2007.

Regarding vehicle logos, this work improved the YOLOv2 network. Vehicle
logo detection tasks are implemented by dimension clustering of the bounding
box, reconstructing network pre-training, multi-scale detection training, and data
enrichment. The limit of retrieving image data is expanded, and the contrast and
noise of image data are increased and decreased, respectively, through this method
to improve the accuracy and generalization of our detection algorithm.

2 Construction of Datasets

For deep learning, convolutional neural network training involves error gradient
descent calculation under supervision. When training samples are sufficient, the
method can obtain an optimal result. The detector of network training has low
detection efficiency in small training samples. At present, public training data on
vehicle logos are unavailable, and vehicle logo data are collected by researchers.
This option consumes much time and energy. Through a web crawler, actual
shooting, data enrichment, and network gain scheduling, this work produces datasets
of vehicle logos.

2.1 Data Acquisition

By compiling web crawler scripts and practices, data on 1432 vehicles are obtained.
This dataset contains 2065 vehicle logos, and 30 classes belong to common
domestic car companies. The total number of images is 687 pieces, and each type
of logo graphics has about 47. The category instance of images is shown in Fig. 1.

All images are in JPG form. Several pictures have a wider ratio of dissonance
than the others because the actual pictures taken with the network have different
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Fig. 1 Thirty classes of vehicle logo examples

sizes. To complete the image tagging work, the web crawler is scaled to a size of
600 × 400 pixels, and the actual collection image is normalized to 1400 × 1000
pixels.

2.2 Data Enrichment

The dataset is expanded in a reasonable manner because the data volume is
small, and the training network model has poor generalization performance. The
commonly used methods in data expansion are geometric transformation and noise
increment. YOLOv2 has the function of data extension, which refers to random
training adjustment for several elements, such as rotation, saturation, and hue. This
adjustment can enhance the training effect on the basis of artificial data expansion. In
addition, to improve the network training model for different environments for logo
“sensitivity” and the generalization capability of the network model, the brightness
and noise in all the training sets are adjusted. The specific adjustment is as follows.
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2.2.1 Brightness Transforms

Each picture is collected by adjusting the brightness, contrast, and gamma of the
image to simulate the vehicle logo detection in different light and environment
conditions. Figure 2 shows the processing effect on the vehicle logo. This work
uses five gamma values, namely 0.2, 0.4, 0.8, 1.2, and 2. The smaller the gamma
value is, the brighter the image is. Similarly, the higher the gamma value is, the
dimmer the image is. When the gamma value is 1, the image is not changed.

2.2.2 Gaussian Noise

The noise pollution in a real scene severely affects the vehicle logo detection. This
work expands the vehicle logo data again by simulating the noise environment.
Gaussian white noise is added to each photo, with a mean of 0 and variances of
0.06, 0.08, 0.1, 0.3, and 0.5, as shown in Fig. 3. When the variance is larger than
0.1, the noise signal can be clearly seen.

Through the processing of brightness and noise, a total of 15,752 pictures are
generated in our vehicle logo data.

Fig. 2 Brightness transform of the vehicle logo object

Fig. 3 Noisy sample of the vehicle logo
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3 Analysis and Improvement

3.1 YOLOv2 Algorithm

For object detection tasks, the VGG16 network is commonly used for the feature
extraction network of a deep-learning algorithm before the YOLOv2 algorithm,
but VGG16 produces redundant computation and computes complex problems.
YOLOv2 rebuilds the feature extraction network based on VGG16, and it improves
the speed of the network calculation under the premise of ensuring detection
accuracy.

3.1.1 Darknet19

Darknet19, which includes 19 convolutional layers and five max-pooling layers,
is of great importance to the YOLOv2 network. The full networks are mainly
composed of a 3 × 3 convolutional kernel, and the 1 × 1 convolutional kernel is
plugged in 3 × 3 convolutional layers. In this way, we can increase the depth of the
neural networks and process the object characteristics. Meanwhile, the full networks
remove dropout calculation, and YOLOv2 avoids the overfitting problem by adding
batch normalization to all the convolutional layers. Table 1 shows the comparative
performance of Darknet19 versus the VGG16 model. Overall, the velocity and
accuracy of Darknet19 are higher than those of the VGG16 model. Darknet19 has
less storage and less memory.

3.1.2 Competitive Advantage

The entire diagram information is used to extract feature maps in YOLOv2. The
system divides the input images into many grids, and the networks are calculated to
obtain the results. YOLOv2 removes Darknet19’s last convolutional layers, adds
three convolutional kernels with a size of 3 × 3 × 1024, increases the 1 × 1
kernel in each convolutional layer, and makes each feature block to have one-to-
one correspondence with the grids of the original photo. The method can hold the
spatial information of the image well without the full connected layers.

YOLOv2 uses anchor boxes from the Faster-RCNN algorithm to predict bound-
ing boxes directly, but it runs K-means clustering on the training set bounding boxes

Table 1 Performance comparison of Darknet19 and VGG16

Model Top-1 (%) Top-5 (%) CPU (s) GPU (ms) Weights (MB)

VGG16 70.5 90.0 4.9 10.7 528
Darknet19 (224 × 224) 72.9 91.2 0.66 6.4 80
Darknet19 (448 × 448) 76.4 93.5 2.8 11.0 80
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to automatically decide the sizes and numbers. The method predicts the categories
and position of the detection tasks by directly using the bounding box.

The structure of the full convolutional layers can adapt to multi-scale data
training. During training, we can change the sizes of the input images with different
iteration numbers. With the variety of sizes for image training, the final model
detects the good effect for the object. Meanwhile, the training manner can be
improved to detect small targets for YOLOv2.

3.2 Improvement Based on YOLOv2

YOLOv2 achieves good detection results on VOC 2007. However, for different
target detection and environment factors, the accuracy of detection also differs,
especially for our vehicle logo detection. We must improve the YOLOv2 algorithm
to achieve excellent detection results for the vehicle logo. The main contents of the
improvement are as follows.

3.2.1 K-Means Clustering

The anchor box is a bounding box with a different width and height. Its parameter
setting exerts a tremendous effect on the accuracy of object detection. YOLOv2
runs K-means clustering on VOC 2007 to determine the statistical nature and
decide the numbers of the bounding box, instead of predicting the bounding box
by using handpicked priors in Faster-RCNN. Five different sizes of the bounding
box are selected from the results of dimension clustering. Although the results show
universality, they are not necessarily right for different data of the object detection
tasks. Therefore, this work implements K-means clustering [19] again to determine
the numbers of the bounding box in the data of the vehicle logo.

By counting the numbers of vehicle logos in the datasets, the range of the
occurrence frequency is determined to be from 0 to 6. The cluster centers are
determined randomly at 0–6, and the distance between the data stylebook and the
cluster centers is calculated. When the numbers of the cluster center increase, the
distance approaches a steady value. The flex point position on the curve is the best
cluster number. The distance is calculated as follows:

d (box, centroid) = 1 − IOU (box, centrid) . (1)

The standard K-means results with Euclidean distance cause more errors due to
the sizes of the box difference. We still use the IOU scores to calculate the distance.
We select k = 4 as a good trade-off for the vehicle logo detection tasks, as shown
in Fig. 4. We can calculate the sizes of the bounding box based on k and the sizes
of the input images. When the option is 416 × 416 pixels, the width and height
of the bounding box are (2.1696, 2.1394), (1.0520, 1.0852), (0.5455, 0.6486), and
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Fig. 4 Result of dimension clustering

(7.0217, 7.4663). When the option is 544 × 544 pixels, the width and height are
(2.8371, 2.7977), (1.3756, 1.4190), (0.7133, 0.8481), and (9.1822, 9.7637).

3.2.2 Network Pre-Training

Many deep-learning algorithms allow neural networks to be pre-trained on Ima-
geNet or VOC. Then, the pre-training model is used for training again in solving
practical problems. Network pre-training improves the feature extraction capability
and speed of the network to help with object detection. However, the classification of
ImageNet varies, and it is not suited for vehicle logo pre-training. Thus, we change
the process of pre-training as follows.

ImageNet data are used for pre-training in Darknet19.
Using the 600 × 400 data of vehicle logo to train Darknet19 enables the networks

to adapt to the feature of vehicle logo.
The 1400 × 1000 data of vehicle logo are used to train Darknet19. The point is to

let the network adapt to the feature of vehicle logo and multi-scale detection tasks.
Through network pre-training, the network becomes familiar with the feature of

vehicle logo. Thus, the method can help achieve detection tasks.
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3.2.3 Multi-Scale Detection Training

The center dimension can be changed flexibly because Darknet19 only has con-
volutional and pooling layers. By using multi-scale training, we can increase the
robustness of the network, the accuracy of the detector, and the generalization of the
model. Darknet19’s convolutional layers downsample the image by a factor of 32.
416 × 416 is the minimum dimension of our network input, namely the size of the
feature map is 13 × 13. Thus, we arrive at the size of network formula as follows:

Sarea = (13 + i) × 32, (2)

where i represents random natural numbers between 0 and 6. We select seven large
sizes of the network input because the size of data is very large. The fixed inputs
of the network have low accuracy for small targets, and multi-scale training can
improve the detection accuracy for vehicle logos of different sizes.

4 Experimental Design and Interpretation of Results

4.1 Comparative Experiment

To enhance the detection effect of our algorithm, we use three algorithms in
contrastive experiments. These three algorithms are based on the AdaBoost cascade
classifier, the HOG + SVM algorithm, and Faster-RCNN. The comparison between
the improved algorithm and the original algorithm of YOLOv2 shows that the
improvement in this work is effective in practical evaluation.

AdaBoost and SVM are classic machine learning algorithms that work well in
small sample target detection and recognition. They have been applied in vehicle
detection. This work compares the traditional learning method with the deep-
learning method in terms of detection results. Faster-RCNN has been used many
times in small target detection and recognition. Meanwhile, the network can use
GPU to accelerate the operation, so it is used as the main contrast object.

4.2 Experimental Results and Analysis

4.2.1 Comparison Experiment on the Four Algorithms

The final test result is the standard in this work because of the difference between
the algorithm and training method. The experiment is conducted on 1432 and 15,752
datasets of the algorithm and training method, respectively. The ratio of the training
and testing samples is 8:2. The standard in this study is the average overlap rate and
time consumed for each photo. Table 2 shows the results of different algorithms.
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Table 2 The comparison of the four algorithms

Average overlap rate Time consuming/s
Algorithm Original data Extensible data

AdaBoost 0.793 0.612 0.33
HOG + SVM 0.810 0.744 0.24
Faster-RCNN (VGG16) 0.854 0.852 1.5
YOLOv2 0.823 0.825 0.03

Table 2 shows that the deep-learning algorithm has high stability in the detection
tasks of the vehicle logo and can overcome the effect of noise. AdaBoost and SVM
rely mainly on the extraction of data features in the early stage but easily generate
detection errors for large noise samples. Faster-RCNN spends much time in data
analysis, uses a large size of the network input, and increases detection accuracy
to reduce the processing speed. Meanwhile, YOLOv2 is more than ten times faster
than the other algorithms on the basis of maintaining accuracy, and it is the best
choice in the vehicle logo detection tasks.

4.2.2 Comparison Experiment on the Improved Algorithm

In this study, three aspects of the algorithm, namely dimension clustering, network
pre-training, and multi-scale training, are improved. The results of the comparison
of the performance of Faster-RCNN, YOLOv2, and improved algorithms are shown
in Table 3.

The contrastive analysis shows that we can achieve good results by using few
candidate boxes after resetting the dimension clustering. The high detection overlap
rate is maintained on the basis of reducing the amount of calculation and resource
occupancy. Using the multi-vehicle-logo pre-training model, the algorithm can
achieve good results in object detection, and the capability of the network to
extract the vehicle logo features is improved. We are unable to perform multi-
scale training because Faster-RCNN has a full connected layer. Through training
iteration to change the input network scale, the network of detection acquires
enhanced adaptability for multi-scale logo pictures, and it exhibits improved
detection accuracy for the vehicle logo in the real scene. With the increasing size
of the network input, the network greatly improves the MAP value of the vehicle
logo. The experiments prove the apparent effect of the improved algorithm.

Acknowledgments This work is supported by National Key Technology Research and Devel-
opment Program of the Ministry of Science and Technology of China (No. 2015BAD29B01),
Key Research Guidance Plan Project of Liaoning Province (No. 2017104013), Natural Science
Foundation of Liaoning Province (No. 201700133), and Fundamental Research Funds of Central
University (No. 0102-20000101).



Vehicle Logo Detection Based on Modified YOLOv2 85

Ta
bl

e
3

T
he

co
m

pa
ri

so
n

of
im

pr
ov

ed
al

go
ri

th
m

M
ea

n
av

er
ag

e
pr

ec
is

io
n

(3
0

cl
as

se
s)

Si
ng

le
-s

ca
le

(5
44

×
54

4)
M

ul
ti-

sc
al

e
(4

16
–6

08
)

A
lg

or
ith

m
s

N
um

be
r

of
an

ch
or

s
A

ve
ra

ge
ov

er
la

p
ra

te
O

ri
gi

na
lm

od
el

Im
pr

ov
ed

m
od

el
T

im
e/

s
O

ri
gi

na
lm

od
el

Im
pr

ov
ed

m
od

el
T

im
e/

d

Fa
st

er
-R

C
N

N
9

0.
85

2
0.

72
3

–
0.

35
–

–
–

Y
O

L
O

v2
5

0.
82

5
0.

74
7

0.
76

2
0.

02
0.

75
5

0.
77

1
0.

03
T

he
m

od
ifi

ed
Y

O
L

O
v2

4
0.

83
4

0.
74

8
0.

74
4

0.
02

0.
76

4
0.

78
5

0.
03



86 S. Yang et al.

References

1. Du, S., Ibrahim, M., Shehata, M., et al. (2013). Automatic license plate recognition (ALPR):
A state-of-the-art review. IEEE Transactions on Circuits and Systems for Video Technology,
23(2), 311–325.

2. Psyllos, A. P., & Kayafas, E. (2010). Vehicle logo recognition using a SIFT – Based enhanced
matching scheme. IEEE Transactions on Intelligent Transportation Systems, 11, 322–328.

3. Llorca, D. F., Arroy, O. R., & Sotelo, M. A. (2013). Vehicle logo recognition in traffic images
using hog features and SVM. In IEEE Conference on Intelligent Transportation Systems (pp.
2229–2234).

4. Sun, Q., Lu, X., Chen, L., et al (2014). An improved vehicle logo recognition method for road
surveillance images. In IEEE Proceedings of the 2014 Seventh International Symposium on
Computational Intelligence and Design (pp. 373–376).

5. Sam, K. T., & Tian, X. L. (2012). Vehicle logo recognition using modest AdaBoost and radial
Tchebichef moments. In International Conference on Machine Learning and Computing (pp.
91–95).

6. Krizhevsky, A., Sutskever, I., & Hinton, G. E. (2012). ImageNet classification with deep
convolutional neural networks. International Conference on Neural Information Processing
Systems, 60(2), 1097–1105.

7. H, L., Li, Y., Chen, M., Kim, H., & Serikawa, S. (2018). Brain intelligence: Go beyond artificial
intelligence. Mobile Networks and Application, 23(2), 368–375.

8. Serikawa, S., & Lu, H. (2014). Underwater image dehazing using joint trilateral filter.
Computers and Electrical Engineering, 40(1), 41–50.

9. Lu, H., Li, Y., Uemura, T., Kim, H., & Serikawa, S. (2018). Low illumination underwater
light field images reconstruction using deep convolutional neural networks. Future Generation
Computer Systems, 82, 142–148.

10. H, L., Li, Y., S, M., Wang, D., Kim, H., & Serikawa, S. (2018). Motor anomaly detection for
unmanned aerial vehicles using reinforcement learning. IEEE Internet of Things Journal, 5(4),
2315–2322.

11. H, L., Li, B., Zhu, J., Li, Y., et al. (2017). Wound intensity correction and segmentation
with convolutional neural networks. Concurrency and Computation: Practice and Experience,
29(6), e3927.

12. X, X., He, L., H, L., Gao, L., & Ji, Y. (2019). Deep adversarial metric learning for cross-modal
retrieval. World Wide Web, 22(2), 657–672. https://doi.org/10.1007/s11280-018-0541-x.

13. Li, P., Wang, D., Wang, L., & Lu, H. (2017). Deep visual tracking: Review and experimental
comparison. Pattern Recognition, 76, 323–338.

14. Huang, Y., Wu, R., Sun, Y., Wang, W., & Ding, X. (2015). Vehicle logo recognition system
based on convolutional neural networks with a pretraining strategy. IEEE Transactions on
Intelligent Transportation Systems, 16(4), 1951–1960.

15. Ren, S., He, K., Girshick, R., & Sun, J. (2017). Faster R-CNN: Towards real-time object
detection with region proposal networks. IEEE Transactions on Pattern Analysis & Machine
Intelligence, 39(6), 1137.

16. Tang, T., Zhou, S., Deng, Z., et al. (2017). Vehicle detection in aerial images based on region
convolutional neural networks and hard negative example mining. Sensors, 17(2), 336.

17. Redmon, J., Divvala, S., Girshick, R., & Farhadi, A. (2016). You only look once: Unified, real-
time object detection. In Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition (pp. 779–788).

18. Redmon, J., & Farhadi, A. (2017). YOLO9000: Better, faster, stronger. In Proceedings of the
IEEE Conference on Computer Vision and Pattern Recognition (pp. 7263–7271).

19. Huang, Z. (1998). Extensions to the k-means algorithm for clustering large data sets with
categorical values. Data Mining and Knowledge Discovery, 2(3), 283–304.

http://dx.doi.org/10.1007/s11280-018-0541-x


Energy-Efficient Virtual Machines
Dynamic Integration for Robotics

Haoyu Wen, Sheng Zhou, Zie Wang, Ranran Wang, and Jianmin Lu

1 Introduction

With the rapid development of the Internet, the demand for computational capa-
bilities of various scientific data and commercial data far exceeds the computing
capacity of its own data center [1]. It is precisely because of this demand that it has
promoted the rapid development of cloud computing technology. Cloud computing
is a dynamic and scalable computing method. It uses virtualized computer resources
as a service and provides it to users through the network [2]. This model can
help computers allocate resources on demand, usually with a dynamic expansion
and distributed features. These cloud data centers that are dependent on the cloud
computing environment are also bringing about significant power consumption and
CO2 emissions. It is estimated that from 2005 to 2010, the power consumption of
data centers in the world has increased by 56%, accounting for 1.1–1.5% [3] of
global electricity consumption in 2010. Moreover, unless the current conventional
resource management scheme is changed to achieve efficient energy use, data center
energy consumption will continue to grow rapidly. This method can also be used in
drone anomaly detection [4]. Similarly, in the artificial intelligence, social network
services, mobile healthcare, Internet of things, and other fields [5–9], the amount of
data is huge, resulting in a lot of energy consumption.

The current problem faced by cloud data centers is that the resource usage of
CPUs and other resources is usually only 10–50% of the total resources. Such a
reserved configuration method results in the waste of a large amount of extra power
resources and even causes many idle servers to continue to be consumed [2]. During
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the operation of a cloud data center, a virtual machine is allocated and scheduled
as a computing resource having a cloud computing platform. The virtual machine
provides a user with a computing resource, and the virtual machine itself needs to
run on a physical host. According to the Open Compute Project (OCP) report, the
power usage effectiveness of the Facebook data center in Prairie in the fourth quarter
of 2015 reached 1.09, while in the Forest City PUE reached 1.08. This means that
computing resources consume about 91% of all consumed resources in the cloud
data center. Therefore, to solve the power consumption problem, the focus is on
improving the utilization of computing resources of each node in the cloud data
center. This is similar to the study by Serikawa et al. [10]. They proposed a new
joint triangular filter with fast and non-approximate constant time algorithms [11].
In addition, in order to speed up the operation of the algorithm, for example, the
most advanced level set method can well segment the object [12]. However, this
method is time consuming and inefficient, so that balancing the resource load can
solve the problem well. Then, our method can also be applied to deep learning image
detection [13].

The main work of this paper will focus on the study of virtual machine
integration systems. Taking OpenStack as an example, the integration of virtual
machines mainly involves the scheduling of control nodes and the assignment and
migration of virtual machines on compute nodes. The computing nodes need to
make decisions on virtual machines. The necessity of migration and the time of
migration to avoid the “jitter” caused by excessive virtual machine migration result
in a decline in the overall performance of the cloud data center. The main purpose
of the integration of virtual machines is to save energy consumption as much as
possible while achieving cloud data center load balancing. For this purpose, this
paper studies the forecasting effect of the Markov chain process model on time
series. Based on Pearson correlation coefficient, a K-sequence mixed Markov model
is proposed to predict the CPU usage of the host. Based on the CloudSim [14]
cloud computing platform simulation Java package released by the University of
Melbourne, Australia, a simulation experiment based on hybrid Markov-based host
load forecasting is implemented. In the simulation experiment, the number of
virtual machine migrations, data center energy consumption, SLA violations, etc.
are compared with traditional threshold-based average load detection algorithms [2]
and local regression robust (LRR) detection algorithms [15]. Through simulation
experiments, it is verified that the host load forecast model algorithm proposed
in this paper can effectively reduce the number of virtual machine migrations and
energy consumption of cloud data centers.

The content of this article is organized as follows: The second part introduces
the related work and research status. The third part proposes the model and explains
the implementation of the algorithm. The fourth part and the fifth part introduce the
design of the experiment and the result analysis. The sixth part summarizes the full
text.
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2 Related Works

The main purpose of dynamic integration is to use the real-time migration method
to reallocate virtual machines to fewer data center nodes by considering real-time
requests from virtual machines for resources [16] and to switch idle node hosts
to low-power states. This will improve the use of physical resources and reduce
energy consumption. The distribution and integration of virtual machines in the
cloud platform have two modes, namely static mode and dynamic mode. In the
static integration of virtual machines, scheduling and integration algorithms are
often designed based on average historical resource utilization and user-defined
performance indicators [17, 18]. However, this method assumes that the virtual
machine resource requirements are known in advance and does not take into account
changes in the virtual machine workload. Nathuji et al. [19] discussed the energy
benefits brought by the integration of dynamic virtual machines and found that
overall energy consumption can be significantly reduced. Beloglazov et al. [20]
divided the issue of dynamic virtual machine integration into the following four sub-
questions after extensive research on virtual machine integration technologies:

(1) Determine when the node enters a low-load state so that all virtual machines
can be migrated from the node. The node can also be switched to a low-power
mode, such as sleep mode.

(2) Determine when the node enters a high-load state. This should select the
appropriate virtual machine and migrate to other suitable active nodes to avoid
server performance degradation.

(3) Select a suitable virtual machine from a high-load host for migration.
(4) Find a suitable placement place on the host of other activities and migrate the

virtual machine to be migrated to this host.

The current research on the decision-making of physical host high/low-load
states can be roughly divided into the following three methods:

The first is to make decisions using a threshold-based heuristic.
ATWood et al. [21] studied the dynamic migration of virtual machines. They

used a threshold-based method to determine that a physical host in the data center
entered a high-load state and then migrated the virtual machine out of it to meet the
load-balancing requirements purpose. Although this kind of threshold-based load
detection algorithm is relatively simple, once the physical host’s workload suddenly
changes, for example, the host’s load status frequently enters high-load status and
low-load status within a short period of time, the host may be busy. Migration
of virtual machines, and excessive migrations can cause the host to become busy
and degrade its performance, which is a serious violation of the service level
agreement (SLA). Zhu et al. [22] studied a large number of dynamic virtual machine
integration problems. They used a static threshold heuristic method to set the CPU
usage threshold to 85%. Once the node CPU usage exceeded the threshold, the node
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was determined to enter a high-load status [2]. Gmach et al. [23, 24] also did a
similar study. They analyzed the change track of workloads in cloud data centers
and set the CPU usage threshold to 85%. However, this method of static threshold
heuristic setting does not apply to hosts whose workload changes dynamically or
where unknown random changes occur.

The second is to periodically adapt the virtual machine placement without load
detection.

Verma et al. [25] simulated the dynamic virtual machine consolidation problem
as a boxing problem. They considered the consumption of virtual machine migration
and proposed a heuristic method to minimize data center power consumption.
However, they only periodically adjust the virtual machine position without using
any algorithm to determine the optimal placement of the virtual machine. If the
host placed by the virtual machine enters a high-load state at the next moment, the
virtual machine may need to be migrated again. This leads to frequent migration of
virtual machines. Weng et al. [26] proposed a load-balancing system for periodically
reducing the consumption of virtual machine allocations in a cluster to detect
high-load and low-load physical hosts and redistribute virtual machines. However,
in large data centers, the number of physical hosts and virtual machines is very
large. This system will inevitably cause a lot of extra energy consumption when
redistributing virtual machines.

The third type is based on statistical analysis of the resource usage of historical
CPUs and so on to make predictions on the next moment.

Bobroff et al. [27] proposed a server load forecasting algorithm based on the
time-series analysis of host historical data. However, the algorithm is too compli-
cated and its time complexity and space complexity are too high. Huang et al. [28]
comprehensively considered the dynamic fluctuations and resource conflicts of each
virtual machine workload on the cloud computing system. Based on the historical
workload data of the virtual machine, the autoregressive integrated moving average
(ARIMA) model was used. Future virtual machine resource requests are predicted.
ARIMA is a time-series predictive model that can predict the resource utilization
of physical host nodes at the next point in time through historical data. However,
in the study of virtual machine integration, it is often only necessary to determine
the state of the CPU and accurately predict its usage. Often errors are large and
can also result in higher runtimes. Beloglazov et al. [20] did a lot of research on
the forecasting work of the Markov chain model on the host’s future workload, and
used the Markov model to predict whether the host machine will enter a high-load
state in the future. However, the author of this paper only considers the influence
of CPU state on the next moment at the current moment, and does not consider
the CPU state before the current moment will also affect the next moment, so the
ordinary single-order Markov chain model is in the future for some time. The host
load forecast can be very error. This article will study prediction methods based on
statistical analysis.
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3 K-Order Mixed Markov Model

The Markov model is a widely used predictive model, which is mainly based on
historical discrete data to predict the future moment. Assuming a random process,
the parameter set T of the random process is a discrete-time set {Xn, n ∈ T }, that
is, T = {0, 1, 2, . . .}, and the state space of the entire possible composition of the
random process is a discrete state set I = {i0, i1, i2, . . .}.
Definition 1 If the random process {Xn, n ∈ T } for any non-negative integer and
arbitrary i0, i1, . . . , in+1 ∈ I , the conditions satisfy

{Xn, n ∈ T } (3.1)

We call {Xn, n ∈ T } the Markov chain.

Definition 2 ∀i, j ∈ S, then call P {Xn+1 = j |Xn = i} = pij (n) as one-step
transition probability at time.

If ∀i, j ∈ S, pij (n) ≡ pij , that is, pij is independent of n, it is said that
the transition probability is stable. At this time, {Xn, n ∈ T } is called a time-
homogeneous Markov chain, and P = (pij ) is a one-step transition probability
matrix

P =

⎛
⎜⎜⎜⎜⎜⎜⎝

p00 p01 · · · p0j · · ·
p10 p11 · · · p1j · · ·
...

...
. . .

...
...

pi0 pi1 · · · pij · · ·
...

... · · · ...
. . .

⎞
⎟⎟⎟⎟⎟⎟⎠

, pij ≥ 0(∀i, j ≥ 0),

∞∑
i=0

∞∑
j=0

pij = 1 (3.2)

For the host resource usage data collected at regular intervals, this is a discrete-
time Markov chain. Actually, the state transition probability is not related to the
current moment, so it can be described as a time-homogeneous discretization time
Markov chain [29].

Since the accuracy of ordinary single-order Markov model prediction is often
not high, and it is difficult to meet the requirements, the literature [30] combines the
correlation rules and proposes a new hybrid Markov model, which greatly improves
the accuracy of prediction. Mukund et al. [31] comprehensively considered the Kth-
order Markov model and proposed a Markov model on the basis of this, and proved
that the model can accurately predict and have a higher coverage, but with the
increase of K value. The complexity of the algorithm will increase dramatically.
Considering the persistence of computer programs, the current use of computer
resources is affected by the running process of the program. So the current state
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may not only be related to the previous state, but related to the previous state. The
ordinary Markov model considers only one state before the current state, and if all
the states before the current state are considered, the time and space complexity of
the problem calculation is greatly increased, so only K before the current time can
be considered. State (K < n) and hypothetical:

P {Xn+1 = in+1|X0 = i0, X1 = i1, . . . , Xn = in}
= P

{
Xn+1 = in+1|Xn = in,Xn−1 = in−1, . . . , Xn−(k−1) = in−(k−1)

}
(3.3)

Conforming to (3.3) is the K-order Markov model. When K is 1, it degenerates
into an ordinary single-order Markov model. The state space of the K-order Markov
model is

SK
i = {il−(K−1), il−(K−2), . . . , il

}
(3.4)

The K-order Markov model has three evaluation parameters [31], namely the
accuracy rate, the number of states, and the coverage rate. Accuracy is used to assess
the accuracy of the prediction process; the state quantity refers to the size of the state
space of the K-order Markov model. Since the model state space is closely related to
the time and space complexity of the model algorithm, this parameter is also used to
evaluate the execution time of the model algorithm; coverage refers to the fact that
when the value of K is large, the state space increases rapidly and the historical data
is limited, so many states in the state space may never occur, i.e., they are limited.
The historical data set cannot cover all the states in the state space, and the coverage
ratio is equal to the ratio between the number of historical data and the number of
state spaces.

The literature [31] has proved that if the K value of the model is increased, the
accuracy rate can be effectively improved, but at the same time, because of the
increase of the K value, the state space also reaches exponential growth, and the
model coverage rate also decreases sharply. This will also affect the accuracy of the
forecast.

Weighted Markov models are widely used in the various fields of prediction
algorithms [32, 33]. For the time-homogeneous discrete-time Markov model, the
effect of the non-synchronous long (latency) on the next moment is different. The
weight of this influence is calculated using the Pearson correlation coefficient.

For the K-order Markov model, the states of the K moments before the current
moment have different effects on the current moment. The Pearson correlation coef-
ficient, also known as the linear correlation coefficient, can be used to characterize
the interaction weights of states at different moments. Its formula is

r =

n∑
i=1

(
Xi − X̄

) (
Yi − Ȳ

)
√

n∑
i=1

(Xi − X̄)
2 ×

n∑
i=1

(Yi − Ȳ )
2

(3.5)
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Equation (3.5) is used to calculate the correlation coefficient between variables
X and Y. When used to calculate the correlation coefficient at different times of
the same sequence, it can be converted into an autocorrelation coefficient, that is,
replace the Yi − Ȳ in 2.5 molecules with Xi+z − X̄, and the formula is as shown
in (3.6):

rz =

n−z∑
i=1

(
Xi − X̄

) (
Xi+z − X̄

)
n∑

i=1
(Xi − X̄)

2
(3.6)

which represents the zth order autocorrelation coefficient (latency is the correlation
between z times and the current time).

The Pearson autocorrelation coefficient characterizes the correlation of the same
variable with each other at different times. This value may be an integer or a negative
number or 0. What is needed in practice is the influence of the variable’s non-
synchronized value on the current value, so it needs to be normalized to obtain
various time-delay weights.

wz = |rz|
j∑

z=1
|rz|

(3.7)

where j represents the maximum order to be calculated.

4 Host Model

4.1 Model Establishment

During the running of the computer, a part of resources (such as CPU, memory, etc.)
is used at each moment, thereby generating the workload of the computer. In the
cloud platform, when each virtual machine on the physical host is running, only a
part of CPUs, RAMs, and other resources of the physical host is used. The workload
of the physical host is composed of the consumption of CPUs and other resources
generated after the creation of a group of virtual machines. At the beginning, we
assume that the CPU usage of the host measured at a series of discrete-time points
can be described as a time-homogeneous discrete-time Markov chain (DTMC).

Assuming that U = {u1, u2, u3, . . . , un} is the observed historical CPU usage
data sequence, the observation interval time is t, n is the total number of current
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data, the CPU status is C = {c1, c2, . . . , cm}, m is the number of states divided by
the CPU, and Ci

l is used to represent the CPU time at tl . The state is ci . Let the
current moment be Sk , and the time to be predicted is tl−1. The state space of the
K-order Markov model can be described as:

S =
{(

Sk, c1

)
,
(
Sk, c2

)
, . . . ,

(
Sk, cm

)}
(4.1)

among them, Sk = (Cx
l−k, C

y

l−k−1, . . . , C
z
l−1

)
, 1 ≤ x, y, z ≤ m.

It can be seen from Eq. (4.1) that the number of states in the current state space
is mk . Because the CPU state change sequence can be arbitrarily long, for CPU
data, the number of historical CPU data sequences used to calculate the conditional
probability cannot be infinite, and as the sequence grows, the number of states of
the Markov model grows exponentially, which leads to extremely high runtimes.
Therefore, K << n is often chosen as the value, and the length of the CPU data
sequence is n.

Through the defined state space and historical CPU data, according to the
maximum likelihood rule, the Markov transition probability can be calculated as

P
(
ci |Sk

)
= Frequency

((
Sk, ci

))
Frequency

(
Sk
) (4.2)

where Frequency
(
Sk
)

denotes the number of occurrences of the sequence Sk , and
Frequency

(〈
Sk, ci

〉)
denotes the number of occurrences of the state ci immediately

following the Sk . The calculated transition probability matrix P is the mk order. mk

refers to the model when the number of CPU states is m. The number of state spaces
can be up to mk .

For the K-order Markov model, assume that the state sequence(
C1

l−k, C
1
l−k−1, . . . , C1

l−1

)
is called state S0 and the state sequence(

C1
l−k, C

1
l−k−1, . . . , C2

l−1

)
is called the state S1, and so on, the sequence of

states
(
Cm

l−k, C
m
l−k−1, . . . , Cm

l−1

)
is called the state Smk−1.First consider P00, the

probability of transition from state S0 to state S0:

P00 = P {S0|S0}
= P

{(
C1

l−k−1, C
1
l−k−2, . . . , C1

l

)
|
(
C1

l−k, C
1
l−k−1, . . . , C

1
l−1

)}
(4.3)

For the state sequence, since the first k-1 states in
(
C1

l−k−1, C
1
l−k−2, . . . , C1

l

)
have already been determined to occur, there will actually be P00 = P {S0|S0} =
P
{
C1

l | (C1
l−k, C

1
l−k−1, . . . , C

1
l−1

)}
, and the transition probability is 0 for the deter-

mination of the non-occurring state sequence. So the following formula can be
drawn:
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Pij =
{

0, If the first k − 1 and the last k − 1 states are different
P
{
Ci

l |Sj

}
, If the first k − 1 and the last k − 1 are in the same state

(4.4)
Then the formula can calculate the transition probability matrix P , where P is

an mk matrix

P =
⎛
⎜⎝

P (c1|S0) . . . 0
...

. . .
...

0 · · · P
(
ci |Smk−1

)
. . . P

(
cj |S0

)
. . . P (cm|S0)

...
. . .

...

. . . P
(
cj |Smk−1

) · · · P
(
cm|Smk−1

)

⎞
⎟⎠

(4.5)
The Markov multi-step transition probability matrix P (n) can be further calcu-

lated as

P (n) = P n (4.6)

For the K-order Markov model, assuming that only the load state of the next n
moments is predicted, the transition probability matrix needs to be calculated to n
steps, i.e., P n. Considering that the K-order Markov transition matrix describes the
transition probability of the state of K moments at this moment in time, we need
to calculate the weight of the current state of the n state space before the current
moment, and the step length reaches K +n−1. That is, the K +n−1 order Pearson
autocorrelation coefficient is calculated.

Assume that the K + n + 1 order Pearson correlation coefficients are
r1, r2, r3, . . . , rK+n−1, respectively, and then calculate the weight of each
step sequence. For a resource data sequence Ui = {ui−K+1, . . . , ui−1, ui}
with a step size i, the corresponding Pearson correlation coefficient set is
{ri−K+1, . . . , ri−1, ri}, so the order weights are obtained as

Wi = |ri+K−1| + |ri+K−2| + . . . + |ri |
n+K−1∑

j=1

∣∣rj ∣∣
(4.7)

After the weights are standardized, the weights of each step are

wz = Wz

n∑
j=1

Wj

, 1 ≤ z ≤ n (4.8)

Assume that the transition from the sequence h in step i to the state cj is
represented by P i

hcj
, and the probability of predicting the state cj at the next time

point is
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Pcj
=

n∑
i=1

wiP
i
hcj

(4.9)

The state at the next moment cj means that the process is in the state S∗ =〈
Sk, cj

〉
, and Sk = (Cx

(l−k), C
y

(l−k−1), . . . , C
z
(l−1)), 1 ≤ x, y, z ≤ m has been

specified above. So P i
hcj

can be calculated by Eq. (4.10):

P i
hcj

=
∑

P i
Skcj

(4.10)

where P i
Skcj

represents the probability of transfer from Sk to cj in the i-step

transition matrix.
The final prediction result is the probability of each state of the CPU at the

next moment. This situation is often encountered: two or more states have higher
probability of occurrence, and the probability difference is smaller. If blindly
selecting the state with the highest probability of occurrence as the CPU state at the
next time point, the accuracy is not necessarily high. Consider setting a threshold.
When the probability difference between the state with the highest probability and
the state with the smallest probability exceeds this threshold, the CPU will be
considered to enter this state at the next moment.

4.2 Algorithm Design

The state space of the K-order Markov model is the K-time combination of the
CPU state space, and the size is the K power of the size of the CPU state space.
After determining the K-order Markov state space, the probability of each Markov
state transition to other Markov states (including the transition to itself) is calculated
according to the historical CPU state. After the combination, the one-step transition
probability matrix is obtained. Then calculate the similarity between the CPU states
of each step, that is, the Pearson correlation coefficient, and then determine the
impact weight of the CPU state of each step on each state that the CPU may be
in the next moment. When K is greater than 1, the state of the CPU at the next
moment is influenced by the previous K states. Therefore, it is necessary to correct
the previously calculated weights of the joint weights of the K states. Through the
weights and transition probability matrix, the probability of each state of the CPU
at the next moment can be predicted. Similarly, the CPU status at the next time
(multiple times) can be predicted. The forecast value for each moment must be
tested.



Energy-Efficient Virtual Machines Dynamic Integration for Robotics 97

Algorithm 1 K-stage mixed Markov model based prediction algorithm
Input: cpuUtilizationHistory, cpuStat, K , n, overloadStat
Output: Whether the host may be overloaded during the next period of time
1: cpuStatSeq ← getStatClassif ication(cpuUtilizationHistory, cpuStat)

2: statSpace ← generateStatSpace(cpuStat)

3: statSeq ← generateStatSeq(cpuStatSeq,K)

4: double[][]p ← newdouble[statSpace.length][statSpace.length]
5: int[]count ← newint[spaceLen];
6: for i ← 0 to statSpace.length : do
7: total ← 0
8: for j ← 0 to statSpace.length : do
9: f lag ← 0

10: for k ← 0toK : do
11: if (seq[j ][k]! = statSpace[i][k] then
12: f lag ← 1
13: break;
14: end if
15: if f lag = 0 : then
16: + + total

17: end if
18: end for
19: end for
20: for int j ← 0 to statSeq.kength − K : do
21: f lag ← 0
22: for k ← 0toK : do
23: if seq[j ][k]! = statSpace[i][k] then
24: f lag ← 1
25: break;
26: end if
27: end for
28: if f lag = 0 : then
29: index ← statSpace.indexOf (statSeq[j + 1]);
30: + + count[index];
31: end if
32: end for
33: for int j ← 0 to statSpace.length : do
34: if total = 0 then
35: p[i][j ] ← 0;
36: else
37: p[i][j ] ← (double)count[j ]/total

38: end if
39: end for
40: end for
41: for i ← 1 to n do
42: p[i] ← Matrix.pow(p, i)

43: end for
44: Calculate the probability matrix transf erred to each CPU state in the

45: ith transition probability matrixStore it in sumProbability[i]
46: r ← calculateCorrelation(cpuUtilizationHistory, z,K)

47: w ← calculateWeight (r)

48: if K > 1 then
49: Correction weight w

50: end if
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51: stepP robability ← sumProbability ∗ w

52: for i in stepP robability : do
53: m = max(i)

54: if max(i) = overloadedStat : then
55: s = secondlargest (i)

56: conf idencethreshold = mC1.96 ∗ square((m ∗ (1 − m))/p)

57: if m − s > conf idencethreshold then
58: return true

59: end if
60: end if
61: end for
62: return f alse

5 Experiment and Result Analysis

5.1 The Experimental Process

Simulation Tools and Experiment Environment CloudSim is actually a Java
package that can be used to simulate resource management and scheduling exper-
iments in a cloud computing environment. CloudSim simulates the distribution of
virtual machines (including CPU, memory, storage space, and bandwidth) on the
underlying analog cloud data center and provides interfaces at the upper layer. Users
can use code emulation to create cloud data centers and invoke interfaces to create
virtual machines.

This experiment program is written in Java language. The operating environment
is shown in Table 1.

Simulation Process In order to ensure the reliability of the experimental results,
this experiment will use the CPU utilization data from the actual system instead of
the randomly generated data. Park [34] and others introduced the project CoMon,
which is a project to collect CPU utilization data of thousands of deployed virtual
machines from hundreds of servers in the world. Unfortunately, for various reasons
the project has completely failed. This experiment uses some of the data collected
before this project. The data collected by the CoMon project is an interval of 5 min.
One day is a group of 288 data. Figure 1 shows the CPU data for four random VMs.

The simulation parameters used in the experiment are shown in Table 2.

Table 1 Experimental environment configuration

Configuration name Details

CPU Intel(R) Xeon(R) CPU E5–2620 v2@2.10 GHz

RAM 64 GB

Operating system 64bit CentOS 7

JDK version OpenJDK 64–Bit Server VM (build 1.8.065–b17)
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Fig. 1 CPU 24 h utilization (in 5 min intervals)

Table 2 Experimental parameter settings

Parameter Value

Host CPU Intel(R) Xeon(R) CPU E5–2620v22.1 GHZ

Intel(R) Xeon(R) CPU E5–24201.9 GHZ

RAM 32 GB RAM

16 GB RAM

Quantity 800

Virtual machine CPU 2000 MIPS, 1600 MIPS, 1200 MIPS, 800 MIPS

RAM 2048 MB, 3072 MB, 4096 MB, 1024 MB

Quantity 3596

At the beginning of the execution of the prediction process, the CPU state interval
is first defined. We divide the CPU usage rate from 0% to 100% into 10 states, and
define the state 1 and the state 2 as the low-load states, and the state 9 and the state
10 as high-load states.

The CPU status is divided as shown in Table 3.
According to Table 3 CPU status can determine the status of the CPU at each

moment.
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Table 3 CPU status interval Status CPU usage rate Upper CPU usage

1 [0%, 10%) 10%

2 [10%, 20%) 20%

3 [20%, 30%) 30%

4 [30%, 40%) 40%

5 [40%, 50%) 50%

6 [50%, 60%) 60%

7 [60%, 70%) 70%

8 [70%, 80%) 80%

9 [80%, 90%) 90%

10 [90%, 100%) 100%

5.2 Analysis of Simulation Results

In the simulation experiment, we tested the traditional threshold-based load detec-
tion algorithm (classical Markov), the load detection algorithm based on the
proposed model (Kth-Order combined Markov model, K = 1, 2, 3). For K-order
mixed Markov models above 3 orders, due to the sharp rise in its state space (for
this experiment, its state space reaches 10,000 and the transition probability matrix
is 10,000 steps), the increase in accuracy is not enough to compensate for the
complexity. Therefore, this experiment did not test it.

Virtual Machine Migration Quantity Analysis In the simulation experiment,
a threshold-based load detection algorithm (classical Markov), a local regression
robust (LRR) algorithm, and a K-sequence based hybrid Marker are first tested. The
total number of virtual migrations at different times for the Kth-order combined
Markov model (Kth-order combined Markov model) is shown in Fig. 2.

From Fig. 2, the effectiveness of the algorithm based on the K-order mixed
Markov model (1st-order, 2nd-order, and 3rd-order combined Markov model) is
much better than other algorithms, because this algorithm improves the accuracy
of the prediction. The rate reduces the probability of allocating virtual machines on
hosts that are about to enter high loads, thereby effectively reducing the number of
virtual machine migrations. In this experiment, only 1 day of CPU data was used.
Since the data space is small, the state space of the K-order mixed Markov model is
often relatively large. The probability of occurrence of each state is extremely low,
and the overall state coverage of the model is low, leading to 3rd-order combined
Markov model and 2nd-order combined Markov model compared to 1st-order
combined Markov model The Model) algorithm does not necessarily reduce the
number of virtual machine migrations. However, from the results of the various
time periods and the final results, the model presented in this paper has effectively
reduced the number of virtual machine migrations in the cloud data center.
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Fig. 2 Comparison of virtual machine migration times

Energy Analysis In the simulation experiment, we continue to test the comparison
of each algorithm’s energy consumption in the cloud data center. Previously it
has been described that the host’s consumption of electrical energy is linearly
related to the CPU utilization. Therefore, the CPU utilization of each host in
the cloud data center can be used to estimate the power of the host and further
estimate the energy consumption of the cloud data center. The SPEC (Standard
Performance Evaluation Corporation) project lists the relationship between the
power consumption of multiple models and configured hosts and the CPU usage,
and the same as the query of the project’s documentation, you can find the power
consumption changes of various host configurations.

The overall energy consumption test results of various algorithms at different
times are shown in Fig. 3.

From Fig. 3, we can see that the algorithm proposed in this paper can effectively
reduce data center energy consumption. If you frequently allocate virtual machines
on hosts with high loads in a short period of time, it is bound to cause frequent
migration of virtual machines and increase energy consumption. However, the
number of virtual machine migrations is not absolutely related to the energy
consumption in the cloud data center because the number of virtual machine
migrations is increased when the virtual machine is migrated away from a host with
low load, and the low-load host is switched to a low-power state. This will reduce
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Fig. 3 Energy consumption comparison chart

the power consumption of cloud data centers. The model proposed in this paper can
predict the probability that the CPU will enter a high load at a certain moment, and
it can avoid the possibility of assigning virtual machines on hosts that are about to
enter a high load and avoid migrating virtual machines to hosts that are about to
enter a high load. Reduce the overall energy consumption of the data center.

SLA and SLAV Analysis For cloud computing platforms, meeting the require-
ments of quality of service (QoS) is extremely important. If the algorithm is only
blindly pursued to reduce the number of virtual machine migrations and reduce
power consumption without considering QoS, the overall performance of the data
center may be greatly affected. QoS is usually expressed in the form of SLAs
(service level agreement), which is a value that can be measured by the minimum
throughput or maximum response time of the system. In our experiments, SLAs
can be defined in this way: When the resources requested by an application on
a virtual machine can be obtained at 100% at any time, and only limited by the
parameter settings when the virtual machine was created, it can be considered that
the SLA requirement is satisfied. SLAV (service level agreement violation) refers to
the violation of the SLA. Each time a virtual machine is requested and allocated, if
the virtual machine’s requested computing resources cannot be fully satisfied, that
is, the SLA is violated, the measurement can be performed using Eq. (5.1):



Energy-Efficient Virtual Machines Dynamic Integration for Robotics 103

Overall_SLAV =

n∑
i=1

(ri × ti ) −
n∑

i=1
(ai × ti )

n∑
i=1

(ri × ti )

,

Average_SLAV = 1

m

n∑
i=1

ri − ai

ri

(5.1)

Among them, Ovl_SLAV refers to the overall SLA violation, ri is the resource
requested by virtual machine i, ai is the resource allocated by the virtual machine,
	ti refers to the time interval between the allocation of virtual machine i and
the allocation of the last virtual machine, Average_SLAV is the average SLA in
violation, ri , ai has the same meaning as Average_SLAV, and m is the number
of virtual machines that violated the SLA when requesting and distributing. This
experiment considers ample resources such as memory bandwidth and uses CPU
resources instead. n is the number of virtual machines.

The comparison of the seven model algorithms is shown in Fig. 4.
The threshold-based load detection algorithms (threshold-based (0.8) and

threshold-based (0.9)) and the LRR algorithm have very low overall-SLAV. For
these two algorithms, each time the host is determined to enter a high-load state
virtual machine migration is performed so that the entire data center hardly has

Thresold-based (0.8)

Thresold-based (0
.9)

Classical-M
arkov

1st-O
rder C

ombined

Markov Model

2rd-Order C
ombined

Markov Model

3rd-Order C
ombined

Markov Model

Local R
egression

Robust(L
RR)

0

2.4

4.8

7.2

9.6

122.5

2

1.5

1

0.5

0

O
ve

ra
ll 

- 
S

LA
V

, (
pe

rc
en

ta
ge

, %
)

A
ve

ra
ge

 -
 S

LA
V

, (
pe

rc
en

ta
ge

, %
)

Overall-SLAV

Average-SLAV

Fig. 4 SLA violates comparison chart



104 H. Wen et al.

hosts that remain in a high-load state. This virtual machine migration triggering
strategy has great benefits for complying with SLAs, but may cause unnecessary
virtual machine migration hosting. It only takes a very short period of time to enter
a high load, and then it immediately exits from a high-load state, without the need to
migrate virtual machines and increase energy consumption. However, the prediction
model algorithm proposed in this paper does not guarantee that the prediction result
is accurate. Therefore, when the host enters a high-load state and is not predicted, if
a virtual machine is requested to be allocated on it, it is bound to violate the SLA.
The SLA violation (OverallSLAV) is higher than the ordinary non-prediction model
algorithm. For the average SLA violation (AverageSLAV), which measures the
average SLA violation, for the current research, when the virtual machine applies
for resources, the data center host cannot guarantee that it will be 100% satisfied
every time. It does not enter a high-load state, but its remaining resources cannot
meet the demand for the required resources when the virtual machine is created.
In general, the SLA violation rate of the algorithm based on the K-order mixed
Markov model proposed by this paper is higher than other algorithms, but it is in an
acceptable range.

6 Conclusion

This paper studies the time-series prediction model and comprehensively considers
the predicting effect of multi-order Markov model and the influence of CPU state
weights at different moments. A Kth-sequence Markov model is proposed, which
also tests the prediction results to reduce the probability of false predictions as much
as possible. The experimental comparison shows that the trigger strategy based
on the K-order hybrid Markov forecast model proposed in this paper has greater
advantages than the traditional model trigger strategy. It can effectively reduce the
number of virtual machine migrations and the energy consumption of cloud data
centers, and only the SLA violation of the cloud data center system will be lower.
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Multi-Level Chaotic Maps for 3D
Textured Model Encryption

Xin Jin, Shuyun Zhu, Le Wu, Geng Zhao, Xiaodong Li, Quan Zhou,
and Huimin Lu

1 Introduction

Nowadays, more and more images and videos are flooded in our daily lives. In
addition to images and videos, 3D models are beginning to use 3D modeling and
3D printing. Certain apps on smartphones, such as Autodesk 123D Catch, let users
to take a themed photo from various views and upload all the photos to the Autodesk
cloud server. The 123D service on the cloud server will then return the 3D model of
the theme to the user. Desktop software like Google SketchUp can also easily edit
3D models. The 3D models gradually enter our daily life.

Virtual reality technology has become an increasingly popular topic in the
industry, and a lot of 3D models are needed to build virtual worlds. The virtual
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Fig. 1 The basic composition of a 3D surface model consists of vertices, polygons, and textures

reality and augmented reality market is expected to reach $1.06 billion in 2018,
with a compound annual growth rate (CAGR) of 15.18% from 2013 to 2018. The
government is scanning the entire city’s 3D virtual city model with laser scanners
and multi-view cameras. In order to achieve a high level of security, integrity,
confidentiality, and protection against unauthorized access to sensitive information,
3D content encryption technology is needed. The 3D content is stored or transmitted
through unsafe channels.

The 3D digitized objects are defined by two types of 3D content: 3D solid model
and 3D surface (shell/boundary) model. The solid model defines the volume of the
physical object represented, while the surface model represents the surface, not the
volume. Rey solves the encryption problem of 3D entity model in [11].

This paper focuses on the encryption of three-dimensional surface models with
texture. The direction of the current method is usually considered point cloud
encryption [5, 9], grid [2] and textures [10]. Complete 3D surface models usually
contain vertices, polygons, and textures, as shown in Fig. 1.

We have the observation that the vertices, the polygons, and the textures make
different levels of contributions to recognize a 3D surface model.

Therefore, in this work, we propose a 3D texture model encryption method based
on multi-level chaotic mapping of vertices (point clouds), polygons, and textures.
For vertices mainly used for identification, we use advanced 3D Lu chaotic mapping
to encrypt them. For polygons and textures with relatively small contributions
to recognition, we used cat map of 2D Arnold and 1D logistic map to encrypt
them, respectively. The experimental results show that our method achieves similar
performance in the same high-level chaotic mapping of vertices, polygons, and
textures with less time consuming. In addition, our method can resist many kinds of
attacks, such as brute-force attack, statistical attack, and related attack.

2 Previous Work

The special properties of chaos [13], such as sensitivity, pseudorandomness, and
ergodicity to initial conditions and system parameters, make chaos dynamics
a promising alternative to traditional encryption algorithms. Intrinsic attributes
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directly relate them to obfuscated and diffuse cryptographic characteristics, which
are referenced in Shannon’s work [12].

In this respect, the current approach only considers solid models [11], point
cloud models [5, 9], meshes [2], and textures [10]. This paper examines the texture
encryption of the most complex 3D surface models.

To the best of our knowledge, the most similar work to ours is Jin et al. [7],
in which they also propose a method for the encryption of 3D surface models with
textures. However, they use the same high-level chaotic maps for vertices, polygons,
and textures. This makes the time consumption of their method is high. Based on our
observations in Sect. 1, we choose to use a multi-level (hierarchical) way of using
high-level chaotic for vertices, middle one for polygons, and low one for textures.

3 Preliminaries

The three levels of chaotic maps we leveraged in this work are 1D logistic
map, 2D Arnold’s cat map, and 3D Lu map. Because of its high complexity,
high-dimensional chaotic systems are more reliable in designing secure image
encryption schemes. The cryptosystem based on low-dimensional chaotic mapping
has shortcomings such as short cycle and small key space [3, 4, 6, 8, 14]. However,
the low-dimensional chaotic maps require less computational cost than that of the
high-dimensional chaotic maps. Thus in this paper, we combine the high security
of high-dimensional chaotic maps and the high speed of low-dimensional chaotic
maps.

3.1 1D Logistic Map

The basic formula of 1D chaotic encryption is as follows:

xn+1 = μxn(1 − xn)

3.569945672 . . . < μ ≤ 4, 0 ≤ xn ≤ 1

n = 0, 1, 2, . . . .

(1)

When 3.569945672 . . . < μ ≤ 4, 0 ≤ x0 ≤ 1, the system is in chaotic state.

3.2 2D Arnold’s Cat Map

Cat mapping is a chaotic system that iterates or evolves the plaintext as the initial
value of the chaotic system to achieve the effect of scrambling the plaintext



110 X. Jin et al.
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where p and q represent the positive secret keys. (X, Y ) is the original 2D variables.
(X′, Y ′) is the new values of (X, Y ). U is the upper bounds of values of X and Y .

3.3 3D Lu Map

The Lu map is a 3D chaotic map. It is described by Eq. (4)

⎧⎪⎪⎨
⎪⎪⎩

ẋ = a(y − x)

ẏ = −xz + cy,

ż = xy − bz

(4)

where (x, y, z) are the system trace. (a, b, c) are the system parameters. When a =
36, b = 3, c = 20, the system contains a strange attractor and is in chaotic state.

4 Multi-Level 3D Model Encryption

In this section, we describe the proposed encryption method for a textured 3D
surface model. First, the 3D texture model is decomposed into vertices, polygons,
and textures. Then, the three parts are encrypted by using three-dimensional Lu map,
two-dimensional Arnold graph, and one-dimensional logistic graph, respectively,
as described in Sect. 3. Finally, the encrypted vertices, polygons, and textures are
combined into an encrypted 3D texture model (Fig. 2).

4.1 Vertices Encryption

The vertices in the 3D texture model are expressed by the following triple list:

V = {(X1, Y1, Z1), . . . , (XN, YN,ZN)}, (5)

where (Xi, Yi, Zi) is the 3D coordinate of a vertex. N is the number of the
vertices. We use the 3D Lu map defined in Eq. (4) to produce a random vector with
dimensions of 3N :
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Fig. 2 Our presented 3-dim textured encryption model. The decryption method is the inverse
version of the encryption method

LV = {(LV1, LV2, LV3), . . . , (LV3N−2, LV3N−1, LV3N)}. (6)

Then we make element by element product of V and LV :

V LV =
{(X1LV1, Y1LV2, Z1LV3), . . . , (XNLV3N−2, YNLV3N−1, ZNLV3N)}. (7)

The new vector VLV contains the new coordinates of the original 3D vertex:

(Xi, Yi, Zi) →
(XiLV3(i−1), YiLV3(i−1)+1, ZiLV3(i−1)+2), 1 ≤ i ≤ N.

(8)

4.2 Polygons Encryption

The polygons (taking the triangle as an example) in a 3D textured model are in the
form of a list of triplets:

P = {(A1, B1, C1), . . . , (Ai, Bi, Ci), . . . , (AM,BM,CM)}, (9)
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where (Ai, Bi, Ci) represents the 3 vertices of a triangle in the form of the indices
of vertices. 1 ≤ i ≤ M, 1 ≤ Ai, Bi, Ci ≤ N . N is the number of the vertices. We
use the 2D Arnold’s Cat map defined in Eqs. (2) and (3) to produce a random vector
with dimensions of 3M:

LP = {(LP1, LP2, LP3), . . . , (LP3M−2, LP3M−1, LP3M)}. (10)

We make the element-to-element correspondences between P and LP :

⎧⎪⎪⎨
⎪⎪⎩

Ai ←→ LP3(i−1)+1

Bi ←→ LP3(i−1)+2

Ci ←→ LP3(i−1)+3.

(11)

Then we make ascending sort of LP . The sorted LP is denoted as LP sort .
According to the new order in LP sort , we reorder the element in P using the
correspondences described in Eq. (11). The vector with new order of P is denoted
as P ′:

P ′ = {(A′
1, B

′
1, C

′
1), . . . , (A

′
i , B

′
i , C

′
i ), . . . , (A

′
M,B ′

M,C′
M)}, (12)

where (A′
i , B

′
i , C

′
i ) is the new triangle of the encrypted 3D model.

4.3 Textures Encryption

In texture 3D model, texture is represented as 2D image with corresponding texture
coordinates. We use 1D logic mapping based image encryption method and DNA
coding [4] to encrypt the texture image. We first divide the texture image into RGB
channels. Each channel of the texture image is then encoded by DNA coding. We
then used the 1D logical mapping to generate a random matrix of texture images of
the same size, and added it to the coding results using DNA additions. After that,
another random matrix with the same size texture image is generated by 1D logical
mapping and converted into a binary matrix with a threshold of 0.5. Then, when the
corresponding value in the second random matrix is 1, the DNA addition result is
converted to the DNA complement result. The final step is to decode the DNA to
get an 8-bit encryption result.

5 Simulation Performance

We use plenty of 3D textured models to test our method, as shown in Fig. 3, with
the secret keys shown in Table 1.



Multi-Level Chaotic Maps for 3D Textured Model Encryption 113

Fig. 3 The simulation results. We test our method on 3D models with various contents

Table 1 The secret keys of the 3D Lu maps in Eq. (4)

Encryption phases Keys

Vertices encryption xv
0 = −6.045, yv

0 = 2.668, zv
0 = 16.363

Polygons encryption p = 1, q = 1

Texture encryption xt1
0 = 0.62, μt1 = 3.99, xt2

0 = 0.26, μt2 = 3.9

In the vertices encryption phases, a = 36, b = 3, c = 20

In our approach, we use 1 Lu map, 1 Arnold’s cat map, and 2 logistic maps.
Texture encryption contains 2 logistic maps. Three-dimensional texture models with
different content were tested. All encryption results can be correctly decrypted to
the original pure 3D model with the correct secret key. The results show that the
simulation results are satisfactory.

6 Security and Performance Analysis

Well-designed 3D model encryption schemes should be able to resist various
attacks, such as violent attacks and statistical attacks. In this section, we will analyze
the security of the proposed encryption method.

6.1 Resistance to the Brute-Force Attack

Key Space The key space of the 3D model encryption scheme should be large
enough to resist violent attacks; otherwise, it will be broken down by exhaustive
search to obtain the secret key in a limited amount of time. In our encryption method,
we have the key space of 9 key values shown in Table 2.

The precision of 64-bit double data is 10−15; thus, the key space is about
(1015)9 = 10135 ≈ 2449, which is much larger than the max key space (2256) of
practical symmetric encryption of the AES [1]. In our practice, we use double data
to simulate large integers for p and q in Table 1. Our key space is large enough to
resist brute-force attack.
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Table 2 The key spaces

Chaotic maps Key spaces

3D Lu −40 < xv
0 < 50,−100 < yv

0 < 80, 0 < zv
0 < 140

2D Arnold’ cat map p, q are positive integers

1D logistic map 3.569945672 . . . < μt1, μt2 ≤ 4, xt1
0 , xt2

0 ∈ [0, 1]

For all examples

the right keys to be 

changed are 

z

The other keys 

remain the same.

plain radio cipher radio decrypted radio

with right keys

decrypted radio

z 16.3630000001

plain clock cipher clock decrypted clock

with right keys

decrypted clock

16.3630000001

Fig. 4 Decrypted with wrong key. We slightly change the key and get the wrong decrypted result

Sensitivity of Secret Key The chaotic systems are extremely sensitive to the
system parameter and initial value. A light difference can lead to the decryption
failure. To test the secret key sensitivity of the 3D model encryption scheme.

We use the modified key to decrypt the encrypted 3D surface model, while the
other keys remain unchanged. The decryption result is shown in Fig. 4. We can
see that the decrypted 3D model is completely different from the original plain 3D
model. The test results for the other key are similar. The experiments show that the
3D model encryption scheme is very sensitive to keys and has strong resistance to
exhaustive attacks.

6.2 Resistance to the Statistic Attack

The Histogram Analysis For the vertex, the viewpoint feature histogram (VFH)
is the representation of point clusters for cluster identification and 6 DOF pose
estimation problems. We use VFH to evaluate our 3D vertex encryption. As shown
in Fig. 5, the VFH of our method’s encryption results is completely different from
the VFH of the original 3D model, which makes statistical attacks impossible.
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Distribution of Occupied Positions We further analyze the occupied positions of
the 3D vertices. As defined in [11], we compute the occupied position per x-column,
y-column, and z-column of a 3D lattice Z = (zijk).

The matrix is very different for normal 3D vertices and encrypted 3D vertices.
The occupied position of each z-column in the plane 3D vertex and the correspond-
ing encrypted 3D vertex are shown in Fig. 6. The positions of the occupation were
distributed widely. In the case of ordinary 3D vertices, some clusters appear, while
in the case of encrypted 3D vertices, the distribution appears to be uniform.

6.3 The Speed of the Encryption and Decryption

Our 3D surface model encryption scheme is implemented on personal computers
by Matlab with AMD A10 PRO-7800B, 12 computer cores 4C + 8G 3.4GHz, and
4.00g RAM. Time cost encrypting and decrypting 3D models with different number
of vertices. The larger the size of the 3D model, the more the time it takes to encrypt
and decrypt it. When we implemented the migration to other tool environments
(such as C/C++) in Matlab 2015a, the speed was faster and could meet the actual
needs.

Fig. 5 The viewpoint feature histogram (VFH) of 3D textured models before and after encryption
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Fig. 6 The distribution of occupied positions per z-column of the 3D textured models before and
after encryption

7 Conclusions

In this paper, we propose a hierarchical multi-level encryption scheme based on
multiple dimensional chaotic maps for 3D space models with textures. Our method
is based on the observations that the vertices make more contribution to recognizing
a 3D model than polygons and textures. The hierarchical scheme reduces the time
consumption of encryption and decryption compared with the methods of Jin et al.
[7], who made equal level encryption on vertices, polygons, and textures, while our
encryption results and the key sensitivity are nearly the same to those of [7]. In the
future work, we will try to find more hierarchical encryption schemes for 3D models
and rely on more sophisticated psychological experiments on 3D model recognition.
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Blind Face Retrieval for Mobile Users

Xin Jin, Shiming Ge, Chenggen Song, Le Wu, and Hongbo Sun

1 Introduction

In today’s mobile Internet era, increasing mobile users backup their photos to the
cloud storage servers. Some cloud servers provide face retrieval service, which
allows one to retrieve photos that contain a specific person or a group of persons
from all his/her photos in the own storage space of the cloud server.

Furthermore, as shown in Fig. 1, people in one team or one family may share the
same cloud storage space and upload their photos together. For example, people in
one family take photos of each other using their mobile phones for a long time. In
the traditional way, they may copy photos in each mobile phone using a cable and
manage their photos manually. Nowadays, one can create a cloud storage space and
share it to all the family members. All the photos shot by the family members can
be stored in the shared cloud storage space automatically by the cloud Apps in their
mobile phones. After that, each family member can browse photos using the cloud
Apps in a friendly way. Besides, one can retrieve the photos that contain one or
multiple specific family members using the photo management module of the cloud
Apps, as shown in Fig. 1.
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MultipleMobileUsers

Shared Cloud Storage Space

Multiple

Queries

Single

Query
Results

Results
Automatic Backup

Privacy
Exposed

Fig. 1 The typical scenario. Multiple users backup and share their photos in their mobile phones
to a cloud storage. However, the privacy of photos is completely exposed to the cloud

The above application models are typical scenarios in today’s mobile Internet
era. However, although the management of group photos is much more convenient,
the privacy of the users’ photos is completely exposed to the cloud server. The
facial features of each member in one family, the relationship between members,
and the school of their children, etc. can be learned from the family photos, which
can threaten the personal and property security of the family.

In the meanwhile, the face detector used in the face retrieval task may be trained
in a large scale of face images annotated by thousands of people. The copyright
of the trained parameters of the face detector should also be preserved from the
commercial provider’s perspective.

Thus, in this paper, we propose a novel protocol to preserve the privacy
of the cloud users’ photos and the parameters of the commercial face detector
simultaneously in such mobile cloud scenarios. The face retrieval problem can be
decomposed into face detection, face recognition, and face label matching. In the
face detection stage, face regions are detected in users’ photos with rectangles. In
the recognition stage, each detected face is marked by a label of a member in a
group. Then a label vector is generated according to the face recognition result for
each photo so as to mark who is/are in each photo. The above is the off-line phase.
In the on-line phase, a user queries a specific face of one person or faces of a group
of person. Then, a label vector is generated for this query and compared to each
label vector corresponding to each photo. Photos with the most similar label vector
to the query label vector are selected as the retrieval result.

Related Work The secure face detection method is proposed as Blind Vision
[1] for securely evaluating a Viola–Jones type face detector. After that Jin et al.
accelerate secure face detector by introducing a random base image representation
[9]. A system called secure computation of face identification (SCiFI) [10] is
developed for secure face recognition. This system uses two cryptographic tools
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(homomorphic encryption and oblivious transfer) to implement a privacy preserving
computation of the Hamming distance between two binary vectors. Recently, a lot
of researchers have addressed the privacy preserving computer vision problems
[2, 3, 5, 7, 8, 10–13]. Most of them leverage the cryptography tools which are not
efficient. The main mechanism in our protocols is to security compute the inner
product. In 2009, Wong et al. [16] proposed a secure kNN (k-nearest neighbor)
scheme on encrypted database, which developed a new asymmetric encryption that
preserves inner product. We tailor the encryption scheme to meet our scenario, and
construct our privacy preserving face retrieval application.

Our Approach In this paper, we leverage a simple but efficient secure inner
production protocol to protect the contents of user photos and the parameters of the
face detector. The cloud server only provides the resources of storage and computing
and cannot learn anything from the user photos and the face detector. The face
detection stage is protected by the secure face detection protocol using our secure
inner production protocol. The face recognition stage is running locally in the users’
mobile phone. The photos are encrypted and uploaded to the shared cloud storage
space together with the corresponding label vector. The face label matching stage
is running in the on-line face retrieval phase. The query label vector and the label
vector in the cloud are compared using our secure inner production protocol.

2 Problem Formulation

2.1 Overview

Our proposed methods are shown in Fig. 2. In the face detection stage, face regions
are detected in users’ photos with a rectangle. In the recognition stage, each detected
face is marked by a label of a member in a group. Then a label vector is generated
according to the face recognition result for each photo so as to mark who is/are in
each photo. The above is the off-line phase. In the on-line phase, a user queries a
specific face of one person or faces of a group of person. Then, a label vector is
generated for this query and compared to each label vector corresponding to each
photo. Photos with the most similar label vector to the query label vector are selected
as the retrieval result.

2.2 Security Model

We adopt the “honest-but-curious” model for the cloud server. It assumes that the
cloud server would honestly follow the designated protocols and procedures to fulfill
its service provider’s role, while it may analyze the information stored and processed
on the server in order to learn additional information about its customers.
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Fig. 2 The overall system architecture. (1) The face detector is provided by a 3rd party with a
product key. (2) A user encrypts photos with the same key as used in (1), before sending them
to the cloud. (3) Our secure face detector protocol is running in the cloud with the encrypted
face detector and photos. The detected face windows are sent back to the user. (4) The local face
recognition algorithm is called to mark each photo with a label vector, which reveals who is/are in
this photo using 1 for exist. (5) The photos in all the shared users are encrypted and uploaded to
the cloud storage together with the encrypted label vectors. The off-line phase is end. In the on-line
phase, a user wants to query photos from the cloud storage with all the faces in the query photo.
(6) (7) (8) (9) is the same as (1) (2) (3) (4). Then, the label vector of the query photo is computed.
(10) The query label vector is encrypted and uploaded to the cloud and compared to all the label
vectors in the cloud using our secure face matching protocol. (11) The corresponding encrypted
corresponding photos with the top N matching label vectors are sent back to the user. (12) The
user decrypts the matching photos and obtains the final retrieval results

The objective of our scheme is to preserve the 3rd party and users’ data privacy,
which includes: (1) face detector privacy; (2) detected windows privacy; (3) photos
content privacy; (4) label vectors privacy; (5) query privacy. While photos content
privacy can be achieved by encryption-before-outsourcing schemes, this paper
focuses on preserving the data privacy due to the face detection and matching, as
follows.

Detection Privacy Besides the detection result, the cloud server should not deduce
any face classifier information from the secure face detector, and face information
from the secure detected windows.

Matching Privacy Besides the matching result, the cloud server should not deduce
any face information from the secure label vectors and secure query.
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3 Secure Face Retrieval

3.1 Secure Face Detection

Denote some finite field F that is large enough to represent all the intermediate
results. Denote by X the image that Alice owns. A particular detection window
within the image X will be denoted by x ∈ FL and x will be treated in vector form.
Bob owns a strong classifier of the form

H(x) = sign

(
N−1∑
n=0

hn(x)

)
, (1)

where hn(x) is a threshold function of the form

hn(x) =
{

αn xT yn > θn

βn otherwise,
(2)

and yn ∈ FL is the hyperplane of the threshold function hn(x). The parameters
αn ∈ F, βn ∈ F and θn ∈ F of hn(x) are determined during training; N is the
number of weak classifiers used.

As in Fig. 2, step (1), the 3rd party 3P first generates the product key according
to the users US’s purchase as:

D-KeyGen (m) Given a security parameter m as the most length of the classifiers
in the face detector, output the product key SK(M1,M2, S), where M1,M2 ∈
Rm×m are randomly invertible matrices and S ∈ {0, 1}m is a randomly vector.

the next, 3P send this product key to US via secure channel.
The second 3P encrypt is classifiers in the face detector and upload to the cloud

server with the detect parameter {αi, βi, θi}i=1,...,n.

E-FD (SK, Y) To encrypt the classifiers Y = y1, . . . , yn in the face detector, 3P

split each vector yi into two vectors {y′
i , y

′′
i } following the rule: for each yi,j ∈ yi ,

set y′
i,j = y′′

i,j = yi,j if sj ∈ S is 1; otherwise y′
i,j = 1

2yi,j−r and y′′
i,j = 1

2yi,j+r

where r ∈ R is a random number. Then encrypt {y′
i , y

′′
i } with (M1,M2) into

{MT
1 y′

i ,M
T
2 y′′

i }. Output EY = {MT
1 y′

i ,M
T
2 y′′

i }i=1,...,n

As in Fig. 2, step (2), to detect whether a detection window is a face, US encrypt
the window and upload to the cloud server.

E-DW (SK, w) To encrypt the window w, US split vector w into two vectors
{w′, w′′} following the rule: for each wj ∈ w, set w′

j = w′
j = wj if sj ∈ S

is 0; otherwise w′
j = 1

2wj − r ′ and w′′
j = 1

2wj + r ′ where r ′ ∈ R is another
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random number. Then encrypt {w′, w′′} with (M1,M2) into {M−1
1 w′,M−1

2 w′′}.
Output EW = {M−1

1 w′,M−1
2 w′′}

After receiving the secure classifiers and secure detected window, the cloud server
output the detection results as in Fig. 2, step (3).

DC (EY, EW) For each secure classifier {MT
1 y′

i ,M
T
2 y′′

i }, the cloud server first
computes

ti = (MT
1 y′

i )
T · M−1

1 w′ + (MT
2 y′′

i )T · M−1
2 w′′ = yT

i · w

and set hi = αi if ti ≥ θi or hi = βi otherwise. At last, the could server output
H = sign(

∑n
i=1 hi) as the detection result.

3.2 Face Recognition and Label Vector

After detecting all the face in the photos, as in Fig. 2, step (4), the users US run the
face recognition algorithm, i.e., SPR [17], and form the face label vector Li ∈ {0, 1}t
for each photo, which describes who is/are in each photo. US set the label set {Li}
as the index of the photo.

3.3 Secure Face Label Matching

In order to build the secure label vectors of the photo set, the users US first generate
the private key as follows:

M-KeyGen (t) Given a security parameter t as the totally face number of the photo
set, output the private key PrK(N1, N2, T ), where S1, S2 ∈ Rt×t are randomly
invertible matrices and T ∈ {0, 1}t is a randomly vector.

As in Fig. 2, step (5), US encrypt is label vectors and upload to the cloud
server.

E-LV (PrK, L) To encrypt the label vector Li in the vector set, US split each
vector Li into two vectors {L′

i , L
′′
i } following the rule: for each Li,j ∈ Li ,

set L′
i,j = L′′

i,j = Li,j if tj ∈ T is 1; otherwise L′
i,j = 1

2Li,j − u and

L′′
i,j = 1

2Li,j + u where u ∈ R is a random number. Then encrypt {L′
i , L

′′
i }

with (N1, N2) into {NT
1 L′

i , N
T
2 L′′

i }. Output EL = {NT
1 L′

i , N
T
2 L′′

i }i=1,··· ,t
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Next, the users US choose the standard encrypted algorithm such as AES [4], or
other photo encryption scheme such as [6], with their own secret key, to encryption
the photos, and upload to the cloud server with the secure label vectors.

To search the photos with target faces, US first generate the query as Q = {0, 1}t ,
as in Fig. 2, step (9), where Qi = 1 if the i-th face is one of the target faces, then US

encrypt the query and upload it to the cloud server with the amount of target faces
λ, as in Fig. 2, step (10).

E-Q (PrK, Q) To encrypt the query Q, US split vector Q into two vectors
{Q′,Q′′} following the rule: for each Qj ∈ Q, set Q′

j = Q′
j = Qj if tj ∈ T

is 0; otherwise Q′
j = 1

2Qj − v and Q′′
j = 1

2wj + v where v ∈ R is another

random number. Then encrypt {Q′,Q′′} with (N1, N2) into {N−1
1 Q′, N−1

2 Q′′}.
Output EQ = {N−1

1 Q′, N−1
2 Q′′}

After receiving the secure index and secure query, the cloud server output the
matching result.

MAT (EL, EQ) For each secure label {NT
1 L′

i , N
T
2 L′′

i }, the cloud server first
computes

reti = (NT
1 L′

i )
T · N−1

1 Q′ + (NT
2 L′′

i )
T · N−1

2 Q′′ = LT
i · Q

if reti = λ the cloud server, then set the i-th photo with the label Li as one of the
matching photos.

As in Fig. 2, step (11), the cloud server return the encryption retrieval photos to
US, then US decryption them to get the matching photos.

4 Experiments

We convert the Viola–Jones type face detector [14, 15] to our secure face detector,
which is implemented by OpenCV 2.4.3.1 package. The face detector consists of a
cascade of 22 rejectors. The first rejector consists of 3 weak classifiers. The most
complicated rejector consists of 213 weak classifiers. There is a total of 2135 weak
classifiers.

In this section, we show an experiment on photos from an authorized family,
which consists of 5 family members with 4 mobile phones. We use 100 photos (20
photos for each member) to build the dictionary. The number of total family photos
in the simulated cloud is 1000. The secure face detection results are shown in Fig. 3.

1http://opencv.org/.

http://opencv.org/
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Fig. 3 The secure face detection. The user photo are divided into detection windows, which are
sent to the cloud one by one. The detection results are shown in rectangle

5 Conclusion

In this paper, we propose a novel protocol to preserve the privacy of the users’
photos and the parameters of the commercial face detector simultaneously in mobile
cloud scenarios. The experimental results reveal that our protocol can successfully
retrieve the proper photos from the cloud server and protect the user photos and the
face detector. One of the cores of the convolutional neural network (CNN) is inner
product. Thus, in the future work, we will extend our approach to privacy preserving
deep learning framework for face retrieval.
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Near-Duplicate Video Cleansing Method
Based on Locality Sensitive Hashing
and the Sorted Neighborhood Method

Ou Ye, Zhanli Li, and Yun Zhang

1 Introduction

At present, intelligent video surveillance (IVS) technology has been widely used
in various areas in society. In coal mining, for instance, more than 95% of coal
mine enterprises in China have installed the intelligent video surveillance system
[1]. With the wide utilization of this technology, increasing amounts of dirty video
data are emerging, which seriously affect video data quality. The video data quality
mentioned here is the data quality of the video data set, which is different from
video quality [2]. Video quality focuses on the clarity of video data, but video data
quality refers to concept of data quality [3], which emphasizes the extent of video
data consistency, correctness, completeness and the minimum being satisfied in the
information system. If video data cause the video data set to fail to meet the above
criteria of data quality, they are dirty videos in addition to the dirty data [4]. In
fact, the dirty data come from a wide range of sources and have various forms; they
are generated in the process of data collection, integration, processing, and storage.
Near-duplicate video data are one of the most common forms of dirty data, which
share the same semantics and their scenes may differ slightly. Wu et al., based on a
sample of 24 popular queries, retrieved near-duplicate videos by using the YouTube,
Yahoo! Video, and Google Video websites. The result shows that on average there
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are 27% redundant videos that are near-duplicates to the most popular version of
a video, and for certain queries, the redundancy can be as high as 93% [5]. These
near-duplicate videos not only seriously affect the normal use of video, but also
affects copyright issues. Therefore, reducing the amount of near-duplicate videos in
a video data set so as to ensure the video data quality is an urgent problem that needs
to be solved right away.

Recently, most research results have focused on near-duplicate video retrieval, in
particular, research into the low-level feature extracting algorithm [6, 7], the video
signature algorithm [8], the signature indexing algorithm [9], etc. Although these
results can help us to identify the dirty video, they cannot be used to clean the dirty
data automatically with data quality criteria. Data cleansing [10, 11] technology is
a broadly effective way to improve the data quality, which can be used to clean
the dirty data in a data set automatically or change the dirty data to normal data.
However, less research has been carried out into the data cleansing issue for videos
that have a complex background. In this chapter, the video data set of coal mining is
taken as an example. We present a novel near-duplicate video cleansing method
based on LSH and SNM to improve the data quality of video data sets with a
complex background.

The next section, “Related Works” on near-duplicate video retrieval are intro-
duced; in the third section, a “Near-Duplicate Video Cleansing Method Based on
LSH and SNM”; in the fourth section, “Experimentation and Analysis”; finally there
is the “Conclusion.”

2 Related Work

At present, there are many research results for near-duplicate video retrieval
(NDVR). In this aspect, Zobel and Hoad [12] use the color histogram or local
feature of video data to determine the similarity between two videos to identify
the near-duplicate videos. This type of method is easy to implement and efficiency
is high. However, the single low-level feature can easily be interfere with by light,
geometric deformables, and other factors. In the aspect of NDVR based on the video
signature, extracting the feature of the video from the video-level global signature,
the frame-level global signature, the frame-level local signature, and the spatial–
temporal signature described in Douze et al. [13] and other literature improves the
comprehensiveness and robustness of the low-level feature. However, this type of
method involves high computational complexity, and the change of spatial–temporal
signature can affect the accuracy. The LSH method can be used to improve the
efficiency of the above methods. Liu et al. [14] used LSH to compute the match
sequence of the frame between video clips first, and then used the random sample
consensus to fit the match sequence, determining the near-duplicate video data.
Wang and Liu [15] denoted the similarity of videos by using the ratio of the number
of matching shots between videos, and LSH is introduced in a special way to
improve the speed of near-duplicate video detection. Liu and Zhu [16] constructed a
new hashing structure, and by using an adaptive locality sensitive hashing scheme to
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index local features in key frames of videos identified the near-duplicate videos. Liu
and Zhu [17] used an speeded-up robust feature (SURF) descriptor and two-level
matching scheme to generate a relevance score for near-duplicate video detection.
In general, the existing methods can be used to identify near-duplicate videos, but
they cannot clean them automatically. Therefore, the data quality of the video data
set cannot be ensured.

A data cleansing method can be used to improve the data quality. However, these
methods mainly focus on the normal data types and cleansing of big data. Because
research into NDVR started relatively later, and it pays little attention to the data
quality of video data sets that have a complex background, there are fewer research
results for video cleansing, and it is difficult to ensure the video data quality.

In this chapter, a near-duplicate video cleansing method based on LSH and SNM
is presented to address the above problem and to improve video data quality with
a complex background. In this method, the SURF descriptor is extracted from the
video to represent the video feature first of all, and then the sorted candidate set is
built by using the LSH function. On this basis, the near-duplicate videos are cleaned
automatically by using SNM.

3 Near-Duplicate Video Cleansing Method Based on LSH
and SNM

Suppose that we have a video data set D = {V1, V2, V3, . . . , Vn}, ∀ Vi ∈ D, Vi 
= Vj,
where Vi and Vj denote any ith and jth video data in D. If the similarity between Vi

and Vj is less than threshold δ, they are near-duplicate videos and dirty videos.
On this basis, to ensure video data quality, near-duplicate videos must be

cleaned, and the video data set should satisfy the criteria of consistency, correctness,
completeness, and the minimality, especially the minimality. In other words, the aim
is to have no near-duplicate videos in the video data set by cleaning the dirty videos,
and to ensure the completeness of the data set. Therefore, the objective function of
near-duplicate video cleansing can be described as (1):

fndv(D) =
{

D − {Vj

}
, if Vi ≈ Vj , Vi ∈ D,Vj ∈ D

D, otherwise
(1)

According to Eq. (1), we can find that near-duplicate videos first need to be
identified; in addition, the representative video Vi needs to be preserved, and the
near-duplicate video Vj must be merged and deleted from video data set D.

3.1 Key Frame Extraction of Video Data

Because video data consist of frames, and the scale of frames is normally large, if
we measure the similarity between two videos by each frame, the computational
complexity is high. To address this issue, we can represent the low semantics of the
video by extracting the key frames from the video data.
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Suppose that any video Vi in D contains several frames f, the video can be denoted
as Vi = {f1, f2, . . . , fm}. Among those, any two frames are ordered. On this basis, for
every video, we can extract the first frame, an average frame, and the last frame as
the key frames. The average frame can be extracted from the video by using Eq. (2).

fave =
⎡
⎢⎢⎢
⎛
⎝m−1∑

j=0

f j

⎞
⎠ /m

⎤
⎥⎥⎥ (2)

where m denotes the number of frames in each video, and fj denotes the pixel matrix
for the jth frame.

As fave may not be contained in the video, we can select one frame that is closest
to fave as the average key frame by using Eq. (3).

f k = arg min
j=0,1,2,...,m−1

(|fj − fave|) (3)

Finally, the key frame set of the video can be obtained by using (4).

KFrame
i∈[0,n−1]

(Vi) = {f0, fk, fm−1} (4)

3.2 Feature Extraction of Local Key-Points

The video-level and frame-level global signatures are difficult to extract to identify
near-duplicate video data, because of light, geometric deformables, and other factors
in video data that have a complex background. In this chapter, local key-points
featured at the frame level are used to identify weather videos and are near-duplicate,
because it can describe features in higher detail than the global signature.

Nowadays, scale invariant features transform, SURF, and Harris/Forstner are the
main local key-point descriptors, which can be used to identify the near-duplicate
video data. Because the SURF local key-points descriptor has the scale-invariant
characteristic, and it can combine the integral image and Hessian matrix, its
efficiency is high. In this chapter, the SURF [18] is used to represent the feature
of video data.

To extract the SURF feature from videos that have a complex background, the
integral image is first calculated by Eq. (5). In this image, the calculation of the sum
of pixels in any rectangular region is simple.

I∑(X) =
i≤x∑
i=0

j≤y∑
j=0

I (i, j) (5)
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For any point X = (x, y) on the integral image, the definition of δ scale is shown
in Eq. (6), where Lxx(X, δ) is the convolutional result of the second derivative of
Gaussian filters and I(x, y).

H (X, δ) =
[

Lxx (X, δ) Lxy (X, δ)

Lxy (X, δ) Lyy (X, δ)

]
(6)

Because the Gaussian filter of discretization may be out of shape, box-filtering
can be close to the Gaussian filter to be calculated. Suppose that the convolutions
of the three directions are Dxx, Dyy, and Dxy, the estimates of the Hessian matrix of
each point on the scale space can be calculated by using Eq. (7).

Det (	H) = DxxDyy − (0.9Dxy
)2 (7)

If the value of Det(	H) is positive, and the value of the feature is also positive,
this point is the local key point.

Because each video contains several key frames, and each key frame contains
several key points, we need to use the PCA algorithm to extract the principal
component of key points at the video level. Suppose the SURF matrix of ith key
frame is described as Dpi, and the feature matrix of the video can be viewed as
the training sample set, which is made up of several Dp. To extract the principal
component from the training sample set to represent the feature of the video, the
average vector of the sample set needs to be calculated by using Eq. (8).

Dp = 1

n

n−1∑
i=0

Dpi (8)

The covariance matrix of sample set Cov(Dpi) can be calculated by Eq. (9).

Cov
(
Dpi

) = 1

n

n−1∑
i=0

(
Dpi − DP

) (
Dpi − Dp

)T
(9)

Through the eigenvalue decomposition and eigenvalue sorting for the covariance
matrix of sample set Cov(Dpi), the eigenvector of the video that corresponds to the
top k eigenvalue (k = 3 in this chapter) can be obtained by using Eq. (10).

Cov
(
Dpi

)
W = λW (10)

We label the eigenvector VLKP(i), and VLKP(i) is described in Eq. (11).

V LKP(i) = (wl(0), wl(1), . . . , wl(k−1)

)
(11)

where wl denotes the lth eigenvalue of ith video data (l = 3 in this chapter).
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3.3 Near-Duplicate Video Cleansing Method Based on LSH
and SNM

To index each video in the video data set rapidly and clean the near-duplicate video,
the LSH method and SNM are combined to clean dirty video automatically.

First, we use the LSH function to index near-duplicate videos that have a similar
eigenvector. The hash function is shown as Eq. (12).

h
(
V LKP(i)

) = ha, b
(
V LKP(i)

) =
⌊

a • V LKP(i) + b
W

⌋
(12)

where random vector a follows normal distribution, and random vector b follows [0,
w] uniform distribution (w = 6 in this chapter). Among these, w determines the size
of the hash bucket.

Then, the sorted candidate set S(VLKP(i)) = {VLKP(1), . . . , VLKP(L)} of the ith
video Vi can be obtained by using the Hamming distance and h(VLKP(i)).

On this basis, the idea of SNM can be used to clean near-duplicate video from
the candidate set. In the S(VLKP(i)), if the distance between the neighborhood hash
values that correspond to the eigenvectors of Vi and Vj is less than the threshold, Vi
and Vj are merged, and Vj is deleted. The sorted neighborhood near-duplicate video
cleansing method is shown below.

Input:S(VLKP(i))

Output:fndv(D)

Auxiliary Variables: row number i, threshold value
delta_threshold, Window Size Wnd_Size.

Initialization:D,i=0,
delta_threshold=0.0016,Wnd_Size=1,D′={ }

Begin

While i<len(S(VLKP(i))):

if(i+Wnd_Size)<len(S(VLKP(i))):

//video signature vectors of neighborhood video in window

FirstData = [i]

SecData = [i+Wnd_Size]

dis = abs(|SecData-FirstData|)

//According to equation (1) and (2)

if dis < delta_threshold:

FirstData → Vi

SecData → Vi+W~nd_Size
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//combining two near-duplicate videos

Vi = Vi ∪ Vi + W~nd_Size

Update S(VLKP(i))
Update D

fndv(D) = D

i=i + 1

else:

i=i + 1

continue

else:

break

return fndv(D)

End

4 Experimentation and Analysis

To verify the viability of the method that is mentioned in this chapter, precision
and recall indicators are used to show the performance of the method by Eqs. (13)
and (14).

Precision = T/P = T/ (T + F) (13)

Recall = T/R (14)

where T denotes the correct results, F denotes the false results, and R denotes the
real correct results.

In this section, we select 73 near-duplicate videos from coal mining as the test
data, which have more noise and uneven light; thus, the background is complex.
By contrasting with the method in Wang and Liu [15] to compare the video
cleansing results of the global feature (GIST descriptor in [15]) and the local feature
(SURF descriptor in this chapter), all methods are implemented by using the Python
language. The video cleansing results are shown in Figs. 1, 2, and 3.

Because the SURF of the video can be described in higher detail, the cleansing
results and recall of SURF are better than those of the GIST, as shown in Figs. 1
and 3. Although the amount of video data is small, the global feature can be used to
identify near-duplicate video. However, with the amount of videos increasing, noise,
light and other factors affect the precision of video cleansing; thus, the precision
of GIST is less than that of SURF (Fig. 2). Because local key-points have great
computational complexity, the duration of SURF is longer than that of GIST (Fig. 4).
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Fig. 5 The cleaning result

Finally, the experiment result of the near-duplicate video cleansing method based
on LSH and SNM is shown in Fig. 5. From the result, we can find that, even though
light and noise exist, near-duplicate videos can be cleaned using the presented
method, and it can improve video data quality.

5 Conclusion

In this chapter, a near-duplicate video cleansing method based on LSH and SNM is
presented, which can be used to improve the data quality of a video data set. In this
method, the SURF descriptor is first extracted from the video to represent the video
feature, and then the sorted candidate set is built by using LSH. On this basis, near-
duplicate videos are cleaned automatically by using SNM. Finally, the simulation
experiments are implemented to show that the method presented in this chapter is
effective, and can be used to clean near-duplicate videos automatically and improve
video data quality. In the future, we will use a deep learning model to extract the
feature of the video to improve the accuracy of video cleansing and further ensure
the data quality of the video.
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A Double Auction VM Migration
Approach

Jinjin Wang, Yonglong Zhang, Junwu Zhu, and Yi Jiang

1 Introduction

With the rapid development of information and data in the Internet age, com-
putational domain including science, engineering, and business need to process
large-scale, massive data. In this case, the concept of cloud computing is proposed.
Cloud computing is a further development of distributed computing, parallel
processing, and grid computing [13]. It is a system based on Internet computing that
can provide hardware services, infrastructure services, platform services, software
services, and storage services to a variety of Internet applications [6, 7].

Virtualization is a key technology of cloud computing, which can turn a host
into multiple virtual hosts which have different computer systems resources that
can support applications. Virtualization has lot of advantages. By reducing the
number of physical hosts by turning the physical host into a virtual host, energy
consumption is reduced and energy efficiency is achieved. In addition, virtualization
is a cost-effective technology [3]. However, load balancing is a challenge. There are
overloaded hosts and underutilized hosts. When too many VMs are running on one
host, the host will become overloaded and cause exceptions. VM migration can
solve this problem. In this case, we must select one or more VMs to migrate once
the host become overloaded and find the best destination host for these selected
VMs which to be migrated. Double auction is widely used in the field of artificial
intelligence to solve the problem of resource competition [5, 14]. In this paper,
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we proposed a VM migration algorithm based on double auction, which considers
communication cost.

The rest of this paper is organized below. Section 2 reviews some related works.
In Sect. 3, we detail system model. We introduce VMs-GSA and VMM-DAM in
Sect. 4. Section 5 is simulation results and conclusion.

2 Related Work

In recent years, VM migration in the data center has been widely studied and
has become a hot topic. The process of VM migration mainly involves energy
consumption and communication costs. In order to improve energy efficiency of
the data center, Tao et al. [10] proposed a new algorithm named BGM-BLA
for VM migration, which considered three factors including energy consumption,
communication cost, and migration cost. The algorithm in [10] targets these three
factors has two parts. The first part generates bucket codes. The second part is to
learn and mutate to reduce communication cost and migration cost based on the
original bucket codes and output the Pareto set of solutions. Beloglazov et al. [2]
proposed energy-aware allocation heuristics which provides the resources of servers
or hosts to client applications while guaranteeing quality of service (QoS). In [8],
the authors proposed three VM migration schemes which take the traffic factor
and VM clustering into account, which are the improvement of papers [12]. VM
clustering includes two steps. First step forms the VM graph on same host, in which
vertexes are VMs and edges are communications between VMs. Then, form clusters.
In addition, many studies have considered communication factors in the migration
of VMs, such as [4] and [11].

Zhang et al. [15] apply the genetic algorithm (GA) and artificial bee colony
(ABC) to the problem of VM migration problem and aim to find an approximate
optimal solution through repeated iterations. The GA first generated a population
of PopSize chromosomes which is a vector represented the mapping of VMs and
servers. Then, cross and mutate the chromosomes and compare with the previous
chromosome to select smaller chromosomes with smaller fitness value. In [1],
migration algorithm is investigated, which is a new system based on matching game
theory. The paper applied firefly algorithm to energy-aware VM migration, which
migrates the maximally loaded VM to the least loaded active node.

3 System Model

We consider that there are K hosts in data center and the relation between these hosts
can be denoted as an undirected graph DC = (H,D), where H = {h1,h2,...,hk}
represents the set of hosts and ∀(hi, hj ) ∈ D represents the edge between hosts hi

and hj . The weight W(hi,hj ) is the communication distance.
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Each host hj ∈ H can be represented by a 3-tuple (τ (hj ), sl(hj ), V (hj )),
where τ(hj ) is the threshold of hj , i.e., if hj ’s load exceeds this value τ(hj ), hj

is overloaded. sl(hj ) indicates the safety limit of hj , i.e., if hj ’s load is lower

than this value sl(hj ), hj is underutilized. V (hj ) = {vj

1 , v
j

2 , . . . , v
j
n} is the set

of VMs residing on hj . The communication relation of VMs residing on hj is
represented by an undirected graph G = (V ,E), where V = V (hj ) and E =
{(vj

i , v
j
l )|where v

j
i and v

j
l exist communications} is the set of edges. The weight

W ′(vj
i , v

j
l ) represents VM traffic. ∀v

j
l ∈ V (hj ) that communicate with v

j
i are called

v
j
i s neighbor, i.e., N(v

j
i ) = {vj

l |(vj
i , v

j
l ) ∈ E,∀v

j
l ∈ V (hj )}.

v
j
i ∈ V (hj ) have two attributes denoted by a 2-tuple (O(v

j
i ), C(v

j
i )), where

O(v
j
i ) denotes the size of occupied resources of v

j
i . C(v

j
i ) =∑

v
j
l ∈N(v

j
i )

W ′(vj
i , v

j
l )

is the traffic of v
j
i . The residing set of overloaded hosts is represented by H+ =

{hj |∑i∈V (hj ) O(i) > τ(hj ), hj ∈ H } and H− = {hj |∑i∈V (hj ) O(i) ≤
sl(hj ), hj ∈ H } denotes the set of underutilized hosts. We use h+

j ∈ H+ to denote

overloaded host hj and h−
j ∈ H− to denote underutilized host hj .

Our work is mainly focused on the communication costs of VMs migration in
data center. Let mapping function σ : V M → H− denotes the mapping between
VMs and underutilized hosts. Let vmi denote the selected VM from overloaded
host. The communication cost that vmi matches h−

j ∈ H− is defined as below

Costi =
∑

vl∈N(vmi )

W ′(vmi, vl)W(h−
σ(i), h

−
σ(l)) (1)

4 VM Migration Algorithm

In this section, VM migration algorithm based on heuristic consists of two parts:
(1) selecting VMs from overloaded hosts to migrate and we proposed VMs-GSA to
determine these VMs, (2) obtaining the mapping between VMs and underutilized
hosts and we employed VMM-DAM to obtain it.

4.1 VMs-GSA Design

The idea of VMs-GSA is to select the VMs resided on h+
j ∈ H+ with smaller traffic

and smaller occupied resource to migrate, thereby reducing communication costs.
Therefore, the algorithm will be executed as follows. First of all, the VMs residing
on h+

j are sorted by O(v
j
i )C(v

j
i ) in the ascending order. Then, starting from v

j
i with

the highest O(v
j
i )C(v

j
i ) value, select the VMs in sequence and put them in the list

W until the host is not overloaded.
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Algorithm 1 VMs-GSA (one host h+
j )

Input: The set of VMs on h+
j , V (hj )

Output: The set of VMs selected from h+
j , W

1: Sort VMs by O(v
j
i )C(v

j
i ) in ascending order

2: for u = 1 to
∣∣V (hj )

∣∣ do

3: Assume the u-th total communication is O(v
j
u)C(v

j
u)

4: if h+
j is overloaded then

5: W = W ∪ {vj
u}

6: end if
7: end for
8: return W

4.2 VMM-DAM Design

Auction Model We consider that the allocation process of finding the destination
hosts for VMs which to be migrated is modeled as an auction process. Auction
market consists of three entities. The buyers refer to the VMs which to be migrated.
The sellers are the underutilized hosts. The third-party auctioneer mainly solves the
mapping problem and final payment. Buyer vmi ∈ V M submits a bid represented
by Bi to auctioneer and Bi can be denoted by a 2-tuple:(O(vmi), vi), where
O(vmi) is the size of vmi’s resource demand and vi indicates vmi’s valuation.
B = {B1, B2, . . . , BN } denotes the bids of all buyers. Seller h−

j ∈ H− submits
a bid Sj to the auctioneer. Sj is denoted as a 2-tuple: (oj , pj (mj )), where pj (mj )

denotes the unit price of the resource oj provided by h−
j , which is piecewise constant

function. mj is the quantity sold of h−
j . The bids of all sellers are denoted as

S = {S1, S2, . . . , SM }.
Allocation Algorithm Design Let di = vi/

√
O(vmi) be vmi’s bid density. Firstly,

we sort the VMs according to di in the descending order. Let L be the sorted VMs
list. Then, select VM from the sorted list L in turn to match seller. Suppose the
selected VM currently is vmi . The host h−

j∗ which satisfies two conditions of vmi

with maximum revenue increment RIij = vi − O(vmi)pj (mj ) is matched with
vmi . One condition is that the host can meet demand of vmi and another is that the
ask price of the host is more than vmi’s valuation. Next, the algorithm finds other
VMs that reside on the vmi’s original host from L and put them in list L′

i ⊂ L.
Then, select VM from L′

i in turn to match seller. Suppose the selected VM currently
is vmu. If h−

j∗ satisfies the conditions of vmu, vmu is matched with h−
j∗ . Otherwise,

the algorithm finds other hosts which satisfy conditions of vmu. The host with
maximum ϕuk = αRIuk − βCostu becomes the destination host of vmu, where
α and β are the weight coefficients. The algorithm loops until all the VMs in L are
matched.
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Algorithm 2 VMs allocation algorithm
Input: The set of buyers’ bids, B; The set of sellers’ bids, S

Output: The matrix which is the mappings result of buyers and sellers, X

1: Sort buyers by di in descending order and put the sorted buyers in L

2: for vmi ∈ L do
3: if exist hosts which satisfy two conditions of vmi then
4: Choose j with the greatest RIij to matched vmi and xij = 1
5: Find other VMs that reside on the vmi ’s original host from L and put them in list L′

i ,
6: for vmu ∈ L′

i do
7: if h−

j satisfy two conditions of vmu then

8: h−
j is matched with vmu and xuj = 1

9: else
10: if exist hosts which satisfy two conditions of vmu then
11: Choose k with the greatest ϕuk to matched vmu and xuk = 1
12: else
13: vmu failed to match host
14: end if
15: end if
16: end for
17: else
18: vmi failed to match host
19: end if
20: L = L\L′

i

21: end for
22: return X

Scheme of Payment We employ “Vickery” price to the payment of buyers [9].
The “Vickery” price of vmi is defined as the value of the size of vmi’s demand
multiplied by the highest bid density of vml among losers who would become the
winner if vmi would not participate in the auction. The winner vmi’ payment ci to
its matched seller is ci = max{dl

√
O(vmi),O(vmi)pj (mj )}. The payment ḃj to

the winner h−
j is the sum of payments of all the VMs that matched h−

j .

5 Results and Conclusion

In this section, we simulated VMs migration in the data center and summarized the
paper. Simulation experiment has shown that compared with the random algorithm,
the total amount of communication generated by VMs-GSA reduces about 35% and
the VMs-GSA is approximately similar to the enumeration algorithm. However,
the computational complexity of the enumeration algorithm is very huge. The load
of overloaded hosts drops significantly to the threshold after the migration by
VMM-DAM and VM migration is almost 100% successful and the communication
generated by VMM-DAM is small.
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We investigated traffic-aware VM migration problem in data center. The VM
migration algorithm consists of two parts. We designed VMs-GSA in the first
part to select VMs with the low communication costs, which greatly reduces the
communication generated by VM migration. VMM-DAM is applied to the second
part of VM migration to match hosts with the low communication costs. Simulation
experiment has shown that the VMs-GSA and VMM-DAM are traffic-aware and
effective.
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An Auction-Based Task Allocation
Algorithm in Heterogeneous Multi-Robot
System

Jieke Shi, Zhou Yang, and Junwu Zhu

1 Introduction

With the fast development of technologies, robots are applied to more and more
field. However, in terms of current robotics development, the single-robot system
has limitations in getting information and solving problems. What’s more, nowadays
the environments faced by the robots are always dynamic, real-time, complex
adversarial, and stochastic. Facing such complex tasks and the changing working
environment, it is hard for a single-robot system to perform operations.

Compared to a single-robot system, a multi-robot system has the features about
the distribution of time, space, information, and resources. In order for multiple
robots to cooperate efficiently, the key problem we need to research on is how to
allocate tasks properly according to working environment and situations. This is
a fundamental problem in robots system researchers, also called multi-robot task
allocation, MRTA.

When the number and states of the robots are clear, MRTA problem can be
thought of as an assignment problem if the number and states of tasks are also
clear. Usually, an accomplished task can provide some payoff to the system. In
some special working environment, such as the robot rescue tasks, accomplishing a
task will not provide the system with any positive payoff. But if the task is always
delayed, it will cause damage to the system continuously.
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In this paper, we focus on task allocation problem in rescuing environment.
So our aim is to minimize the whole damage to the system caused by sudden
catastrophic events.

In dynamic, changing, and stochastic working environments, a successful task
scheduling strategy fulfills the following two points:

– Optimization: Finding a nearly optimized task allocation scheme within a certain
time constraint.

– Dynamic: Ensuring the efficiency during the whole working time. In other words,
transferring the allocation outcome properly according to the changing of the
working environment.

In this paper, in response to the above two requirements, based on auction, we
propose a merging method between centralized and distributed methods.

We make three contributions in this work. Firstly, we propose a dynamic auction
method for differentiated tasks under cost rigidities, DAMCR. When the number
of tasks waiting to be assigned is up to some certain threshold value, DAMCR is
activated. Secondly, we prove that DAMCR is ε-optimal. Finally, we design detailed
experiments and demonstrate the results to analyze our method.

2 Related Work

In the field of multi-robot system, we can use the dual programming representation
process for solving decision problems [1]. The traditional dual programming algo-
rithm is generally based on the global static environment known and determined,
but the results of task allocation cannot necessarily achieve the goals in the ideal
time [5]. In order to improve the efficiency of search and rescue (SAR) in disaster
relief, some researchers used auction-based task allocation scheme to develop a
cooperative rescue plan [2, 10].

As to dealing with the problem of robot collaboration in the distributed envi-
ronment, auction algorithms are a feasible method for task assignment that have
been shown to efficiently produce suboptimal solutions [4]. The traditional way of
computing the winner is to have a central system acting as the auctioneer to receive
and evaluate each bid in the fleet. Once all of the bids have been collected, a winner
is selected based on a predefined scoring metric [9]. Considering multiple resources
of the robots and limited robot communication range, Lu [8] applied the idea of
second-price auction to determine the final price and the number of provisioned
VMs in the double auction.

The downside of these approaches is that the bids from each agent must somehow
be transmitted to the auctioneer [7, 11]. In the rescue robot system there exist
a number of rescue robots, the robots need to complete the corresponding task
to ensure the system loss minimum. In order to obtain an ideal task allocation
scheme, we must take full account of the benefits and costs of completing the task
[3]. A common method to avoid communication limitation is to sacrifice mission
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performance by running the auction solely within the set of direct neighbors of the
auctioneer [6].

3 Model Description and Notations

3.1 Definitions of Notations and Model

The dynamics of the environment are mainly reflected in the changes in some factors
of the work environment as time progresses. We define Et to represent the multi-
robot system work environment at time t . Mathematically speaking, Et can be
formalized as triples:

Et =< R, T1, T2 > (1)

R is the set of all the robots in this system, it can be formalized as below:

R =< r1, r2, . . . , rN > (2)

ri is the ith robot in the system. N = |R| represents the total number of robots.
A robot ri can be described as below:

ri =< robIDi , statei , placei , t > (3)

In this formula, robIDi uniquely identifies a robot. placei represents the
robot’s location. statei indicates the status of the robot ri , whose value rules are
demonstrated below:

statei =
{

0, if the robot is free;
taskIDj , if taskj is assigned to it.

(4)

In formula (1), T1 is the set of tasks that have been allocated while T2 is the set
of the tasks waiting to be assigned. Apparently, the set T consisting of all the tasks
in the system is T = T1 ∪ T2. An element in those sets, in other words, a task

taskj =< taskIDj , statej , placej , Cj (ARt
j ), t > (5)

taskIDj uniquely identifies a task. placej represents the robots location.
Similar to a Cartesian coordinate system, we use (xj , yj ) to represent placei . statei

indicates the status of the robot tj , whose value rules are demonstrated below:

statej =
{

0, if the task is not assigned;
taskIDj , if robID takes care of it.

(6)
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We need to point out that ARt
j is the accomplishment rate of taskj at time

t . Clearly, ARt
j ∈ [0, 1]. We also define a new parameter called damaging rate

function, labeled with Cj (ARt
j ). It represents how much damages taskj will cause

to the system in per unit of time when the accomplishment rate equals to ARt
j .

We use auction as a basic method to allocate tasks, a formalized auction can be
represented as below:

A =< B, T > (7)

B is the set of bidders, in other words, robots waiting for tasks. T is the set of
tasks waiting to be assigned in this auction.

For a certain task tj , bidder bi will calculate two parameters: t1
ij and t2

ij . t1
ij

represents the time it takes for bi to go to task tj . t2
ij represents the time it takes

for bi from starting working on tj to accomplishing it. So far, if tj is assigned to bi

at time t0, then under such allocation result, the damage that taskj will cause to the
system can be formalized as below:

costji =
∫ t0+t

ij
1

t0

Cj (0)dt +
∫ t0+t1

ij +t2
ij

t0+t1
ij

Cj (ARt
j )dt (8)

4 Static Auction Algorithm Description

In this part, we consider one to one auction model of static task allocation with N

robots matching N rescue tasks. The assignment problem to be discussed here is the
mathematical problem of minimizing the damage of the whole system by matching
N robots with N tasks. Constraint conditions of the algorithm can be expressed in a
mathematical formula as below:

min
∑
i∈B

∑
j∈T

xijCij (9)

s.t.
∑

j |(i,j)∈T

xij = 1,∀i = 1, 2, . . . , n (10)

∑
i|(i,j)∈T

xij = 1,∀j = 1, 2, . . . , n (11)

xij = 0, 1,∀(i, j) ∈ T (12)

In this format group above, we use set T to represent the tuples of all possible
distributions. It can be formalized as below:
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T = {(i, j)|j ∈ T (i),∀i = 1, 2, . . . , n} (13)

We use T (i) to represent the set of all tasks that can be assigned to the robot i.
In order to reduce the algorithm complexity, we use t to set a time limit, if the total
time of robot i solving task j is more than t , task j cannot be assigned to robot i,
which can be described as below:

T (i) = {j |tij ≤ t} (14)

We use the set A to represent the two-tuples (i, j) consisting of robots and tasks.
Each robot can have one two-tuples (i, j) ∈ A at most. Each robot can have one
two-tuples (i, j) ∈ A at most either. For the set A, if there is a two-tuples(i, j) ∈ A,
it means that task j is assigned to robot i.

In the algorithm, we set a positive value called ε and a price set p =
{p1, . . . , pn}. For robot i, if the difference between its absolute value of the
relative gains obtained from task j and the optimal relative gains obtained from
all the allocation schemes is not greater than ε, we call robot i and task j satisfy
complementary slackness condition. This two-tuples (i, j) is the optimal result,
which can be described as below:

|pj − Cij − max
k∈T (i)

{pk − Cik}| ≤ ε (15)

The specific process of auction algorithm is described as follows.

Step 1 Select a ε > 0, set pk = 0,∀k = 1, 2, . . . , n, the set of robots that are not
assigned tasks, is denoted as N , and the set of robots which are tender to the task j

in the bidding phase is denoted as B(j);

Step 2 This step is an iterative process:

– Decision phase: For each robot i in the set N , get the maximum relative gains ui

and the assigned task ji when the maximum relative gain is obtained:

ui = max
k∈T (i)

{pk − Cik} (16)

And its second relative gains vi :

vi = max
k∈T (i),k 
=j

{pk − Cik} (17)

If T (i) has only one task j , we define vi as −∞.
– Bidding phase: All robots bid for ji which is the most gainful task, the bidding

price of the robot is determined as:

aiji
= pji

− ui + vi − ε = Ciji
+ vi − ε (18)
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– Allocation phase: For each task j , if the B(j) is not empty, we update the price
of the task j to the highest bid price:

pj = max
i∈B(j)

aij (19)

The task is assigned to the highest bidding robot ij , and at the same time, the
two-tuples related to the robot ij and the task j are removed from the A which is
an infeasible allocation, and the new two-tuples (ij , j) are added to the set A.

In this iterative process of the algorithm, we use pj and p′
j , respectively, to

represent the price corresponding to the task before and after the iteration. In the
iterative process, if robot i bids to the task ji and is successfully assigned to the task
ji , its price will be updated, which can be described as follows:

p′
ji

= Ciji
+ vi − ε (20)

For each task j , there are pj ≥ p′
ji

, so we can get the format below:

|p′
ji

− Ciji
− max

k∈T (i),k 
=j
{pk − Cik}| ≤ ε (21)

It can be seen that after every iteration process, every two-tuples (i, j) always
satisfies the complementary slackness condition.

5 Experimental Results and Future Work

In this paper, we propose a new auction model and use the auction algorithm to
study multi-robot task allocation problem. Through experiments, we find that the
task allocation can be effectively carried out by our algorithm.

We choose the classic Hungarian algorithm to do contrastive experiments. For all
cost matrices, the same optimal assignment results can be obtained by iteration. The
time spent on auction algorithm and Hungarian algorithm is as follows (see Fig. 1).

On the different scale of task allocation, the speed advantage of auction algorithm
is obvious. The number of tasks has a greater impact on the running time of the
Hungarian algorithm than the algorithm we proposed.

Due to the limited ability of the author, there are many shortcomings in this
paper. On the one hand, new tasks may occur during the execution of a task, robots
may need to stop their current work and carry out new tasks. On the other hand, a
mechanism must be added to the auction algorithm to find out the infeasibility of
the problem when the problem is insoluble. All of these are discussed in the future
work.
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Fig. 1 Time cost comparison between auction algorithm and Hungarian algorithm
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Non-uniformity Detection Method Based
on Space-Time Autoregressive

Ying Lu

1 Introduction

In recent years, AR model has been applied to multi-channel radar detection [1,
2]. PAMF, which is constructed by matrix whitening filter and residual filter, was
proposed by Michels et al. by combining STAP with multi-channel parametric
model in a creative way [3, 4]. In this method, vector linear predictive filter
and residual filter whiten the input data, respectively, in time and space domain.
Swindlehust et al. [2, 5] proposed STAR by improving the vector linear predictive
filter furthermore. STAR can whiten input data in time and space domains at the
same time only using vector linear predictive filter and decreasing dimension of
space domain of vector linear predictive filter. Some methods have been proposed
to apply to the field of imaging target recognition and signal processing [6–11].

STAR [12] estimates the parameters of transmission model based on vector
autoregression model, and extrapolates the covariance matrix of clutter of the
received data to overcome shortcoming of performance penalties due to the lack
of training samples. STAR is a brand new method which is totally different from
traditional STAP which reduces dimension and rank with a faster convergence speed
and less requirement of samples.

In Ref. [13], they proposed an anti-interference target �	 - STAR algorithm in
the existence of inhomogeneous clutter power and interference target (outlier) only
acquiring quite a few training samples. In addition, there is isolated interference
which is also inhomogeneous in the realistic radar environment, and the lost
information due to the isolated interference is unable to be obtained from the other
training samples. The method proposed in Ref. [13] has a bad performance on target
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detection because of the isolated interference. Aimed at this case, we propose a
new Cascade STAR method suppressing all three inhomogeneous interferences.
Our method constitutes two steps: (1) The outlier-resistant method analogized
from �	 - STAR proposed in Ref. [13] is used to resist the interference target,
meanwhile, cancel the negative influence of inhomogeneous clutter power with
a few training samples. Then, we use the homogeneous samples to suppress the
homogeneous clutter. (2) We process the data to be detected with STAR method to
suppress the isolated interference.

In order to suppress all three kinds of inhomogeneous phenomena effectively
of clutter power, interference target and isolated interference, this paper models
and optimizes Cascade STAR method. The outline of this paper is as follows: In
Sect. 2, we briefly review the basic principle of STAR algorithm, and then, Cascade
STAR algorithm is described and detailed in Sect. 3. Simulation experiment results
demonstrate that the proposed method has good performance, which is presented in
Sect. 4. At last, the conclusions are given in Sect. 5.

2 The Basic Principle of Star Algorithm

Assume that the kth multi-dimensional echo data vector Xl(k) received by the lth
range unit follows AR model [14]:

εl(k) =
p−1∑
i=0

AiXl (k − i) k = 1, · · · ,K − p + 1 (1)

where εl(k) is the residual error vector, Ai ∈ R
N ′×N is the space-time autoregressive

coefficient matrix, N is the spatial degree of freedom (DOF), N′ ≤ N is the DOF
after reducing dimensions, p is the rank of model and K is the pulse number of time
domain. We define

AH = [A0, A1, · · · , Ap−1
]

(2)

where superscript H denotes the conjugate transpose. Data of the lth range unit can
be written as

el =
⎡
⎢⎣

Xl(1) · · · Xl (K − p + 1)
...

...
...

Xl(p) · · · Xl(K)

⎤
⎥⎦ (3)

then, all training samples can be denoted by

E = [e1, e2, · · · , eL] (4)
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where L is the number of training samples with the constraint AHA = I to obtain the
nontrivial space-time autoregressive coefficient matrix. Then Ak is the left singular
vector associated with the kth smallest singular value of sample matrix E. Thus, the
number of samples is increased by K − p + 1 fold due to the smoothness of data.
With Eqs. (2) and (3), and the definition (4), Eq. (1) can be written as

ε = AH E = [ε1, ε2, · · · , εL] (5)

where εl is

εl = [εl(1), εl(2), · · · , εl (K − p + 1)] (6)

We set

AH E = 0 (7)

The STAR whitening filter can be represented by

� =
⎡
⎢⎣

A0 · · · Ap−1 0 0

0
. . .

. . . 0
0 0 A0 · · · Ap−1

⎤
⎥⎦ (8)

According to Ref. [14], diagonally loaded STAR which has a better capability
of detection is more robust than prediction error STAR in the choice of the rank of
space domain N′; thus, the weight vector of STAR is calculated as

W = �H
(
��H + κI

)−1
�S (9)

where S is the space-time steering vector of target signal, and κ is the diagonal load-
ing factor. The number of training samples of STAR method is L ≥ [Np/K − p + 1]
[2]. N′ is calculated as

N ′ =
⌈

NK − ρ

K − p + 1

⌉
(10)

by the rule in Ref. [2], and rank p is usually determined by

AIC
(
p′) = ND ln

∣∣∣�̂
∣∣∣+ 2NL

(
p′) (11)

MDL
(
p′) = ND ln

∣∣∣�̂
∣∣∣+ NL

(
p′) ln (ND) (12)
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which is inspired by that the ROF of system after dimensional reduction is not
smaller than the summary of dimensions of the ROF of clutter and the spatial
dimension of noise after rank reduction, then, the rank p can be calculated as

Np ≥ ρ + N ′ (13)

where ND = 2L(K − 1), �̂ = AEEH AH / [L(K − p′
]
, NL(p

′
) = 4p

′ − 3 and ρ

is the DOF of the clutter. The amount of information obtained by MDL method
has statistic consistency; however, the rank obtained by AIC method will be biased
when pulse trains are short. Wu et al. [15] improve the rank rule as

p =
⌈

ρ + N ′

N

⌉
(14)

Therefore, STAR is a dimensional and rank reduction method decreasing com-
putation and the requirement of amount of samples. More importantly, it increases
the number of samples by smoothing the data to have a good performance in the
inhomogeneous environment during the process of dimensional reduction.

3 Cascade Star Algorithm

3.1 Anti-Interference Target STAR Algorithm

In [13], Shen et al. proposed an approach for determining the interference target’s
Doppler frequency based on the local maximum value of the weight vector. This
idea is aimed at cancelling some particular signals with Doppler frequency f1, then
utilizing STAR for the cancelled data to obtain a weight vector W1. When the
Doppler frequency of cancellation weight coefficient is equivalent to the Doppler
frequency of interference target, we set

‖W1‖ > 0 (15)

Otherwise, we set

‖W1‖ = 0 (16)

Therefore, we can cancel the signal by selecting different Doppler frequencies
around the Doppler frequency to be detected, and calculate the associated weight
vector with STAR to determine the Doppler information of outliers. If there are
outliers existing in the search scope, the Doppler frequency associated with the
maximum value of norm of weight vector is the Doppler frequency of interference
target. We first introduce the anti-interference target STAR method on the basis of
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Ref. [13]. Assume that the antennas are composed of linear uniform array with N
elements, and the number of pulses in a CPI is K, then the snapshot data received
by the lth range unit is

Xl =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Xl (1, 1) Xl (1, 2) · · · Xl (1,K)

Xl (2, 1) Xl (2, 2) · · · Xl (2,K)
...

...
...

...

Xl (n, 1) Xl (n, 2) · · · Xl (n,K)
...

...
...

...

Xl (N, 1) Xl (N, 2) · · · Xl (N,K)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(17)

We choose a Doppler frequency f1 around the Doppler frequency to be detected,

and weight-cancel it with z1 = e
−j2π

f1
fr (fr is the pulse repetition frequency), then

the data after signal cancellation is

Yl0 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Xl (1, 1) Xl (1, 2) · · · Xl (1,K − 1)

Xl (2, 1) Xl (2, 2) · · · Xl (2,K − 1)
...

...
...

...

Xl (n, 1) Xl (n, 2) · · · Xl (n,K − 1)
...

...
...

...

Xl (N, 1) Xl (N, 2) · · · Xl (N,K − 1)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

−

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Xl (1, 2) Xl (1, 3) · · · Xl (1,K)

Xl (2, 2) Xl (2, 3) · · · Xl (2,K)
...

...
...

...

Xl (n, 2) Xl (n, 3) · · · Xl (n,K)
...

...
...

...

Xl (N, 2) Xl (N, 3) · · · Xl (N,K)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

· z1 (18)

then Yl0 can be written as

Yl =
⎡
⎢⎣

Yl(1) · · · Yl (K − p)
...

...

Yl(p) · · · Yl (K − 1)

⎤
⎥⎦ (19)

where Yl(k) is the kth column vector of Yl0. All samples can be written in a matrix
form as

E = [Y1 Y2 · · · YL] (20)
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We can get more samples if the original data is conjugate transposed in the
opposite direction, and the weight vector W1 can be obtained by training the data
cancelled with z1 according to Eqs. (2), (8) and (9), Then norm of W1 is calculated as

W1 = �H
1

(
�1�

H
1 + κI

)−1
�1S1 (21)

where S1 is a space-time steering vector associated with f1. Based on the above
introduction, we can calculate the weight vectors associated with the cancelled
signals which are chosen from the vicinity of the Doppler frequency to be detected.
Whether the interference targets exist around the Doppler frequency to be detected
depends on the norm of the associated weight vector. We can filter the interference
targets with Eq. (18) if they exist. Analysis of the algorithm shows that the time
domain ROF will reduce by one when an interference target is filtered. However,
the decrease of time domain ROF only leads to the reduction of samples, which can
be dealt with increasing the number of samples.

3.2 Cascade STAR Algorithm

With the training samples without interference targets which are filtered by the anti-
interference target STAR introduced in the previous section, the weight value we
obtained can suppress the information of homogeneous clutter in the unit to be
detected. Though, there is isolated interference in the realistic environment, the
Cascade STAR method can efficiently deal with that. However, the anti-interference
target STAR method is unable to suppress the isolated interference. The detailed
procedure of our Cascade STAR is as follows: Since STAR method only needs the
data from quite a few range units, it avoids from the nonhomogeneity of clutter
power from the perspective of algorithm; Resist interference targets: Interference
targets are filtered by the anti-interference target STAR method. Suppress the
homogeneous clutter in the unit to be detected: W1 obtained from the data without
interference targets which are denoted by Yl(l = 1, 2, · · · , L) can be used to suppress
the homogeneous clutter in the unit to be detected. The weight value obtained
from the samples Yl without the information of interference target has no effect
on the isolated interference as the result of the different distribution characteristics
between the isolated interference and the homogenous clutter in beam-Doppler
space; Suppress isolated interference: To avoid signal cancellation, we first process
the target signal as

‖W1‖ =
[
SH

1 �H
1

(
�1�

H
1 + κI

)−1
�1�

H
1

(
�1�

H
1 + κI

)−1
�1S1

]1/2

(22)
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Y0 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

X0 (1, 1) X0 (1, 2) · · · X0 (1,K − 1)

X0 (2, 1) X0 (2, 2) · · · X0 (2,K − 1)
...

...
...

...

X0 (n, 1) X0 (n, 2) · · · X0 (n,K − 1)
...

...
...

...

X0 (N − 1, 1) X0 (N − 1, 2) · · · X0 (N − 1,K − 1)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

−

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

X0 (1, 2) X0 (1, 3) · · · X0 (1,K)

X0 (2, 2) X0 (2, 3) · · · X0 (2,K)
...

...
...

...

X0 (n, 2) X0 (n, 3) · · · X0 (n,K)
...

...
...

...

X0 (N − 1, 2) X0 (N − 1, 3) · · · X0 (N − 1,K)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

· zt · zs (23)

where zt = e−jπf0 , zs = e− 2πd
λ

cos θ0 cos ϕ0 , f0 is the normalized Doppler frequency
of the target signal and θ0, ϕ0 are the azimuth and pitch angle of the target angles,
respectively. A new Y0∗ sample can be obtained by conjugate transposing Y0. We
write Y0 and Y0∗ in the form of Eq. (20) and still denote them as Y0 and Y0∗ for
simplicity. Then, the matrix of the training samples which suppress the isolated
interference is

EDI = [Y0 Y0
∗ ] (24)

We denote Hi(i = 1, 2, · · · , p − 1) ∈ R
N ’ × N as the matrix of space-time

regression coefficient and

HH = [H0,H1, · · · ,Hp−1
]

(25)

We set

HH EDI = 0 (26)

to avoid trivial solution with constraint HHH = I, where H is the left singular vector
associated with the corresponding value of N’ minimum singular values of EDI . We
set

� =
⎡
⎢⎣

H0 · · · Hp−1 0 0

0
. . .

. . . 0
0 0 H0 · · · Hp−1

⎤
⎥⎦ (27)

then the associated weight vector is calculated as
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W = �H
(
��H + κI

)−1
�H W1 (28)

The flowchart of Cascade STAR algorithm is shown in Fig. 1.

4 Simulation Results and Analysis

The training sample EDI contains the information of isolated interference and
homogeneous clutter. However, we can consider that there are no information of
homogeneous clutter in EDI but information of isolated interference in consequence
of W1 in Eq. (9) replacing the space-time steering vector in Eq. (28) when we
consider that W1 is equivalent to the space-time steering vector. Because of the
suppression of most of the homogeneous clutter and noise in the unit to be detected
and a few requirements of samples of STAR, our method is still efficient in
suppressing the isolated interference when only two training samples are utilized
in the experiment. We take some experiments to verify the performance of our
Cascade STAR method. In our experiment, the side-looking multi-channel radar
system has eight rows and eight columns, the number of pulses in a CPI is 10, the
radar wavelength is 0.2 m and the pulse repetition frequency is 3000 KHz. The input
target signal and interference parameters are shown in Table 1 and Fig. 2.

Figure 3 shows the norm of weight vector of the normalized Doppler frequency
ranged from 0.3 to 0.5 of the target’s cancellation weight coefficient. Our method
can estimate the Doppler frequency of interference target correctly, aka, the anti-
interference target STAR can filter the interference signals. Figure 4a, b shows the
training weight value obtained from anti-interference target method and Cascade
STAR, respectively.

Anti-interference
target STAR filters

out interference
targets

Training
samples

Time domain
cancellation filter out

the target signal

Sample to
be tested

STAR

STAR

lY

0Y
1W

W

Echo
data

Fig. 1 The flowchart of cascaded SATR algorithm

Table 1 Input target signal and interference parameters

Distance unit number Power (dB) Azimuth
Normalized Doppler
frequency (2fd/fr)

Target signal 30 20 90◦ 0.4
Isolated interference 30 20 90◦ −0.2
Interference target 28, 32 40, 40 90◦ 0.45, 0.36
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Fig. 4 Training weight value of anti-interference target STAR and Cascaded STAR. (a) Training
weight of Anti-interference target STAR. (b) Training weight of Cascaded STAR
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Fig. 5 Comparison between beam-forming diagrams in the Doppler direction of our method and
anti-interference target STAR

Figure 4a, b shows that both methods have a good performance on suppressing
clutter as there are deep depressions in the clutter areas, but our method has a deeper
depression than anti-interference target method. Figure 5 shows this advantage more
clearly in the form of beam-forming diagram in the Doppler direction. We can see
that our method has a sufficient depression in the isolated interference direction;
however, anti-interference target STAR does not. Therefore, our method has a better
performance in inhomogeneous environment.
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Theoretic analysis and experiment results show that our method which takes full
advantages of anti-interference target STAR efficiently avoids from inhomogeneous
clutter power only acquiring a few training samples. It combines anti-interference
target STAR with the original STAR method with the training samples which
filter out target signals and not only resist interference targets but also suppress
the isolated interference sufficiently. Thus, our method has a good capability
of suppressing inhomogeneous clutter power, interference targets and isolated
interference in inhomogeneous environment.

5 Conclusions

In this paper, we have introduced STAT method, then propose a Cascade STAR
method to improve the effect of STAR which has a bad performance in inhomo-
geneous environment on suppressing the isolated interference. Through theoretic
analysis and experiment results, the method is proved to have a better performance
in suppressing isolated interference and is more suitable in inhomogeneous environ-
ment.
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Secondary Filter Keyframes Extraction
Algorithm Based on Adaptive Top-K

Yan Fu, Chunlin Xu, and Mei Wang

1 Introduction

With the development of coal technology, the proportion of the coal industry
in China is increasing, although the topic of the safety of coal production has
also caused widespread concern in the community. National regulatory authorities
of coal mines, in response to this problem, has opened a special National Coal
Mine Safety Supervision Bureau, to deal with coal mine safety problems. Video
surveillance plays an important role in the safety of coal mine production. It can
send information about coal mine jobs to the production managers promptly, to
guide coal mine production in an orderly fashion and to resolve dangerous situations
in a timely manner. However, owing to the special environment of the coal mine,
in the production of coal-based machinery, which makes the monotonous images
obtained by the monitoring video and a little useful information, the further analysis
and utilization of the image is limited [1]. Therefore, it is of great importance to
extract the keyframes from the mine surveillance images.

In the next section, related works on keyframe extraction are introduced; in
the third section, “Secondary Filter Keyframes Extraction Algorithm” based on
eigenvalues; in the fourth section, “Experimentation and Analysis”; finally, the
chapter ends with the “Conclusion.”
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2 Related Work

Keyframe extraction can reduce the amount of redundant information content that
exists between video frames. The information contained in a video can also be
expressed succinctly to facilitate indexing and management of the video content,
as shown in Fig. 1.

The low intensity of the illumination, the large amount of dust, and strong light
interference in the coal mine lead to problems with blurring of the monitoring video
and easily missing of target detection [2]. This has a great impact on information
extraction from the coal mine video. If there is human interference, the accuracy of
the keyframe extraction becomes worse.

For the keyframe extraction of images, there are many mature technologies, both
at home and abroad, including the keyframe extraction methods based on shots
division, clustering, motion analysis, and color features. Among them, the most
widely used method is clustering-based processing, which divides each frame by
setting a cluster center, and each cluster has a frame closest to a cluster center as
a keyframe. Momin et al. [1] proposed an algorithm based on color features to
calculate the value of the correlation through the color feature and then compare
the value with the threshold to obtained keyframes. Lin and Lian [3] put forward
the motion analysis method by calculating the motion energy of each frame, and
then extracting the keyframe by comparing motion energy with the threshold. Both
of these methods require a threshold to be set, and artificial threshold settings
increase the contingency and instability of the method. Guan et al. [4] proposed
a key point matching method based on a sliding window to get a similar frame,
and finally extract the keyframe. The method is not good for tracking the key
point of the environment when there is a loud noise in the mine. Sharma and
Sathish [5] proposed a new method combining shots and clustering. After the initial
shot segmentation, the keyframe selection is executed and the segmented shots are
clustered. This method cannot meet the requirement of the structured information
obtained in the case of a single environment in the mine.

In view of the above threshold-setting problem based on Momin et al. [1]
involving correlation, this chapter is based on the research into the scale-invariant
feature transform (SIFT) algorithm, the proposed adaptive threshold algorithm,

Fig. 1 Keyframe extraction
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an adaptive method based on the frequency domain space calculation threshold,
thereby reducing the influence of the human factor, and maintaining the time
sequence of keyframes. The experimental results show that this algorithm improves
the adaptability of the environment. Compared with the relevance-based keyframe
extraction algorithm proposed by Momin et al. [1], the keyframe extracted by this
algorithm has greater accuracy and better adaptability to the coal mine environment.

3 Secondary Filter Key Frame Extraction Algorithm

The method of keyframe extraction shows that redundant frames need to be deleted.
Redundant frames are similar to keyframes; thus, each frame is calculated to express
the value of the frame, which is mapped to the frequency domain to calculate the
video frames as the keyframes within the threshold range.

Therefore, this chapter combines the methods of conference [1] based on the
correlation of color space. The improved coal mine video keyframe extraction
method proposed mainly includes: (1) video sequences of moving target detection;
(2) calculation of the image features of the video frames; (3) adaptive threshold
calculation; (4) a secondary filter to extract keyframes.

3.1 Video Sequence Moving Target Detection

Aimed at the problem of moving object detection, such as ray change, noise, and
local motion, a moving object detection algorithm based on background subtraction
[6] is proposed. The background subtraction method uses the parameter model of
the background to approximate the image. It compares the current frame with the
background image to realize the detection of the moving target. The algorithm
focuses on building a robust background model to detect moving objects. It
can adapt to the change in illumination, the movement of small targets in the
background, and the influence of noise. The background subtraction method, Eq.
(1), shows that:

BDt (x, y) =
⎧⎨
⎩

255,

∣∣∣It (x, y) − Bt

(
x, y
)∣∣∣ ≥ τ1

0,

∣∣∣It (x, y) − Bt

(
x, y
)∣∣∣ < τ1

(1)

where It(x, y), Bt(x, y) represent the current frame and the background frame image,
BDt(x, y) is the background difference image; t represents frames (t = 1, 2, . . . n);
τ 1 is the threshold.
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3.2 Image Eigenvalue Calculation of Video Frames

The SIFT algorithm [7, 8] combines the scale invariant feature sub and gradient
direction descriptor, so that it can maintain invariance with regard to rotation,
scaling, and brightness changes, and a certain degree of stability to view change,
affine transformation, and noise. Each key point extracted contains location, scale,
and direction information.

The scale space of the two-dimensional image I(x, y) is L(x, y, σ ), the convolution
of a change scale Gauss equation G(x, y, σ ), and the original equation I(x, y) are
shown in Eq. (2).

L (x, y, σ ) = G(x, y, σ ) ∗ I (x, y) (2)

where x, y is the coordinates of Pvalue. σ is the factor of Pvalue, which is not involved
in the calculation.

After the principal component analysis (PCA) dimensionality reduction, the
matrix of the 1*n dimension of the C′

y is obtained, based on Eq. (3).

G(x, y) = 1

2πσ 2
e
− (x−m/2)2+(y−n/2)2

2σ2 (3)

where m, n, σ is the factor of Pvalue, not involved in the calculation.
Equations (4) and (5) show the feature value of the video image, Pvalue is

calculated by 2 norm. The image eigenvalue curve is shown in Fig. 2.

Fig. 2 Image eigenvalues curve, where the x-axis represents the amount of video frames, and the
y-axis represents the size of the eigenvalues



Secondary Filter Keyframes Extraction Algorithm Based on Adaptive Top-K 173

C′
y =

⎡
⎢⎢⎢⎢⎣

C′
1,1

C′
2,1

...

C′
n,1

⎤
⎥⎥⎥⎥⎦ (4)

Pvalue =
∥∥∥C′

y

∥∥∥
2

(5)

where C′
y is the value feature vector of the video image dimension reduction by

PCA.

3.3 Adaptive Threshold Calculation

Based on the eigenvalues, using a differential operator equation on Pvalue from the
obtained F(xk), there is the first-order forward difference for the equations f (xk)
shown in Eqs. (6)–(8).

f (xk) = Pvalue(k), (k = 1, 2, 3, . . . , n) (6)

Δf (xk) = f (xk+1) − f (xk) (7)

F (xk) = Δf (xk) (8)

where k is the Pvalue.
The equation F(xk) after the difference begins counting the distance from F(xk)

to fm _ n(x, y), Eqs. (9) and (10). fm _ n(x, y) is the equation of the connection between
the maximum and the minimum, and the F(xk) at this time is the threshold value.

fm_n (x, y) = r∗x + min F(x) (9)

r = max F(x) − min F(x)

n
(10)

where r is slope between the maximum and the minimum. maxF(x), min F(x) are the
maximum value of F(x) and the minimum value of F(x). fm _ n(x, y) is the equation
connecting the maximum and the minimum of F(x).
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Fig. 3 Adaptive threshold calculation, where the x-axis represents the number of video frames,
and the y-axis represents the size of the eigenvalues. On the left of the picture is Pvalue sorted by
Top-K. On the right of the picture is the equation of difference F(x). k1 is the threshold of the first
filter; it can filter out more than 70% of the value. k2 is the threshold of the secondary filter; it
represents the remaining keyframes after filtering

Equations (11) and (12) show the distance between F(xk) and fm _ n(x, y). The
maximum value lmax is the distance from the point (x, y) on F(xk) to fm _ n(x, y).
The F(xk) at this time is used as an adaptive threshold K. The adaptive threshold
calculation is shown in Fig. 3.

L = |F (xk) − r∗xk − min F(x)|√
12 + r2

(11)

lmax = max L (12)

where, xk, xk
′
is the value of Pvalue. f (xk) is the equation of the Pvalue. n is the amount

of Pvalue, r is the slope between the maximum and the minimum. L is the distance
value.

3.4 Secondary Filter Keyframe Extraction

A classification algorithm based on Top-K. In this chapter, using the quick sort Top-
K classification is thought to sort the Eq. F(x), and the first value is selected as the
comparison object. If the elements of the array are less than p, then put the value on
the left of p. If the elements of the array are greater than p, then put the value on
the right of p. There is recursion to an orderly sequence of the entire array. In this
chapter, we need to adjust the array to an ascending sequence from small to large;
the sorting process is shown in Fig. 4.
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array a[i]  <=p a[i]  > pp

Fig. 4 The sorting process

In the first filter, Eq. (13), F(x) is divided into two classes with adaptive threshold
K = k1. k1 is the threshold of the first filter, and it can filter out more than 70% of
the value.

F(x) =
{

Δf (xk) , x > k1
0, x ≤ k1

n∗75% ≤ k1 ≤ n∗95% (13)

where k1 is the first adaptive threshold. The range of k1 under normal conditions is
n*75% to n*95%. As some extreme data sets may not be in this range of k1, then
the range of the k1 needs to be limited to continue the secondary filter. If k1 is less
than 75%, there will be too many redundant frames, and if greater than 95%, there
will be loss of effective keyframes.

Equation (14) shows the secondary filtration process for the remaining n-xk

eigenvalues through the first filtering method, and then secondary filtration is
calculated through the adaptive threshold K = k2. With the eigenvalues of video
frames larger than k2, the first frame and the last frame are the keyframes. If there
are continuous frames in the keyframe, only the first frame of the continuous frames
is retained.

F(x) =
{

Δf (xk) , x > k2
0, x ≤ k2

(14)

where k2 is the second adaptive threshold. The secondary filter keyframe extraction
method is shown below.

Input :Video Frame :Fi i=1,2,3, . . .,n
Output :Keyframe: KFk K=1,2, . . .,p(p<=n)
Terms :D=Difference of two comparing frames

T=Threshold(k1,k2. Calculation by the 2.3
chapter)
Initialisation : Use the frame as the keyframe that
corresponding to the threshold

KFk=Fa Fa=k1 or k2
begin
for i=a to n do

if(i<=n) then
D= Frame Difference(Fi,KFk)

else
stop

end if
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if(D<=T)then
k=k+1
end if
i=i+1

end for
end

4 Experimentation and Analysis

To verify the effectiveness of the algorithm, this chapter compares several other
mainstream algorithms and evaluates the effectiveness of each algorithm by using
the Hautière evaluation index. Among them, the representative correct amount of
the accuracy rate is divided by the extracted amount, and the representative correct
amount of the recall rate is divided by the effective keyframes amount. Triangles
represent redundant frames and the circle represents the wrong frame, as shown
in Fig. 5. The integrity and accuracy of the algorithm in this chapter are better
than for the other two algorithms. Tables 1 and 2 show the data of the three
algorithms. The accuracy rate and recall rate of this algorithm are higher than those
of other algorithms, and the effectiveness of the algorithm in this paper is proven.
Experimental results are shown in Fig. 5.

5 Conclusion

The particularity of the coal mine environment leads to the incomplete extraction
of keyframes by the methods of Lin and Lian [3]. In this chapter, an improved
algorithm is proposed on the basis of the correlation based on Momin et al. [1].
First, the background subtraction method is used to extract the moving target.
Using the improved correlation value algorithm, the feature points are extracted
by SIFT [9], and the correlation value of the image is obtained by using the 2
norm of PCA to reduce the dimension. In the setting of the threshold, the adaptive
threshold of the Top-K is calculated. Experimental results show that the algorithm
can extract keyframes effectively and accurately, and achieves an adaptive purpose
in the threshold setting, which reduces human interference.
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Table 1 Experimental data information

Video Total frames Number of shots Number of effective keyframes

Video 4_1 448 3 8
Video 1_5 622 3 18
Video 16_1 1683 5 14
Video 216_11 1396 2 11

Number of effective keyframes means the number of effective keyframes that can express video

Table 2 Three keyframe algorithm extraction results

Video
Method
used

Number
extracted

Number
correct

Number
missed

Number
wrong

Number
redundant

Accuracy
rate (%)

Recall
rate (%)

4_1 PME 8 5 3 1 2 62.5 62.5
FW 7 6 2 1 0 85.7 75.0
SWC 9 5 3 2 2 62.5 55.6

1_5 PME 20 11 7 3 6 55.0 61.1
FW 21 15 3 2 4 71.4 83.3
SWC 18 9 9 2 7 50.0 50.0

16_1 PME 14 8 6 4 2 57.1 57.1
FW 13 10 4 1 2 76.9 71.4
SWC 19 7 7 3 9 36.8 50.0

216_11 PME 18 4 6 4 10 22.2 36.7
FW 13 9 2 2 3 69.2 81.8
SWC 7 4 3 1 2 57.1 36.7

Accuracy rate representative of the correct amount is divided by the number extracted, recall rate
representative of the correct amount is divided by the effective number of keyframes
PME is the algorithm of perceived motion energy, SWC is the algorithm based on correlation,
FW is the algorithm of this chapter based on the feature value. Blackbody is the result of the
experiment based on eigenvalues. Accuracy and recall are higher than the other two methods
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An Introduction to Formation Control of
UAV with Vicon System

Yangguang Yu, Zhihong Liu, and Xiangke Wang

1 Introduction

In recent years, formation flight of UAV is widely applied in areas such as
surveillance, aerial photography, and attacking. Despite its practical potential in
various applications, the formation control, especially of a large swarm, still exists
theoretical and engineering challenges in coordination and control of a large number
of UAVs. Therefore, formation control of a large swarm receives considerable
attentions and is intensively investigated. Fortunately, owing to the contributions
of numerous researchers in the world, the formation control of a large swarm makes
a major breakthrough and many splendid engineering works are demonstrated in the
last year. The LOCUST Project directed by ONR of USA achieved rapid launch of
30 autonomous, swarming UAVs. On Nov. 6th, 2016, Intel made an impressive light
show with a fleet of 500 drones. Just on Jan. 9th, 2017, Department of Defense in
the USA announces successful micro-drone demonstration. In the demonstration,
103 Perdix drones were launched from three F/A-18 Super Hornets. The micro-
drones demonstrated advanced swarm behaviors such as collective decision-making,
adaptive formation flying, and self-healing.

In the research area, a significant amount of research efforts have been focused
on formation control. According to the types of sensed and controlled variables,
formation control can be categorized as position [1], displacement [2], and distance
based [3]. Some advanced mathematical theories are introduced in the formation
control, such as graph theory [4] and bearing rigidity [5]. While as many techniques
have been used, the Vicon system is becoming popularly used in the control or
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evaluation of control performance of UAV recent years. Vicon system is a passive
optical motion capture system which can record the movement of objects or people
with high accuracy. Many famous universities or laboratories have introduced Vicon
system into their experiment, such as University of Pennsylvania and University
of Southern California. In [6], Alex Kushleyev et al. describe a micro quadrator
with onboard attitude estimation and control that operates autonomously with Vicon
system as external localization system. In [7], a 49-vehicle formation flight is
demonstrated by using the motion capture localization. Vicon system is also utilized
by other institutions to do researches and some references there in [8, 9].

In this paper, we outline the system framework for indoor experiment of multiple
UAVs with Vicon system. Firstly, we illustrate the hardware setup for experiment
as well as the architecture of them. Next, a distributed software architecture is
descripted in detail. Then, we demonstrate a distributed flight demo in which
three quadcopters circle around a fixed point coordinately by using the consensus
protocol. Finally, the flight data of demo is recorded and analyzed.

2 System Framework

2.1 Hardware Setup

We outline our system in Fig. 1. Using the spherical marker attached to the
quadcopter, the vehicles are tracked by Vicon motion capture system. Their position
and attitude information are sent to their onboard processor via TCP/IP protocol

Fig. 1 The hardware architecture of system
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with a frequency of 100 Hz. At the same time, the onboard processor receives the
control instructions from ground station and UAV state from flight controller as
well. Based on this information, the onboard processor calculates and forms the
formation state and UAV’s target point in the next step, which is received by ground
station and flight controller, respectively. Finally, according to its target point, the
flight controller calculates the motor values and send it to quadcopter. The whole
information flow in the whole system is depicted in Fig. 2. The details of hardware
component are descripted as follows.

The vehicle we use is a quadcopter similar to DJI FlameWheel 450. The diameter
of quadcopter is approximately 45 cm and it is a suitable size for indoor flight
experiment. The load capacity of our vehicle is approximately 2.5 kg, which makes
it possible to equip quadcopter with other peripheral devices (like camera, etc.). As
for endurance, the flight time of a single flight can be up to more than 10 min, which
is enough for most of the experiments. Some peripheral devices are attached to the
vehicle, depicted in Fig. 3.

Fig. 2 The software architecture of the whole system

Fig. 3 The vehicle for experiment and its setup



184 Y. Yu et al.

Fig. 4 Experiment hardware. (a) Pixhawk; (b) Odroid-Xu4

The flight controller we choose is the Pixhawk (depicted in Fig. 4a), which is
produced by the famous open-hardware manufacturer 3DR. Pixhawk is an industry
standard autopilot and has a stable and high-level calculation performance. In
addition, Pixhawk owns a variety of input and output interfaces, which provides
a great convenience for equipping quadcopter with other peripheral devices.

The onboard processor we choose is Odroid-XU4, which is a heterogeneous
multi-processing (HMP) octa core linux computer (depicted in Fig. 4b). It is a
new generation of computing device with more powerful, more energy-efficient
hardware and a smaller form factor. By implementing the eMMC 5.0, USB 3.0, and
gigabit ethernet interfaces, the Odroid-XU4 boasts amazing data transfer speeds, a
feature that is increasingly required to support advanced processing power on ARM
devices. It has two USB3.0 host, a USB 2.0 host, and a gigabit ethernet port utilized
by a USB WiFi adapter. In addition, in order to achieve the communication between
Odriod and Pixhawk, one of the Odroid’s USB3.0 host and Pixhawk’s serial port is
connected by a USB to serial adapter module.

2.2 Software Architecture

The software architecture of the whole system is illustrated in Fig. 2. Basically,
the software architecture is under ROS (robot operation system) framework. As
the number of UAVs in a swarm is large, it is difficult to rewrite the control
code for every UAV if some trouble occurs. Therefore, all the code for each UAV
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Algorithm 1 Coordinated flight
1: Init target position
2: Calculate the distance D between the position of UAV and target point
3: if D ≤ threshold then
4: Set the flag IsReached=true
5: else
6: Set the flag IsReached=false
7: if IsReached==true then
8: update the value of target angle as φi(k + 1) =∑j∈Ni

φj − 2φi(k) + �φ

9: else
10: keep the value of target angle unchanged
11: Calculate the target position according to the target angle
12: Calculate the control output according to the position of UAV and target point

should be the same and the UAV is identified by an ID number. Mainly four nodes
(colored as yellow) are included in the framework. The vrpn_client is an open ROS
package developed by University of Toronto and can be found in https://github.com/
clearpathrobotics/vrpn_client_ros. It serves as a driver providing data from VICON
motion capture systems and publish the data in the form of ROS topic. Both of the
information provided by the vrpn_client and sensors are sent to information node
and fused. Specifically, here an extended Kalman filter is used to fuse the IMU data
with the Vicon data and further the UAV can get its local position and other states.
In World Model node, all the information of UAV and environment is integrated.
The control node calculate the control output according to the control algorithm
based on the related information from World Model node, including UAV states,
environment situation, ground station constructions, etc. Finally, the control output
is sent to Pixhawk via the serial interface.

In multi-UAV system, information need to be exchanged frequently among UAVs
as well as between ground station and UAVs. Therefore, it is very important to
ensure a stable data link in multi-UAV system. In analogy to many parallel programs
in other institutions, the communication of our indoor flight demo is based on the
WiFi, which is convenient and easily accessible. At the beginning, we tried to use
the ROS protocol to achieve the communication among UAVs and ground station.
However, network congestion occurs using this method. In order to solve this issue,
a communication package named RTDB (real-time database) is introduced into our
framework. In essence, RTDB is a communication protocol that adapts itself to the
current conditions of the medium and attempts to deliver an adequate timeliness
while using the least bandwidth [10]. Through RTDB protocol, the World Model
node exchanges information with other UAVs and ground station. The physical
experiment verifies that the system runs well under this framework.

https://github.com/clearpathrobotics/vrpn_client_ros
https://github.com/clearpathrobotics/vrpn_client_ros
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3 Experimental Setup

3.1 Control Algorithm

To verify the effectiveness and feasibility of our system, a simple demo is designed.
Three quadcopters are designed to fly around a fixed point coordinately and keep
an equal distance from each other. To make the UAV circle around a fixed point,
we use an online plan method based on position control. Firstly, 120 key points are
extracted on the planned circle evenly. The target key point is sent to the controller
of UAV successively when the UAV reaches a key point. Because all the key points
are on the planned circle, their position p can be characterized by the angle between
positive y-axis and the line connecting UAV’s position and the origin. Thus, the
trajectory of UAV can be planned based on the defined angle.

To make the quadcopters circle coordinately and keep an equal distance from
each other, a simple consensus protocol is used. The angle defined previously is
chosen as consensus state and a Laplacian matrix (see [4]) is defined as follows:

L =
⎡
⎣−2 1 1

1 −2 1
1 1 −2

⎤
⎦ (1)

Let φ = (φ1, φ2, φ3)
T ∈ R

3 denote the angle of three quadcopters. To make
the quadcopters keep an equal distance from each other, the consensus protocol of
system for each control step can be designed as φ(k+1) = Lφ(k). Further, in order
to make quadcopters fly circle, an increment constant �φ should be considered.
Therefore, the target angle for each quadcopter is as follows:

φi(k + 1) =
∑
j∈Ni

φj − 2φi(k) + �φ (2)

where Ni represents the other two quadcopters. The details of algorithm are
described in Algorithm 1 and illustrated in Fig. 5.

3.2 Results and Analysis

We did our demo in a 20×15×5 m laboratory, where a total of 24 Vicon cameras are
utilized. The experiment environment and experiment scene are depicted in Figs. 6
and 7.

The trajectory of target position and true position is recorded and illustrated in
Fig. 8. As revealed in Fig. 8, although the trajectory of quadcopter is a circle on
the whole, some fluctuations around the set point still exist. The reason for these
phenomena is multifold. On the one hand, as the circle radius is just 2 m, small
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Fig. 5 The flow chart of Algorithm 1

fluctuations are still very obvious. One the other hand, the control algorithm also
needs to be improved and some parameters need to be further adjusted.

In order to verify the coordination of quadcopters, the angle among quadcopters
is calculated according to their position and illustrated in Fig. 9. The angle between
any two quadcopters should be 120◦ (illustrated as black line). However, the
experiment results are not very satisfactory. As analysis above, the experimental
setup as well as control algorithm affects the experimental performance. In essence,
the velocity control should be introduced into the control framework to obtain ideal
performance. We will do this work in the next step.
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Fig. 6 Experiment environment

Fig. 7 Experiment scene

4 Conclusion and Future Work

In this paper, we present a framework for multi-UAV control with aid of Vicon
system. Both the hardware setup and software architecture are introduced in
detail. Applying this framework in our experiment, we demonstrate a decentralized
coordinated flight demo in which three quadcopters circle around a fixed point. In
the end of paper, the flight data are reported and analyzed.

From the results of experiment, the controller of quadcopters needs to be
greatly improved. In addition, more advanced algorithm can be applied in this
framework. Therefore, future work will focus on the improvement for the controller
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Fig. 8 The target trajectory
and the true trajectory of UAV

Fig. 9 The angle between UAVs

of the quadcopters. Moreover, more complicated application of multi-UAV should
be achieved in this framework, such as encirclement and formation tracking. At
present, the environment information the UAV receives is provided by the Vicon
system. In our future work, the sensing technology will also be utilized to replace
the Vicon system. Thus the UAV can achieve fully autonomous.
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Quadratic Discriminant Analysis Metric
Learning Based on Feature
Augmentation for Person
Re-Identification

Cailing Wang, Hao Qi, Guangwei Gao, and Xiaoyuan Jing

1 Introduction

Person re-identification is the technique to judge whether person under differ-
ent cameras are the same pedestrian. Existing research methods for person re-
identification can be roughly divided into two categories: (1) feature representation,
design and extraction of the most robust features on persons to better represent
persons; (2) subspace/metric learning, projecting the extracted features into a certain
space, in which the same person is as close as possible, as far as possible between
different persons scattered, and a robust distance is learned in the training set to
solve complex matching problems. This paper focuses on subspace/metric learning
methods. Subspace/metrics learning methods can be roughly divided into two
categories: one is a general subspace metric for all cameras, learning a suitable
projection matrix for all cameras. This method has strong generalization ability
but weakens the discriminative ability of features within each camera; the other
is specific subspace metric for specific camera, learning a projection matrix for each
camera. This method extracts features with strong discriminative ability but poor
generalization ability. This paper is to improve XQDA metric learning method, so
that it has better generalization ability and discriminative ability at the same time.
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2 Related Work

Person re-identification is a problem of finding a person from a gallery set who
has the same identity to the probe. Its application is very wide [1, 2]: pedestrian
tracking, pedestrian search, public security, etc. However, the technology still
has many challenges [3], because the images captured by different cameras have
great distortion, such as environment, lighting, person pose, camera properties or
viewpoint, and occlusion which cause great interference for person re-identification.

Feature representation: Designing and extracting features that are more robust on
the person appearances to represent person. Color features are widely used in person
re-identification. However, color features are easily affected by external factors such
as lighting, environment, and camera properties. Texture features are very robust
to lighting and the environment, but they are sensitive to noise. For the feature
representation, many effective methods have been proposed, such as SDALF [4],
LDFV [5], salience matching [6], mid-level filters [7], and so on. But how to design
and extract robust features is still a challenging problem.

Subspace/metric learning [8–13]: Subspace metric learning methods can be
roughly classified into two categories: camera general projection matrix learning
[14–17] and camera special projection matrix learning [18–22]. General projection
matrix means that all cameras share a projection matrix, and the person image
under each camera is transformed by the projection matrix and then measured.
This method has strong generalization ability, but ignores the features variation
in each camera, thereby reducing the discriminative ability of person features in
each camera. The special projection matrix is to establish a projection matrix for
each camera. Each camera performs an independent feature transformation. This
method takes into account the internal relationship of each camera and has good
discriminative ability for the features of each camera. However, its generalization
ability is weak. In order to solve the above problems, this paper improves the general
projection metric learning XQDA method, and increases its discriminative ability
while focusing on generalization ability.

3 Approach

3.1 A Brief Introduction to XQDA

Person representation: X = [x1, x2, . . . , xn] ∈ Rd × n, n is the number of samples
in camera a, and d is the dimension of the feature; Y = [y1, y2, . . . , ym] ∈ Rd × m,
m is the number of samples in camera b. X denotes all the samples in camera a, xi

denotes ith person in camera a, and Y is similar to this. When i = j, the same person
is under different cameras

	 = xi − yj (1)
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When i = j, 	 is called the inter-person difference; otherwise, it is called the
extern-person difference. �I and �E are denoted inter-person variations and extern-
person variations, respectively.

Under the zero-mean Gaussian distribution, the likelihoods of observing 	 in �I

and �E are defined as:

P (	|�I ) = 1

(2�)
d
2 |�I | 1

2

e
−	T �I

−1	

2 (2)

P (	|�E) = 1

(2�)
d
2 |�E | 1

2

e
−	T �E

−1	

2 (3)

where �I and �E are the covariance matrices of �I and �E, respectively.
By applying the Bayesian rule and the log-likelihood ratio test, the decision

function can be simplified as:

f (	) = 	T
(
�I

−1 − �E
−1
)

	 (4)

and so the derived distance function between xi and yj is

d
(
xi, yj

) = (xi − yj

)T
W
(
�I

−1 − �E
−1
)

WT
(
xi − yj

)
(5)

XQDA learns a projection matrix W projecting the raw data into a lower-
dimensional subspace and learns a metric in this new space for re-identification.
So, the distance function Eq. (5) in the new space is computed as:

dW (x, y) = (x − y)T W

(
�’

I

−1 − �’
E

−1
)

WT (x − y) (6)

where �’
I = WT �IW and �’

E = WT �EW .
However, directly optimizing Eq. (6) is difficult. So, by the derivation of the

equivalent transformation, Eq. (6) is equivalent to:

J (W) = WT �EW

WT �IW
(7)

The maximization of Eq. (7) is equivalent to:

max
W

WT �EW, s.t.WT �IW = 1 (8)

By solving Eq. (8), a projection matrix W can be obtained and then the metric
matrix can be obtained.
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The projection matrix W learned by this method is a general projection for all the
cameras; therefore, the feature discriminability of this space is weak. This paper is
to improve the method by improving the discriminability of the projection matrix,
so as to achieve a better re-identification performance.

3.2 Feature Augmentation

The zero-padding augmentation of each camera can be rewritten as:

Xaug =
[

I

0

]
X, Yaug =

[
0
I

]
Y (9)

To generalize Eq. (9) as:

Xaug =
[

R

M

]
X, Yaug =

[
M

R

]
Y (10)

R and M definition as:

R = 1 + r

Z
I,M = 1 − r

Z
I (11)

Z =
√

(1 − r)2 + (1 + r)2

By controlling the parameter, the corresponding R and M can be obtained.

3.3 The Proposed Approach

The mapping function of the general projection matrix of the camera can be
expressed as:

fa(X) = WT X, fb(Y ) = WT Y (12)

Bring Eq. (10) into Eq. (12) as:

fa

(
Xaug
) = WT Xaug, fb

(
Yaug
) = WT Yaug (13)

Decompose W into two parts as:
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W =
[
WT

1 ,WT
2

]T
(14)

Bring Eq. (14) into Eq. (13) as:

fa

(
Xaug
) = [WT

1 ,WT
2

]
Xaug = (WT

1 R + WT
2 M
)
X

fb

(
Yaug
) = [WT

1 ,WT
2

]
Yaug = (WT

1 M + WT
2 R
)
Y

(15)

It can be seen from Eq. (15) that the discriminative ability of XQDA can be
increased through feature augmentation.

Let ||W1 – W2||2 be the regularization, and combining with the common ridge
regularization as:

‖ W1 − W2‖2 + ηtr
(
WT W

) = tr

(
WT

[
I −I

− I I

]
W

)
+ ηtr

(
WT W

)
= (1 + η) tr

(
WT CW

) (16)

where η < 0

C =
[

I −βI

− βI I

]
, β = 1

1 + η
< 1

The above r and β can be obtained by the principle angles between the cameras.
Ga and Gb are samples of camera a and camera b, respectively. The principle angles
can be computed by singular value decomposition of GT

a Gb [23]:

GT
a Gb = V1 cos (�) V T

2 (17)

where cos(�) = diag (cos(θ1), cos(θ2), . . . , cos(θd)) and θ i are the principle
angles.

With the principle angles, r and β can be set as:

r = 1

d

d∑
k=1

(
1 − cos2 (θk)

)
, β = 1

d

d∑
k=1

(1 − cos (θk)) (18)

Equation (16) is used as the regularization term of this paper to optimize the
XQDA, so that its features have better discriminability. The final objective function
can be expressed as:

max
W

J
(
WT Xaug

)
+ λtr

(
WT CW

)
, s.t.g

(
WT Xaug

)
(19)

where J is the objective function and g are the constraints, and λ is an optimized
parameter that can be predefined.
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Since β < 1, C = P�PT , and thus � = PTCP. Let W be:

W = P�
1
2 H (20)

Thus WTCW = HTH, Eq. (19) can be equally defined as:

max
W

J
(
HT �− 1

2 P T Xaug

)
+ λtr

(
HT H

)
, s.t.g

(
HT �− 1

2 P T Xaug

)
(21)

Get H and bring H into Eq. (20) to get the final projection matrix, and projecting
the features of augmentation into a new space through the final projection matrix.
On the basis of maintaining the generalization ability, the discriminative ability has
been greatly improved, and the XQDA performance of re-identification has been
further improved.

4 Experiment

In this experiment, we used VIPeR dataset, and 632 persons were randomly divided
into two non-overlapped parts. Three hundred and sixteen persons were used as
training sets to train the projection matrix, and 316 persons were used as test sets to
test the performance of the method proposed in this paper. λ is predefined as 0.5.
The features used in the experiments are the features provided by the KCCA [20]
method. For the fairness of the experiments, all the methods used for comparison
in this paper use this kind of features. CMC refers to the cumulative matching
characteristic curve, which is a commonly used evaluation method in person re-
identification (see Fig. 1). The rank-k recognition rate indicates the probability of
correctly identifying person in the first K images. In order to reduce the experimental
error, the experiment was repeated ten times and the average value was taken as the
final experimental result.

Compared with the previous method, the experimental results are shown in Fig. 1
and Table 1. As can be clearly seen from Table 1, the performance of the method
in this paper improves 3.95% than XQDA [16] at rank-1, and 6.08% at rank-5,
and at rank-10, rank-15, and rank-20, the performance increased 5.03%, 4.12%,
and 2.91%, respectively. Compared with the recently proposed MKSSL [13] and
CSRML [11] algorithms, the performance has also improved at different rank levels.
The reason is that the method in this paper improves feature discriminability in
each camera by feature augmentation while maintaining its good generalization
capability, thereby improving the final re-identification performance.
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Fig. 1 Various methods of CMC on the VIPeR dataset

Table 1 The correct
recognition rate on the VIPeR
dataset (%)

VIPeR
Rank 1 5 10 15 20

Ours 40.03 69.37 81.30 87.09 90.63
XQDA [16] 36.08 63.29 76.27 82.97 87.72
MKSSL [13] 39.43 68.41 78.04 82.66 85.92
CSRML [11] 34.49 62.66 74.37 82.91 88.61

5 Conclusion

In this paper, the feature augmentation method is used to improve the problem
of poor discriminability of XQDA for each camera. The current measure method
is either to learn a general projection matrix for all cameras or to learn special
projection matrix for each camera. The former generalization ability is better, but
it loses the inherent properties of each camera, making the discriminative ability
in each camera weaker; later the camera internal discriminative ability is focused
on, but it does not well consider the relationship between cameras, and as a result
the generalization ability is not very good. Based on the XQDA method, this paper
considers the relationship between the inside and the outside of each camera at
the same time to ensure its generalization ability and improve its discriminative
performance. Finally, experiments are carried out on a widely used datasets, and the
results show that the proposed method significantly improves the performance of
the re-identification.
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Weighted Linear Multiple Kernel
Learning for Saliency Detection

Quan Zhou, Jinwen Wu, Yawen Fan, Suofei Zhang, Xiaofu Wu, Baoyu Zheng,
Xin Jin, Huimin Lu, and Longin Jan Latecki

1 Introduction

The human visual system (HVS) has an outstanding ability to quickly locate the
most interesting parts in a given scene. Such image parts are considered as salient
since it is assumed these parts attract greater attention than other parts by the
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HVS. The recent study of saliency approaches may reveal the attention mechanisms
of visual biology to predict human fixation selection behavior. Saliency detection
plays a significant role in the fields of computer vision, and is involved in many
visual applications, such as automatic image cropping [5], image thumbnailing [19],
image/video compression [21], image segmentation [15], image quality assessment
[17], and object detection/recognition [2].

The recent years have witnessed great progress in saliency detection, and it has
received extensive attention by the researcher in the fields of psychologists and
computer vision [5, 6, 12, 26, 28, 31]. As a pioneer work, Treisman [24] proposed
a feature integration theory (FIT) which is composed by three main steps for HVS:
(1) the bottom-up contrast computation based on simple low-level image stimuli
signals, such as luminance, color, texture, and orientation, which are driven from the
input image [12]; (2) the integration process via fusing various bottom-up feature
maps produced in the first step[8, 11]; (3) the enhanced highlighting salient parts
with the assistance of top-down priors if available[3, 22]. In spite of achieving
promising results, these approaches are still suffered from the following limitations:
The existing methods for feature map integration, such as average operation [12],
selective fusing operation [8], max or min operation [30], are not flexible enough
and adaptive sufficiently. They are not able to assign adaptive weights to predict
visual saliency, which reflect the confidence level of each individual feature map.

This paper attempts to solve this problem using weighted linear multiple kernel
learning (WLMKL) framework for the task of saliency detection. More specifically,
our method firstly utilizes corner-surround contrast (CSC) [29] to measure the
saliency for each pixel. Except computing the appearance contrast, this contrast
operation also considers the relative location between center and surrounding
regions, which enables us to predict more exact location of the salient parts.
Thereafter, two types of commonly used contrast measurement, named CESC
[12, 30] and global contrast (GC) [5], are calculated as complementary feature
maps. Finally, to further investigate the contribution of each feature map, a multi-
cues integration framework is designed using our WLMKL scheme to predict visual
saliency. To optimize our WLMKL model, we design an EM-like procedure to
alternatively update the model parameters and combined feature weights, where a
closed-form solution can be obtained for updating feature weights. In summary, the
main contributions of this paper are mainly summarized as follows:

– We propose to use WLMKL paradigm to formulate visual saliency, motivated by
assigning adaptive weights to integrate different feature maps. Due to the duality,
an efficient algorithm is designed to solve our WLMKL problem with �2-norm
regularization. The proposed model benefits from the advantages of each feature
map, while keeping the assigned weights is always normalized.

– We evaluate our approach for the tasks of visual saliency detection. We compared
our model with the mainstream models in terms of detection accuracy. The
experimental results show that our method outperforms these top-ranked models
where previous studies have shown to be significantly predictive of salient parts
in natural scenes.
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This paper is organized as follows. We first elaborate on the detail of the proposed
visual saliency detection method in Sect. 2. Section 3 reports the experimental
results, and the conclusive remarks are given in Sect. 4.

2 The Proposed Method

The diagram of our approach is shown in Fig. 1. The training and testing images
undergo the same procedure of feature map computation and combination. We first
introduce the image representation using sparse coding technique, and then present
the aforementioned contrast calculation and WLMKL framework.

2.1 Image Representation

From the perspective of human vision, a vision system should be adapted to the
visual environment. As a supporting evidence for this theory, it has been shown
that some neurons in V1 cortex resemble receptive fields that are learned via sparse
coding algorithms [20]. From the perspective of computer vision, natural images are
always with redundant structure, and thus can be sparsely represented by a set of
localized and oriented filters [23]. To this end, we employ sparse coding technique
to represent image patches, which has been demonstrated as an effective tool for
saliency detection task [4, 10].
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Fig. 1 Diagram of our saliency detection approach. In each channel of RGB color space, the CSC
and CESC feature maps, which are the dissimilarity between a patch and its surroundings, and
global feature map, which is based on rarity of an image patch with respect to the entire scene, are
first computed and normalized. Then, the output feature maps and corresponding ground truth are
used to train our WLMKL model. Finally, the feature maps of testing image are fed into the trained
WLMKL model to generate final saliency map. The blue arrow denotes the training process and
the dash red arrow indicates the testing process. (Best viewed in color)
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Previously, the input image is first resized to 29 × 29 pixels. Suppose we have a
series of image patches from the top-left to bottom-right of image with no overlap.
Then the reconstructive coefficients ηi are calculated to represent patch pi using
the sparse coding algorithms [20]. In our implementation, we extracted 500,000
8×8 image patches randomly selected from color images using CIELab color space.
Thus each basis in the dictionary is an 8 × 8 = 64D vector, and we learn 200
dictionary functions. The sparse coding coefficients ηi are computed with the above
learned basis using the LARS algorithm [18] implemented in the SPAMS toolbox.1

Immediately below, we elaborate on the details of each blocks in Fig. 1.

2.2 Computing Contrast Feature Maps

CESC Inspired from the well-established computational architecture of [12, 30],
the CESC operation, denoted as f c

ce(pi ) in our model, is defined as the average
weighted dissimilarity between a center patch pi and its surrounding M neighbor-
hood patches:

f c
ce(pi ) = 1

M

M∑
m=1

W−1
im Bim (1)

where Wim is the Euclidean distance between the location of center patch pi and
the surround patch pm. Bim denotes the Euclidean distance between ηi and ηm in
the feature space, vectors of coefficients for pi and pm, respectively, where the
Euclidean distance (�2 distance) is employed as distance measure. Superscript c

denotes subchannels in RGB color space.

CSC It often happens that CESC may assign high saliency value to background,
leading to incorrect detections. In order to overcome this shortcoming, we employ
CSC operation f c

c (pi ) to estimate visual saliency not only investigating the appear-
ance difference but also relative location between center patch and its surrounding
neighborhoods [29]. According to [29], four types of local contrast, namely bottom-
right, bottom-left, top-right, and top-left templates, are defined. Let f c

br (pi ), f
c
bl(pi ),

f c
tr (pi ), and f c

tl(pi ) denote these four types of local contrast, respectively, the final
CSC feature map is calculated as

f c
c (pi ) = f c

br (pi ) × f c
bl(pi ) × f c

tr (pi ) × f c
tl(pi ) (2)

For one specific type of local contrast (e.g., f c
br (pi )), we define it as well as

CESC computation that encodes the discriminative difference between corner patch

1http://www.di.ens.fr/willow/SPAMS/index.html.

http://www.di.ens.fr/willow/SPAMS/index.html
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pi and its surrounding region. The same operation then applies to f c
bl(pi ), f c

tr (pi ),
and f c

tl(pi ), separately.
From Eq. (2), it is evidence that CSC assigns high value to patch pi only when it

is recommended by four types of local contrast simultaneously. Thus CSC is a more
strict contrast operation than CESC, resulting in more effective to exclude outliers
and inhibit background.

GC Sometimes, only using the local contrast operation may suppress areas within
a homogeneous region, resulting in the uniformly highlighted salient regions and
overemphasized object boundaries. Although the appearance cues of local patch
may be similar to its neighbors, they are globally rareness with respect to the entire
scene. To this end, we construct our global contrast feature map f c

g (pi ) guided from
the information-theoretic measure [4]. Instead of computing pixel saliency, here we
calculate the inverse of probability p(pi ) for each patch over the entire scene as the
global feature map:

f c
g (pi ) ∝ −

n∑
j=1

log(p(ηij )) (3)

where ηij is the j th component of vector ηi . The GC assumes that coefficients ηij

are conditionally independent from each other, which is to some extent guaranteed
by the sparse coding algorithm [20]. To construct the probability density function
(p(ηij )), we first calculate histogram distribution with B bins for each component
ηij among all image patches in the scene, then the distribution is normalized by
dividing to its sum. If a patch is rare in one of the features, the product in From
Eq. (3) will get a small value leading to high global contrast value for that patch
overall.

2.3 WLMKL Framework

In this section, we design a WLMKL framework to estimate visual saliency, where
the model parameters and adaptive feature weights are learned simultaneously. From
the perspective of WLMKL, the feature maps are explicitly encoded through a set
of so-called basic kernel functions {km}Mm=1, then a SVM objective is employed to
optimal model parameters and kernel feature weights.

Saliency Formulation Considering a training set � containing N samples,
where each sample is characterized by M kinds of feature descriptors. Let
� = {(Fn(x), yn ∈ ±1)}Nn=1, Fn(x) = {fn,m(x)}Mm=1, where fn,m(x) is the feature
map value for pixel x, yn is the target label for pattern Fn(x), where +1 denotes the
pixel x is salient, and −1 indicates not. We use Fn to represent Fn(x) and fn,m to
represent fn,m(x) for notation simplicity, then the saliency formulation for pixel x
is defined as follows:
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s(x) =
N∑

n=1

αnynK(Fn, F) + b (4)

where αn and b are model coefficients required to be learned from training samples,
while K(·, ·) represents a given ensemble kernel functions which are symmetric and
positive definite. Our formulation considers that the kernel function K(Fn, F) is a
convex combination of basic kernels:

K(Fn, F) =
M∑

m=1

βmkm(Fn, F)

βm ≥ 0,

M∑
m=1

βm = 1

(5)

where M = 3 since we employ three different kinds of feature maps (CESC, CSC,
and GC) to predict visual saliency, and βm is the feature weight for the mth feature
map. Keeping in mind that different feature maps may have different proportion of
contribution for final saliency map, we thus constrain the feature weights in From
Eq. (5) are non-negative and always normalized. Substitute From Eq. (5) to From
Eq. (4), we get our final discriminative saliency model as:

s(x) =
N∑

n=1

αnyn

M∑
m=1

βmkm(Fn, F) + b

βm ≥ 0,

M∑
m=1

βm = 1

(6)

WLMKL Primal Learning Problem Actually, Eq. (6) corresponds to a standard
support vector machine (SVM) formulation under MKL framework [7]. In order
to identify the model parameters, we thus propose to address the following convex
optimal problem, which we refer to as our primal WLMKL problem:

min
b, ξ , β, K

1

2

∑
m

1

βm

||km||2 + C
∑
n

ξn

s.t. yn[
∑
m

km(Fn) + b] ≥ 1 − ξn,∀n

ξn ≥ 0,∀n

βm ≥ 0,
∑
m

βm = 1

(7)
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where β = {βm}Mm=1, ξ = {ξn}Nn=1 are slack variables, and C is the trade-off
parameter between training error and margin. It is clear that Eq. (7) is a primal
learning problem involved in a weighted �2-norm regularization, where βm controls
the shape of the objective function.

Since this primal formulation is convex and differentiable, it provides a simple
derivation of the dual problem [25]. By simply setting zero to the derivatives of the
Lagrangian function for Eq. (7) with respect to the primal variables, we derive the
associated dual problem as follows:

max
α

min
β

J (α,β) = −1

2

∑
n,n′

αnαn′ynyn′
∑
m

βmkm(Fn, Fn′) +
∑
n

αn

s.t.
∑
n

αnyn = 0 0 ≤ αn ≤ C ∀n

βm ≥ 0,
∑
m

βm = 1

(8)

where α = {αn}Nn=1. Optimizing the coefficients α and β is one particular form of
the proposed WLMKL problems. Our approach utilizes such optimization to yield
more flexible feature integration for visual saliency estimation.

Optimization Directly optimizing Eq. (8) is difficult, we thus resort to an iterative,
EM-like strategy to alternately optimize α and β, separately. In each iteration, one
of α and β is optimized while the other is fixed, and then the roles of α and β are
switched. The whole iterations are repeated until convergence is reached.

On Optimizing α Suppose we are given the optimized parameter β∗, the optimiza-
tion problem of Eq. (8) becomes

max
α

J (α) = −1

2

∑
n,n′

αnαn′ynyn′
∑
m

β∗
mkm(Fn, Fn′) +

∑
n

αn

s.t.
∑
n

αnyn = 0 0 ≤ αn ≤ C ∀n

(9)

which is identified as the standard SVM dual formulation using the combined kernel
K(Fn, F) = ∑m β∗

mkm(Fn, F). Thus the objective value J (α) can be obtained by
any SVM algorithm.

On Optimizing β Suppose we are given the optimized parameter α∗, the optimiza-
tion problem of Eq. (8) becomes
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Algorithm 1: The training procedure of our algorithm
Input: Training data: F1, F2, · · · , FN ; Associated data label:

y1, y2, · · · , yN ∈ {+1,−1};
Initial kernel weights: β = {β1, β2, · · · , βM }, where βm = 1

M
, m = {1, · · · ,M}; Initial

temp weights: T = 0;
Basic kernel: Gaussian kernel; Step size: γ ;
Stopping parameters: ε;
Output: Model coefficients: α; Basic kernel weights (feature map weights): β

1 for ||T − β||2 ≥ ε do
2 Save current β as T = β;
3 E-step: Optimize α∗
4 Compute α∗ using a standard SVM solver with fixed β and

k(Fn, F) =∑m βmkm(Fn, F);
5 M-step: Optimize β∗
6 Compute descent direction ∇J for β using Eq. (11);
7 Update β∗ as β∗ ← β + γ∇J ;
8 Normalize β∗ to satisfy the equality constraint in Eq. (10);
9 end

10 return α and β;

min
β

J (β) = −1

2

∑
n,n′

α∗
nα∗

n′ynyn′
∑
m

βmkm(Fn, Fn′) +
∑
n

α∗
n

s.t.
∑
n

α∗
nyn = 0 0 ≤ α∗

n ≤ C ∀n

βm ≥ 0,
∑
m

βm = 1

(10)

which is actually a non-linear objective function with constraints over the simplex.
With our positivity definition on the kernel functions, J (β) is convex and differ-
entiable. Thus we solve this problem using a reduced gradient method. By simple
differentiation of the objective function of Eq. (10) with respect to βm, we have

∇J = ∂J (β)

∂βm

= −1

2

∑
n,n′

α∗
nα∗

n′ynyn′km(Fn, Fn′) ∀n (11)

Once the gradient of J (β) is computed, β is updated using a descent direction
∇J as β ← β + γ∇J , where γ is the step size. Recalling from Eq. (10), the non-
negative and normalized constraint is also required to be satisfied after β is updated.

The whole training process is shown in Algorithm 1, the procedure of our method
requires an initial guess to β in the alternating optimization, where each entry
of β is initialized with equal weights. The whole algorithm is terminated when a
stopping criterion is achieved. Here a simple stopping criterion is adopted based on
the variation of β between two consecutive iterative steps.
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3 Experiments

This section first describes our implementation details and experimental setup.
Then, we compare our method with the state-of-the-art methods in the literature.

3.1 Experimental Setting

Dataset To evaluate the performance of our method, we employ two widely
used datasets, including TORONTO [4] and MIT [13]. The first dataset contains
120 color images with resolution of 511 × 681 pixels from indoor and outdoor
environments. Images are presented at random to twenty human subjects for 3 s with
2 s of gray mask in between. For the second dataset, it is a larger dataset containing
1003 images (resolution from 405 × 1024 to 1024 × 1024 pixels) collected from
Flicker and LabelMe datasets. There are 779 landscape and 228 portrait images.
The ground truth saliency maps are generated using the eye fixation data collected
from fifteen human subjects, where each subject is asked to freely view images for
3 s with 1 s delay in between.

Baselines To show the advantages of our approach, we selected 6 state-of-the-
art models as baselines, including spectral residual saliency (SR [9]), attention
measure (IT [12]), unified saliency (US [14]), nature statistic saliency (SUN
[27]), frequency-tuned saliency (FT [1]), and co-bootstrapping saliency (CS [16]).
Besides, we directly borrow three feature maps (CESC, CSC, and GC) as baselines
for comprehensive comparison.

Evaluation Metrics We utilize receiver operating characteristic (ROC) curve to
evaluate our system. Under this criteria, each predicted saliency map is thresholded
to generate the final map. The pixels with larger saliency values than the threshold
are identified as salient (positive samples), and the other pixels are considered as
non-salient (negative samples) [4]. The ROC curve is plotted with the true positive
rate against the false positive rate under varying threshold. After that, we also
compute the area under ROC curve (AUC) score for direct comparison. As discussed
in [27], however, there is always a center bias that our HVS always prefers to the
center of an image. Therefore, we turn to the shuffled AUC (sAUC) score [27] as an
alternative metric.

3.2 Results and Analysis

Table 1 shows the performance comparison between the proposed WLMKL method
and the baseline methods in terms of the AUC and sAUC. The corresponding ROC
curves are illustrated in Fig. 2. Results show that our WLMKL method outperforms
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Table 1 Performance
comparison of the baseline
methods and our approach on
two datasets in terms of AUC
and sAUC. The best results
are shown in bold values

Toronto [4] MIT [13]

Methods AUC sAUC AUC sAUC

IT [12] 0.739 0.627 0.725 0.614

US [14] 0.815 0.670 0.804 0.658

CS [16] 0.817 0.659 0.814 0.656

FT [1] 0.534 0.447 0.515 0.422

SR [9] 0.516 0.409 0.544 0.437

SUN [27] 0.670 0.505 0.722 0.609

CESC 0.691 0.671 0.677 0.603

GC 0.816 0.690 0.808 0.676

CSC 0.811 0.694 0.816 0.670

Ours 0.827 0.702 0.843 0.697
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Fig. 2 ROC curve comparison between our method and other baseline approaches. From left to
right are the results on the TORONTO and MIT datasets. (Best viewed in color)

the state-of-the-art approaches. From Table 1, our method averagely improves the
results with 0.020 and 0.035 in terms of AUC and sAUC, and outperforms the best
performing baselines with a margin of 0.031 and 0.043, respectively. We also show
the promising results of each contrast feature map (CSC, GC, and CESC) over two
datasets, especially the CSC almost gains higher performance than CESC, achieving
comparable results with GC contrast measure. In particular, on the TORONTO
dataset, CSC achieves an AUC of 0.827 and a sAUC value of 0.702, while on the
MIT dataset, CSC achieves an AUC of 0.854 and a sAUC value of 0.697.

Some examples of the saliency maps produced from our WLMKL and the
baseline methods are shown in Fig. 3. One can observe that WLMKL produces
saliency maps more consistent with the ground truth, compared with other baselines.
These results clearly demonstrate the effectiveness of WLMKL in combining the
contrast feature maps to perform visual saliency detection. It is worth noting that the
proposed WLMKL does not require any preprocessing such as over-segmentation,
nor any assistance from the top-down priors.
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Fig. 3 Visual comparison between our method and other baseline approaches. From top to bottom
are some examples of predicted saliency maps on the TORONTO and MIT datasets. The columns
from left to right, respectively, show estimated saliency maps produced by FT, US, CS, IT, SR,
SUN, CESC, GC, CSC, and our methods, with corresponding ground truth and original images.
(Best viewed in color)

4 Conclusion

In this paper, a WLMKL framework is proposed for visual saliency detection.
WLMKL learns adaptive weights to incorporate three contrast feature maps namely,
CSC, CESC, and GC, respectively. Our WLMKL model enables each contrast
feature map to contribute to predict pixel saliency via preserving salient features
and suppressing the non-salient features. Extensive experiments well validate the
effectiveness of our framework on TORONTO and MIT benchmark datasets. In the
future, we would like to explore more feature space (e.g., texture feature and edge
strength) to further enhance the performance.
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data caching and computation offloading,

34
deep feature learning system, 34
deviation index, 35
ERGAS, 35–36
experimental data, 36
experimental results, 36–38
Gram–Schmidt method, 33
IHS, 33
information cognitive system, 34
information entropy, 34
mean gradient, 35
nearest-neighbor diffusion pan sharpening

method, 34
pan-sharpening transform method, 33
PCA, 33
spatial frequency (Sf), 35
standard deviation, 34
wavelet transform, 33
WorldView-2 image, 34

Resource management program, 21
Resource utilization, 22
Robustness index, 8
Root mean square error (RMSE), 67–70
Rule-based group consensus framework, 61

S
Scale-invariant feature transform (SIFT)

algorithm, 170
SCiFI, see Secure computation of face

identification (SCiFI)
Scout bees, 13, 15, 16
SDA, see SmartData Appliance (SDA)
Search and rescue (SAR), 150
Secondary filter keyframes extraction

algorithm
adaptive threshold algorithm, 170
adaptive threshold calculation, 173–174
clustering-based processing, 170
coal mine, 171
coal technology, 169
experimental results and analysis, 176–179
image eigenvalue calculation, 172–173
motion analysis method, 170
secondary filtration process, 174–176
SIFT algorithm, 170
target detection, 170
Top-K, 174
video sequence moving target detection,

171
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Secure computation of face identification
(SCiFI), 120

Secure face detection, 123–124, 126
Secure face label matching, 124–125
Self-regulating index, 5
Service level agreement (SLA), 22, 102–104
Service level agreement violation (SLAV)

analysis, 102–104
SIFT algorithm, see Scale-invariant feature

transform (SIFT) algorithm
SmartData Appliance (SDA), 26
Social centrality (SC), 61
Social network recommendation robotics,

61–62
Social similarity (SS), 61
Social-trust network utilization ratio, 69–70
Space-time autoregressive (STAR)

cascade algorithm
anti-interference target, 160–162,

166
beam-Doppler space, 162
flowchart, 164
regression coefficient, 163

covariance matrix, 157
DOF, 158, 160
inhomogeneous clutter power, 157, 167
input target signal and interference

parameters, 164, 165
multi-channel radar detection, 157
outlier-resistant method, 158
PAMF, 157
residual filter, 157
ROF, 160
space-time steering vector, 159
training samples, 158–159
vector linear predictive filter, 157
whitening filter, 159

SS, see Social similarity (SS)
Standard deviation, 34
STAR, see Space-time autoregressive (STAR)
Static auction algorithm

allocation phase, 154
bidding phase, 153
complementary slackness condition, 153
complexity, 153
conditions, 152
decision phase, 153
iterative process, 154

Statistics-based approach, 24
Subspace/metric learning, 191, 192
Support vector machine (SVM), 76, 206

T
Temperature conditioning process, 6
Textures encryption, 112
Thomas–Kilmann instrument, 61
Threshold-based heuristic methods, 23
Threshold-based load detection algorithm, 88,

103
Threshold-based segmentation method, 11, 12
Time-homogeneous discrete-time Markov

chain (DTMC), 92, 93
Time-separated discrete-time Markov chain, 24
Trust relationship (TR), 61

U
Unmanned aerial vehicles (UAV)

bearing rigidity, 181
control algorithm, 186
Department of Defense, 181
experiment environment, 186, 188
experiment scene, 186, 188
flow chart, 186, 187
formation control, 181
graph theory, 181
LOCUST Project, 181
target trajectory, 186, 189
velocity control, 187
Vicon system, 181–182

DJI FlameWheel 450, 183
experiment and setup, 183
hardware architecture, 182
Odroid-XU4, 184
Pixhawk, 184
software architecture, 184–185

V
Vehicle logo detection

algorithm, 76–77, 83, 84
data acquisition, 77–78
data enrichment

brightness transforms, 79
Gaussian noise, 79
sensitivity, 78
training sets, 78

detection effect, 83
feature extraction, 76
improved algorithm, 84, 85
locations, 76
MAP value, 84
research significance, 75
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training and testing samples, 83
training samples, 77
YOLOv2 algorithm

competitive advantage, 80–81
Darknet19, 80
K-means clustering, 81–82
multi-scale detection training, 83
pre-training model, 82
VGG16 network, 80

Vertices encryption, 110–111
VFH, see Viewpoint feature histogram (VFH)
VGG16 network, 80
Vicon system, 181–182

DJI FlameWheel 450, 183
experiment and setup, 183
hardware architecture, 182
Odroid-XU4, 184
Pixhawk, 184
software architecture, 184–185

Video sequence moving target detection, 171
Viewpoint feature histogram (VFH), 114, 115
Viola–Jones type face detector, 120, 125
VIPeR dataset, 196, 197
Virtual machines

algorithm, 26
ARIMA model, 90
cloud computing, 21, 87
constant-time algorithm, 88
control node scheduling, 22
cyclical allocation, 23–24
decision-making, 89
dynamic consolidation, 22
dynamic mode, 89
dynamic virtual machine integration, 23
energy analysis, 101–102
energy consumption, 27–29
experimental design, 26–27
hybrid Markov model, 22
integration technologies, 89
“jitter” phenomenon, 22
K-order mixed Markov model

algorithm design, 96–98
autocorrelation coefficient, 93
computer resources, 91
ordinary single-order Markov model, 92
Pearson correlation coefficient, 92, 93
random process, 91
time-homogeneous discrete-time

Markov model, 92
transition probability, 91

load-balancing system, 90
LRR detection algorithm, 22, 88

Markov chain model, 88, 90
migration, 27, 28, 89–90

quantity analysis, 100, 101
model establishment, 96

DTMC, 93
Markov transition probability, 94
Pearson correlation coefficients, 95
transition probability matrix, 95

OCP, 88
OpenStack, 22, 88
power resource consumption, 22
PUE, 21–22
resource management program, 21
resource utilization, 22
simulation process, 98–100
simulation tools, 98
SLA analysis, 22, 102–104
SLAV analysis, 102–104
static mode, 89
statistical analysis, 90
statistics-based approach, 24
system model, 24–26
threshold average load detection algorithm,

88
threshold-based heuristic methods, 23

Virtual reality technology, 107
VMM-DAM design

allocation algorithm design, 144, 145
auction model, 144
payment scheme, 145

VMs-GSA design, 143–144

W
Wavelet fusion method, 37
Wavelet transform, 33
Weighted linear multiple kernel learning

(WLMKL) framework, 202
CESC, 204
CSC, 204–205
experimental setting, 209
FIT, 202
GC, 205
HVS, 201, 202
image representation, 203–204
optimization, 207–208
primal learning problem, 206–207
results and analysis, 209–211
saliency formulation, 205–206
visual applications, 202
visual saliency detection, 202, 203

Whitening filter, 159
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X
XQDA metric learning method, 191, 192

covariance matrices, 193
projection matrix, 193–194
zero-mean Gaussian distribution, 193

Y
YOLO method

frame rate multiplier, 77
model, 55, 56
See also Marine organisms tracking

YOLOv2 algorithm
competitive advantage, 80–81
Darknet19, 80
K-means clustering, 81–82
multi-scale detection training, 83
pre-training model, 82
VGG16 network, 80

Z
Zero-mean Gaussian distribution, 193
Zero-padding augmentation, 194
Ziegler–Nichols (Z-N) method, 1, 6, 7
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